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Preface 
Undoubtedly, a highlight of the yeai's activities of the Mathemat.cs and Statistics Research Department was the 

Veiling Mathematicians Program. Several distinguished mathematicians and statisticians visited the department to 
'.a!k about oui research, and theirs, and .o participate in our seminar programs. Spending a full week with us were 
Richard Barlow of the University of California and Florida State University. Ralph Bradley of Florida State 
Umversiiv. Walter Gautschi of Purdue University. Paul Halmos of Indiana University. Pete Stewart of the University 
of Maryland. Richard Varga of Kent State Unrveisity. and Eugene Wachspress of the Knolls Atomic Power 
Laboratory. Several other mathematicians and statisticians ot' note visited the department for one to three days. 
Man* of these visitors participated in a new venture, the Mathematics Colloquium Series, sponsored jointly by the 
department and the University of Tennessee's Department of Mathematics. A list of these speakers and their topics is 
given in Part C. 

The department was pleased to I.ave Sherwood F. fcbey of the University of the South and Douglas S. Robsc of 
Cornell University spend parts of their sabbatical leaves with us. She-wood fcbey worked with the Statistics Sectu n 
on a number of statistical problems and helped administer the Southern College University Union Science 
Semester. Douglas Robson participated in fiie brostatistics program and contributed to the solution of a number of 
important problems in the ORNL Biology and Environment Sciences Division. 

Robert C. Meat-ham joined the department from the University of Tennessee. He complements the Computing 
Support Section, which was reorganized under the direction of William Lever. 

For part of the year Toby Mitchell was on leave, lie spent five months with the Department of Statistics at the 
University of Wisconsin. Madison. 3nd five months at the Nation?.) Institute of htwironmental Health Sciences at the 
Research Triangle in North Carolina. 

The department is proud to acknowledge a singular honor conferred upon one- of its members V. R. R. Uppulun 
was elected to membership in the International Statistical Institute in recognition of his contributions to statistical 
research. 

vii 
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Part A. Mathematical and Statistical Research 

1. Statistical Estimation 

K.O. Bowman J. E. Cope' D. S. Robson B » Rusi' D G W I I M . I I 

DISTRIBUTIONAL PROPERTIES OF MAXIMUM 
UKEUHOOD ESTIMATORS OF THE 
PARAMETERS OF A MIXTURE OF 

TWO NORMALS 

An investigator may believe that certain data are a 
sample from a mixture of two or more normal 
distributions This belief may come from observing a 
bimodal or multimodal curve obtained by plotting the 
data or from a knowledge of the population that 
generated the data. As a mvr l example, height 
measurements of adult human beings appear to come 
from a mixture of two norma) distributions, one for 
the female portion of the population and cne for the 
male. Nontrivial examples abound and range from the 
distribution of DNA 'deoxyribonucleic acid) content 
of megakaryocyte cells to the distribution of fish 
lengths in a commercial fisherman's catch. Experi­
mental biologists and commercial fisheries alike wish to 
estimate the parameters and the proportions of the 
underlying distributions without attempting to classify 
each observation. In addition, they would like to 
obtain reliable estimates at the least cost, that is. from 
as few observations as possible. 

The problem is. then, to devise an economical 
scheme for estimating the means, standard deviations. 
and proportions associated with a sample from a mix­
ture of normal distributions and to determine the 
effect of sample si/e on the reliability of these 
estimates. 

Bowman and Shenton2 have investigated these ques­
tions fo, the moment estimators of the five parameters 
of a mixture of two normal distributions. We are now 

1. (Vmpulw? Appi. ations Department. 
2. K. O. Bowman and I.. R. Shenton. "Space of Solution* 

for a Normal Mixture."' Binmrlniw 60. 629 1f> HI'! J). 

investigating them '"or the maximum likelihood esf»*ru-
tors. 

Part of the motivation lor this work is the desirt- io 
solve a frequently occurring practical problem, bui in 
addition we expect to extend statistical theoiv Maxi­
mum likelihood estimators tiave been widely used for 
estimating the parameters of distributions because iheir 
asymptotic properties have beeii extc <sivelv \tudiod 
However, for finite sample n/es their properties jre 
unknown. Our studs ttiil -opiribufe to j belter 
understanding of the maxi:;ium likelihood estimators 
for small sample sizes. 

Given a data set v = }*.{. ' = I. - «. which is 
assumed to come from j mixture of two normal 
distributions, the maximum likelihood estimators are 
the values {pi. »",. *T: • <; :. p) oi ihe live pjrameters 
which maximize the likelihood function / . l p ; . ot. u j . 
•••';./»..*!defined by 

I P , I 
* - ^ = - - « p l (x, ^ r i :« ;> | -

V-'f"; ) 

Setting the partial derivative oi /. with respect to 
each of the five parameters euua. io zero gives five 
coupled, nonlinear, homogeneous equations for the 
estimators. The mathematical questions are: When do 
these equation have no solution, exactly one solution, 
or nuny solutions: assuming that a solution docsex'st. 
how does one go about finding one: and how does the 
sample si/e influence the answers to Ihe two previous 
questions? 

We have developed an iterative scheme for solving Ihe 
nonlinear equation*.. Using the computer program 

1 
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implementing this scheme, we are conducting a Monte 
Carlo investigation of the effect of sample size on the 
computed estimators. We repeatedly generate a speci­
fied number of samples from a known mixture of two 
normal distributions snd compute the maximum likeli­
hood estimators. After a specified number of repeti­
tions, we compute the first four moments of the 
distribution of estimators. The means of the estimator 
values are compared with the parameter values used to 
generate the samples. This is a rather time-consuming 
investigation, and although it is well under way. it is 
not nearly completed. 

Preliminary indications are that the maximum likeli­
hood estimators are not noticeably better for '"small" 
sample sizes than are the moment estimators, but we 
cannot yet make a quantitative statement. 

SUBOPTIMAL CONSTRAINED INTERVAL 
ESTIMATION BY MEANS OF 

LINEAR PROGRAMMING 

The numerical solution o( Fredholm integral equa­
tions of the form 

J, 

X M'.s)x[s)Js=yit) + £</>, 
-

where K(i. s) andy(r) are known functions and e(r)is a 
stochastic measuring error, is an important problem in 
many physical sitntions. The usual approach is to 
replace the integral equation by a corresponding linear 
system. 

A'x = y + e . (I) 

and to assume that the stochastic error vector c is 
chosen from a joint normal distribution with variance 
matrix S'2, which, without loss of gcnevality, can he 
attuned to be diagonal. To estimate any integral 
quantity of the form 

J> 
$= I w(s\xh)ds . 

a 

where »•(.') is a known function, one seeks to estimate 
the approximating linear functional 

<p = w r x 

subject to the constraints imposed by (I). The system 
II) is almost always very poorly conditioned, so it is 

possible to obtain physically meaningful solutions only 
by applying a priori constraints *>n the proMem. An 
often very powerful and almost always physically 
justified constraint is that the solution x be non-
negative. 

In solving such constrained estimation problems it is 
important to calculate confidence-interval estimates to 
get an idea of the amount of uncertainty in the answer. 
Rust and Burrus3 have shown that the confidence-
interval bounds e>K> and 4>up can be obtzined as the 
roots of the equation 

where u is a constant corresponding to the desired 
confidence level and /.(£) is the piecewise quadratic 
functional 

= min{(Ax - y ) r S' z (Ax - y) Ix > 0 . w r x = 4>\. 

A computational procedure for computing these roots 
would involve parametric quadratic programming, 
which is difficult and very expensive. An alternate 
approach4 is to calculate suboptimal approximations 
to <?'" and C-Uf\ using various linear programming 
approximations. These approximations arc obtained by 
replacing the 2-norm constraint, 

(Ax y ) r . r 2 ( A - x - y ) < H

2 . (2) 

with either an °°-norm constraint. 

i rax j r ' lA 'x y n | < > i , (3) 

or a I-norm constraint, 

\trS'l(Kx - y ) ! < u . (4) 

where e r = (1, 1, .... 1). We have developed and tested 
a number of strategies for reducing these approxi­
mating problems to a standard linear programming 
tableau: one strategy uses both (3) and (4) to give a 

j . B. W. RuM and W. R. Burru'.. Mathematical Pro%rammin% 
and the Xtimcrkal Solution of Linear liquations, American 
I Iwvicr. New York. 1972. pp. 162 72. 

4 B. W. Rusi ,ind W. R. Burrus. Suhoptimal ilethods for 
Solving Constrained Intimation Problems. DASA-2604 
(Jjniwry 1971). 



3 

better approximation to the ellipsoidal constraint 
region defined by (2). The linear programming prob­
lems corresponding to this lest strategy can be written 

v trnin» J '.p! P> -

\01"' / W ) 
where m is the number of rows in A. / is the irth order 
identity matrix, and p is a dummy vector defined bv p 
= IICx - yi. 

We are currently studying the following extensions of 
this work: 

1. improving the bounds by prerotating the constraint 
region by means of the singular value decomposi­
tion. 

2. allowing the incorporation of other kinds of a priori 
constraints. 

3. allowing for errors in the matrix K, 

4. computing the bounds corresponding to directly 
constructed poly tope confidence regions. 

RANDOMIZED SAMPLING RATES IN 
SPARSELY SAMPLED STRATA 

Any stratification plan can ordinarily be improved 
for purposes of sampling and estimation by further 
partitioning the population into finer classes of cvrn 
greater homojyncity. The requirement !hat every 
stratum be represented in the sample, however, limits 
the number of strata to, at most, the number of 
elements in the proposed sample. The need for a 
standard error estimate from the sample further 
reduces the possible number of strata to. at rrost. half 
of the proposed sample size, since each stratum must 

be sampled ui least twice to provide within-strata 
estimates of variance. This latter need conflicts with 
the primary objective of stratification and is commonly 
circumvented by the post facto pairing of singly 
sampled strata for purposes of variance estimation. 

Randomization of campling rates among sparsely 
sampled strata oilers an hones! means of circumventing 
the "two per stratum" requirement. An extreme form 
of such a scheme would allow all but one stratum to be 
singly sampled, provided that this stratum is randomly 
picked. More geneiaily. if k out of K strata are singly-
sampled and the remaining K k are (say) doubly-
sampled, then an unbiased estimator of sampling error 
variance exists when the choice of the k strata to be 
singly sampled is a random choice. The variance of a 
stratified sample estimate 

A. 

in this case becomes 

* JK *k I \ 

/,= ! \ 2A W 

where Sf.1 is th» variance among the X/t elements in 
the /rth stratum. An unbiased estimator of this sam­
pling error variance is then 

_ ¥ K /K + k l \ 

K A \2A \J 

where the sum now extenJs only over those K k 
doubly sampled strata where variance estimates^ 2 are 
available. 

The concept of randomized sampling rates applies 
also to multistage sampling designs and adapts to more 
general probability sampling schemes for randomizing 
the rates. Its primary utility, however, appears to reside 
in the common situation of sparsely sampled strata. 



2. Statistical Testing 
J.J.Beauchamp K.O. Bowman F. L. Miller. Jr. D.S. Robson 

L. R. Shenton1 M. Sobel2 V. R. R. Uppuluri 

EFFECT OF NONNORMAUTY ON THE 
DISTRIBUTION OF THE t STATISTIC 

Preliminary results from the investigation of the 
effect of nonnormality upon the distribution of the t 
statistic are given in a previous report.3 Table I gives 
the combinations of skewness (Vtfi) and kurtosis (fa ) 
values for three of the dis<ributions being considered. 
Since the \/0i and 0; values for the gamma and 
Weibull distributions are related to the parameters of 
their respective distribution functions, we ar*1 consider­
ing * meaningful range of parameter values for these 
two distributions. In particular, for the gamma proba­
bility density function, we consider 

;,<*)= exp( x). x > 0. 

where 

20! -Op, 6 = 0 . 

and for the Weibull probability density function, we 
consider 

/'„.(.<) = rf ' «*P< * ) • x > 0 . 

where 

2<3, -30, - 6 < 0 . 

The ranre of the parameters is p = 1(1)10.15. 25. and 
c = 1.2(6.2)4.0. Sample sizes of 25,50.75. and 100 are 
being used in calculating the higher moments of the 
distribution of the •' statistic for each of the assumed 
nonnormal parent distributions. An ongoing study to 
apply new methods of evaluating summations will 
make it possible to extend the range of sample sizes to 
values much less than 25. The basic parent distribu­
tions under investigation cover a wide range of practi-

I. I'nivctMly nfCicoTiiKi. 
1. I'nivcfsity ot Olilorn!.! ,u S,inU B.itb.ir.i. 
3. "t-ffect of Nonnnrtn.ihiy <>n Ihc Distribution of tl'c / 

Statistic." Math Slat Res Pep Prog Rep June M), l')7f. 
l;(TNn/( SIM8. pp 4 5 (October l»75i. 

cal statistical distributi'Mis in the life and physical 
sciences. 

Although the determination of the higher moments 
of the i statistic from different prren' distributions is 
helpful in evaluating the effect ol nonnormality. a 
more practical consideration is to lave knowledge 
about the level of significance expected when tabled t 
values are used on samples from nonnormal distribu­
tions. A program by Amos and Daniel4 allows us to 
determine specific percentage points of interest from 
the distribution of the I statistic. We have been able to 
examine the contours for particular levels of signifi­
cance in the (V0,. 02 >-space from the results of the 
above calculations. Figure 1 shows the actual level of 
significance achieved on the distribution of the t 
statistic when the underlying distribution is a type I or 
A distribution and the tabled 95% • value (t = 1.711) is 
used for a sample size of 25. We may conclude from an 
examination of this figure that if an experimenter is 
sampling from a type I or A distribution and is using 
the tabled / statistic for a one-sided test at the 5% level 
of significance, then the actual level of significance 
would be between 3 and 17r for a sample size of 25. 

4. P. Y.. Amos and S. L. Daniel. TaNes of Percentage Points 
of Standardized Pearson Distributions. St' RR-71 0J48. Sandia 
Laboratories (1971). 

*>. • W - M n- i in 

0 2 0 4 0 * 0« 10 12 •* 
v 

I 1 
0911 0MO 0 9*1 0970 

2 # j - 3 # , - * - 0 > 

_L_ k-
Fig. I. Percentage contours fot tn 2 S = 1.711. 
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Tabfcl. Coabaatmsofv;', .i cotadmi 

\i, 

it 0.1 i>.2 0.3 0.4 l».5 o.6 11.7 0.1 0.9 1.0 I I 1.2 1.3 1.4 1.5 

2.0 13* 1.3 1.3 1.3 1.3 1.3 1.3 I.J 1.3 

1.4 

2 z 1.3 1.3 1.3 i.3 1.3 :.3 1.3 l.J 1.3 1.3 
•» - I.J 1.3 1.3 1.3 1.3 1.3 :.3 l.J 1.3 1.3 1.3 
2.fc 1.3 1.3 1.3 1.3 1.3 1.3 1.5 U 1.3 1.3 1.3 1.3 
2.8 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 
3.0 1.3 1.3 1.3 1.3 1.3 1.3 1 l.J 1.3 1.3 1.3 1.3 1.3 1.3 
3.2 1.2 U I I . J 1.3 \ .3 1.3 l.J 1.3 1.3 1.3 1.3 1.3 1.3 
3.4 1.2 1.2 1 1 1 1.3 I * l.J 1.3 1.3 1.3 1.3 1.3 1.3 I 3 
3.6 1.2 1.2 U 1.2 1 1.3 1.3 l.J 1.3 1.3 1.3 1.3 1.3 1.3 1 3 
3.8 1.2 1.2 1.2 1.2 1.2 1 1 1 1.3 1.3 1.3 1.3 1.3 1.3 1.3 
4.0 1.2 1.2 1.2 1.2 1.2 1.2 1 ! 1 1.3 1.3 1.3 1.3 1.3 1.3 
4.2 1.2 U 1 •» 1 ? 1.2 1 1 1.3 1.3 1.3 i.3 1.3 1.3 
4.4 1.2 1.2 1.2 1.2 1.2 1.2 1.2 U 1 1 1 1 1 1 1 

1 = mixture of normal distribution*. 
2 = Grani-Ourik: type A drtlribulion. 
3 - Pearson iypc I distribution. 

NEW SYSTEM OF BIVARIATE MODEL FOR THE 
DISTRIBUTION OF TWO PARAMETERS 

Bowman and Shenton5 have constructed a se: of 
contours for the y/b, and h2 joint distributions by 
transforming each variate to a normal variate. using 
Johnson's system of transformations. Although this set 
of contours shows a 90, 95. and 995£ region of true 
contents of distributions and a good practical use for 
simplicity, it does not contain the smallest region, nor 
does it represent the equiprobability of a true bivariate 
distribution of y/b, and b2 • 

We have developed a new model for the general 
sampling of two parameters 

/ M > i . * i ) = K'(\/,A.)K(/>2 V f e . ) . ( 1 ) 

where w(-> refers to the S t- approximation to the 
marginal probability density function and frt'i •) refers 
to a conditional gamma distribution. Thus. 

*(V*.) = [«/(2ir)'^ | {I / [K1 + (y/b, - ?) 21 'h \ 

XexpC-'AJT + Ssinh-' ((^A, --{VX|}»). 

k\k[k7 - 1 h,))P^h>> ' 
Kfri l v * , ) : 

f W M ] 
Xexp|-A(fr2 I fc,)l 

i. K. 0. Bowman and L. R. Shenton. " 'Omnibu*' Test 
Contour* for Departure* from Normality Bavd on •J^, and 
b,." Binmttrika 62. 243 SO f 1975). 

where k > 0. p (V^i) > 0. and £. X. •). b are found in 
Johnson's table.* 

We have shown that the new set of contours 
constructed by using the new bivariite distribution. 
fly/ht. bz). approximates almost precisely the true 
equiprobability of the joint distribution y/bt and ft?.7 

Further, the new model can be extended by utilizing a 
variety of univariate distributions to approximate a 
function of any two parametersx and;-. For example: 

a. Instead of the gamma density in Eq. (I), we may 
use a Weibull component. Thus. 

where 
X<A-)=|*(V I - r 1 )]*"*> 

for * > 0.p(.t)>0..v > 1 + x1 . 
If fitted by moments, quadrature methods would be 
required. 

b. Another possibility is to use the F-ratio density 
instead of the gamma. Thus, 

<fl*\v - I jr2)P 'r(P+<7 + D 
f{x.y) = w(x) (J+.V i -x*r+*+*r{p)n<i + t) 

for -oo < x < oo and .v > 1 + x7 , 

6. ¥. S. Pearson and H. O. Hartley. Biomeirika Tahles for 
Statisticians, vol. 2, Cambridge University Pre**. London. 
1972. 

7. 1.. R. Shenlon and K. 0. Bowman. "A Bivariate Model for 
the Distribution of y/f>, and h,." J. Am. Slat. Assoc., to be 
published 
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w here J > 0. p > 0. ./ > | . and J. p. and </ may be 
liken as functions o f t . 

c Intercf.ange the roles «»t" x and y and use Johnson's 
-V, for the marginal of i and a beta distribution for 
the conditional. Thus. 

r ( r .v i = u ( r ) 

\x\y~T> x\r ' M T T ' + t l " ' 
x • 

where p > 0. </ > 0. x1 < y I . and the indices p 
and i/ are functions of v. 

MARGINAL SIZE OF THE ONESIDED 
FISHER EXACT TEST 

Discreteness of the hypergeometric distribution pro­
duces small sample irregularities in the operating char­
acteristics of a one-sided Fisher Exact Test for a 2 X 2 
table. Numerical exploration of the power surface has 
revealed anomalies such as decreasing power with 
increasing sample si/e. Power characteristics may be 
substantially improved by allowing the conditional si/e 
of the test to increase while retaining control over a 
marginal si/e. 

In the context of one-sided, two-sample tests of 
homogeneity, only the two sample sizes (row totals w, 
and / i 2 . say) are predetermined by the experimenter, 
who is therefore justified in dropping (he condition of 
fixed column totals in order to achieve nominal test 
size conditioned only on sample sizes. One way of 
achieving this end is to retain the structure of the 
Fisher Exact Test but to implement the test at a 
predetermined conditional significance level a (. exceed­
ing the nominal target level a. This conditional size o t 

is calculated as the tail probability of the hyper-
geometric distribution determined by both row and 
column totals. The value of o (. is chosen, however, to 

ensure only that the lla -average tail probability 
exceeds o when conditioned on just the row totals. 

HYTOTHESIS TESTING 

Sobel and l'pp>i!uri* have developed s sparse- and 
crowded-cell lest for the hypothesis that a set of data 
may be described as coming from a specified distribu­
tion. Miller and Quesenberry* have evaluated several 
st?tistics for tes'ing uniformity, and the sparse- and 
crowded-cell test has been applied to the alternative 
distributions of the report in order to see whether it is 
a worthwhile competitor. The sparse- and crowded-cell 
test is easy to apply in practice because of its simplicity 
of computation. One merely counts the number of 
cells with less than a given number of occupants or 
more than another given number. !f this number is 
greater than some predetermined constant, the hypoth­
esis is rejected. The above assumes that the interval is 
divided into cells of equal probability. 

For the first member of family I of the report* the 
power of the sparse- and crowded-cell test for samples 
of size 50 can be as high as 82^ . depending on the 
criteria for sparseness and crowdedness. For compari­
son, the Watson I'1 statistic has power 8 5 ^ . the 
Cramer von Mises statistic has power '-W7. and the 
Anderson-Darling statistic has power W I . 

The lest is appealing both from the viewpoint of ease 
of computation and how much power you can get 
from such a relatively coarse classification procedure. 
We are trying to improve the power of the test, while 
not overly complicating the computation, by consider­
ing also the number of runs of sparse and crowded 
cells. This addition of "neighbor" information will 
hopefully sharpen the test. 

8. M. Sohcl and V R R I ppuiun. "Sp-irv.- and Crowded 
(ells jnd Dinchkl DninbuluMiv" inn. Slat 2. 977 H7 
(I974>. 

9 F. I. Milkr. Jr.. and C. P. Qucxntwrry. Slatmics for 
TrUinr tnifnrmilv on the I nit Interval. l'CCND'CSO-12 
(April 1975) 



3- Experimental Design 
J. A John1 

h V Mcfleilan: 

T J. Mitchell 

0TT1MAL INCOMPLETE BLOCK DESIGNS 

One of the must effective techniques fur increasing 
Ike precision of an experiment is "Mucking." that i>. 
Ihc grouping of the experimental units into relatively 
homogeneous Mocks, within each of which a subset of 
the experimental treatments is then applied. The 
problem is 10 determine the best way of assigning 
treatments to Mocks. The classical approach to this 
problem has been to place certain requirements of 
"balance" on the design and to devise zlgebraic or 
geometric methods for constructing designs that satisfy 
these requirements. In this research, we lake a some­
what different approach, based on the application of 
some well •established optimally criteria 

We shall assume thai r replications of each of r 
treatments are to he sorted into h Mocks of si/e k. 
where k < r. We restrict consideration to designs in 
which every pair of treatments appears together in 
either X| or X- blocks. <vhere X : = X, ot X: = X] • I 
F.xtensrve computer wors 4 has previously implied that 
optimum incomplete block designs should have this 
form. 

In a previous report/ we described a method for 
constructing designs of this type that are /J-opumum. 
that is. designs that mtnirii/e the determinant of ihe 
variance-covariance matrix il of the treatment param­
eters. This method utilized a relationship between 1! 
and the incidence maitix of a regular graph of degree >' 
with r Venice*, where i is related i«> ihe design 
parameters hy 

i\k M- »M« I » • r . 

where m is an integer A rather elaborate computer 
program was written to construct the complete set <•! 

I t ni*n»i!\ i.f Soultumpi.ti 
* Si t t Surn .r V i w i l f l Slinlrni PJIII . «p->m t n n c m h 

<>i irtrfevlh 
i o m i |jt>.;jii.t> <;<jjujii' rjnuir-j^'ii i«-it..» 

V»»»iu PoWicvhnh I nil nuir ifal M^i, I nnciMtx 
* I. I Mil,bell. "( . •mpuld I <>n<<iu>:»-n ••! SnuM 7> 

• •pimuf lm..mpl«lf W - i i llrHfn*." /V.« •'•*ih Viii.»> ISI 
T5J i m | 1 7 l | 

.* "f ••nuitttlitm .•! />•'!»( mul IrH.-twplric Hfcsl l*c\t(n\ " 
MUr* SM Kti t*rp /V.< R,p hmi M ( » ' | I I | I M W 1 . 
pp •" 11 i(lr.*mt«*i I*T4| 

M I) Morns' 
D. S. Rohson 
R. C Ward 

regular graphs t.»r all r < 12. except Sot the ca»c u . /I = 
;l*. 5|. which «as to«- extensive to liandle. |-'>r every 
parameter set lr. k. r\ we rhe« searched the sei <>f 
regular grapiis with the appropriate degree ( t<< find 
those that yielded the optimum il. I sing the algorithm 
described by John." we then attempted to construct 
the design itself If no design was found to exbt tor the 
optimum il. we then considered the second best, thud 
best, and so forth. 

This procedure was applied using three different 
definitions of optimality. all of which, roughly speak­
ing, have to do with minimizing the variances of the 
estimated treatment effects 

1. />-optimali(y minimi/e the determinant of 12. 

2. -f-optimalilv : minimize the trice ol il. 

-v t -optimality minimize the maximum eigenvalue of 
n 

Occasionally . the A-optimal design differed ir<>ni the/'-
and -I-optimal designs, hut in all cases the />- and 
l-optimai designs were the same. 
We have compiled a list ot these optimal designs and 

their properties' tor all cases in which r ^ \2 and r < 
10 |exccpt lor the seven cases corresponding to n . n -
112. 5 l). For the .»» cases in which the optimum design 
appears to be new. we have presented it in full. 

A. -OPTIMAL DESIGNS 

Fxpenmenters are fretiuencly interested in determin 
ing. in a least squares sense, the coefficient of a 
polynomial of order r in k variables that approximate a 
vet ot n >ibservatii>ns. For example, an experimenter 
may want to approximate the observations y by the 
second-order polynomial in two variables x, and x ; 

V * in * j , \ , • ^*;X; • J .X, ; • ,'«*! ; *,><*:.; • 

where x( , is the sector whose />th comp>ment is the 
product i>\ the /'th components ot the \, and x. 
veciois The unknown >|uaniiiies to be detet'itincd are 

fi t \ l.'hn. ( . fnpul . l < onotui l ton .-I Hinj[\ In, i n 
I'K-rt K k k ffc-t*rnv" «uKrril!<-J |.> Ipjtf SlJI 

' I J XllMlrll ami I \ I.-tin t*rlimjl In. •••nptet. HI.* t 
fVufni IIRM € » | » * I | 1 T M 

/ 
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the j . s This problem can be restated as the problem or 
determining a real ""-vector fi*. minimizing the Fix lid 
ean length ot Xj r. given the real n X m matrix X 
and 'he reai n-vector y The symbolism Xfi 2 y mill 
denote this linear least squares problem. 

Since the experimenter «jn frequently choose the 
values of the dependent variables at which the observa­
tions are taken, these values I design points > should be 
chosen such that the resulting answers are optmul in 
some sense. One such design criterion with statistical 
motivation ts the criterion oi '7>-optimaui>." A 
£>-opiim»l resign which minirni/es the volume of the 
joint confidence region for the least squares estimators 
of & is based on maximizing the determinant of X"X 
and has been investigated b> several statisticians. We 
have begun an investigation of a different design 
criterion called ~A. :-optimaUty." Specifically, a k:-
optimal design minimizes the spectral condition 
number ni X The motivation for this criterion is based 
on perturbation results for the least squares problem. 
These results indicate that the magnitude of the 
relative error in the soluium vector is essentially 
bounded by the sum of tiie magnitude of the relative 
errors in (he .V matrix and y vector magnified by the 
condition number of the .V matrix. Thus if the 
condition number is minimized, the bound on the 
solution's relative error is minimized. 

The spectral condition number of X. Kz(X). is 
defined by 

A ' 2 ( .V>=imi 2 li-Til; . 

where X* is the Moore-Pemose generalized inverse of X 
and IH*2 is in-: spectral norm (2-norm). For our 
purposes, a better characterization of the spectral 
condition number of X is given by the singular values 
of .V. which are the positive square roots of the 
eigenvalues of X'X. This characterization defines 
Ki(X) as the ratio of the largest singular value to the 
smallest singular value. From this we can easily 
determine that A^f-V) > I and A'2(.V) = I only when 
the columns of X are orthogonal, that is. only when X 
represents an orthogonal design. Thus, minimizing the 
spectral condition number of X is an attempt to make 
X represent more closely an orthogonal design. 

We are in the initial phases of this research and have 
written a computer subroutine K2MIN that attempts 
to determine A%-optimal designs with the variables xi 

restricted to the unit cube I £ x, $ 1 . i - I. 2 *. 
K2MIN uses a transformation technique and Zangwill's 
modification of Powell's conjugate direction algorithm 
to find a local minimum of A2(Af) inside the con­

strained region. Since K2MIN determines only a local 
minimum, there is no guarantee that the returned 
design points yxid the global minimum to- the 
constrained region. However, the possibdiiy ot not 
finding the global minunum can be reduced by 
performing the rmnimizaiioo several tunes, using 
widely separated initial design points. 

I sing K.MIS. we have constructed a design for a 
second-order model in two variables with six design 
points. The design has poinis at | l . I ) . (0 .1 . 0.1). 
|0.«*I5. 0 . 9 I 5 M 0 * 1 5 . 0.VI5). ( I. 0-165). and 
I 0-465. I ) and has a KjX) value of 4.63. These 
design points are sim.br to those produced by Box and 
Draper* for a 0-optimai design. The D-optmai design 
h a s p o t n i s a i | l . l M O I 3 l 5 . b I 3 I 5 M I . I M - I . I K 
( ». 0.3*15». and < - 0 J » 4 5 . -1K This simdanty as 
well as other properties of A :-optimal designs are 
expected to be studied in the near future. 

FACTORIAL DESIGNS FOR DETECTION OF 
MODEL INADEQUACIES 

In the analysis of factorial experiments, a linear 
model containing only the mean and main effee's is 
often assumed to he adequate. This procedure involves 
a tacit assumption thai the main effects do not 
interact, or that interactions are negligible. While there 
may be some e*idence to support this assumption, an 
additional test for model adequacy is often desirable. 

In the context of analyse of variance, a test for lack 
of fit can be nude, based on a noncentral \ z or 
noncentral F statistic. In each case the power of the 
test to detect nonnegligible interactions is a mono-
tonically increasing function of a quadratic form 

where ft is a vector of interaction terms, and I. is a 
positive semidefmite matrix determined by the experi­
mental design. Therefore, by control of the experi­
mental design, and hence the form of /.. the experi­
menter can control (to some extent) the power 
properties of this test. 

We are concerned with the selection of design classes 
and particular designs for which the power to detect 
nonnegligible two-factor interactions is high. The 
principal criterion for design selection has been the 
trace of /.. tr(/.V. maximizing this quantity is equivalent 

R. M. i. Box and N. R. Draper. "Factorial l>CM|inN. Ih-
',VJf' Criterion, and Some Related Matter*." Trrhnomrlrics 
13.731 4 2 M 9 7 I I . 

http://sim.br
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to imximunag (he avenge value of pV'-A *» an 
appropriate region of the £ space. We have shown for 
certain design sure that a design is triXKoptimal if and 
only if it s or;hogonal and of resolution IV. Design 
sues for •nidi these conditions exist have been 
derived. 

For design sues which do not aHow construction of 
orthogonal resolution IV designs, various techniques 
have been used to find optimal or near optimal design* 
For 2* experiments, the dass of fold-over designs has 
provided excellent results for designs with 2A to > 
points. (For a discussion of font-over designs, see Box 
and Hunter.*) In the case of J* experiments, two 
classes of designs have been investigated- One is the 
dass of designs generated by balanced arrays. This class 
was introduced and first studied by Chakravarti.1* 
Another amaar dass. which we have formulated 
specifically for this problem, is under investigation. 
Computer searches and optimization routines are used 
tc i*md optimal designs within each design dass. 

Designs which we find to be optimal or near optimal 
with respect to the trt7.) measure will be further 
examined with regard to more classical measures of 
design optimally. 

OPTIMAL DESIGN FOR MEASURING SIMPLE 
EXPONENTIAL DECAY WITH POISSON 

SAMPLING ERROR 

If Y(T,) Y(Tk)ate independent Poisson variables 
with mean values F.\Y{T)\ = a cxpi-jST). then for a 
sampling design with ni = npi independent replicates at 
Tj. the variance of the maximum likelihood estimator 

of $ is (asymptotically) 

vartfi = j*»Jl . £>,2 '««', *Vl ' 

The variatc i, = T, T-.: is measured in "half-life*" units 
of tune: 

r , : = fbi ZM . 

and 7 is the weighted mean: 

i~ 

I*I 

The (unique) optimal design for mmhnizing varfj}) u 
a two-point design with up rephcates at t = 0 and iH I -
p> at l = 2 | = 3.688. where ( is the zero of I • 2 * 

$\n Imdp =il + 2*1"'. This design achieves 

T*2~**1 In 2. 

vart3» = l»KK?ri if\'' . 

<i. C. f. P. Bo* and I. S. Hunter. "Tbe 2*"* Fr*.-tR<tul 
Fjcioroi Drtynv Part l.~ Trdnomtmn 3. 311 51 tl**I». 

I ft. I. M. Oukrjwrti. "On Some Methods of ConMnKtwn 
of tonally Balanced Array C Ann Math. Star 32. 11*1 85 
«I96I>. 



4. Probability 

R. R. Covcyou S. A. Paul' 

MNMAL SUFFICIENT CHARACTERIZATIONS 
OF UNIFORMITY 

From the viewpoint of applications of the theory of 
stochastic processes to physical processes, for example, 
the analysis by the Monte Carl-> method of neutron 
awl other panicle transport problems or of other 
physical (and social or biotopcal) problems, the so-
caled uniform distribution oa the real unit interval is 
of fiasic importance. 

For many reasons, and in particular, because of the 
ahead} wide use and even wider applicability of the 
Monie Carlo method to the solution of physical and 
other probiems arising from nuclear and other energy 
programs, it would seem that a deeper inaJriJ landing 
of this basic probability distribution is of ?reat 
potential relevance. 

A careful study of this distribution has bc-n made. •>• 
particular, several results are obtamed (some of which 
are presented below) which characterize ibis distribu­
tion by sets of conditions which are. in some sense, as 
weak as possible. 

Let .V denote a random variable with values in the 
real unit interval (0 . I ) . and let C denote the random 
variable umtormry distributed on |0 . 1). Let D denote 
the "degenerate- random variable on this interval. 
rVobfD = 01 = I . For each real x. let * = |») • x-. 
with \x\ an integer and x - € (0. I ) For random 

variables M, and M} . let Jf, - M: mean that M, and 
M: have the same distribution. 

If. for each u € (0 .1 ) . 

then 

M*L. 

Abo. if. for each integer r. * 0, 

(••I M* \nM\ . 

then M is a mixture of V and D 

I fcnncvwc Tcchm>(<>(k]l I'niterMty 
2. I'niwruiy of ( jlifornu j l Sanl* ththm 

M.Sobel1 V. R. R_ Uppulun 

We have shown that it is not necessary that ( • ) 
sbouUhold for each • •€ (0 .1 ) . In fact, i f f ) holds for 
a single irrational H € ( 0 .1 ) . the coachraoa fonows. 

We have also shown that it is not necessary that I * * ) 
should bold for each m # 0. In fact, if ( • •> holds for 
each prime integer, then the conclusion follows. 

Neither of these hypotheses can be further 
weakened. 

Some applications of these results arc to the held of 
random nwaber generation and tesung. 

INFERENCES ABOUT RARE EVENTS 

According to Weaver/ a smalt probability event, or 
an improbable event, is called a rate event. He observes 
that rare events arc often, though not always, inter­
esting. He abo introduces the concept of a swprismg 
event, which implies that the event is rare, though a 
rare event need not be surprising. This idea is iflus-
trated in terms of dealing a bridge hand (13 playing 
cards) and tossing a metal disk with three possible 
outcomes. At a bridge table, when a hand of 13 spades 
is dealt, on? may say that an improbable but not a 
surprising event occurred, since a du l hand is as likely 
(or unfakery) as any of the possible alienuuve out­
comes of the dealing process. However, for the :oss of 
a metal disk, standing on the edge would be a 
surprising event, since the probability of standing on 
the edge is very small in comparison with the other two 
alternatives. 

In diverse fields of scientific studies, there is interest 
in understanoing and making inferences about rare 
events. If observations are made at discrete time 
intervals, a rare event may not appear even once. In 
such a situation one problem of interest is to give 
confidence limits for the probability p of observing the 
rare event at any trial. A procedure based on a heuristic 
anal) sis. along with a set of fables and a few 
well-thought examples, is suggested by Gardiner in an 
unpublished memorandum.4 One can justify this 
rigorously as follows. 

One cannot obtain confidence limits on p from the 
theory of the binomial distribution, since the estimate 

3. W. Weaver "•rottaMity. Rarity. Interett and Surprnr." 

4. D. A Gardiner, personal cnmmuiHcatmn < 19? I). 

10 
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p (of /»(is m o . By studymg ike problem of rare events 
a the coatext uf die phi w o — a of waiting tunes and 
frequencies of events, one caa surpass this difficulty 
As a matter of fact, one can find * waiong time •»', 
(random varabL:) associated with the binomial distri­
bution. Since h*i has a geometric distnbaitiott with the 
same parameter •». we can obtain the confidence bawls 
amp. 

m a discrete rime process, let \ denole the 
frequency of rare events observed dnrinf |0 .n ±i] and 
h", denote the trial at ninth we observe the first rare 
event. Then we have 

Probl.y, = 0 | - rVoblb, > « | = (I pf . 

which leads to 

Ptobfir, = w| =pfl pf ' . n * 1 . 2 . . 

In order to find confidence bouts for p -i a signifi­
cance level a. we look for a probabdity suicmenl 
urvolving p and h'i. Using the relations 

frobjir, < « | =Ptob(h, to(l p | > n i n < l p | | 

= 1 o . 

we obtain 

Tiob\p<\ o 1 *"=1 = 1 o . 

Smce b'i > ••>. it is reasonable to suggest 0 < /> < I 
a 1 " a s a (I a ) ^ confidence interval for r-This is the 
interval suggested by Gardiner as a confidence interval 
for p. More details may be found in the repori by 
Uppuuri and fatil * 

We shall now discuss a discrete time version of the 
"waiting lime paradox." Thrs is in direct analogy with 
the waiting l.x< paradox discussed by Feller* m the 
case of exponential wailing times and P««vsi frequen­
cies. 

Suppose in a discrete time process evenis occui in 
accordance with a geometric process where the 
expected time between consecutive events is equal to 
lip. Say we observe the system at a:, arbitrary but 
fixed instant of time I. We disews the following 
question: What is the expectation £(!»',) of the waiting 
lime Wt for the next event? Il is understood thai the 

5. V. R. R. I'ppahin jnd S. A. Fatil. Inumcn About Rtrr 
tww«.ORNl;<"SD-II.(June I976> 

6. W Felkr. An Introducrinn to PhibiMitY Thtory snd lit 
Apptkttkmt. II. 2ded.Wiky. New York. 1971 

epoch i B —dependent of the times of occurrence of 
the events. As m the wanmg tune para-jox for buses 
which arrive in accordance with a ftatss-ti process, two 
coatrsdktovv answers stand to i*w*ou. The two 
answers arc \p and | l • (I p i | : = MI • n'.l : . The 
paradox can be understood m terms of the ftAowme 

Ff*ip"utmm Let the drscrete random vanabies .V|. 
X-. be mutuaRy independent with a -.-ommon 
geometric dtartbutiua 

ftob| . l - ,*x| *p\\ pf ' . * * ! . : . . 

Let 0 < i* be a fixed natural number (though jrhurank 
chosen I. and kt Sk = X, * V. * • Xt. The elrmeni 
Xt satisfying St , < i < 5k ha< the pr«*abuny 
density fnnctiau 

I p**? > . x=\.l. .t 

jr/^* l *ptrx l . x - i * i . t * i . . 
The mean of this distnbution is given by 

£ T / , C * | = - I -«"• 
» I F P 

For proof, ons may refer to the report by LpouJuri 
and Paul * 

WAITING TIMES AND INCOMPLETE 
DOtfCMLET INTEGRALS 

The incomplete Dinchiet intefral of type I is 
introduced in > previous report7 as a generalization of 
the incomplete beta iunction in the following way: 

' :V>n(« hr+t) 

* / „ ' X ' 0 * • - • • *»»• * . » * * . ' * . 

for integers n. r. and ft and for 0 < p < I lb. Il can be 
seen* that this integral is equal to the probability that 

7. "GciKratmr. Functioiwof Generafcreif cncomplet* Dtrtch-
kl Inieynb." Mith Sui Rrs. Dtp. Put* Rep Junt SO. 197$. 
I'CTNprSD-l*. p 12 (October 1975). 

». M. SnbeJ jnd V. R. R. Cppufun. "SpjfK and Cr.«wded 
Ceih jnd Dinrbkf Dnlhbufioriv" Ann Sui 1. 977 K7 
11974) 
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in a muftmomnl experiment with ft • I cetts (* cetts 
each wiu. probability p wA one eel with probabmty 
I ftpl. the numwim frequency m the 6 crib is at 
least r a n irnkpendeRt trab One way to generalize 
this mtegral is by die mtroduction of the parameter i 
as foSows 

/„'*"('.«» = 

•rr(-E,'.y 
X II x^ ' dx, . 

This is a O iKoU mtcgnl which, when i * ('. pvri 
/*^V. nl and. when / - I. has a profcabrhwic 
interpretation foe the fowawing waiting time undmn 
variable, bt the multinomial problem discussed above. 
!et * h j denote the trral at which vcty oat of the ft 
crib has at leas: r bafts m each eel (for the fast timel-
Then we have t»* equality of the fotowmg probabili-
tits: 

Tidb\rhj < IT| = Ptob[RHH-Y,. X,. . Xh I > r\ 

«P*1r. i t» . 
r 

After some integration, one can show 

rnb\*hj, -n) - i/*<*f M'* ' f r .«» . 
The ascending factorial moment generating function 

of whf is defined by 

#i}=E\t r » ' | = £ f 

which reduces to 

n-hr 
" P r o h | r ^ = W | 

O. 

where 

Cj»('.H)=f Yj t lx , . ..,x»» II «/jra 

o o 

Jrt*l **> 

II r' • 

r*('>r(/»f)(l • * , • . . . •**>"•*' 
*»>o. 

The function C/Hr. Mi «s referred to as the 
incomplete Dmchlct mtegral of type II. From o4/>. one 
can show that the Jth ascemJmg factorial mumeni of 
r » J r , * e i , » * » 1 , u 

Wi ft nr»jll t h , , 

where 

•n the special case r - I. the random variable r̂  , 
deautcs the variable assornfed with the coupon col­
lector's problem.* The moments of the waitmg time 
oh | are known to be related to the harmomc series. 
Thus we have new representations sack as 

£I»»C» l»il.2|. 

— • j f t f * " ( i . 3 » * s | < * * " « i . : » | 2 

An assocaled warting-time randoiP variable arises in 
the case of sampling without replacemeni from a finite 
popwation with ft categories. Lei there be V objects in 
each category, and let Tk j denote the number of 
draws necessary to obtam J objects froa each fbss. 
For d - I it can be shown that 

F r o b | r h | > r | 

£ «"-,(t)i5 
(V(ft oil'fVft if 

o=l 
|.V<A a) i\'.iXhf 

and the expected values are given by 

«i. . / * \V»V*I 

•*• V /.vo • i 

For </ = I and small values of ft and V. the 
probability distribution and moments of TkJ were 
tabulated with the help of Keaven Anderson. For large 
values of ft and V. one can use the results cf the 
previous paragraphs as approximations. 

9. W. feller. An IntmkKftn* Ut Ftohetidilt Thr.m and In 
Applflnmt. Wt>*y. New V.nt. I*57 



5. Continuum Mechanics 

S J. C A M * fc H lee' D. N Robinson : C C. SrarJr L J. Z a p * ' 

CONSTITUTIVE LAWS FOK 
ELASTK-T lASnc MEDIUM 

HuT* considers a rate- or flow-type c & u u t * n r bw 
lor elastic-plastic rate-mdepeadeoi mcdmui of the form 

& 

where the X, are recrmgulir Cartesian csordauMs m 
the muni or reference configuration, the rate potential 
t is a homogeneous functwci of degree 2 m the 
velocity gradients •» , •.¥,. and i^ is the partial tone 
derivative of the tint Kirchboff stress with fixed .V 
Choosing the reference state to be the current state and 
usmg vumbnear converted coordinates £*. it can be 
shovw: that the above constitutive bw fouows from the 
existence oi an associated potential F\tai)of the straw 
rate components 

In the ahove equation, » rs the velocity vector m the 
deformmg body, and the comma denotes covanant 
differentiation. The s.conri Jtirchhoif stress rs assumed 
to fee derrvabSe from the potential F by 

Since the constitutive law » rate independent Fit^^ta 
a homogeneous function of degree 2. Hence the above 
expression is rtwuced to 

Thrs unnhes Mil's relation. 

it 
s*- = 

* ' ^ » 

ai terms of convected coordinates with 

With - * 1 known, this establishes that £ is a homo­
geneous ftnw'ion of degree 2 in KiJt. 

Smce the law* of plasticity must apply ai the 
presence ef rotations, ther influence ams not affect 
ihe stress rate term in the constitutive relation: hence, 
a Jaumann or spm-mvanant st«cs rate is appropriate. 
We use the configuration at t as the reference configu­
ration and utilize Cartesian coordinate! x. It can be 
shown dial 

•F 
•*i =.. 

« l 3 * > 

Usmg the relation 

$»* = -•»* • -*»»«' . 

we obtain 

if 
. - • » » J.a 

* « a , » 
N * " ^ 

I Sl-Mir-f d I Mixrwlv 
* Reach* n w n « * . O H M 
i N j lcxui Bmtttm.»( S l jn iudv 
4 R Hill. " W w U M K f^n«wV> m ike U r d u * * * 

Sntah vnkrni j Mjntrjl Tmw." 7 Vr r * flin Sn*rf« 

: * * « * 0 * ••*/»!» 

where VVr denote* the Jaumann derivative and 

In the above equation. -„ is defined to be - „ - Jh,r 

where o v ts the Caacky stress m Cartesian coordinates 
x and where J is the density ratio. Frevioush the 
quantity ' „ has been introduced by Lee5 to express 
the yield condition in his finite elastic-plastic theory. 
With F{D„) homogeneous of second order m the strain 

5 f H l « . " ( i M K - r t n i K Drf omul ion j i tmiic 
S'MWP. J *Pf* Ut(H J * . I *| I9»<»I 
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rates, it :clows thjt 

Thus, if me define 

a third rate potential (• n fenerjted as follows: 

ELASTIC WAVE Off FRACTION KY 
HALFINFlMTt CRACKS 

Foe teactot design calculations, we are mterestcd in 
the problem of diffraction of a plant etsstk wave by a 
half-infinite crack located on the positive x axis i* a 
two-dimensional elastic medium. Further, we want to 
use the solution oi Cm problem to calculate the 
secondary diffraction by a different atd parallel 
half-minute crack. Previously we have studied a finite 
crack problem that ca.' be considered as the interaction 
of two half-uifmrte-crack problems.* 

Since the governing equate*.* of dynamic elasticity 
can be decomposed into several wave equations with 
distinct wave speeds, the mathematical techniques for 
the wave equation can be borrowed in dealing with the 
elastic wave problems It is known that the half-plane 
diffract-**! problem of a ' .alar wave equation can be 
solved by means of the Wiener-Hopf technique. A 
different approach to tins problem has been proposed 
as the ray theory. As an extension, the uniform 
asymptotic theory of edge diffraction has been 
developed by Ahluwaln. Lews, and Boersma.7 

Recently the scalar wave diffraction by two paralel 
half-ptsnes has been studied by Jones* using the 
Wiener-Hopf technique. Jones's result indicates that, in 
certain circumstances, the solution bawd on the 
uniform asymptotic theory shows slight discrepancy to 

* S J (Turn*. "Dtflracimti <«r Rane IMif jrimui Wjvrt fcy 
a YtMit (>**." Q 1 wVr* Appi thtti 24 .4:? 4 ) l | v 7 | | . 

7 D S \htawalu. H M I rwiv and I fcxrum. "I mfoon 
AsymptotK Theory of Diffraction by j Plane Screen. - SIAUJ 
Appl Itort I*. 7*3 *07<|%ftl 

A D S Jnnrt. "DnvMed Kmft-Uft DifTraclion and Ray 
IhtvtyTQ J Ifrr* Apr* Htth 2*. I l* l l»7J , 

the exact sotutior-. An improvement of the uniform 
theory has been made by Boersma.* We are interested 
in the correspundmg problem of elastic wave diffrac­
tion. 

The problem of elastic wave diffraction by % haJf-
infuute crack can be solved by the ciethod of 
Wiener-Hopt. as outlined below, usmg the following 
definitions and notation. The one-sidtd Laplace trans­
form M time is defined by 

and the two-sided Laplace transform in x is defined by 

The subscript • or - with the superscript * is defined 

£ » f "< '**gix)dx . 

f'-f°mf ^*jrtJt)dx. 

On the boundary, stresses of given magnitude are 
appked on both surfaces of the crack. By symmetry, 
the displacement is m o along the negative x axis. Thus 
the Laplace transforms of the boundary conditions can 
be reduced to a relation between the unknowns •• 
and e». where 

? ; = J ° e P** %<x> Jx . 

*>("' "*Hx)Jx. 

In the above integrals, the stress component m the 
direction of the y axis %(*) and the vertical displace­
ment rtr) are unknown m their ranges of integration. 
The Wiener-ffopf equation relating f * and i\ is 

: w W)(Vr'" : ' r : , ; -
9. J uarnma. "DitTractmn ny Tw" faraftrl HaW-PlanM." 

Q t H*th Appl H»f* » . 4 « * Hi!°7<». 

file:///htawalu
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where i r . t t . and it a-e constants detcrauncd by the 
wave speeds and 7/ - l%l IJ : ». Tfc? function Alnjin 
the above equation B related to the speed of the 
Rayknjh surface wave. Both s* and T* can be solved 
from the above equation by arguments from the theor> 
of functions of a complex variable. 

The transformed stress components can be expressed 
in terms of §". and the problem reduces !o die 
inversion of die Laplace transforms. These inversions 
have integrals of the type 

I / * : • « -
T = — I F\x. v. n) 

X « p { pHs1 I J : ) ' V nx|[<rq. 

where 11 is a complex variable. If we mtrodwx m the 
mtefrand a variable 1. where 

and consider the dclormatio* of the contour of 
integration, we have 

/, * f"for.*.iv r'Ji*R. 

where the polar coordinates r and 9 are used. The 
inversion of # t can then be obtanted immediately. 

COBffMRBON OF A GENERAL RATE FLUID 
ANDTHEBKZFLUTD 

After the bask formulation was set forth by 
Oldroyd.'* many constitutive equations for visco-
ctstic funds were proposed. Because the differential 
•ype* hwt s^ffeted «»»iou* «t»»whack*. great interest 
has been shown m integral types o( constitutive 
cquaikms to describe the nonuncai rtieoiogkai phe­
nomena such as non-Newtonian viscosity, normal 
stress, stress overshoot, etc.. for different flow 
histories. An inicrestmg question is how the integral 
types compare in predicting nonlinear phenomena. In 
this study. *e simply want to pouit out some obvious 
differences between BKZ'' theory and the rate theory 
•cprcsented as a generali/ed version of the one pro­
posed Kv Bird. 1 : Yamamnto'' has observed the 
inaccuracy of rate theory in predict certain types of 

I" J f, OMr*v<t. "On Ihc KnfmaUfi >.i ..( Rhrnir-cK.il 
><|iut»"m M Sutc." /*.., * .W A20O. 4< fcttlWi 

rheoiugicai phenomena and has -.jje.iioned its more 
restricted relaxation spectrum. We aralyze rate theory 
from its genera! representatiun. It appears that many 
results can be obtained equaHy weii without using the 
special spectrum of the rate theory. We conclude, 
therefore, that if a rale -nudel a inaccurale to describe 
certain Theological phenomenon, it is not m general 
due to its special spectrum but rs a general character of 
the rate-dependent kernel function. 

The constitutive equations for the mcompressMe 
BKZ fluid1' are expressed by 

o„U)= pi„ 

• J' { t / (/,«/. t.lzU. M -\ltjt. -i 

11 \ttU. XlzV %* l« ; ' ( f . -»}rf - . 

where oR denotes the stress tensor.p n the hydrostatic 
pressure, and T is the BKZ potential. If ve define/An 
as the second mvanant of the rate of deformation 
tensor, then the constitutive equations for the rate 
fluid are defined by 

•„</>= **., 

•;['.«'--» * J | J 

where JI is a kernel function. 
The difference between the two constitutive models 

is reflected from their kerne! functions. For BKZ 
theory the kernel function depends on the two 
invariants / , and lz of deformation, whereas for rate 
theory, it Jeprsu* •« iht invariant of the rate of 
deformation. Furthermore. BKZ theory isc*press«i.-i 
terms of the potential ('. 

For the flow history of stress relaxation after the 
stoppage of steady shear, we have derived two theo­
logical relations corresponding to the two different 

II R nrntwrm. f Kcantty. i*4 I 7jpi'. "\ Slat-, <»f 
Sfr*»» RrtjuiH^i »ith t-mii* Slmn." Trwxi Snr Kkml 7. 
»9| ( | *M» 

1* It ft. ftml jnd T. 1 i'tirtm. "\ Nimhnrjr VncnrlafK 
Mndrl '«r Pnt.mrr Vntarmnt and Hfltt." Chrm t*t Sn 23. 
4:? I 4 I I 9 M I 

I.' M Yjmam-i... "Kjir IHrprmtrnl t.tli\i\v*\ Sprdtj 
jnd rhrir Hrt<imnv>ipr>«."" in bt puMithnf 

http://Rhrnir-cK.il
file://-/ltjt
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constitutive equations. By a rheo4ogjc.il relation, we 
mean a condition that is true only to a specific 
rheological mode! for a specific flow history and is 
independent of the material property. The rheological 
relation for the BKZ theory is obtained as 

— = ~n V + I , z : K dt \ w 

where of is the shear stress, rj is the shear rate, and a!rt 

is the first normal stress difference. Similarly, we have 
obtained for the rate theory 

do In 

dt 
M o f . 

which was also obtained by Yamamoto using a 
modified relaxation spectrum of U- The two relations 
are equal if 

do, 
= ar 

which gives 

asU.rt)'C{ifrt. 

But, in general. a, is not linearly proportional to IJ. 
As a different flow history, we have considered 

the example of suddenly applied steady shear. A 
rheological relation for 'he BKZ fluid derived by 
Bernstein14 is 

d / | d 0 | „ do A _,*«>, 

drj \n dt dt ) n HT 

The corresponding rheological relation for the rate 
model, obtained by eliminating the function n from 

the shear stress o t and the first normal stress difference 
o ) n . is given by 

3 2 / l d o l n * » s \ 

di?: \r) dt dt J 

It is seen that the difference between the two relations 
is 

I das _ d / 3 a A 

17 dt drj\dt/ 

or that the rate of change of shear stress is directly 
proportional to the shear rate n 

da. 
— = B(t)n, 
dt 

which cannot be true in general. 
Further, for suddenly applied *hear the difference in 

predicting shear stress by the two models is 

nil o)Ji. 

where A'»(nr. j-)is the specific kernel function for BKZ 
theory, and ;*(/. 0) is the limiting value off/it. It)2) for 
T) -* 0. that is. 

1 
fi(t. 0)~ Urn — K,irit,t)= G(t). 

TJ-0 r\t 

The deviation between the two models is therefore not 
zero unless 7? is small, corresponding to the linear case. 

14. B. Bernstein. "Time Dependent Behavior of ;in Incom­
pressible Klastu l-'luid." Acta Mech. 2. 239 54 (|9oft). 

http://rheo4ogjc.il


6. Functional 
L. J. Gray 

OFF-DIAGONAL DISORDER IN RANDOM 
SUBSTITUTIONAL ALLOYS 

A theory for elementary excitations in random 
substitutional alloys with off-diagonal as well as 
diagonal disorder has been developed. The theory 
parallels Mookerjee's2-1 treatment of alloys with 
diagonal disorder only. It can be rf* ided into two 
parts: (I) construction of a new (nonrandom) 
Hamiltonian such that configuration averages in real 
space are equal to inner products in what we shall refer 
to as the augmented space and (2) evaluation of the 
Green's function in the augmented space by applying a 
recursion method4 to the new Hamiltonian. Transfor­
mation to the augmented space (which we shall define 
shortly) allows one to evaluate the configurationally 
averaged, real-space Green's function directly by com­
puting the Green's function of the transformed 
Hamiltonian. This method has many advantage', over 
other theories for disordered systems. Besides including 
off-diagonal disorder correctly, it works veil in both 
the short and long mean-free-path regions, and it 
generates a translationally invariant Green's function 
that is always analytic. The essential difference 
between our treatment and Mookerjee's involves 
writing both the diagonal and off-diagonal elements of 
the Hamiltonian matrix in terms of functions of an 
appropriate set of independent random variables and 
applying (he transformation to the augmented space in 
its most general form. I.i general, the matrix elements 
of the Hamiltonian in real space must be represented 
by functions that involve products of Kronecker delta 
functions. By treating the Kronecker delta function as 
the limit of an exponential function, the transforma­
tion to the augmented space can be easily handled. 

The theory is quite general and can be applied 
equally well to phonons. excitens. magnons. etc. In 
order to be more specific, we investigate the t'^ctronie 
properties of a binary A-rJ alloy with a nearest-

1. Solid Slate Division. ORNI . 
2. A. Mookcrjcc. "A New Formalism f»r the Study of 

("onlHturalion-Averaccd Properties of Disordered Sysicms." / 
Win. ( 6. i:!>5i|97.'>. 

.V A. Mookeriee. "Averaecd Densities of Stales in Dis­
ordered Systems."/ Phvs f 6. 1340 <l97.t». 

4. R. Mayilnck. V. Heine, and M. I. Kelly. "Hcclronic 
Structure Based on the Local Atomic Invironnienl for 
Tighl-Bmdmi: Bands: 11."/ Phvs. (H . 25'M U975i. 

Integra! ion 
T. Kaplan' 

neighbor, single-band, tight-binding Hamiltonian. The 
Hamiltonian.//. is given by the relation 

The diagonal element <'( equals either fA orf B. and th. 
off-diagonal element It', takes on the values h ' A A . 
H' B B . or H' A B = l i ' B A . depending on the occupation of 
sites i and /'. Also. h'( / = 0 i r / = / or if / and / are not 
nearest neighbors. The relative concentrations of the A 
and B constituents ate denoted by t A and c B = I c A 

respectively. The theory treats th** diagonal elements', 
as an independent random variable with probability 
distribution pUj). Then H | ; can be written explicitly as 
a function ot>, and e. as 

*V=^A'<<V<'.A>6<V<A> 

+ fc,

ABftU>e-Al6U'/.cB> 

+ H B A 6( t - , . t - B l* (^ . t A ) 

where f>U,. i A > is th? Kronecker delta function. 
We want to evaluate the configurationally averted 

Green's function C,^ • which is given by the relation 

<V^ = J / - / 0,-U/ H\ V'k , I > ' H> 
X p{c,)p[cz) p{ck) Jet Jcz ..Jck ... . (3) 

where <o; is the vector defined such that / / / ; = 

To construct the augmented space as described by 
Mookerjee.2 proceed as follows. First, choc* a Hilbert 
space 4k. a unit vector * n* in <?k. and a self-adjoint 
operator .If* such that 

p\ck)- — lim lm<v„*IU/ AJ*) ')»„*>. (4) 
71 f —I'k+if) 

Such a relation can always be found for any positive 
intcgrahlc function />. If the Hamiltoi.ian is oiiginallv 
defined on Ihc Hilbert space 12. then construct a new 
Hilbcrt space which is the direct product of the spaces 
of the random variables and 12. This space is the 
augmented space and is defined as 

^ = J2 •<?,»<»;• mbk = I 2 « * . (5) 
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where m indicates the direct product In this space, we 
define the operator 

"=2>, •<?,•&,.*„ (6) 

In the augmented space formalism we then have 

<;„<«?)= <u I«To«e/ -#> ' lu, «7o> . 03) 

where P, is the projection operator onto the site i. /"„ is 
the projection operator onto the pair of nearest-
neighbor sites / and /'. 

Ql=lmlm...ml»\Fml. (7) 

Rij = fc AA<'« ' • •U' • « " A ' • ' • - > 

• kA „( / • / • . / A '« . . . . / „ ' • / • ) ( 8 ) 

+ KB A ( / . / • / „ ' • • / A ' « / « ) 

where 

/ A ' = 6 U A / . 3 f > . / B ' = 6 ( V - W ' ) CM 

The superscript i on \f and /' indicates that these 
operators appear in the same position in the direct-
product definitions of C?, and R^ as 0 y appears in the 
definition of • given in Eq. (5). For a binary alloy, 
each 0£ has dimension 2 and 

•»-[;:]• (10) 

where 

" = «'A«'A + ''B'B • 

f>= k.\( ' ' B ' I V ^ / B 

< = <'A + «B a • 

•CI 
We approximate the Kronccker delta as the limit as a — 
0 of the exponential 

h(eJ.M') = fJ= lim cxp( « . / , » f ) W ( I I ) 
r>-0 

and find thai 

/ A 
r • \ V«A«B1 

[ •^B <B J 

f <B V« \' B 1 

L V ' A ' h 'A J 
(12) 

To = *o' • v o J • • * o V ' • (14) 

We hive defined the augmented space and the 
relation between the averaged Green's function and the 
matrix elements in this new space. Everything to this 
point is e\*ct. The approximation is introduced when 
the Green's function in the augmented space is 
evaluated. We choose to use the recursion method of 
Hay dock. Heine, ami Kelly4 as did Mookerjee in his 
theory lor diagonal disorder. This method generates a 
continued-fraction approximation to the Green's func­
tion. The accuracy of the approximation is determined 
by the number it levels of the continued fraction 
wmch are evaluated exactly. For n levels the wontrihu-
tions from the first In moments are included exactly, 
while the effects of larger moments are approximated 
as a background effect. This method is particularly 
attractive, since it always generates an analytic Green's 
function. 

As an example, we have calculated the density of 
states of a one-dimensional binary alloy with «'A = 25, 

0NNL-NG 76 J49M 

ju 4 |. 

3 f 

i 

-4 3 -2 t 0 • 2 3 4 
£N£RGT 

Fig. 2. fakulafion of the density of stales by the augmented 
space theory with a recursion krei of 9 fmooth line) and 
exact results (histogram) for a one-dimensional electronic aHoy 
W.lh r A = - r „ = 2.5. h ' A A = 0.5. B' A B = k- R A = OJI. * „ „ = 
1.0.and( A = < B = 0.S. 
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l B = : 5 - h A A = ° 5 U A B = »BA = ° 8 - H B B = l ° -
..•nd c^ = i-|, = 0.5. using the augmented space theory 
wiih a recursion level of t. The results ol" these 
calculations are shown in Fig. 2. where they are 
compared with essentially exact results obtained using 
the Schmidt method.5 Note that with only nine levels 
in the recursion approximation, the theory agrees 
reasonably well with the exact results, even for this 
split-band case. The theory correctly predicts some of 
the major peaks in the density of states and approxi­
mately matches the unequal band widths of the two 
bands. For a similar three-dime.isional system, the 
exact density of states is consideribiy smoother, and 
even fewer levels in the recursion method should be 
needed. 

One final comment is necessary. Mook.erjee'' has also 
attempted to include off-diagonal disorder, using the 
augmented space formalism. As he noted, he failed to 
include the correlations between sites correct!). He 
simply replaced the hopping integrals randomly and 
thus neglected to note that if site i contains an A atom, 
then IT must equal K'A x or J*'.x B for all / coupled to 
i. Similarly, if site / contains a B atom. W must be 
**'BA o r **'BB- ^he theory we have presented here 
properly accounts for these correlations between sites. 

5. II. Schmidt. "DivirdcrcJ Onc-DiitKiwxiul ("ry*tj\." 
Phy*. R<v 105.425 f|957>. 

6 A. MiHikernr*. ""HTmion-l »rld Thenry and ( .>ntiirurj!i.>n 
Avei«in<: III. Oft Duz»iul l)iv>rdci jnd Band ("PA."/ Phvi. 
CH. 2943 < 1975). 



"\ Matrices and Other Operators 

R. h. ("line1 R. t . Funder!ic : L. J Grav R.C.Ward 

RANK AND DECOMPOSITION OF THE 
DIFFERENCE OF MATRICES AND 

GENERALIZED INVERSES 

Several results in matrix theory have been obtained 
which relate to the problem of solving ink (.1 .VI -
ranM.lt + * tor the integer k. We have shown' how 
this problem is closely related to the Moure-Penrose 
generalized inverse ol" A S. These results are 
important because of their relation to ill-posed and 
singular problems which have recently generated much 
interes' urasi squares and the method ot modification 
lor matrices of detective rank are also related. This 
work has unitied and generalized several jreas in the 
theory of matrices. Many special ci>-. for the gener­
alized inverse of I .V appear in the literature. We 
include all of these under a unified approach based on 
our results concerning rank ( 1 .V). 

BIQUAS1TRIANGULAR OPERATORS 

Let / / be a complex separable Hilbert space and H(H\ 
the collection of all bounded operators on // . If V - 0 
for T -1 Hilh and some integern. T is called mlpolent. 
we denote by .V the collection of ali nilpotent 
operators and by \\ tru se nilpotents T for wnicS 7* 
has closed range for all k. Recently.4 we and. inde­
pendently. Apostol and Stamptli' and Williams" have 
shown that every 7" -Z .V is similar to a Jordan 
operator. Thus. T - .V.S'.V"1. where -S" = .-, .V, and 
each.S", operates on C"".0<n < « S . by the matrix 

0 1 0 0 
0 0 I 0 

0 1 0 
0 1 

. 0 OJ 

An operator .V is called rriangiilur Irespcctr.ely quasi-
iriangular) if there exists a sequence of finite rank 

sections t.n converging strongly to the identity such 
ihai \\\h.n h„Xt„\\ = 0 (respectively |i.VA„ 
tnXt:„\\ - 0). ("all X hitruingtilar (respectively hiquasi-
friangularlif both X and V'are triangular (respectively 
quasitriangtilari. The above result implies that every / 
*-. .V. is bilnangtilar. In this study we have shown that 
A", is norm dense in A. I sing a result of Voiculescu.7 

wo then derive thai the norm closure of the set ol" 
bitnangular operators equals the set of btquasi-
tnangular operators. The corresponding result lor 
tnangulai and quasitrtangular operators was first 
proved by Halmos" and later by Aposi.J. Foias. and 
Voiculescu.* 

ON THE EQUATION A , \X\ = A / M ,l.t» 

If .1 is an n X n matrix, denote by A ,(.Vl the matrix 
.-t.Y V. I: A | is called the inner derivation induced by 
A. The range of the derivation A , . K(A , | . otfistsls of 
all matrices / such that / = A ,(Vi for some V It is 
known that it / I n is analytic on an open set a t ta in ing 
the spectrum of I. then R |A f, , ,1 <~. K|A , | If A is a i 
operator. K|A f | , , | C clw{RfA , | {.where dw indicates 
the closure in the weak operator topology. These facts 
also full'.» from an interesting formula 

ft, (d/i.l»di«„)=AM ,,«.V„>. 

where V,; denotes the matrix with I in the (/. /» 
location and zero elsewhere and 

3fM, I , 
= h m Irt.-I •/!.%"„) / M l 

»j„ /. -0 h " 

It is hoped that this formula will aid in understanding 
derivation ranee-

I t ni*cr»it> nl lrnnr«rr 
' (••mpufifiir \pplkjtk>n\ Drpjrimmt 
< K t ( l ine jihl R I . lunforlH. lMflrrrm-r% •>/ 

Warn, ri / fhe Rani >.| a Ihjlrrrmf « / W*frr,rj. t S 7 S 11. 
I nnnMH .•! Icnnrvtrr 11"»7< p 

4 I I (irj>. "l.-fjjn Rcprocnuik.n t«>r x ( l a w t»t 
\ilp.>icn: Operjl'-rv" InJnra I mi J i>f Mtih. li» he 
puMiC icd 

* ' \p.'»i«>l jnd J (', Stjmplli. "f>n Drrnrjimn Rjercv" 
I" I T I uhliUicd 

h I Willumv "SnniUnt> Invjtunn lor j ( I j w i . t Nripnl'iii 
flprr.it •!»." In hr puWiOied. 

7 I) Vi<»ukrv<i. "V<«m-I imit\ nl MfrhijK Oprti l t ' iv" 
Rn R»un Math / W « tt tppl 29 . VM 7* 1197a ( 

H P R lljlnr-v Iniarunl Suh\fm>rt. I d l u r r 'iole*. 
(>I..|<)IIK BCIMIKT.-cK- Mj lcnuikj . I'>fc*». 

'» ( \p.>sl->l. ( ll•lJ^. jral I) V " k u k x u . "S«mc R«vulu 
<>n V>n-(>ijv|trunrubr <lpi-rji>>r\ II." Afri Km-m Math Ptirn 
tppl lh . !<'» HI 1177.11. 
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K. Mathematical Software 

k (> fcmman I K 

ALGORITHMS FOR summsa m\ ERCENT 
SERIES WITH PARTICULAR REFERENCE TO 

STATISTICAL SAMPUNC. MOMENTS 

During the part I- year*. Shetitim Add ftWcnafl hate 
made an exiettsne study «•' tn-jatenti »l iUfi»i.i that 
ate function* of sample murocnti Ft* example. !<« a 
statistic f me hate v..-»eloj»cd the expaovon vartli « 
* • i • » • : " • • • «*» terms ut varopie *»/e i Ihc 

vetio may continue at 1st at « '* u» a number of wa»e» 
and ?•> n " in a le» The fade approach alung »nh 
pattern rect>gnttiu«i arc 'Jve current main apptua..hei 
for iimannf a dtvetgent wi in An alguttthm ha* been 
developed lu compute and evaluate a !utuii»*i. / , ln l . 
apptuximaimg the divergent vejie-. Thi» approximating 
functum i- <>1 the lutm 

h,ini»n [+ , ,!»>)] • \,l«|rVl«l . 

where • , |l-l and \,l-> ate teal polynomials >•( degrees 
f I and I. respectively . and Af<n|« a pven ttunmahlc 
Slietltet series with a corresponding convergent 
continued fractt'-m. The 2r • I unknown corlficienft in 
the approximating function ate deiermwsed from the 
coefficients <>! if through n ' in (he pten ditergenl 
series and are teUied i« the convergent! •>> ihe 
continued fraclmr development of A't/i I Thetc i* alto 
an interfacing f unci Km relating the Siieliiet series and 
Ihe orthogt-nal system associated with the owitinued 
fraction denominators There are. tor any one psen 
divergent term, an infinite number of choice* of Ami 
which need nut correspond to a well-known closed 
form. Questions regarding ihe asymptotic value ol 
contributory term* !o the algorithm are considered 
aloog with formal relations between the series Rin | and 
the interfacing functions 

If the divergence «»f a series » mute rapid than t ' s | \ 
then generalized Borel-Pade summational techniques 
are needed. With a vie* to retrievmg more information 
from divergent statistical series, studies are undei way 
involving aigorithrm hated on approximations oi the 
form 

/• /Iwl» ll*l»» • ltVCIu!« |(«> • il,UiKJjnl. 

where l l * H . HM. and Mj-| ar: rral polynomials in •: 
and 

Shcnt.o' K ( Ward 

>~.l»»i I i •'» 
' • I *kr >: 

The pjratnetett atr again dctetmtfted Ii.-rt t!w c.j.»i\a 
lenve ••! .'<l!Kvn)i •>! ;»>»CT» «>1 r. iv. /,*«•• anO the 
ptrn Jjtetfcnt »ci>c» The algotilhm it wntitttc t> 
n-unj-'i: cuott. thcirlotc. votnputa'iont ict|Jitc fttr-
kttiî i ••! "U l.. IUU tigni'icatif diptt »c hate uti!i/r>i 
the vl* o! tubt.Hitmct that will pcimit aiithiiKlu 
• •pctaltoeit. ittmg a gtealrt mitne>et ••! ttgn::tcanl dipit 
than ate ptotided m the .n*.hinc intltuctiotit of the 
IBM Ui) 

The algotithmt mat aiv> apply to viitm^ a problem 
amtng in a pbytical m>«icl »hicli irm>hiv infinite 
tetiet 

NORM REIH.CTION IN THE MATRIX 
EXPONENTIAL AL<X>RITHM PADEK 

In the anginal -.etti.41 of the algorithm' PAOI >> l"t 
compu'int the e\pi«icntial •->! a uutfit I. the ale<-< 
nthm thittcJ the ottgw by the ateiagc etgentaluc ntU 
then tcaWd the malrit by a pt^rt ol J Thit (etullcd m 
i ttulled no'mali/ed inattit with :it norm bour.Jed 
abtite by I That ;v«»: »at delcimtncd tiwh that 

itacel I! 
: t l IC " • • , £ ! 

n 

A rounding and triuKafion crtiH analytit indicated that 
OK- a pn->ri b<>und lor the norm of the relative error in 
the exponential ot the thiffed rutrmait/ed matrix «at 
ctt'emely tmall llowetet. a reasonable a priori bound 
»a» not obtained lor the error in removing the tcalmg 
facliu 1 ""• by tuvcetute squaring. Therefore, ihe error 
»at monitored dining this step. This original version of 
PAI)t» was extensively letted The tesulis »»i these 
tests were favorable and also indicated that mus: of the 
enot occurs in the squaring process. Thus, additional 
techniques lor reducing the mwm \i\ I before scaling 
were investigated. 

1 I nnciMlt ••> l<i<(u 
.' I <'. Sullnrjn. Mulnplr frr, i »m Inrtwn.. ( * \ l (I 

Ml 4 IfciMjt * f»M> 
1 "NumciKjl <. mpuu:»'n .<i the Mjlrit I tr>>nemul." 

IfaM Sltl Rri l\rp n.if Rrp Junr '« /"*< 
l t ( N | l ( S M » . | T I* l"»rtb-l.*er l"»:*i 
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In addition to Jutting the origin by the average 
eigenvalue, the revised version oi PADfcS attempts to 
tiiinimiA- the I -norm of A over all possible diagc il 
Miinlaiiiv iiansfo'itutions. that is. nun il/)"' ADVH . 

P-D 
where V is the set of all n X n nonsingubr diagonal 
.tutrices and JJST;, = max i £ i/»„i>- Parlett and 

S.'<" • i 
Reinsert* describe an algorithm called BALANCE 
which attempts this minimization over the set P.- after 
some preliminary similarity permutations are nude. 
The set V,. is the set oi ail n x n nonsinguiar diagonal 
nutnees with entries restricted to integer powers of the 
machine base >i- This set is used in BALANCE to 
prevent bounding errors during the execution of this 
process. It has been determined that the reduction in 

the scaling factor parameter m is much more important 
than the absence of rounding errors in this step in the 
compulation of the matrix exponential. Therefore, the 
minimization in PADE8 is over the set Vz • which may 
be significantly different from Vg on some computers, 
such as the IBM 360 series. 

The error analysis has been revised to reflect these 
additional steps in the algorithm. PADEK continues to 
return to the user an estimate for the Minimum 
number of accurate digits in the norm of the cori-.p-jUo 
exponential matrix. An estimate for the actual number 
of accurate digits is also returned. 

4. B V ftrlctt jnd «". Rcin^h. "Ribm-aip j Mjlrn lor 
CiUuUTion >•!' KiprnvalutN ami F^enwvixr*." Sumer. Hath 
I J . W .»Mil969> 



Part B. Statistical and Mathematical Collaboration 

The Mainematics and Statistics Research Department collaborates with many divisions ot Oak Ridpc 
National Laboratory- and other UCCND and FRDA installations bach quarter the individual statisticians 
and mathematicians report and document major collaborations, which are listed in Table 2 by division lor 
fiscal year 1976. Some of these activities are summarized in this part of the report. 

Tabic 2. Tababdoa of coHabofatioas by statoticiaiu 
and matbranticaBS during focal year 1976 

Division Number 

Biology. ORSI it) 
Metal* jnd Ceramics. ORNI 2t. 
hnvironmental Sciences. ORNI. IS 
Y - i : Plant l? 
Computer Sciences Division H 
Imliiulr fur tnenty Analysis f> 
Health Physic*. ORNI. ^ 
Reactor. ORNI. 5 
Cranium Resource* 1-valuation Propel s 

Analytical ChemiMry.ORM. 4 
rhermonuelear. ORN 1. 4 
Director*. ORNL ;. 
Solid Stale. ORNI j 
Tennessee Valley Authority \ 
Chemistry. ORNL • > 

Comparative Animal Research Laboratory • » 

Oak Ridjcc Aswiated I'nivcrsitics. Medical Division •> 
Knerpy Research and Development Administration •y 

Fnerey.ORNL i 

Neutron Physics. ORNI. y 

Chemical Technology. ORNI. I 
Nuclear Safety Information Center 1 
Physic*. ORNI. I 
Oak Ridpr (Gaseous Diffusion Plant 1 
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9. Analytical Chemistry 

C. k.Bavnc 
J. Trent 
M K.Gucnn 1 

SIMULTANEOUS CONFIDENCE LIMITS FOR 
COMPARING SMOKING MACHINES 

Companion* ol the amount* ol Ui. total particulate 
matter, nicotine. anJ water from seven smoking 
machines were made to detect significant differences tn 
the chemical measurements. There were lour t> pes ol' 
one-lung smoking machines, two types ot Waltot: 
smoking machines, and a Phipps and Bird smoking 
machine. Comparisons were made among the one-lung 
smoking machines and between the Walton smoking 
machines, while the Hupps and Bird machine was 
compared with each ot the other six smoking 
machines. 

Two problems arise when calculating confidence 
intervals and making comparisons lor these data. The 
first problem arises from the necessity to calculate 
seven confidence intervals and two sets of six paired 
comparisiwis for each of the four chemical measure­
ments. When calculating a large number of confidence 
"nervals and comparisons, the confidence statement 
cLimed for the overall confidence interval and compar-
isot s is less than that for each individual confidence 
statement. For example, if 95T confidence intervals 
are calculated individually for each of seven means, the 
probability that the means will simultaneously be in 
their confidence interval will be less than 95 r?. There­
fore, a simultaneous procedure is needed, so if a *>5" 
confidence statement is claimed for the means or the 
comparisons, then each individual confidence state­
ment on a mean or a comparison is at least a ° 5 ^ 
confidence statement. 

The second problem is due lo the unequal number of 
observations made on the different smoking machines. 
The unbalanced data cause problems in calculating the 
distributional properties of the test statistics. 

A simultaneous procedure for unbalanced data is the 
studenti/ed maximum modulus statistic.1 The stu-
denti/ed maximum modulus (I aff* confidence 
interval for the mean of the rih machine (i.e.. F, ./ = !. 

.7) is 

F,.M»n|Jt.,..SVVVr'»l K . 

where iw!̂ - „ is the upper o point of the sliidcnli/cd 
maximum modulus distribution wiih parameters A' = 7 

F. L. L a v i ^ ' 
R B Quincy' 
J. R Stokelv' 

and r degree* of freedom. The variance of F ( is 
estimated by .S"̂  - v \ - > n *hich A'̂  is the pooled 
estimate ni crfor Irom the seven machines and V( is 
the number of mcasufextents taken on the ffh machine. 
The *»5'" confidence interval for the difference of two 
means is 

>', ?, *- \mft-** S^l v ' . V , * l V \ » -

HTGR INTERLABORATORY 
COMPARISON PROGRAM 

The Analytical Chemistry division with six other 
chemical laboratories participated in an interiaboratory 
program to determine the "state-of-the-art" measure­
ment of uranium and thorium in HTGR fuel materials. 
Ten sample sets, each consisting of four sample types, 
were analyzed. One set was analy/ed each month for a 
period of ten months. Our data were sent to New 
Brunswick Laboratory INBL) and will be compared 
with data received from the other laboratories. 

Statistical evaluation of the data leads to the follow­
ing conclusions: 

1. The analytical procedure for the determination of 
uranium is quite satisfactory. The precision among 
replicate determinations (within the month) is 
adequate for uranium acco-mtability. The precision 
among the same sample types on a month-to-month 
basis is not as good but is still sufficient. 

2. The analytical procedure for thorium determina­
tions is not as good as desired. The precision is 
poorer than that of the uranium determinations, 
both on replicates and on a month-to-month basis. 
Again, the within-month precision is better than the 
month-lo-month precision. 

3. Sample preparation, the conversion of the sample to 
a solution form amenable lo htjvy-metal assay, is 
extremely important. The poorer precision observed 
for both the uranium and thorium determinations 
on a month-iomoiilh basis indicates errors arising 
from difficulties in sample preparation. 

1. Analytical ("hemniry Division. ORNI.. 
2. K. (i. Miller. Jr.. Simultaneous Statistical Inference. 

MiGrm-llill. New York. I9M.. 

file:///mft-**


25 

VARIATION IN BATCH 
CORRELATION COEFFICIENTS 

Low and high doses of smoke condensate are painted 
on the skins of mice to determine whether skin tumors 
develop. Visual and hrstopathologtcal measurements of 
this biological activity are then reported as probabili­
ties <PF> that a skin-pamted mouse will t,<i develop 
skin tumors in 546 days. To relate the biological 
activity to the chemical components in cigarettes, the 
correlation coefficients Ip's I between the PF values and 
'he concentrations of different chemical components 
are estimated by sample correlation coefficients (r's|. 

The concentration of a chemical component in a 
batch of smoke condensate is measured as the average 
of the determinations made on several samples taken 
from the batch. Batches o\ condensate are prepared 
periodically, and a selection of four batches is sent to 
ORNL for chemical analyses. The four batches are 
identified as two bioassay batches (Bl and B2). a 
composite batch (CI. and an analytical batch (A). The 
two bioassay batches are prepared at two different 
times for skin painting, the composite batch is an 
accumulation of condensates from each production 
batch, and the analytical batch is condensate generated 
specifically for chemical analyses. Usually four deter­
minations are made on each batch for each cigarette 
and chemical constituent. 

The means of the chemical determinations for the 
batches have been shown to be significantly different 
at the \7r significance level for the 16 chemicals listed 
in Table 3. The question under investigation is whether 
the significant difference among chemical means 
implies a significant difference among correlation 
coefficients calculated for each batch. 

The sample correlation coefficients can be used to 
test the null hypothesis that the correlation coefficients 
for all four batches are equal. H<>: Pi = p 2 =p j = pa. 
against the alternative hypothesis that at least two of 
the correlation coefficients are unequal. H,: p ( ^ p. 
for some i and /". To test the null hypothesis, the 
correlation coefficients are converted to a random 
variable by Fisher's r transformation."0.5[ln(I +r -
ln(l r], which is approximately normally re­
tributed with an approximate mean and a variance of 
0.5|ln(l + p) ln(l p)) and l/(« - 3). The chi-
square lest statistic. 

4 

XJ(3) = (« 3 ) £ ( r < - ? ) 2 . 

T «Mr i. CkceucaJ uNUl i fmts i 

1. l»talakal»id%i»t'~ TPMr* 
2. Nk- i tnc <wi ~ TPMJ 
5. Ben/1.>| anthracene <M*/F> 
4. Bcnz<>|d| pyreiK !*#.'<> 
5. f-iinAiwfitt 
6. m-• p-< re*>l im* <» 
7. Phenol imp/pi 
8. Phenol + crevj imc/y) 
9. pH 

10. Weak acids trneq) 
11. Very weak acids Imeqi 
12. l u a l weak acids imeql 
13. tree feu;, acids Imc/;) 
14 Okic-»inulcic-iin>iienic acids imp 'f» 
15. KSmit K acd < mft/p r 
16. Stearic acid Imp,;) 

Tola! particulate mailer. 

is then used to test the null hypothesis with 

4 

-S-v 
and three degrees of freedom. 

For example, the correlation values between benz-
[a] anthracene and the low-dose visual PF values give a 
chi-square value of \*(3) = 3.47. The probability that a 
chi-square random variable is greater than the value of 
the chi-square test statistic is Prob(x; > 3.47) = 0.32 . 
This probability indicates that the null hypothesis 
would not be rejected at any significance level less than 
32%. 

The value of the chi-square test statistic for benz[a) -
anthracene and the low-dose visual PF values was the 
largest test-statistic value for all 16 constituents and all 
four types of PF values. Therefore, none of the 
correlation coefficients between different batches are 
significant at a 32% significance level or less. 

Inferences from these results imply that fewer 
batches need to be chemically analyzed for deter­
mining correlations between chemical and biological 
data. However, frequent chemical analysis on different 
batches of smoke condensate is necessary to determine 
the batch-to-batch variation of a chemical constituent 
and a better approximation of »he true concentration. 



10. Biological Research 

J i Beam-lump F. L. Miller. Jr. D. G. Wilson A W. Hsie : 

S. F. Ebey T.J.Mitchell I. B Daulen' MC.Jernigan* 
D. G. Gosslee D. S. Robson F. Finamore: A. b : 

E. Leach J. t . Tobias M.Francis2 P.Mazur' 
R.C. Meacham J.Trent J. M. Holland2 

SPECIFIC DISEASE INCIDENCE IN MICE 

The odds ratio analysis described previously3 has 
been applied to data from an experiment to study the 
effects of prepubertal ovariectomy on survival and 
specific diseases in female RFM mice given 300 R of x 
rays. The four experimental "treatments" were 

1. control (no x ray. no ovariectomy). 

2. x ray alone. 

3. ovariectomy alone. 

4. x ray • ovariectomy. 

Fourteen specific diseases were analyzed. 
The data were grouped into 50-day intervals based on 

age at death. For each disease D. a distinction was 
made between lethal occurrences - deaths fnrm D -
and incidental occurrences - deaths with D. To 
compare any two experimental groups, 'wo 2 X 2 
tables were constructed for each time interval. In one 
of these, the frequency of death fmm D relative to the 
number of animals at nsk at the start of the interv?! 
was recorded for both groups. In the other, tht 
frequency of deaths with D, but not caused by D. 
relative to the nunw. of deaths without the disease 
was recorded. The entire set was then analyzed by the 
odds ratio method. 

In particular, tests were made of the hypothesis that 
both groups are the "same" with respect to D. that is. 
the odds for the disease in one group are the sa>ne as 
those in the other group in all of the 2 X 2 tables. Th? 
maximum likelihood estimate of the iog odds ratio X 
was obtained with approximately °5% confidence 
limits. The computer program was also extended to 
give a likelihood ratio test of the constancy of X ove, 
a!* intervals. 

Although the extremely high incidence of thymic 
I'TOWtma, especially in the irradiated groups, tended 
to sfiask other effects of the experimental treatments. 

1. r.-.inpjfatcfc i.n-mal R r « i K h Laboratory. 
2. 8«*vjiy ftrvKxin, ORN! 
i. "t.ifceSiho<i4 inference (:>r (he Lap Odd'. R*tin m Survival 

Experiment*." Vtih Slat Rts Orp Prnf /f>/» June JO. /V7« 
UCCNDCSD-ia.pp. I l l O c t . ^ r I97<t. 

there were several instances in which a significant 
effect of ovariectomy (or ovariectomy combined with 
irradiation) on disease incidence was noted, in addition 
to the expected effects ot radiation alone. 

ODDS RATIO COMPARISONS OF 
RADIATION INDUCED U F E SHORTENING 

The odds ratio analysis developed last year was 
utilized to compare radiation-induced iiie-shortening 
effects in a 2 X 2 factorial treatment design. Post treat­
ment life span of the cohort of experimental mice was 
divided into 50-day intervals, and for any treatment 
group J . the odds for dying in the ith interval were 
denned as the ratio of the mortality rate.p J ( . to the 
survival rate, </„, = I - Par for that interval. Pairwis* 
comparison of two treatment groups, say a and b. was 
then based upon the assumption that the odds ratio. 
aahi = PatfhJPhtia,- w a s constant over the life span of 
the cohort, and maximum likelihood estimates ofatfl 

= aah were computed for each of the six pairwise 
treatment comparisons. 

The assumption aahl = aah was tested by the 
likelihood ratio method and was rejected in five of the 
six cases. This result led to closer sciutiiiy of the mod:l 
and to the conclusion that if risk of death changes with 
age. then a constant odds ratio can be obtained only 
with intervals of infir>;tesimal length, and then only 
with Lehmann-type alternatives. An instantaneous 
odds ratio is the r. .o of hazard functions, and if this 
ratio is constant, then the distributions FJx) and 
h'f,[x) of postf reatment survival time x are related by 

I - A > ) = [ i -F„(x))a">. 

A Ac-sample distribution-free analysis and goodness-of-
fit tcjt ire therefore being . leveled for this 
continuous-time model. 

EFFECT OF AGE ON RED-BLOOD-CEIX 
CLEARING RATE 

An experiment was performed on mice to test the 
hypothesis that r.*d blood cells (RBC) are retained 
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kmger in ntder arimais. Bnod »as taken from each ol 
seven old and seven young rmce. labeled with Cr* ' ami 
partitioned into tour lots, which were then injected 
intravenously into two young and two old recipient 
mice per donor Recipients were Med from the tail 
twice weekly tor tour weeks, and a corrected 3-rmn 
count was recorded at each Needing. A circulating 
RBC halt-life of approximately 14 days was predicted 
from earlier work. 

The intended response variable was she loga.ithmc 
rate of RBC clearance as measured by the absolute 
slope of the linear regression of bg conn on post­
infection time. A maximum likelihood e«.:it>ate of the 
slope was iteratively calculated for each recipient on 
the tested assumption of only independent Poisson 
errors in the counts at each bleeding. Young recipients 
showed no effect of donor age on this response 
variable, while in old recipients the RBC from young 
donors had a significantly shorter half-life than old 
donor cells when tested by an analysis of variance. 

These counter-intuitive results in both young and old 
recipients appear to be artifactuai consequences of 
mmstationarity in the logarithmic rale of RBC clear­
ance. Departure from linearity of regression, though 
minor for any individual mouse, exhibited consistent 
and statistically significant patterns within young and 
old recipient categories. The pattern of residuals 
indicates a two-phase clearance which operates differ­
entially in young and old recipients. These data will 
next be fitted to a two-compartment model by 
iterative methods to test for donor by recipient age 
effects. 

ENZYME KINETICS 

The mechanism of the phosphorylation of hist one. 
using an en/yme from Chinese hamster ovary cells, is 
to he determined experiment ally. The reaction equa­
tions for several mechanisms each imply differential 
equations, which have been solved in term.' of the 
initial velocity of the enzymatic reaction.4 Statistical 
methods are used to determine the mechanism by 
testing the models. The initial velocity of the reaction, 
that is, rate of formation of the end product, is a 
function of the concentrations of the substrates. This 
rate is estimated from observations on the amount of 
labeled substrate incorporated into the product of the 
reaction at successive times early in the reaction. 

4. W. W. defend. "Steady Slate Kirutics." pp. I 65 in 7V 
f'nrvrnrs. }d cd . vol. 2. cii. by P I). Rovr. Academic Prc«. 
New Y.uk. 117ft. 

The dunce of concentration* o! the substrates 
rusione III} and adenosine 5'-triphosphate (ATPl was 
cn'icaJ Statistical principles and biological knowledge 
were required to afiow the dilutions of the substrates 
!o be prepared accurately and to ensure that the levels 
of concentration for each substrate, to be used in 
facttiru! combination, efficiently included the rang; of 
the design space without exceeding the limits of 
validity of the models. 

The equation 

l"AH 

is a rate equation which includes several bireactant 
mechanism models expressing the initial velocity r as a 
function of the concentrations ol histone (Hiand ATP 
(Af The constants describing different mechanisms are 
I . the maximum velocity of the reaction, and the As. 
which are functions oi the rate constants in the 
reaction equations. 

The nodei was linearized in the reciprocals of the 
variables: 

I I A ' / l \ K h ( x \ K"Ki> ( ' \ 
r"r + T\A/ + FW I \AH/ 

Weighted letst-squares procedures were used, since the 
errors in estimating l/r are large relative to 1 i and are 
not homogeneous. The variances are approximately 
proportional to l / r 1 ; therefore, weights proportional 
to the estimate f2 lead to efficient estimates of the 
parameters. These analyses are extremely sensitive to 
the weights, which is not the case with many other 
types of statistical analyses. 

The significance of the product term. I AH. in the 
linearized model led to the conclusion (hat the class of 
the mechanism is one of three sequential models. The 
analyses further suggested that the correct model is the 
special case in which Kia = Ka. Additional statistical 
analyses of the four experiments are in progress to 
obtain a more conclusive test of the three models. The 
analyses will include refined estimates of the weights as 
well as a combined analysis of (he four experiments. 

ESTIMATING THE VOLUME OF A CELL 

A step in the preservation of fertilized ova is to 
replace the water in the cell with glycerin. Because of 
the difference in their molecular weights, wates passes 
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out through the cell membrane more readily than 
glycerin enters the cell. This causes a rapid decrease in 
cell volume, followed by a slower increase to the 
original volume. In order to characterize {he dynamics 
of cell-volume change, the process is interrupted and 
ponographs are taken of the largest area seen while the 
focusing plane of a microscope is shifted through the 
cell. 

We assume that this brent cross section, or slice, 
contains the center of the eel!. Further we assume that 
the noncircularities observed on the slice are represent­
ative of those tti3t would be found by taking any oiher 
slice through the center of the cell. Given the above, 
the first step of the algorithm developed is to find the 
center of mass of the largest slice. This is done by use 
of the Stokes theorem, a device for converting area 
integrals into line integrals around the bouciary. We 
have an estimate of the boundary obtained by use of a 
digitizer to find coordinates of points spaced around 
the outside of the cell. The coordinates are then shifted 
so that the center of mass is at (0.0). Several diameters 
are then found, and the volumes computed f-om these 
diameters are averaged to give the final estimated 
volume. Another way to compute the volume, which 
may be slightly more accurate but also more expensive, 
is la compute the volume of solids of revolution of 
several "semicircles" and then to average these 
volumes. This will be tested if the volume obtained by 
using diameters is not sufficiently accurate. 

LENS OPACITY STUDY 

Preliminary results from the analysis of data from 
extensive experiments on the effect of different types 
of radiation upon the eyes of mice have been sum­
marized.5 The time - percent lens opacity relation pre­
viously presented5 made it possible to compare the 
different types of radiation as well as the two methods 
of delivering this radiation, that is. in one intense dose 
(acute) or in dose segments over a period of time 
(chronic). During this period it was found that the 
estimated percent lens opacity at 300 days post-
treatment was a biologically meaningful "response" to 
use in deriving a dose-response relationship for each 
radiation group. A linear relation in log radiation *,id 
log estimated response at 300 days posttreatment was 
found to be adequate for describing the dose-response 
phenomenon for each combination of radiation type 
and method of radiation delivery. A measure of the 

5. "I.ciw Opacity Study," Math. Stat Rc\ l>rp Prog Rep. 
June.10. I<>75. UCCND/CSD-IR. p. 32 (October 1075). 

relative biological effectiveness (RBfci of the acute 
neutron and x-ray radiation groups was found by 
examining the ratio of doses lot the two groups that 
yield equal responses. The dependence of this RBE 
measure upon dose was found, and an approximate 
expression for the variance of RBE as a function of 
dose was alio derived. Additional comparisons among 
the regression coefficients were used to compare other 
experimental treatment groups. 

CHOLESTEROL IN RABBITS 

An experiment on rabbits was conducted to measure 
the effectiveness of ascorbic sulfate in reversing the 
formation of cholesterol deposits (plaques I on the 
inner walls of blood vessels. The normal diet of rabbits 
contains no cholesterol, after seven weeks or. a 
high-cholesterol diet. 3 of 23 rabbits died. The remain­
ing 20 rabbits were paired on the basis of biweekly 
serum cholesterol levels, and ascorbic sulfate injections 
were given daily to one member of each pair beginning 
in the tenth week. Biweekly serum cholesterol readings 
were continued, and after an additional ten weeks, the 
surviving rabbits were sacrificed for plaque measure­
ments. 

Mortality occurred daring the course of this experi­
ment, and though cholesterol could not be directly-
implicated through pathology in each instance, thrre 
was a definite association between serum cholesterol 
level and mortality. A rank sum test of this association 
was devised in order to avoid parametric assumptions, 
if the .V, rabbits alive at ihe ith bleeding arc ranked 
with respect to cumulative serum cholesterol and if -V, 
is the sum of the ranks of the d, rabbits that then die 
before the (/ + I )lh bleeding, then the expectation and 
variance of St under the hypothesis of no effect arc 

tniS,\ = dl(.\l*\)l2, 

rH„<-V-"''v, 4K.VD/12. 

A normal score value of 

was calculated for the 11 deaths among the 23 rabbits. 
Thus the association between serum cholesterol and 
mortality was significant at a probability of 0.002. 

There was no significant difference in the number of 
deaths in the treated and control groups Treatment 
comparison will be completed when the plaque meas­
urements become available. 
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MATRIX STORAGE REDUCTION IN 
CALCULATION OF THE DENSITY OF STATES 

One step in the calculation of the density of states 
for random substitutional alloys with off-diagonal and 
diagonal disorder is the computation of aD the 
eigenvalues of a large, sparse matrix. To use the most 
stable numerical technique for this task, one is 
currently required to store the matrix in some compact 
form in order to concurrently have all the necessary 
information about the matrix elements in central 
memory. Two of the most common compact forms are 
the bandwidth and the profile storage schemes. 

Recently, a new efficient algorithm4 for reducing the 
bandwidth and the profile of a sparse matrix by 
permuting the rows and columns was obtained. This 
algorithm was used to reduce the storage required by 
the matrix generated in calculating the density of states 
of a body-centered cubic alloy composed of potassium 
and rubidium. The original matrix was of order 459 
and had a bandwidth of 244. which would have 
required 896K bytes of storage with the bandwidth 
storage scheme and 480K bytes with the profile 
scheme. The algorithm, which effectively renumbers 
the atoms in the cubic alloy, reduced the bandwidth to 
77. requiring only 283K bytes of storage with the 
bandwidth scheme and I78K bytes with the profile 
scheme. This reduced the amount of central memory 
used for matrix storage by a factor of about 3. 

AN EIGENVALUE PROBLEM IN ELECTRON 
SCATTERING CALCULATIONS 

In the development of fusion reactors iike the 
Tokamak. energy levels and lifetimes or cross sections 
of the gas containing the plasma, as well as the plasma 
itself, are of interest to thermonuclear researchers. It is 
through this information that energy losses and energy 

1. Chemistry Division. ORNI.. 
2. Solid Stale Division. ORNt. 
3. Computing Applications l)epaitr-«nt. 
4. Norman F. (iihhs. William («. Poole. Jr.. and Paul K. 

Storkmcycr. "An Algorithm for Reducing ihc Bandwidth and 
Profile of a Sparse Matrix," SIAMJ. Sumtr. Anal. 13. lib 5<i 
11976). 

transfers along with the mechanisms involved in these 
changes of energy state are studied. One of the 
techniques used to calculate cross sections of atoms 
•nvohres calculations of electron scattering. 

A promising method for calculations of elaitk and 
inelastic electron scattering of atoms is the matrix 
variational method described by Nesbet.* In this 
method the extr-nal orbitab. zs well as the target 
states. a.e represented by expansions in known func­
tions. This rep!aces the solution of a system of coupled 
integrodiffeiential equations in the close-coupling 
method (a popular method for electron scattering 
caicuHtions) by some algebraic matrix manipulations. 
A crucial step in these manipulations a the determina­
tion of m 'inearly independent solution vectors of an.V 
X ,V horrH eeneous linear system of equations repre­
senting the asymptotic partial wave functions. The 
OAF (optimized aromaly free) variational method is 
used to determ.ie these solutions and the associated 
variational coefficient and reactance matrices. 

In the first step of the OAF method, the .V X .V 
linear system must be transformed by a unitary 
similarity transformation into an upper quasi-triangular 
matrix with the diagonal blocks, which must be 
dimensioned eithei I X I. corresponding to a real 
eigenvalue, or 2 X 2. corresponding to a comp'.ex 
conjugate pair of eigenvalues, ordered by increasing 
eigenvalue magnitude down the diagonal. Since the 
matrix is not always diagonalizable. an eigenvalue-
eigenvector decomposition of the matrix cannot be 
used to accomplish this task. Also, standard eigenvalue 
algorithms for matrices that are not diagonalizable 
transform the matrix into an upper quasi-triangular 
matrix with the diagonal blocks unordered. There exist 
some extremely slow algorithms, like the unshifted QL 
a'.gprithm. which produce the desired results, but these 
are completely unacceptable because of their ineffi­
ciency. Thus, new efficient mathematical software has 
been developed to accomplish this numerical task. 

The following five subroutines arc required to pro­
duce the desired results: ORTHES. ORTRAN. SCHUR. 
SORTEV. and SWAP. The firsi two subroutines arc 

V R. K. Nesntl. "Malm Variational Method." Cnmput. 
«;w. Commur. 6.275 87 (1974). 
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from the Argonne eigenvalue-eigenvector package 
EISPACK. SCHl'R is a modification of subroutine 
HQR2. which is also from EISPACK. SCHl'R reduces 
an upper Hessenberg matrix to upper quasi-triangular 
form with the diagonal blocks unordered, but does not 
compute the eigenvectors of the matrix as does HQR2. 
SORTEV and SWAP are new subroutines developed for 
thK project. Subroutine SORTEV determines which 
two adjacent diagonal blocks should be interchanged to 
achieve the end result of having the eigenvalues ordered 
in increasing magnitude down the diagonal. Subroutine 
SWAP, which is the heart of the ordering algorithm, 
actually performs the interchange. 

Subroutine SWAP interchanges diagonal blocks and 
uses only unitary similarity transformations. To inter­
change a I X I block with a 1 X 1 (2 X 2)block, one 
(•wo) rotation!s) is (are) required, as expected. But to 
interchange a 2 X 2 block with arother 2X2 block, a 
different approach is required. The double-shift QR 
iteration is used to accomplish this interchange. Theo­
retically, one doul le-shift QR iteration using the upper 
2 X 2 diagonal block as the shift should result in 
interchanging the two diagonal blocks. Because of 
rounding error, it is possible, but unlikely, that two 
iterations may be required. SWAP performs one itera­
tion and performs a second iteration if it is required. 
Each iteration requires three elementary unitary trans­
formations: three permutations are required as a 
preliminary step before the first iteration. Thus, six 
unitary transformations are usually required for this 
interchange, and there exists a possibility of nine such 
transformations being required. 

Calculations by the matrix variational method of 
both elastic and inelastic electron scattering of hydro­
gen have been made, using the aborc subroutines. 
These subroutines are performing their function accu­
rately and efficiently, and the final calculations are in 
good agreement with known data. 

HYDRATION AND DEHYDRATION ON THE 
SURFACE OF METAL CRYSTALS 

The chemical process by which water reacts with 
metal ions on the surface oi" a metal crystal has 
suggested several interesting pi ̂ !ems concerning prob­
abilities. 

The idealized physical situation consists of a square, 
bounded, two-dimensional lattice in which the points 
of the lattice represent metai ions. The lattice point is 
said to be closet, if it has an attached hydroxyl ion. If 

the metal ion lacks an attached hydroxyl. the lattice 
point is said to be open. The process by which 
hydroxyl ions are attached to the metal ions involves 
the reaction of a water molecule with a pair of adjacent 
metal ions. It is assumed that there is always an oxygen 
ion available on the surface to combine with the H2 O 
molecule to produce a pair of hydroxyls attached to 
the lattice at adjacent points. Further assumptions are 
that the process begins with ail points open arid that 
there is sufficient water available so that eventually all 
sites (a site is a pair of adjacent points) will be 
approached by a water molecule. The order in which 
sites are approached by water molecules is completely 
random. Because the reaction must occur at a pair of 
adjacent open points, there will exist isolated open 
points when the process is complete. The following 
problem is of interest: What is the average (expecta­
tion) of the fraction of closed points at the end of the 
process? 

As a preliminary step, the assumption was made that 
all reactions would occur on SW-NE Jiagonal lines of 
the lattice. This situation is mathematically more 
tractable and apparently is of some chemical signifi­
cance. This reduces the problem to a process occurring 
on a one-dimensional lattice. 

Let u„ denote the average number of reactions (each 
involving a pair of open points) that will occur in a 
one-dimensional lattice of n points. The sequence un 

was found to satisfy the recursion formula 

(n-\yun=(n-l)un_l+\+2un_2. (1) 

with initial conditions u 0 = u, = 0. This recursion 
formula wai used to obtain a table of the expectations 
i/„ for values of n from I to 100. 

By defining in? generating function 

n = 0 

the recursion formula (1) implies that U{t) satisfies the 
differential equation 

, d ft/(/)l , J fi/(r)"| r* 
' ~ =' — I — I + + 2t'UU). (2) 

fit I i J d t L ' J i i 
Let *(0 = U(t)li. Then (2)becomes 

I 
X<0 = ' | * ( ' ) ) + - +211*0, • (3) 

I - / 
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The initial conditions impiy g(Q) = 0. The solution to 
(3) is 

It follows that 

'*"5^ L7? , ,-'-"> 
If U(t) is expanded in powers of t. u„ can be written 

«„ = £ r, • / , = 2-3 < 4 ) 

where u 0 =« i =0 . 
From (4) we can deduce that 

un 
lim - = 0.5(1 e'2). 

n-*o° i 

which is approximately equal to 0.4323. The physical 
meaning of this is that for n large, about 86.46% of the 
metal ions in a row of length n would be expected to 

have a hydroxyi ion attached at the completion of the 
process when no further bonds are possible. A similar 
situation exists in polymer chemistry. The limit e ~ ~ 
for the fraction of isolated open points had been 
previously obtained by Flory6 and again by Cohen and 
Reiss.7 This work provides an alternate mathematical 
approach to the problem. 

Obviously, the reverse process of dehydration of the 
surface involves the same mathematical model. The 
project will continue vith the study of the process of 
applying hydration and drhydratior. alternately and in 
succession several times. IV.c* is interest in studying 
the kinetics of this process and in determining the 
expectation of the fraction of closed points on the 
genuinely two-dimensional lattice. The problem will 
also be studied by using other plane lattices, such as a 
hexagonal lattice. Where analytical methods fail to 
provide an exact answer, the process will be studied by 
Monte Carlo techniques. 

6. P. J. Flo.>'. "Intramolecular Reaction between Neigh­
boring Substitucnts of Vinyl Polymers."/. Am. Chem. Soc 61. 
1518(1939). 

7. F. R. Cohen and H. Reiss. "Kinetics of Reactant 
Isolation: One-Dimensional Problems.*"/ Chem. Phvs. 38.680 
(1963). 
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ENERGY MODELING AND ANALYSIS 

For an economic model, a homogeneous function F 
of energy. labor, and capital variables, which satisfies a 
linear system of first-order partial differential equa­
tions, was sought. Algebraic manipulation reduced the 
equations to 

ubxF=vbx.F=wb.F=F. 

where u. v. and u- are functions whose form i> not 
completely specified. That is. the functions which 
combine to make up u. r. and v are to be chosen so 
that the original equations represent plausible eco­
nomic activity. 

For the equations to have a continuously differen-
tiable solution, the mixed partial derivatives of F must 
be equal. This requirement imposes the following 
conditions on the functions u. v. and w: 

d t (l i)=d,.(l M). 

3A(l/H) = d : ( | /u ) ; 

d l.(IV) = d.(I/v). 

If these conditions are satisfied, then the solution can 
be obtained by a straightforward sequence of integra­
tions. Unfortunately the underlying functions that 
were the investigators' first choice gave rise to u. v. and 
H functions which did not satisfy the necessary 
conditions. The search for acceptable constituent 
functions was reinitiated with these criteria in mind. 

EFFECT OF ENERGY DECISIONS 
ON THE ECONOMY 

Von Neumann's uniform growth model of an econ­
omy results in a generalized eigenvalue pioblem Ax = 
X/far. The elements of the A and H matrices represent 
input-output coefficients and capital equipment coef-

1. )m(i:ulc for l-'nergy Arulysiv 
2. I>cpjrlmcnis of r-conomns and hnvironmenl.il Kngi-

necrinji. Cornell t'ruvcrtily. 

D. B. Reister' R. Schuler 

ficients respectively. These coefficients indicate the 
amount of various raw materials, manufactured prod­
ucts, and capital equipment that is necessary to 
produce a particular item in the economy ptr unit 
time. The growth rate of the economy is given by the 
largest eigenvalue of the problem. This eigenvalue will 
be real, simple, and positive. Before decisions are made 
concerning energy-related problems, one would like to 
predict the effect of these decisions upon the econ­
omy. The results of this project will give such a 
prediction. 

The mathematical problem can be formulated as the 
problem in perturbation theory of determining the 
largest eigenvalue of {A + eE)r = MB * eF\x. where 
ll£l| is approximately equal to IH|| and ||fll is 
approximately equal to \\B]\. Denoting the largest 
eigenvalue of Ax = \Bx by X,. there exists, for 
sufficiently small e. a simple eigenvalue X,' which is 
the largest eigenvalue of (A + eE)x = X(fl + eF\x and 
can be represented by the convergent power series 

X,' = X, +k,e + k2e2 + ... . 

By algebraic manipulations and the use of known 
linear-algebra theorems, expressions can be found for 
the first- and second-order perturbations of X (. 
Denoting y/flx, by g, and y?{E - X,F\xf by 7^,. 
where .v, and y, are the right and left eigenvectors, 
respectively, of the eigenvalues X, of the problem Ax = 
\Bx. these expressions are 

[ " X r l l , X l r l l * l l l T 

Currently, algorithms are being developed and modi­
fied to compute k, efficiently. These algorithms are 
the combination shift QZ algorithm to compute the 
eigenvalues and the inverse iteration algorithm to 
compute both the left and right eigenvector. If the 
value ol *; is required, algorithms will be developed or 
modi Tied to determine this value. 

http://hnvironmenl.il
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THERMAL RESISTANCE OF JUVENILE CRAYFISH 

Three groups of juvenile crayfish, which were repre 
sentative samples from a larger population of interest, 
were acclimated at 15. 20. or 25 "C respectively. A 
random sample of ten crayfish was taken from each 
group, subjected to an elevated test temperature for a 
predetermined length of time, and returned to the 
original acclimation temperature for a period of 72 hr. 
at which time the number of dead crayfish was 
recorded. This ptocedure was repeated for different 
combinations of elevated test temperatuies and ex­
posure times. Two goals were achieved in the analysis 
of the resulting 72-hr mortality data, utilising the 
linear logistic model 1: 

1. characterization of the distribution of the mortality-
data. 

2. determination of the influence of exposure time 
and elevated test temperature on the mortality 
observations within an acclimation temperature 
group. 

The maximum likelihood estimates of the parameters 
in the model were used to estimate the expected 
frequencies of crayfish dying at different test 
temperature exposure time configurations. From the 
expected frequencies a goodness-of-fit chi-square sta­
tistic was used to evaluate the adequacy of the model. 
The results of this test for each acclimation tempera­
ture group indicated that the linear logistic model 
accurately described the data. The estimated param­
eters in the logistic model were utilized to construct, 
within each acclimation temperature group, contours 
of constant mortality as a function of elevated temper­
ature and exposure time. These contours furnished a 
visual comparison of the acclimation temperature 
groups and demonstrated the influence of elevated test 
temperature and exposure time upon mortality as .veil. 
The results of this analysis will he valuable in the 
design of future experiments. 

1. t-nvuonmcnt.il Science* Divwion. ORNI.. 
2. Reactor Division. ORNI. 
3. D. R. Cox. Analxsii of Binary Pain. Methiicn. I i.mlon. 

1970. 

INFLUENCE OF ADULT DENSITY ON A 
CALANOID COPEPOD ZOOFLANKTER 

Zoopiankton play a maior role in aquatic ecosystems, 
serving as a link in the food chain between primary 
producers and fish. Although research has been con­
ducted on external environmental parameters that 
regulate populations of /.ooplankton. little effort has 
been expended on internal mechanisms of population 
control. Our purpose of this project was to take the 
data 4 on density of adult organisms and to determine 
whether this parameter affected the number of young 
(clutch size) produced. A study 5 on the population 
dynamics of Dupwrnm claripa found reproduction to 
be an area of the lite cycle requiring further study. 

The data consisted of observations on clutch size, 
female size, adult density, and water temperature from 
samples collected in a pond, representing a closed 
ecosystem, during a full year's reproductive cycle. 
Pegression analyses revealed that adult density does 
have a significant effect (/* < 0.05) upon clutch size 
during the entire reproductive cycle. A linear regression 
model used to approximate the observed clutch size 
contained terms related to adult density, water temper­
ature, and female size. The initial number of 28 
parameters in the model was reduced by more than 
50*"' through a statistical variable selection procedure 
without significantly reducing the multiple correlation 
coefficient R1. Various pactions of the data set over 
density values and seasonal periods yielded additional 
insight on the influence of density. The statistical 
analysis indicated that adult density values greater than 
2.25 adults liter do have a significant effect iP< 0.05) 
upon the clutch size during late winter as well as early-
spring. These results have been useful in the design of 
laboratory experiments to further examine the role of 
density in regulating clutch size by giving an indication 
of(l> factors to be considered. (2)basic variation tobe 
expected, and (3) density range to be examined. 

4. C. W. (ichrs. "Aspect of the Population Dvaitnini>( the 
( .il.inoKl ( opepod. Diaptnmui ilayipri Sch.uht." Ph.I) rhcMv 
I'mvmity ,.f Okl.ihonu. \f>Z. 

5 C. W Cclir* .md A Robertson. " I V of life T.iMe* in 
An.ily/inp the Dyn.imic* of ( i.pepoil Populations." r'yrtlitfy 
56. M,5 T J i I W i 
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N AIL R AL CONCfcN IK AIKJNS Ofr TRACE 
ELEMENTS IN AQUATIC ORGANISMS 

tnvuonmenta! contamination from toy*: trace ele­
ments ha> emphasized the need tor baselm* data on 
concentrations of elements in biological compartments 
of natural »>stents. Larvae ot a detritus-feeding aquatic 
insect, collected from an unpolluted spring stream. 
»ere anal>/ed for 30 elements before and alter eat 
evacuation to determine the concentrations in the gut 
relative to whole-body concentrations. Linear regres­
sions oi the concentration of each element on mean 
dry weight per individual were calculated for larvae 
with the gastrointestinal (Gl) tract both filled and 
evacuated in order to test for significant relationships 
between organism si/e and concentration. The analyses 
for the chromium and aluminum concentrations with 
Gl tracts evacuated resulted in significantly (."< 0.011 
negative relationships. However, there was a signifi­
cantly (/" < 0 0 1 ) nega:ive slope estimate for the 
chromium concentration with Gl tracts tilleo. No other 
slopes were significantly different from zero {P > 
0.051. Changes in chromium and aluminum concentra­
tions with gut evacuation as a function of initial dry 
weight were also calculated. Regression analysis was 
used to show that the change in chromium concentra­
tion with gut evacuation was not significantly different 
from zero \P > 0.051 over the entire size range of 
individuals. However, for aluminum there was a highly 
significant \P < 0.01I decrease i.i concentration over 
the entire range of larvae analyzed. The percentage of 
element body burden associated with gut contents was 
calculated as the ratio of gut burden to initial 
whole-body burden. Initial body burden of chromium 
and aluminum was based on an individual of the same 
initial dry weight, using the final concentrations as 
calculated from previously mentioned regression equa­
tions. Approximations to the variance of this ratio 
were made by using the information on the individual 
variance components. 

INCORPORATION OF CHROMIUM BY SOYBEANS 

incorporation of ch...-mium derived from cooling 
tower drift was studied in vegetation along root uptake 
and foliar absorption pathways. Uptake and transloca­
tion to nonroot parts was determined from soybeans 
cultured in a potting medium contaminated with 
cooling watei from tower basins at the Oak Ridge 
Gaseous Diffusion Plant (treatment I ). Translocation 
from foliage to stems and roots was determined 
similarly from plants subjected to foliar contamination 

(treatment 2l In .Jdiium. control plants were sub-
fee ted to contamination at only normal background 
levels I treatment 31 

The data consisted M measured chromium concentra­
tions in the fo!iat: and roots of soybean plants 
sampled from eac' oi the three treatment groups 
during the experim ntal period. However, no observa­
tions were available from the foliar component of 
plants in treatment 2. The dry weight of the foliage 
from each sampled plant was also recorded. A linear 
regression model was found to be adequate for 
describing the logarithm of the observed chromium 
concentiation as a function oi "days since treatment" 
4.Y,» and "foliar dry weight" l.V :). The adequacy of 
the model was determined from lack-of-tit tests on the 
observed concentrations for each plant component and 
treatment group combination Regression analyses 
were used to test for significant effects of the variables 
.V, and .V: upon the observed chromium concentra­
tions The statistical analyses detected differences in 
the behavior of chromium concentration from the 
foliar and root components of soybeans as well as 
differences in the level of chromium concentration for 
different modes of contamination. 

SPATIAL AND TEMPORAL VARIATIONS !N CO : 

EFFLUX BY WHITE OAK ROOTS 

An experiment has been conducted to examine the 
release oi , 4 C 0 : by the \c jt system of a '*C-sucrose-
tagged white oak tree. TV: CO;. which evolved from 
the forest floor, was measured as an indication of 
variations in root distribution and substrate movement. 
During a 30-day interval. CO; < I 4 C and , J C ) efflux 
was measured at six sampling stations in each of three 
concentric circles (with radii 0.5. 1.0. and 1.5 m). The 
purpose of analyzing these data was (I) to determine 
the dependence of CO: efflux upon sampling time, 
station location, and other biologically meaningful 
factors: (2) to examine the variation among the CO : 

efflux observations for significant changes: and 13) to 
use the above information to recommend sample sizes 
for future experiments. 

Nonparametric statistical procedures were used to 
determine that the CO} efflux level did change 
significantly (P < 0.01) over the experimental period 
analyzed. However, the only significant [P < 0.10) 
location effect upon the COj efflux level was the 
distance from the sample tree. 

The variation among the obscrvatic.is at a fixed dis­
tance from the sample tree on a particular date was not 
found to be a function of distance from the sample 
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change in this variation over the experimental perbni 
These analyses were used to estimate the numher ol 
samples needed to estimate the CO : efflux level ex­
pected within specified limits as a function •>! the varia­
tion among: the observed CO; efflux values 

A linear regression model formulated to describe the 
CO: efflux data accounted lor o~'~ ol the total 
variation in CO; eltlux with a coefficient ol vanatuwi 
of 2**T. The model expresses CO; efflux as a function 
of the effects of other vegetation, moisture, ar.d 
biologically meaningful interactions. The original 
model, which obtained 16 terms, was reduced to 12 
terms by applying a forward-selection procedure using 
a 0.25 IVvd of significance. The final regression model 
was used to construct contours of constant estimated 
CO; efflux as a function of location relative to the 
sample tree. The statistical analyses have been used in 
planning experiments related to forest floor respira­
tion. 

LARVAL FISH. POWER PLANTS. AND 
BUFFON-S NEEDLE PROBLEM 

Electrical power producing plants, both nuclear and 
nonnuclear. >tse large volumes of water for cooling in 
the condensati'Mi portion of the power production 
cycle. The water is usually taken from an adjacent 
body of water into the plant by means of intake pumps 
which have impeller blades that determine the rate of 
flow and volume of water being used. The water may 
contain small larval fish that pass through the prelimi­
nary screening devices and are then possibly killed if 
hi I by one of the impeller blades. 

The study of the effects of power plants upon 
aquatic life is of major importance, and plans are in 
progress at ORNL to build a working model of the 
power plant condensation cycle in order to study these 
effects through controlled experiments. Our goal was 
to construct a mathematical model to predict the 
probability of a larval fish being killed due lo impinge­
ment upon the impeller blades. 

The problem was formulated as a Button needle-type 
problem by considering a fish as a line segment and 
projecting this line segment onto a cross section of the 
intake tube. The geometry for a four-blade pump is 
depicted in Fig. .'. 

The inner circle of this figure represents the hub of 
ihe impeller. The four radial segments represent the 
culling edges of (he impeller blades. The probability 
thai :i fish dies was defined as Ihc probability that .i 
random line segment falls on one ol Ihc radial 
segments. 

fif.i. Cross « V I « H I nf the mukr l»bc. 

There were four random variables to consider: two 
locate the center of giavity of the fish in the 
cross-sectional plane, and two determine its spatial 
orientation. We assumed that the location and spatial 
orientation variables were uniformly and independ­
ently distributed. Thus the sample space was a rcg-i>n 
of four-dimensional space, and it was possible to derive 
an integral for the pr<»bability of the fish being killed 
by hitting one of the impeller blades. The integral 
depended upon the following parameters: ft,,, the 
radius of the hub. R. the radius of the tube: / . the 
length of the larval fish: and n. the number of blades. 
In attempting to calculate the desired probability, we 
needed to evaluate an integral of ;he form 

The diameter of the experimental tube is 12 in. The 
diameter ol the tube in power plants is two to three 
times larger. Since the length of larval fish would range 
between 0.25 and 0.5 in.. /. 2R would be small: hence, 
we can replace sin * |fur sin H) 2K| with the lineai 
approximation (r sin HI 2R. The solution for the 
probability of a fish being killed by the impeller blades 
reduced to 

/=4; ; / :UR *R„). 
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where At. AT... / . and n jro rJv rmimf^ix defined 
above. 

The tslidity >>t this mathematical model tor desenh-
iny the probability ot mortality due to ihe impeller 
blades will be tested experimentally at ORNl.. 

JOINT ACTION OF TOXIC SUBSTANCES 

The effect of resorcinol and b-methylquinoline on 
the mortality or Ikiphnu nufntt has been evaluated 
I'rom the results ot" an experiment using several 
concent rations ot these orgames applied jointly. 

The basic experimental procedure was to subject a 
known number of IXiphnia mafiu to a toxic environ­
ment and observe the mortality after a 48-hr period. 
The toxic environments were dilutions (6. K. 10. 12. 
14. and lb~) of j toxic mixture in water. There were 
five toxic mixtures, pure resorcinol. pure 6-methyl-
quinoline. and mixtures of resorcinol and 6-methyl-
quinohne in the ratios 1:3. 1:1. and 3:1. The range of 
dilutions, o to \b'~. was selected to cover the expected 
4X-hr L("<„ value, that is. the concentration for which 
it would be expected that 5(K~ o\ the animals would be 
dead in 4S hr. 

Probn analys!S was used to estimate the LC\ n 's and 
their ° 5 ~ confidence intervals lor each >f the five 

! ' . . \ !C HUXtUteS. T h f 2«aa«YS«S ii i iMviiiCw t i M f i i i i X t i i a e i iff 

the compounds in the ratios ol 1:3. 1:1. and 3:1 were 
less toxic than either of the pure compounds. Also, it 
• a s determined that the effects ot the concentrations 
of the compounds were not additive that antag-
iHiistic interactions occur when resorcinol is dominant 
and that infra-additive interactions occur when 
(Mtiethyiquinoline is dominant. 

An alternative analysis using the linear logistic model 
is now in progress. In this analysis the probability that 
an organism dies is approximated by the following 
function ol" the resorcinol concentration (.t, ) and the 
6-methylquinoline concentration (.r») 

exp.W 

I +exp.W 

where 

W = J„ t j , . r , +>3;V : +(J, ,.x, ; +J;;t :

: +,J,: ri t: 

It is hoped that this model will be general enough to 
allow specific hypotheses to be tested about the 
presence or absence of antagonistic or synergistic 
interactions. 
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F Leach F L Milkr. Jr (i. D Kerr' 

LEUKEMIA INCIDENCE IN 
HIROSHIMA AND NAGASAKI 

A new set of radiation dose estimates has been 
computed for Hiroshima and Napsaki Wast survivors 
in the Radiation Effects Research foundation sample. 
These estimates are for bone marrow dose and are 
more useful than the Tentative l*H>5 Dosimetry. 
T65D. estimate of skin dose for determining the 
relationship between radiation insult and leukemia 
incidence. 

Certain empirical functions have been used in prior 
studies to describe 'he relationship between leukemia 
incidence and skin dose as estimated from the Tb5D 
data. These same functions have now been used to 
describe the relationship between leukemia incidence 
and estimates of bone marrow dose. From these 
relationships have come new estimates of risk, ex­
pressed as expected number of leukemia cases per rati 
of exposure, which agree more cl:«*ely with other risk 

i Hialth Phytic* Dr»iM.-n. ORM . 
'. H. Yjmjdj jnd X I). Jono*. In I- xammtlvm <>r ! Ihmh 

Sunmirt k\p>>\cJ t" h,il!«ut Ram jnJ a Oxnp&ium /» j 
Sim lor tomr.rf Populali.m ORM 1\M»1~ «(Xt.*cr I">*5» 

estimate*. »udi as those obtained innn ankvii^tns >p>»r>-
d> lines. 

RADIATION SYMPTOM INCIDENCE 
IN BLACK-RAIN VKTIMS 

Some residents ot Hiroshima and Nagasaki were 
subjected i.> a black. oily rain which teli shortly attet 
the explosions. A report' was written detailing the 
increased incidence I relative to a control sroup main­
tained by the Radiation Ft teas Research Founda­
tion! oi radiation-induced symptoms anions these 
people. 

When the victims and the oc t ro is were tuitrve: 
categorised according to the amount >f bias! J<>se 
received, the ratios of the number nl victims to the 
number of controls differed markedly from one bias; 
dose category to another. That is. the black-rain 
factor and the blast dose factor were confounded 
with one another. 

In an attempt to isolate the effect of bla k rain 
from the effect of blast dose, the expected n mbers 
of symptom incidences were computed for e: h of 
26 symptoms under the hypothesis that blacl rain 
had no effect. In 25 of the 26 cases the ob^rved 
incidence exceeded the expected. 
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( k BIMK J. Trent G. M. Goodwin' P. Patnarca1 

T. L Hebble D A Canonico' L A. Harris" R. h. Pswel' 
fc. Leach A. J. I aputo" W. L. Harper" R. A. Perkins1 

W. h Lever J. V. Caihcart' R. L. HuddIeston: V. K. Sikka' 
R. I Meacham D. P kdmonds' »'. J. Lackey. Jr." W P. Thompson^ 

G I. Vurek' 

ANALYSIS Of WFFUSIVITY DATA 

Measurements of the diffusmtv of oxygen in ,j-
Zircaiov have been made to estinute the constant />,. 
and the activath<n energy (J for the oxidation rale 
model 

/) = /).,« t' * ' . H i 

where P is the oxidation tale constant tcm" seel.R is 
the ga» constant 11 **S~ cal mole k t. and 7" rs temper­
ature t k» The oxidation rate model is lutean/ed hy 
taking K»gariihms to aet In P - In /)„ (Ji I R /"». and 
estimates of In /)., and {J are obtained by the methods 
of least squares. 

The !eas:-squares estimators In /)., and (> are un­
biased -rstimators of In /)„ and i>. hut /)„ - exptlri Pn » 
is a biased estimator of /)„. fcven if /),> was corrected 
to he an unbiased estimator and botii the unbiased 
estimators for /)„ and Q were substituted into fcq.U |. 
the resulting estimate of the oxidation rate constant 
would he a biased estimate because of the correlation 
between the two estimates. Pn and Q. Unbiased esti­
mates of the oxidation rate constant can be made from 
the predicted values of the lineari/ed model. To esti­
mate the values of P from the predicted values. In / ) . 
we use the fact that In P is normally distributed u.:der 
me assumption that the logaritnms of the observations 
are normally distributed. Hence. exptln P) has a log-
normal dr.tnbu'.ion with mean D c\p(vartln /)) 2\. 
Then the unbiased estimate of / ) at the (I 7 \ temper­
ature is 

Pk -- expdn Pk ) • exp| varfln P:) 2] . 

VARIABILITY OF VOLUME PERCENT 
ESTIMATES OF PYRTTE IN COAL 

The precision of estimates of the volume percent of 
pynte in a specially prepared coal specimen was 
investigated to determine the degree of sffort required 
to obtain precise estimates from subsequent specimens. 

The estimates were obtained by image analysis, using a 
Quantimei. The Quantimet measures volume percent 
by projecting a magnified image of a linear surface area 
onto a picture tube with 500.000 picture point, and by 
counting the number -r picture points of pynte. coal, 
and the epoxy binder pritjected. The estimate ot the 
volume percent for the area is the ratio of the number 
of pynte points to the number of pyrite plus coal 
points. 

As a base ineasurement. approximately 4X00 areas 
were measured on fh? specimen, yielding an estimate 
of 0.1315 vol "• oi pyrite :n the coal. Since the general 
purpose oi the study was to reci>mmend the number of 
are«s to be measured to obtain precise estimates, a map 
of the results of the 4*00 point count measurements 
was sampled to obtain estimates based on much smaller 
sets of area measurements. A series oi samples taken 
from the center of the map produced disappointing 
results, with an estimate of 0.0784 vol <7 for " 5 areas 
and estimates of 0.106* and 0.1508 vol 1 for about 
700 areas each. 

In addition to this sampling study. the coal specimen 
was cut in half and a new series of estimates was 
obtained, using both the previous and rvwlv cut 
surfaces, based on 800 and 400 areas. The estimates 
based on 800 areas varied from 0.0473 to 0.1420 vol 
T. while the estimates based on 400 areas varied from 
0.O74 to 0.2478 vol 1. 

As a result of the variation in these estimate, the 
measurement lapts of the point counts were reex­
amined to test the assumption that the pynte was 
randomly distributed throughout the coal specimen. 
This investigation indicated that the assumption was 
false and that the pyrite t:nded to occur in varying s i« 
clumps, with over half the areas containing no pynic. 

Since the magnitude of an estimate was found to 
depend almost solely on the number of the sparsely 
distributed large clumps of pyrite which appeared in 
the sample of areas measured and since the majot cost 
of the measurement process is the setup cost, the 

I MC!JI« jnd (Vramict D w w i . OR.NI.. 
2. V \2 Oevehipmenl 
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•fc'SS t*> COlliptCtClt M*f %C\ •ne suuaces 
ot subsequent «.\-«i specimens of similar sparse pvnte 
content, as was initially done with the specimen in 
question 

This r.SiS is basei! un the assumption that tensile 
properties are an additive runcn.tfi of a fixed tempera­
ture ei'feci and a random heat effect. The -.vrrespo-K!-
ing tl-MS iiw !he loginlhm of rupture Ufe r» 

VARIATION AMONG HEATS OF 
TYPES 304 AND 31* STAINLESS STEEL TUBE 

The large heaHo-heat variation associated with 
mechanical properties of steeb is of growing concern 
among metallurgists. Of current niterest are ma'ernls 
such a* types »lo and MH siamles* steel an>i l~'i Cr 
I Mo alloy steel, which are used in steam generators for 
nuclear reactors. To understand this variation among 
heats better arvd to emphasis..- the n-red for properly 
designed experiments. Japanese data' 4 were selected 
for analysts. 

I sine, analysts of variance techniques, an estimate of 
heat-to-heat variatum. denoted «f,. from nine heats of 
material was calculated for tensile and creep properties 
of types „«04 and ->I6 slam less steel. In this section we 
discuss the tensile properties, yield strength (VS. 
kg mm" land ultimate tensile strength (ITS. kg mm : ». 
ami the logarithm of the creep properts. rupture lite 
(r r.hri. 

The expected mean square :l>MSl for the random 
effect nf heat on tensile properties is 

EMS * «f- * " f ° I I . 

where 

nt = number of temperature levels. 
«»* = error variance. 

.» / V t t .Wrf i -m fh. Ureaf J Trmprrtturr Anjvrttrj «.r /.< 
C> •* Vi Slsmlra Strti Uw Iknlfr . * / Hrtt t xrhtmcrr 
Srmmlrf* Tuhn. SI'S 27 IITB. \RIM freer !>*'•• ShrtT V . 4 
NJIKMUI Rewjrth In-triwic f.«i MeUiv r . * v . Jjpjn i f " * ! 

4. Puu Shrrlt on tht HrrsieJ TrmjfTclure fmprrtift a! I * 
Cr / .' Vr 14., Swntnt Strti (<* BmUr jnJ Ht*t r*ih*nfrr 
Srtmlns Tutvt. SI 5 }2 l i m . SHIM freer !>"•« Sheri V- ».. 
YIIHHUI Rr<cir<h Intlilulr f.»r Mculv f.+•.. . . J^pjn i l ' T . ' i 

LMS = «»* * "f"i , 5ij -

where n } = number of ;tress levels and ••". «,. *nd n^ 
are as defused above. In this case the lurarUflm <•! 
rupture lite is assumed to he an additive :uncti««*. •:• a 
fr..-d temperature effect, a fixed stress (within tera^vs--
aluie) effect, a random heat effect, and a temperafure-
hy-heat interaction, hstimates ot the mean squares :<•; 
heats and "i the heat-to-heat sanation are iisteJ :n 
Table 4 

To illustrate the effect ot heats on the uncertainty •=» 
the ".rut value, we omit •'•' and compute the l*^ 
confidence interval about a single test based »4ely on 
heai-to-heal variation. 

mechanical property * tn »«v '~'\i -

wheie r„,< is the critical t value as the 0.*»5 
•.-onfidence level for an appropriate number •>! degrees 
of fieedom. Abo l similar express**; is used for fhe if 
- (J. 1*). \ - 0.1? I tolerance limits to reflect the scatter 
in data due solely to variation amon^ heats 

mechanical property *. k V' i i . 

where k rs the tolerance factor based on the 
pr.•portion f. the confidence level >. and an 
jpproprafe number of degrees ^i freedom. Results of 
these calculations are given in Tihle *. 

DELTA FERRITE IN PRODUCTION 
STAINLESS STEEL PIPE WELDS 

Numerical and pic'orical summaries were used to 
analyze I44'> paired ferrite measurements collected by 

TaMt 4. Fttmialn of mean «tww» *mt hrai-m-brat »atun»n 

( y p f >«4 M j w l r o vtf f l i l lK 1 

rflfS (ilTifnjtr Trn îic *»rrni:»!i 

VS SK-W Orrnclh 
rlf riiplmc life 

Tspc 11* \\jtn\t\< ore! tiit>c 
Mvjn v|ujrr "ll Mean «|iurf «1l 

I ' tS <kt m m : 1* If. - f 1 45" IH : « * 1 s*** 
VSlke mm'l ' ' : ; < • ! ; :!>•.•» "•< *Xf- •• ; * i 
l .<!/ , l ' i> M*» '• mi<'*r» o |4<« n ( M i ; o 
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TjMr ?. ( uafi*ra> r hauls aai totem** haub 

(•Nrfrfifct hM> baaol ua hm-iu-htM < a a m 
I i> - _' s »_• — -!- . ". •* »<r I l> - .*•• k_- -r-r-- «-S I >MI 
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T<4rnacr hntf i k n a l an heM-l»-fcett n c a l M i 

\ v i '• v . ' - : n * »» I k^ j* X N - ~ - fcr —.*n" • ~ * » * : • 
• • : - • *.»-• 5 • ; l.» I - -» I ] " 

" l i s - i^ ' s r -^V '.-l*«k- *".-^..-:~ 

~ > > . j . - i J - - r - . - r -•• : " * - . 

IPC J.>ini Task Group . « Control ot Stainless Steel 
wekiinj Materials The purpart <>t this >tialv was !>• 
compare deita-rerrile content as rneasured h> ternie 
number in the filler metal weld pad i r * i with that in 
the r^dljni prod KiJon weld I?"*! 

Three weldins processes were ascd to |oin sevrral 
•>>:rns and ci«mbin.itiofi» ol i>pe\ .»<>4. *Ov and >l<> 
iiamless steel F* valuer ranged irom ; to !5_ while 
"crrite „<>nteni lor the base metal weidments raneed 
rr.HTi 2.3 to I'.*. FIH 1-w- values kr»s than 14. rhe 
median PW number corresponded reasonahlv well lo 
th>- PI number, although there exist'* a w;de scatter ot 
PV« results at each FW level. This is illustrated in Fig. 4 
with "box and wiusker" plots suggested by Tukev' for 
Jispb«medata. 

These olois are created by firsi determining the 
iiedian and hinges (see Fi«. Ah i from jr. ordered set ot 
data and then finding the "whisker" and extreme 
points accordingly The median is the middle value ot 
i!>e order set. while the hinges correspond to the 
middle values between the median and extremes. Thus. 
i: most. *(f' of the data tall inside the interval 
spanned hy the H-spread it hinge points are included, 
then at least 50^ of the ohservations are contained in 
the mtcrval. .Ml points thai fall mi'side the H-spread 
plus I step are plotted. I nusual plots, such asm Kig. 4 
under YVi 13. call attention li>. and siimman/e 
important distributional aspects of. the i>hservaiions. 
Here, no upper '"whisker" is shown, because at least 
- ^ of the data are equal >o I". In this situation the 
H n̂er htnsc and :he maximum value within one step of 

* I W |ukc> . h xp>»ral'ir\Hall \ijl\ in. A<Miv>n-W-.'vlrv . 
Recline. M "̂ . I'»70 

the upper hince are both equal to l T In the extrerre 
cj>e. iherc ai! values in a data set ire the same, there is 
no "Sox'" ot "whisker." iusi a median. 

Measurement techniques were ct^npleielv 
cortounded with differences between fe:nte fillet and 
pr««cl\xiio«i numbers That i%. two techmqoes 
t nusn-ptp- and cheniKrai anaiv su Schae t tier diagram I 
wese -ised >.4cl> tor |-lfc nxasu(emen!>. while the re-
mainiR; mree techniques tsevem ewsf. elecomelfr. and 
:r«!itc >cope» were ased voielx UH t%> measuienienls 
AIMV the^e me?rh>ds were partialis confounuVrd with 
data •- ur^e and thickness .•! metal 

Results from the "ranse readme" Severn ease and 
'"dial leadms" ekometer and ternte sc»pe mcihods 
were compared separatHv with results fr«>m die 
diai-readme masne-eaec and the emptncallv deternwned 
Schaeftler diasram. This companvm ts made bv 
lookm: at the dtslrtbutuwi <x dilteTences aren in Frt. 
5 As expected, the dtal-readinc resolis iFw. >•"» 
exhibittd less scatter. 

DtTECTINC A DEFECT 1Y 
VARIANCE CONrOSEVTS 

VhiW analv/mt: ."he varution ol thicknesses in a 
dittusKin experiment, a larsr vanarice c.»mponeni due 
to sample position in 'he experimental apparatus was 
detected. Subsequent experiments to expiairi this 
position sanation indicated that certain rep«*i* ot the 
expenmental apparatus were not heatinc prooeriv. 

In an oxidation rale experiment, the thicknesses of 
the oxide laser and alpha layer are measured r limes at 
each of rv. pirsilions on a zirconium tube. An initial 
position on the /irci>nium tube is chosen randomiv. 
and the lube is rotated A to e«ch new position 

The \alues for r and m can ne chosen to control the 
variance •>! the averaee o| the thickness measurements 
lor each experiment. Il the variance of the individual 
measurements increases with temperature, a reasonable 
number of additional measurements may be made with 
increasing temperatures to ensure thai the variances of 
the averages are ..or.stant over all temperatures. The 
numbe. .>! additional measurements will depend on the 
rate of increase of the variances 

The variance components ol \ 1/k are examined by 
usmc the anal>sis-ol-variancc (ANOV'Ai model 

' „ * = " • * , »/'„.,•«„» . ( I ) 

where 

/ - I. .i.i-l. . '«. * I. .r . 

file:///alues


41 

3«** -

< -* 
C i 

? * -

()••». awe r*-«c«jr 
Nu«8t* or Oe«»v*rK>«S 

* 

A A 

3 » 

1 * 
i*t 

3» . * • ( • « M 

» * . rwi •» • > « ) 

- • t » • » « 

i * * f» , •»-, ,» f ^ a f M 1 

(») !}»»k »<«*%•» 3 . - v c f r' « *»•€»(>•• v i » 

F«- 4. DotntalBM of fnrilr w t i i u m pmrfvcfira *«M&. M I Dutrihuiioti cM key 



42 

Cft«L.3W& ?* iQ4M 

g j o 

z 
2C 

o 
- K> z 

_ L 
-5 •« -3 2 -• 0 • J J * S >5 

$E«ERN i*CE - « U « E GaGE 
ijro cesEBwaTiosis) 

-J -» -t C • 7, J « » >* 
SEvEfWt GAGE - S C H A E " ' - £ » D A G R * M 

! « 5 0aSE«v»TiO«i5'-

g JO; 

20 

o 

- » -• o • » » « 
£i .C0WC'£«. f £ « » T f s c o ^ i M X 

* - » - » - « • ! - » - • 5 • 2 1 « S 
;*«£ £ ; . : 3 « » * T f s . * E « * - r t 

s«>»?-sc.c»f ««.** * * G » M I 
•s« esse <*»* ">«*". 

F » 5 - D t » r r * « ! • • • o f ^ r f i n w K C T t H » - M » >. 

r f t . A M I V . % f a r * r i a > : M c r < 

V - ^ . r . - : l*-fttr>- M r « 1 \7<r. ' r J 

W-"l*f*>« •*- ?T*wn<B* <^B>trt i W ^ - i s j f n 

f \ p r n j * - m ; r ! MS»\f j : • ' * > . / # * -
P-»l: • » * a l i h m t\ JKTPWCa* urn I 1 Msrtis - ; - M i 
IT*"* r « w l» Msmpt « ' 

T~u> rmr ! 

MMR::. -r » M iM*-fi>5 Msmntr 

In the mode), each measurement . » l | 4 IT the sum of an 
overall mean. ji. a random component due to the rth 
experiment, t,. a random component due to the /th 
position within the rth experiment. / * , „ , . and a random 
error component. < „ t . The random components. V.,. 
PlUt. and t,lk. arc assumed to be mutually independent 
with mean zero and variances ojk <>£,#•,. and a J 
respectively. The variance components arc estimated 
hy equsfing the expected mean squares.* EMS. to the 
corresponding mean squares in the ANOVA (Table 6) 
derived from the model. 

6. S R Scark. Linear Modth. W i k y . New York . 1971 

Measurements were made on the ihkkness of the 
oxide and alpha layers on ten experiments at '"00 ( 
and 15 experiments at I 3 0 0 T . For each expenment 
two measurements were made at each of four 
positions. The estimates of each variance component 
are summarized in Table 7. 

The estimates of the experimental variance 
component b\ are much larger than the estimates of 
the other two variance components. The larger value is 
to be expected, because each experimert represents the 
oxidation accumulated over a given period of time. 

The estimate for the position variance component 
" m > represents the variation in thickness at different 
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positions around the zirconium tubing. Although this 
variation is not zero at **00*C. it a smaller than the 
estimated measurement variation of for both the oxide 
thickness and alpha thickness. K>r !300*C the 
estimated position variations for both the oxide 
thickness and alpha thickness are considerably larger 
than the estimated measurement variation. The 
explanation for this increase wi:h an increase in 
temperature is not clear. 

To investigate the position variation, ar experiment 
was conducted at I •OUT in which thickness 
:neasuremen:s «e?e made on a number of different 
positions cwespondmg to the mcunrurn sample 
orientation m the furnace. By plotting thickness vs 
furnace posttiun. two cold spots retaavc 1-1 the nominal 
temperature were •denuded at the hmge* and openmg 
of the f-imace. Subsequent tmckness measurements 
were enimnated front these two areas m order to 
reduce the pnettmn variation. Therefore, by analyswig 
the c««wpunents oj variation m the t»*ckit<u 
measureimmfs. a defect 91 rhe cxpcTOienui apparatus 
was found and accounted fo>- m subsequent 
measurements 

4!Hf WC MS WEUMNT. SOCIETY 
SlEMKRSMT SURVEY 

A ttcttey is being conducted to helier understand the 
make»p of IV American WeMing Societs membership 
tV«:mtnary tesuift (i.nn an initial response of 120 
membeT> m the Houston area are being anaH/rJ 
Dutm? June !*>"*» a revised tpiestionaairc will he 
distributed to «00 members tn another report Resuils 
from these muni mariings wrA he used to nrepare a 
questionnaire for dsf nhution to the Society ** *VW10 
members. 

VARIATIONS IN OXIDATION RATES 
DUE TO TEMPERATURE VARIATIONS 

For a fixed lempriatnrc T the oxide thickness t >•>( 
ZiTcaloy is assumed to be re'ated to the time I of 
exposure to steam by Ihe equation 

The intercept a is a c nstant. Hid the slope M O rs a 
function oi temperature given by 

where A. Q. and R are constants and T rs temperature. 
The s l o e a a constant for a fixed temperature: 
however, if temperature cannot be measured exactly, 
the slope wrH vary from experiment to experiment 
The effect of temperature variations on estimating the 
slope and mtetccpt in E«|. 11) is a difficult problem to 
solve analytically. An approximate solution can be 
obfamed by simulating random temperatures m Ihe 
range of T * 10' and then calculating rhe 
oMiespon-nnc slope* and intercepts. 

Thrs »at done by gene mine nonraHy disinbuted 
random temperature* w th mean T and standard 
deviation 10 I .*»«« tor ten different times ut.i* 1.2. 

. 101 and :hen estimating the slope and intercept by 
the least-M|<ures method One thousand slopes and 
mtercepfs were generated m this manner for each o! 
the seven tempera'ures. «*00. 1000. IITO. I TOO. I H». 
1400. and I *O0"C The results of this srfnutaiion show 
that the estimated slopes do not vary much wHh 
lemperattHe varuiK'** but that the estimated 
intercept* do vary appreciably. especially at the lower 
temperatures 

PCRME AMUTY OF HTCR GRAMITE MjOCKS 

During the fabrication of fur! rods for the HTCR. 
pitch m the matrix of the fuel rods volatilise) and 
diffuses through the webbing of the graphite block (sec 
FM;. * i into the coolant holes. If the permeability of 
ihe webbing s too low. the pitch materials cannot 
escape, and this results m a rugh piich<oke yield for 
the fuel rod. Therefore, the mich-cokc yieW » related 
to the per.neabihiy properties <A (he graphite block 

To sudy these permeabibty properties, air flow 
measurements vete made on 14* holes m ten different 
graphite Mocks. An analysts of this data mdicaicd a 
wide variation in the permeability values among the 
blocks. Within each block, variation in permeabibty 
values can be al<r.bu<.' «o two factors. The dominant 
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Fig. 6. Fort St. Vrain fuel dement. 

factor is the position of a fuel hole in the graphite 
biowlc. and lUt second factor is the geometry of a fuel 
hele in the graphite block. The geometry effect is the 
rr.ation of a fuel hole to its surrounding coolar.' holes 
ana other fuel holes. Five different types of geometry 
are identified. 

The statistical analysis of the permeability 
measurements on ten graphite blocks indicated four 
sources or permeability variation, which acount for 
97% of the variation of the measurements l>om an 
overall mean. The four sources: ( I ) block-to-block 

variation, (2) geometry-type variation. (3) hole 
location variation, and (4) block and type interaction 
variation were all significant at the 1% level for the 
ombined data set of the ten blocks. 

Each individual block was then analyzed to study the 
effect of the geometry type and hole location. The 
geometry-type effect was significant at thel% level in 
all but one block. An estimate of the sum of the 
geometry effect and the overall mean was made for 
each type. These estimates are called adjusted 
geometry-type means and represent the permeability 



45 

response due to different geometry type? without the 
influence of hole location. 

Hole location effects are represented by contours of 
fixed values of the permeability response. These 
contours indicate that the responses are slightly 
elliptical but are not centered in the middle of the 
block. The values of the permeability responses 
decrease in a nonuniform manner as the holes are 
located farther from the center of the block. 

EVALUATION OF CHARACTERISTICS 
OF KELVAR YARN 

An experimental design has been devised to evaluate 
the uniformity of denier and tensile strength within 
and among spools of Keivar yam. The design calls for 
four spoob of yarn to be selected at random from the 
lot of spools, for ten lengths to be selected at random 
within each spool, and for five measurement regions to 
be defined within each length for a total of 200 
measurements each for denier and teruile strength. The 
design was constructed to give 95% power of detecting 
a substantial excess of among-spool. over within-spool. 

variability when testing equality of variance at the 5% 
level of significant.. 

In addition to the evaluation of the denier and tensile 
strength variai ility. a preliminary evaluation of 
chemical variability is required. The design for the 
chemical analysis was constructed as a subsample of 
the primary design and utilized only four lengths per 
spool and two measurement regions per length for a 
total of 32 sets of chemical measurements. 

This configuration will have 95% power of detecting 
among-spool variability 25 times as large as 
within-spool variability when equality of variance is 
tested at the 5% level of significance. 

The spools to be sampled have been designated, a 
procedure has been established for the random 
selection of the lengths within the spools for the denier 
and tensile strength evaluation, and the subsample has 
been specified for the preliminary chemical variability 
evaluation. 

The implementation of the experimental design has 
been scheduled, and the statistical analysis of the 
subsequent data will l\!low the completion of the 
study. 



16. Reactor and Thermonuclear Research 
S.J.Chang D C Wilson H. R. Hicks' D. N. Robinson * 

A MAGNETOHYDRODYNAMICS PROBLEM 

We have obtained a solution for a time-independent 
magnetohydrodynamics problem posed in a torus of 
rectangular cross section. Our motivation was a desire 
to broaden the class of time-independent problems for 
which closed-form solutions exist as well as a need to 
generate initial values for computer codes to solve 
time-independent problems with similar geometry. The 
problem consisted of partial differential equations for 
pressure and magnetic field: grad p - (curl 6) X 6. div 
B - 0 in cylindrical polar coordinates for (r. £. z) 
interior to the torus - that is. 

r0 -a<r<r0 +a. 0 < v>< 2JT . -b<:<b. 

and boundary conditions: 

p(r0 ±a.9.z)=pir.<?.±b) = 0. 

Br(r0 ±j.<?.:) = B.(r.O.±b) = 0. 

A number of assumptions, motivated by the physics 
of the problem, reduced the equations to a S'ngle 
second-order linear partial differential equation in two 
variables with homogeneous boundary conditions. This 
equation in turn separated into two second-order 
ordinary differential equations similar to that for a 
harmonic oscillator. One of these was immediately 
solvable, and the other yielded to a finite difference 
scheme. In this respect we fell somewhat short of the 
goal to obtain a closed-form solution, but a usable 
computational solution was obtained. 

CREEP POTENTIAL FOR TIME-DEPENDENT 
INELASTIC DEFORMATION 

In his formulation of inelastic stress-strain relations 
for metals. Rice3 has proposed that the inelastic strain 
can be expressed from a potential function 12, the 
creep potential, as 

1 Computing Application* Depar'm-.'nt. 
2 Reactor Division. ORNI 
-V J. R. Rice. "On the Structure of Stre**-Strain Relation* 

for Time-Dependent Pla*tn Deformation in Metal*." J Appi 
\frch 37. 728 37(1970). 

where £f, aiii ~,r are inelastic strain rate and stress 
tensors ircpcvf-.ely. In the above expression. 12 is a 
function of tl<e stress tensor -:/ and the past strain 
history. The existence of the potential 12 can be 
deduced from the microstructure of the metal. A 
sample of material is known to be composed of 
microscopic grains, randomly oriented. Inelastic defor­
mation of the solid may be determined by the inelastic 
deformation of the grains. Suppose that the sample is 
subject to a homogeneous stress state X. The macro­
scopic strain tensor E associated with the displacement 
u is defined by requiring that ~',jk,j be the specific-
work corresponding to the given surface displacement 
of the sample for any stress state !*; that is. 

where V is the volume of the small sample with surface 
A and where //. is the direction cosine of the normal to 
the surface. Equation (I) can be reduced to 

Independent of the given stress 1*. Eq. (2) can be 
r.-garded as the volume aveuge of the microstrains of 
the grains within the sample. 

From the reciprocal theorem in elasticity, the work 
of load set (*> on displacement set (**) equals the 
work of load set (**) on displacement set (*), where 
(*) and (**) denote any two solutions of the elastic 
field equations. Hence. 

where Au denotes the inelastic slip of the grain. Let us 
take (*) as the elastic field associated with I*, so that 
Au* = 0. We choose (**) as the residual field left on 
unloading: that is. 2** * 0 and £•• = W. The right 
side of the above e","»!ion is zero, and we therefore 
have 

-/>'?> = - f o'M.Suu,dA 
'I '< VJA ishp) '' ' ' 
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for arbitrary elastic 1* and its associated "* Since the •/ '/ 
plastic deformation for each grain is due to shearing 
strain, the above equation can be reduced to 

where T and 7 are shearing stress and strain respec­

tively. 

Physical considerations of dislocation suggest that 

7 = 7 (T . current state). 

We obtain, therefore. 

whence the existence of 12 car. be derived: that is. 

" »V 
In '.he above equation. 

ftlS)=—f w ( : ) j r . 

r ^ i i t j i p i 

w(-) = f ii-)d. 
With the existence of creep potential, the known 
results in time-independent plasticity can be consist­
ently generalized to the time-dependent case. Using 
this formulation, further understanding of the plastic 
deformation of metals can be expected. 



17. Sampling Inspection, Quality Control, and Life Testing 

C.K. Bayne W. E. Lever J. E. Tobias C. E. Knight. Jr. ' D.R.Johnson2 

ACCELERATED UFE TEST 

An accelerated life test was designed to yield an 
estimate of the probability that a unit will survive to at 
least a specified time T under an operating stress which 
is a small fraction of the failure stress. The test will be 
conducted under a series of stresses that are muh 
greater than the operating stress but are still only a 
fraction of the failure stress. The failure stress is 
defined as the mean stress required to cause immediate 
failure of the unit when that level of stress is applied. 

A literature search indicated the Weibull distribution. 

Fit >S.m.X5>= I - e x p | - i X 5 f r i . 

would be a reasonable choice for the time-to-failure 
distribution when the shape parameter m is constant 
over all test stresses -> and the scale parameter X5 is a 
function of the ratio of the test stress S to the failure 
stress S0 • Two models proposed for A5 were 

Xx = kf (power law model). 

Xs = k expfnF)(exponential model). 

where P-SLSo. 
While few data were available for the unit in 

question, data on the time to failure were available for 
a similar unit for stresses in the range of 60 to °07 of 
failure stress. The time-to-failure distribution of the 
similar unit is believed to be of the same type as that of 
the unit in question but with at least a 107 shorter 
mean time to failure. 

A method proposed by Nelson3 was used to estimate 
the parameters m, k. and n and to test the fit for both 
the power law and exponential models. For the range 
of stresses in which data were available, statistical tests 
indicated that both models fit the data. In addition, 
both models predicted that at least °S7 of the units 
would last longer than the specified lime T with °5^ 
confidence under the low operating stress, but the 

I. Y-12 Development. 
2 Mctjls jnd Ceramics Division. ORNI . 
3. W. B Nelson, Statistical Methods for Accelerated life 

Test Data The Inverse Power Uv Model. No 71 (-011, 
(icnerjl Hcclrit Company Technical Inlorm- .on Series 
(1970) 

exponential model produced more conservative pre­
dictions. 

Utilizing the data available on the similar units, an 
accelerated life test was designed, assuming the time-
to-failure distribution is the Weibull distribution with a 
constant shape parameter for all stresses less than the 
failure stress and with a scale parameter of the 
exponential model form. The design allocates the test 
units budgeted for the study equally among five 
equally spaced stress ratios. 

This design does not meet a recently proposed 
optimality criterion.4 since thai criterion calls for only 
two stress ratios, one of which would likely require a 
test period much longer than the three-year period 
proposed for this test. In addition, the proposed 
optimum test would not allow a comparison between 
the two models proposed lor the scale parameter. 

The test units are to be manufactured and tested 
according to the specifications of the experimental 
design, with subsequent statistical analysis of the data 
following the completion of the test period. 

LIMITS ON FUEL ROD LENGTHS 

The tolerance limits of the lengths of fuel rods are /. 
± 0 (in inches). A number, n, of these fuel rods are 
stacked so that the total length is within a tolerance of 
nl. ± b (in inches). It is necessary to estimate the value 
of 0 for a given value of 5 so that the total length of 
the slack is within the interval nl. ± 6. will, a 
probability of I - a. for small values of a. 

We assume that the lengths of fuel rods are inde­
pendent and normally distributed with an expected 
value /.. In addition, we assume thai a proportion, at 
least I 7. of the fuel rods have lengths which fall 
within the inf -*l (/. 0 , /. + 0); that is. 

Prob{/. - 0 < / . , < / - + 0 | = I 7. i = ! . : . . . . . « . 

From (his second assumption we can derive B in terms 
of the standard deviation a of the process 

B = o Z 7 / 2 . ( I ) 

4. W. O. Meeker and W. B. Nelson. Charts for Optimum 
Accelerate J Life Tents for the Weihull and extreme Value 
Oistrihulitms. No. 74CRD247. (k-ncrjl Heclrii- Company 
Technical Information Series (1974 >. 
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where / • • > ! > ihc quant lie oi the standardized normal 
variale such that 

Prob) /> / , ,( =7 -

From the first assumption of normalitv. the random 
variable 

(Z I; «/] W» 
is also a normally distributed random variable with a 
mean of /.ero and a variance of one. L'sing ihr. random 
variable, the 1 a confidence interval for me total 
length is derived from 

Prob\nl. Za 2oy/» < Tl. < nl. 

+ Z 0 / > o v / " | = I o . 

This implies that the standard deviation of the process 
is 

o = 6 / ( Z n ; \ / r r > . (-> 

Substituting Eq. ( 2 ) into Eq. ( I ) . we find B for known 
values of y. a. and ft by 

e = (SZ > ,)HZa ,y/n). (3) 

For example, we plan to stack 15 fuel rods of length 2 
± B inches. We k.ww that only 7 (7 = 0 .05 .0 .01 . 
0.001) of the fuel rods will be rejected if they have 
lengths greater than 2 + B inches or less than 2 B 
inches. We require values of B such that 

n 
Prob{30 ft<£/.,<30 + ft}=l a. 

1=1 

when o = 0.05.0.01. and 0.001. 
The B values are listed in Table 8 as a function o f fi-

For example, if ft = 0 . 1 5 . 7 = 0 . 0 0 1 . a n d o = 0 . 0 l . then 
0 = 0.329ft = 0.329(0.15) = 0.0494. That is. the length 

Table 8. Valves of « for various values of 0 and y 

y 0.05 (III I O.IMtl 

".l»5 0.2JHA <U'>W. H.I54A 
n.ot 11. Una O.:5HA i>:o.u 
I) mi I (I.43.W 11 ?:<M n.lSHf. 
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of each fuel rod must be within a tolerance of t0.04 l »4 in. 
We should note that if o = 7- ' hen B = 6 y/l> = 
0.25K4. which is independent of the sue oi the 
confidence intervals. I nder the normality assumptum. 
if we have a high degree of confidence that the lengths 
of the fuel rods will be within the tolerance range ot 2 ^ 
0.258ft. then we have the same high degree of confi­
dence that the total length will be within the tolerance 
range 30 1 ft. 

AVERACr OUTGOING QUALITY FOR 
MODIFIED CONTINUOUS SAMPLING PLANS 

The Oak Ridge Y-12 Plant uses modified versions of 
Dodge and Tor reys CSP-I and CSP-3 sampling plans in 
some of their quality control programs. Since the exact 
versions were not used, the average outgoing quality 
<AOQ> and the average fraction of units inspected 
4AFI) functions were r.ot known. The forms of these 
functions are required t o correctly estimate the effect 
of this phase of the quality control program. 

The modified version of the CSP-I plan used by the 
Y-12 Plant is as follows: 

1. Qualifying period. Inspect \Wn of the units con­
secutively as produced until i units in succession are 
found free of the defect of interest. 

2. \nrmal inspotion ptniil: When 1 units in succes­
sion are found free oi the defect of interest, 
discontinue 100^ inspection and randomly inspect 
only a fraction / of the units, but do not allow 
uninspected sequences greater than k units. That is. 
if an uninspected sequence of A: units occurs, the 
k * I unit will be inspected. 

3. If a unit is found t o have the defect of interest 
during the normal inspection period (2 ) . revert t o 
the qualifying period (1 >. 

The modified plan differs from the CSP-I plan because 
of the restriction forbidding uninspected sequences 
greater than A. The Y-12 plan can be described as an» + 
* • I state Markov process, where / + I states are 
inspection states and k states are uninspected states. 
The transition matrix .V associated with the process is 
of the form 

'/!, 1 pi, ? 0 
</!. 0 /»!• 0 

f*h 0 rflk (i 
</>. 0 nl- 0 

file:///nrmal
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where if = I />is the probability a unit comes to the 
inspection station with the delect ot interest. /, is an 
identity matrix ot' rank .v. J, is a unit column vector ot' 
length *. and 0 is a matrix ot' zeros of the appropriate 
dimensions. 

The matrix M is ergoaic. ind the forms ot' the AOQ 
and AH (unctions can be fiHind in terms oft/ from the 
steady-state probability vector associated with -V. The 
AOQ liinclHHi is found by summing the steady-state 
probabilities of the uninspected states and multiplying 
this sum by the probability 1/ that a unit has the defect 
of interest. 

The steady-state probability vector J is found by 
solving the equation .J = SM. Let ,3 = (p, ,p :». where p'i = 
Ui o- • Jij i ' *'e , n e pf**abilittes associated with 
the qualifying period (Hand p : = JJ, 0 . ... . »J> 4 iare 
the probabilities associated with the normal inspection 
period 12). Then the stales associated with all oii}t and 
J, „ arc the inspection states, and the remaining slates 
are the nonmspection states. So the AOQ is of ihe 
form 

A 
AOQW> = < / £ , 3 ; / . 

The equations for the steady-stale probabilities are 
found to be 

Thus the forms ol the AOQ and AH functions :n terms 
of </ can be seen to be 

[l (I /y*'~|| 
L 1 J ' • Ji.o =</ j 1 ?*? 

ti.rP'J*.,,- / = : ' - i-

>i2.o=P'Ji.n't -

"-2>.»*ZX, 
,'-n 

Then 

i-\ r-\ 

n'(\ />|i (i f+\f 
\*P'(\ n\\ (i / V j / 

AOQl</) 
i+pMi / , ( • (1 - / * I / 

AH(i,-|= I AOQ<</><< . 

The modified version of the CSP-3 plan used by the 
Y-l 2 Plant is as follows: 

I. and 2. are as in CSP-l. 

3. Conditional requalifying period: ll" a unit is found 
to have the defect of interest during the normal 
inspection period, revert to IOGTr inspection until .t 
units in succession are found to be clear of the 
defect of interest. However, if a unit is found with 
the defect of interesi. revert immediately to the 
qualifying period (I ). 

4. Conditional normal inspection period: If the next x 
units are found to be free of the defect of interest. 
revert to normal inspection as in (2). but if any of 
the next y units inspected have the defect of 
interest, revert immediately to the qualifying period 
(I). 

5. If the next y units inspected are free of the defect 
of interest, then revert to the normal inspection 
period '2> without restriction. 

The Y-l 2 version of ihe CSP-3 plan differs ftom the 
regular CSP-3 plan in two ways: (I) the restriction 
forbids uninspected sequences greater than A. as in the 
Y-l 2 version of CSP-l: (2) the conditional requalifying 
period has been altered to allow the t units to be 
inspected sequentially. with a decision to he made after 
each inspection. The CSP-3 plan calls for the v units to 
be inspected as a batch, and a decision is made only 
after all x units have been inspected, regardless of the 
results of the individual inspections. 

The Y-12 sampling plan can be described as an / + k + 
r • r(A + I) + I state Markov process with / • x *y + 
I inspection stales and k{y + I) slates in which units 
arc not inspected for the defect of interest. The 
transition matrix .V associated with the process is of 
the following form: 
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The Matrix \t is again ergodic. so forms of the AOQ 
and AH functions can again be found in terms of </ 
from the steadv-state probability vector ii. where ,} = 

Let jj = {$,. j } ; . »J,. j j , M **.!.,-»• w n * « ^'i = 

(J, n . ... - P| , | > is associated with the qualifying 
period (I). jJ> = l*J, „. ... . »i, t ) is associated with the 
normal inspection period (2>. ji, =<tf> n »*i i i *' s 

associated with tne conditional requalifying period (51. 
and the jJ , t J = U j , . , „ . - fr*.*»/.*>- where / = 1 r. 
are associated with ihe y pii.ises of the conditional 
normal inspection period (4). 

The stales associated with ail,i| . fJ.t.d; n.and , i , . , 0 . 
where / = I. ... y. are the inspection states, and the 
remaining states are the noninspection states. So the 
AOQ is of the form 

\ / 1 / 1 , i / 

The equations for the steady-state probabilities are 
found to he 

*>•„ = </< I P T M > 

> (i r>'H\ r x y ) 

\ L — T — ^ J ' • / ' M l : | n + / > r /»* •>•) + (! p'-ii 

^ i . r ^ i . . » • ' = ' • • • • ' ' • 

• , 2 . , = " / W i . n - ' " * 1 * : 

d_, (

: i / p V - „ . / = I v I : 

I ' J . I . I I ^ / ' V M I : 

By summing the nuninspection probabilities v.e find 
that 

AOQU/) 

= <i\i\ o | i (i f)k\i\rl(\*rx /> V M ' ) 

i +/>' /><•'• 

\/' *\o nfi (i />*,/Vii+/> r /»**'">) 

-\ri(</)=i AOO(7>V 



18. Uranium Resource Evaluation Research 
V. t. Kane 

URANIUM RESOURCE EVALUATION PROGRAM 

The (.'nitin Carbide Cranium Resource Evaluation 
iCKt.) Pribram is part of an FRDA national study lo 
evaluate the uranium potential of the Cnited Stales. 
For the I nion Carbide study, approximately 130.000 
stream sediment, stream water, groundwater, and 
botanical samples from a 12-state region in the central 
I'nited States are collected. The statistical support lor 
this program encompasses the entire effort field data 
collection, laboratory method studies, and the data 
interpretation necessary lor the formulation of regional 
geochemical models. 

The basic I" RE sampling design cmsists of pilot 
survey studies, sampling wide-spaced regions (100 sq 
miles), and selected sampling ot close-spaced regions 
(10 sq miles). The data interpretation mutt address two 
main questions in the justification of the sampling 
design. First, is the sequential sampling approach an 
effective design for the identification of anomalous 
uranium regions? Second, is the measurement of 
elements, in addition to uranium, beneficial? The 
traditional approach is uniform, close-spaced (4 to 6 sq 
miles) sampling with only the measurement of uranium 
concentrations. 

The above two problems are interrelated in that the 
multivariate data, opposed to the univariate uranium 
data, should aid in the formulation of a more precise 
geochemical model. The data, .v for / = I. — V and 
for / = I p. for the wide-spaced sampling consist of 
.V samples with p measurements per sample. The basic-
problem is to identify sampling locations that are 
similar in uranium-related measurements. The relation­
ship among groups of elements can be assessed by 
simple, partial, multiple, and canonical correlations as 
well as by /?-mode factor analysis. The final geo­
chemical model would combine the derived station 
associations with the geologic formations. A result of 
this type of analysis appears in Fig. 7. where the 
station associations were obtained from a cluster 
analysis. In the figure, stations whose locations arc 
plotted with the same symbol have similar multi­
element concentrations. The shaded areas represent 
those that are thought to he geologically similar. Other 
association methods include y-modc factor analysis, 
pattern recognition techniques, multidimensional 
scaling, and discriminant analysis. Similar techniques 
are used to interpret the combined wide- and close-
spaced samples. In the analysis of all the clement 

concentrations, the presence of censored data, which 
arises wh?n the concentration is known only to be 
below the laboratory detection limit, presents a 
problem. 

Statistical analysis is also used in the evaluation of 
field procedures such as total and M-alkalinity compari­
sons as well as in laboratory studies. Laboratory 
problems include the design of water sample stability 
studies to determine whether element concentrations 
are altered by storage. Experimental design techniques 
were used lo compare water sample treatment methods 
and to compare different uranium measurement 
methods. 

K 

\ 

Hf. 7. CluMcr analyti* or well water in Karnes ind Wilson 
Cnunlin, fcta*. 
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Pan C. Educational Activities 

The Mathematics and Statistics Research Department participates in numerous educational aciiviJ'es noth 
academic and professional. This year the department has been host to a sequence of distinguished researcher* in 
mathematics and statistics who have made short visits to Oak Ridgt. In add.tiun the department has been a 
cosponsor. with the mathematics department of the University ot Tennessee, of a continuing series of colloquui-
Members of the department have organized seminars at Oak Ridge and have both organized and spoken at symposia 
and colloquia at Oak Ridge, at Los Alamos, at the University of Tennessee, and at other colleges and universities 
through the Oak Ridge Associated Universities (ORAU) Traveling Lecture Program. Department members have also 
served as part-lime university lecturers, thesis advisors for doctoral candidates, and supervisors for st-idents in the 
ORAU Summer Student Program and other similar programs. Several department members maintain a continuing 
relationship with the University of Tennessee Oak Ridge Graduate School of Biomedical Sciences. Finally, the 
department hosts academicians on sabbatical leave. 

FIRST ERDA STATISTICAL SYMPOSIUM 

The First FRDA Statistical Symposium, organized by Donald A. Gardiner of the Mathematics and Statistics 
Research Department. Ronald K. Lohrding of the Los Alamos Scientific Laboratory, and Wesley L. Nicholson of 
Pa-ific Northwest Laboratories, was held af Los Alamos on Nov. 3 5, Il>75. The symposium was attended by *> 
st.tisticians and other scientists representing FRDA. NRC. and 10 F.RDA laboratories. o universities, and 11 other 
contractors. 

The purpose of the symposium was to bring together those statisticians who comprise the FRDA statistical 
community so that they might meet one another, present results of their research, and discuss their problems. .An 
important feature of the program was the description of several unsolved, real-life problems which were la..'r 
discussed at length in sessions planned for that purpose. The proceedings of the symposium, including tf.e 
discussions, were published in March l l>76.' 

Four papers were presented by the staff of ihe Mathematics and Statistics Research Department. Charles K. 
Bayne spoke on "Design Problems for the HIGCR": K. O. Bowman described "Studies on the Distribution of »/r»i • 
/»: in Normal and Nonnormal Sampling": Forest L. Miller. Jr.. presented "Dielectric Breakdown in Liquid Helium": 
and V. R. R. Uppuluri spoke on "Random Matrices and Random Difference F.quations." John J. Beauchamp. D. A. 
Gardiner. David G. Gosslee. and W. F. Lever of the Mathematics and Statistics Research Department IMSRD) served 
as moderators. 

The Second FRDA Statistical Symposium will be held at Oak Ridge National Laboratory on Oct. 25 27. l°7o. 

DEPARTMENTAL SEMINAR SERIES 

C. K. Bayne. J. J. Beauchamp. D. G. Gosslee. V. F. Kane, and D. S. Robson organized a weekly seminar on 
pattern recognition. There were two participants from outside Ihe department. A review of the literature on the 
mathematical and statistical aspects of pattern recognition was conducted with each participant preparing and 
making one or more presentations. This seminar began in January l°76 and ran through May l*)7t>. 

1. Prtv Fini URDA Sial Svmp.. BNWI-I9K6 iMarch 1976) 
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I . J. Gra\ and K. I.. Millet. Jr.. tw&mi/cd a »eci.l> seminar on stochastic pr«ves*e». The material studied came 
t iom I l~ir\; t~>'un* in Xfi ><-Jutri<- /V . ' t vuo . by S. Ratlin and K. M. Taylor. Participants were mainly l iom oui own 
department hut also included one I'UHII the Reactor Division and one from the rnvwonmental Sciences Division of 
( ) K \ L . This seminar also bc-an in Januarx and ran through .May . 

Fusene L. Wachspres*. during a >*ne-»eek visit iVoin knol ls Atomic Power Laboratory, gave a fuui-session 
M.-I1UIIJI based i»n his h*>ok .-I KjnuijI Fmiit Htincm Hju*. This vemmaf took place the first week o l April I47t». 

R. C. Waid presented a five-session seminar titled "Solving: Least Squares Proble.ns." The seminar was based on a 
numerical analxsis apprcach to the problem. Computational errors and stable algorithms were the principal topics 
discussed. Numerical examples were presented to illustrate specific points. This seminar started June !.>. 147b. and 
met lor five weeks. 

The department also sponsored a numbei ol presentations given by both department members and visitors. 
These speakers' names and the topics oi their talks are listed at the end o f this section. 

SPEAKER PROGRAMS JOINTLY SPONSORED WITH THE UNIVERSITY 
OF TENNESSEE M VTHEM ATICS DEPARTMENT 

V. R. R. Ippu lu r i of MSRD and Larry Husch o f the Mathematics Depar;ment at the University of Tennessee 
arranged a joint colloquium pnMiram during the I 1 '75 7b academic year. The colloquium schedule was coordinated 
with the department's program of visiting mathematicians and statisticians so that each visitor was a colloquium 
speaker. The list of speakers and the topics of their talks appear at the end of this section. 

R. C. Ward of MSRD. with A. Berman and R. J. Plemmons of the Computer Sciences Department o f the 
University of Tennessee, coordinated a weekly series o f talks on numeric?! linear algebra during the winter and 
spring of this year. The speakers' names and the topics of their talks are listed at the end of this section. 

VISITING UNIVERSITY FACULTY 

A. Berman oi the Mathematics Department ot the Technion in Haifa. Israel, after having been a visiting associate 
professor h. the departments of mathematics and computer sciences a; ihe University iff Tennessee, is spending the 
summer with the department He is winking with R. C. Ward on matrix theory problems. 

5. K hbey of the Mathematics Department of the University of the South. Sewanee. Tennessee, has been a gues' 
>l the department while on sabbatical leave during the 1*̂ 75 76 academic year. During the fail he worked with D. 

G. Gosslee on sevcal consulting assignments from the ORNL Biology Division, and also with V. R. R. L'ppuluri on a 
project with Loren Fuller o f the ORNL Chemistry Division. Since January. Dr. fcbey has served as director o f the 
Southern College University Union (SC'.'U) Oak Ridge Science Semester, a training program foi undergraduate 
science and mathematics students from participating schools. In this capacity he organized and supervised a seminar 
series for SCUU students and also taught an evening course on "Scientific Inference and Statistical Methods." 

J. W. Heidel of the Mathematics Department of the University of Tennessee. Knoxville. spent a sabbatical year in 
the department from July 1^74 until September 1975. He werkfd mainly with researchers from the ORNL Biology 
Division. 

D. S. Rohson of the Biometrics ( n i t o f Cornell University. Ithaca. New York, spent a six-month sabbatical leave 
with the department, from January through June, as a statistical consultant to the ORNL Biology Division. 

C. P. Queienberry of the Statistics Department of North Carolina State University. Raleigh, spent the month of 
June 1976 visiting the department. He worked with F. L. Miller. Jr.. on goodncss-of-fil problems. 

SUPERVISION OF STUDENTS 

Max D. Morris, a Ph.D. candidate in statistics at Virginia Polytechnic Institute and Stale University, worked on 
factorial designs for the detection of model inadequacies under the direction of T. J. Mitchell and C. K. Bayne. This 
work is discussed in detail in Part A of this report and will not be summarized here. 

ORAU SUMMER STUDENT RESEARCH TRAINEES 

Keavcn Anderson. Iowa Stale University. Ames, worked with V. R. R. Uppuluri on computing moments and 
distributions of wailing times for quota fulfillment sampling. Populations with k classes of objects, n, objects in the 
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rth class. i = 1 . 2 . . k. were investigated, and a "\iuori."" Jt. was assigned to each cla»v Ouoia> were Filled bv 
sa upline frooi the entire papulation one object at a tune. The random variable ot interest w-n the liuinher .-: nh|ec:s 
sampled from the entire population the first time all cla« quota* were tilled. 

(Tins Waguespack. Nicholls State University. Thibodaux. Louisiana *;>•** a Monte Carlo program to 
approximate the distributions. An algorithm which reduced the amount ot computation necessary tor computing the 
distributions was developed 

Tables of distributions and moments were made for the special case in which n. - >i J.IJ J, - J. i - I. 2. 
k. R. R. Covey ou helped to derive a formula for the mean waning lime in the special case. 

Keaven Anderson also worked with F. L. Millet. Jr.. consult "n.: with the Ik'alth Physio Division on tindm.' 
confidence intervals for lb* difference of two independent, weighted Poiss«>n randoui variables. A method UH 
finding intervals without approximating the Poisson distribution was viiiliruj This method involved finding the 
shortest acceptance region for any given pair of Poisson parameters. 

Carol Horowitz. Carleton College. Norihtleld. Minnesota, worked with K L Miller. Jr.. on statistics for testing 
uniformity in the unit interval. Computet programs were written and used to evaluate the performance t»f eight 
different test statistics with 21 alternative distributions. Power tests were performed with sample sizes ranging from 
2 lo 50. 

Chris Waguespack. Nicholls State I'niversity. and Beth Wilkinson. Georgia Institute of Technology. Atlanta. 
working with R. C. Ward, developed two computer programs to test algorithms iVr solving the algebraic eigenvalue 
problem Ax = X.v. One prof.ram was designed to test algorithms for I real and symmetric, and the other program was 
designed to test algorithms for A real and unsymmetne. In addition to generating test cases of differing degrees ot 
numerical difficulty, the programs were designed to help evaluate algorithms by printing ihe results of various 
accuracy tes:s performed on the computed eigenvalues and eigenvectors. 

SCUU OAK RIDGE SCIENCE SEMESTER STUDENT PARTICIPANT 

Helen Mary McClellan. University of the South. Sewanee. Tcn.iessee. worked with R. C.Ward on a method for 
determining experimental designs which are optimal with respect to computational precision. The optimaiity 
criterion minimi/, d was the condition number of the least squares matrix determined by the design points and the 
mathematical model. A computer program was written to implement a Newton-type iterative scheme to converge to 
the set of optimal design points in a specified region. This work is described in more detail in Part A of this report. 

ORAU TRAVELING LECTURERS 
Three dcpaMnvnl niembe!:". participated in the ORAL' Trave'ing Lecture Program this last year. They were D. G. 

Gosslee. V. R. k. Upptiluri. and ?.. C. Ward. The titles of their talks and the locations where the lectures were given 
are listed at the end of this section. 

S-CONTRACT PROGRAM 

Professor S. A. Patil. Mathematics Department. Tennessee Technological University. Cookeville. worked with the 
department under an S contract with the Oak Ridge Associated Universities. In association with V. R. R. Uppuluri 
and Paul Rubel of ORNl.. he is working in the area of Nuclear Safety. A report on inferences about rare events was 
prepared. 

CONSULTANTS 

P. M. Ansclonc. Oregon Slate University. 
¥.. H. Lee. Stanford University. 
C. P. Oucsenbcrry. North Carolina State University. 
L. R. Shcnlon. University of Georgia. 
M. Sobel. University of California. Santa Barbara. 
D. L. Solomon. Cornell University. 

file:///iuori
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MATHEMATICS AND STATISTICS RESEARCH DEPARTMENT SEMINARS 

".. S. Y_rga. Kent Slate University. "Iterative Methods I'OI Solving Multi-dimensional Finite Element Problems." 
Ans:. f>. I'»~> 

F. K. Jones. OKAl GraJuaie Fell*-*. "Response Surface Designs lot the Detection of Model inadequacy."" Aug. 15. 
h>~5 

M. I . Moeschhetaer. I niversity ot" Missouri. "'Some Aspects of Competing Risk Theory." Aug. I 4 . It*'?5 

k . Anderson. ('. Waguespack. and F. Wilkins»>n. ORAl' Summer St'.iden! Program. "Discussion ot Summer 
Activities." Aug 20. l l» T5 

F. I.. From*. University of Texas. "Fitting Fquations «o Data Using Iterative Weighted Least Squares." Aug. 20. 
I0-5 

D. Lurie. Medical College ot' South Carolina. "Anatomy ot Analysis ot' Variance." Aug. 21. 1975 

S. (ieisser. I 'niversity of Minnesota. "Forecasting Survival by Sample Reuse." Aus. 29. 1975 

A. Solomon. University of the Negev. "Numerical Approaches to Solution oi' the Plateau Probleu;." Aug. 29. I**75 

D. Rose. Boeing Computer Services. "Dependent Competing Risks." Dec. 11. I**75 

D. Bross. Johns Hopk ns I'niversity. "Survival Analysis in the Presence of Mixed Distributions." Dec. 15.1975 

B. A. Chartres. University of Virginia. "The Effective Order of Convergence of Numerical Methods for Ordinary 
Differential Equations." Jan. 6. 1976 

D. S. Rohson. Cornell University. "Optimal Design for Measuring Simple Fxponential Decay with Poisson Sampling 
Error." Feb. 4. 1976 

F. H. Lee. Stanford University (sponsored jointly by Reactor Division). "Elastic-Plastic Theory and Stress Analysis 
for Finite Strain." Mar. S. |97,, 

D. S. Robson. Cornell University. "Identifiable Reparameteri/ation of an Over-Parameteri/ed Likelihood Function." 
Apr. 2. 1976 

M. A. Kastenbaum.Tobacco Institute. "Introduction to Life Tables " Apr. 12. 1976 

G. A. Baker. Los Alamos Scientific Laboratory. "Some Mathematical Properties of the Pade Approximation with 
Applications to Physics." Apr. 15. 1976 

D. S. Robson. Cornell University. "Marginal Si/e of the One-Sided Fisher Exact Test." May 12. 1976 

K. F'rankowski. I'niversity of Minnesota. "Accuracy of Numerical Calculations." May 13. 1976 

L. J. Gray. "Averaging Functions or Augmented Space Revisited." June 9, 1976 

UT-MSRD JOINT COLLOQUIA 

K. Hoffman. Tulane I'niversity. "Categorical Methods in Topological Algebra." Oct. 21. 1975: "Topological 
Semigroups: Applications. Theory, and History." Oct. 22. 1*>75: "Recent Developments in the Theory of 
Compact Lawson Semi-lattices." Oct. 23. 1975 

R. Gentry, University of Guciph. "Mathematical Models of Blood Coagulation ."Oct. 2'). 1**75 

H. Shugart. ORNL. "Modelling Forest Succession." Nov. 5. 1975 

R. J. Row let t. University of Tennessee. "Classifying Free Actions on Smooth Manifolds." Nov. 19. 1975 

B. W. Rust. CSD. HCCND. "Numerical Aspects oi Frcdholm Integral Equations of the First Kind." Nov. 12. 1975 

W. B. Gragg. NASA I^ngley Research Center, "Derivative Free Algorithms for Nonlinear .Least Squares Problems." 
Jan. 30. 1976 

S. M. Ulam. University of Florida. "Some Problems in Combinatorics and Mathematical Biology," f-'eb. 17. 1976 

A. Hatcher. Princeton University. "Simple Homol>py Theory and Homcmorphisms of Manifolds." Feb. IK. 1976 
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R. Barlow. FUnufci S?i»* L s K t a h . "Techniques i-zz Analyzing "«iJa«««ic Failure Data." Feb. 25. i"*~b 

W. Gautschi. Purdue I mversiiy. "Pitfalls in Compu'atHM." Mar. 5. I'»7fc 

G. W. Stewart. University uf Maryland. "Detecting and Correcting Rank DetKien-.y."' Mar. 10. I**?6 

R. S. Vara . Kent State Iwverstiy. "Iterative Methods for -Multi -iimensiunai Finite FJemtn: PiuMenxs." Mai- l~. 
I*»?6 

P. R. Haimus. Indiana University. "Bounded Matrices." Mar. 24. |9?6 

M. Cohen. Cornell University. "Contracting and Collapsing Tupomgical Spaces." Mar. 5 1 . I °~6 : "Whitehead 
Torsion. Group Extensions, and Zeeman's Conjectures in tfcgh Dimension*."" Apr. I . I °~6 

t . Wachspress. Knoib Atomic Power Laboratory. "The Eternal Triangle." Apr. 5. 1976 

J. M. Onega. NASA Lapgjey Research Center. "The Many Facets of Scientific Computing." Apr. 14. 1976 

D. R. McMillan. Jr.. I'niversity < I Wisconsin at Madison. "Simple Connectm'y of Quotient Space*." Apr. 2 1 . 1976 

J. Stampfti. Indiana University. "A Sew Look at Fugledes Theorem." Apr. 28. |<»7o 

G. Kallianpur. I'niversity of Minnesota. "Energy Inequality for Gaussian Processes." May 5. ! °?6 

C. R. Rao. Indian Statistic?! Institute. "Some Thoughts on Regression and Prediction." May 24.1976 "A Review of 
Characterization of Probability Distributions." May 25.1976 

W. N. F.veritt. University of Dundee. "On the Inequality of Laudau H / V < 4itf jl y";! ." May 26. 1976 

R. Fletcher. University of Dundee. "A Review of Methods for Minimization with Nonlinear Constraints." June 11 . 
1976 

UT-ORNL NUMERICAL LINEAR ALGEBRA SEMINARS 

S. M. Serbin. "Solution of Matrix Pencil Systems." Jan. 16.I9"»6 

W. P. Gragg. "Derivative Free Algorithms for Nonlineai Least Squares Problems." Jan. 30. 1976 

R. C. Ward. "Numerical Computation uf the Matrix Exponential." Feb. 6.1976 

L. J. Gray. "Computation of Eigenvalue Distributions for Random Matrices." Feb. 13.1976 

D. G. Wilson. "Construction of a Jacobi Matrix from Spectral Data." Feb. 20.1976 

K. Fox, "Cholesky Decomposition of Symmetric Idempotent Matrices." Feb. 27. 1976 

B. W. Rust. "Suboptimal Constrained Interval Estimation by Linear Programming." Mar. 5.1976 

V. Wallare. "Markov Processes in Queuing Theory." Mar. 12.1976 

A. Berman. "Matrix Consistency and Splittings." Apr. 9.1976 

R. J. Plemmons. "Characterizations and Applications of M-Matrices." Apr. 23.1976 

C. P. Huang. "The Jacohi Method for Computing Eigenvalues." Apr. 30. i5?6 

ORAU TRAVELING LECTURE PRESENTATIONS 

D. G. Gosslee. "Training Statistical Consultants." University of Kentucky. Lexington. Oct. I . 1975; Virginia 
Commonwealth University. Richmond. Oct. 3. 1975: Southern Methodist University. Dallas. Tex.. Feb. 25. 
1976: Texas A&M. College Station. Feb. 26.1976:1 musiana State University. Baton Rouge. Mar. 11.1976 

V. R. R. Uppuluri. "Random Matrices and Random Difference Equations." Mathematics Department. University of 
California at Santa Barbara. Nov. 6.1975: Mathematics Department. Memphis Slate University. Mem.>his, Tenn.. 
Dec. 1.1975 

R. C. Ward. "Numerical Algorithms for the Generalized Eigenvalue Problem." University of Kentucky. Lexington. 
Nov. 11, 1975: Thomas More College. Ft. Mitchell. Ky.. Nov. 12.1975 



Part D. Presentations of Research Results 

Publications 
BOOKS AND PROCEEDINGS 

K. 0. Bowman and W. E. Dusenberry.' "Transformanon of the Pearson System with Special Reference to Type IV." 
pp. 381 -90 in A Modem Course on Statistical Distributions on Scientific Work. vol. 1. ed- G. P. Patil. S. Kotz, 
and J. K. Ord. D. Reidel. Boston. 1975. 

K. 0. Bowman and M. A. Kastenbaum.2 "Sample Size Requirement: Single and Double Classification Experiment." 
pp. 111-23; in Selected Tables in Mathematical Statistics, ed. D. B. Owen and H. l~ Harter. American 
Mathematical Society and Institute of Mathematical Statistics. New York. W 5 . 

S. i. Chang. "Energy Release Integral for Dissipative Materials." Proreedings 5th Canadian Congress of Applied 
Mcciunics. University of New Brunswick. Fredericton. N.B.. Canada, 1975. 

S. J. Chang and L. J. Zappas.3 "Several Relations for Comparison of a General Rate Fluid and the BKZ Fluid.* 
proceedings 7th International Congress on Rheology. Chalmers University of Technology,Gothenburg, Sweden, 
to appear. 

W. M. Generoso.4 (Catherine T. Cam.4 Sandra W. Huff.4 and D. G. Gosslee. "Inducibility by Chemical Mutagens of 
Heritable Translocations in Male and Female Germ Cells of Mice." chapter in Advances in Modem Technology. 
vol. I.ed. W. G. Flamm and M. A. Mehlman. Hemisphere Publishing Corp.. Washington. D.C.. to appear. 

L. R. Shenton* and K. 0 . Bowman. Maximum Likelihood Estimation in Small Samples. Charles Griffin and 
Company. Fngland. in press. 

L. R. Shenion5 and K. 0. Bowman, "Commei:ts on the Distribution of the Variance in Sampling from the Logistic 
Distribution." -tilth Session of thi International Statistical Institute, International Statistical Institute. Warsaw. 
|975. 

JOURNAL ARTICLES 

T. N. Bhargava6 and V. R. R. Uppuluri. "Sampling Distribution of Gini's Index of Diversity," / Appl. Math. 
Comput., to appear. 

T. N. Bhargava* and V. R. R. Uppuluri. "Population Disagreement and Gini's Index of Diversity." Gen. Sysi., 
submitted. 

K. 0. Bowman and i. i. Beauchamp. "Pitfalls with Some Gamma Variate Simulation Routines."/ Slat. Comput. 
Simulation 4. 141 54(1975). 

I. Mi Lilly and Company 
I. Tobacco Institute. 
3. National Bureau of Standards. 
4. Biolopy Division. ORSI.. 
5. I'niversity of Georgia. 
6. Kent State University. 

J8 
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K. O. Bowman and L. R. Sher.ton.' ""Omnibus* Tes; Contours for Departures from Normality Based on v'fci *nd 
*;." Btometnka 62. 243 SOtl^S) . 

K. O. Bowman and L. R. Shenton^ "A New Algorithm for Summing Divergent Series. Part II: Two-Component 
Borel Summability Model."/ t'omput. Appl Math., submitted 

C. R. Brinkman.7 R. K. Williams.7 R. L. Klueh.7 and T. L. Hcbble. "Mechanical and Physical Properties of :'/4Cr 1 
Mo Steel in Support of Clinch River Breeder Reactor Plant Steam Generator Design." Xuvl. Tech. 28.490 505 
(March 1976). 

C. Brownie8 and D. S. Robson. "Models Allowing for Age-Dependent Survival in Band Return Data." Biometrics, to 
appear. 

R. E. Cline* and R. E. Funderlic.10 "A Theorem on the Rank of a Difference of Matrices." Bull AMSS2. 48 
(1976). 

f. F. Ebey and J. J. Beauchimp. "Larval Fish. Power Plants, and Buftons Needle Problem." .4m. Math M»n. 
submitted. 

J. W. Eiwood, 1' S. G. Hildebrand.1' and J.J. Bea i-lump. "Contribution of Gut Contents to the Concentration and 
Body Burden of Elements in Tipula sp. from a Spring-fed Stream."/ Fish. Res Board Can.. to appear. 

L. D. Eyman.1' C. W. Gehrs.1' and J. J. BeauLiiamp. "Sublethal Effect of 5-Chlorouracii on Carp \Cyprmus carpm» 
Larvae."/ Fish Res. Board Can 32.2227 29(1975). 

L. J. Gray. "Products of Hermitian Operators." Proc. AMS, to appea. 

L. J. Gray and D. G. Wilson. "Construction of k Jabobi Matrix from Spectral Data."/ Linear Algebra Its Appl.. to 
appear. 

L. J. Gray. "Jordan Representation for a Cliss of Nilpotent Operators." Indiana Univ. Math. J. to appear. 

L. J. Gray and T. Kaplan.1 * "Distribution of Vibrational Modes in -1 Amorphous Linear Chain."*Physica. to appear. 

L. J. Gray. "On Bi-quasi triangular Operators." Proc. AMS. to appear. 

L. J. Gray and T. Kaplan.' * "Off Diagonal Disordei in Random Substitutional Alloys.' / Phys.. C. to appear. 

L.J.Gray and T.Kaplan. 1 2 "Elementary Excitations in Random Substitutional Alloys." Phys. Rev., submitted. 

S. £. Herbes1' and J. J. Beauchamp. "Toxic Interaction of Mixtures of Resorcinol and 6-Methylquinolme to 
Davhr.id magna.'"Bull. Fnv. Contam. Toxicol, submitted. 

Abraham Usie. 4, Patricia A. Briiner.4 Toby J. Mitchell nd 0. G. Gosslee. "The Dose-Response Relationship for 
Ethyl Methanesulfonate Induced Mutations at the Hypoxanthine-GuaninePhosphoribosyl Transferase Locus in 
Chinese Hamster Ovary Cells," Somatii Cell Genet. 1.247 61 (1975). 

A. W. Hsie.4 P. A. Brimer.4 Toby J. Mitchell, and D. G. Gosslee. "The Dose-Response Relationship for Ultraviolet 
Light Induced Mutations at the Hypoxanthine-Guanine Phosphonbosyl Transferase loc i s in Chinese Hamster 
Ovary Cells." Somatic Cell Genet. 1. 383 K9 ( 1975). 

J. M. Holland4 and T. J. Mitchell. "The Relationship of Strain. Sex and Body Weight to Survival Following Sublethal 
Whole Body X-irradiation."/?«/w/. Res 66. 363 72 (June |97t>). 

'. M. Holland.4 T. J. Mitchell, and H. fc. Walburg. Jr.." "Effects of Prepubertal Ovariectomy on Survival and 
Specific Diseases in Female RFM Mice Given 300 R of X-Rays." Radial. Res., submitted. 

J. A. John 1 4 and T. J. Mitchell."Optimal Incomplete Block Designs.'*/ Roy. Stat. Soc. Series B. submitted. 

7. Metal* and Ceramics Division. ORNI.. 
R. Cornell University 
9. I 'nivcrsily of Tennessee. 

III. Computing Applications Department. 
11. I nvironnunl.il Silences Division. ORNI.. 
12 Solid Stale Division. ORNI 
13. Comparative Animal Rescind Laboratory. 
14. Ihc I'niversity. Southampton. InyLiml. 

file:///Cyprmus
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E. R. Jones1 * and T. J. Mitchell. "Design Criteria for Detecting Model Inadequacy." Btometrika.submitted. 

R. L. KiuetT and T. L. Hebble. "A Mathematical Description for the Stress-Strain Behavior of Annealed 2*/4 CT I 
Mo Steel." Trans. ASMF. J Pressure Vessel 7«* .W Series J. 118-25 (May 1976). 

P. Nettesheim 4 D. A. Creasia.4 and T. J. Mitchell. "Carcinogenic and Cocarcinogenic Effects of Inhaled Synthetic 
Smog and Ferric Oxide Particles."/ Nat. Cancer Inst. 55 .159-6° (1975). 

P. D. Parr.1' F. G. Taylor. Jr.. 1' and J.J. Beauchamp. "Sensitivity of Tobacco to Chromium from Cooling Tower 
Drift." Atmos. Km:. to appear. 

E. S. Pearson." R. B. D'Agostino.1 T . and K. O. Bowman. 'Test for Departure from Normality. Comparison of 
Powers." Biometrika. to appear. 

C. P. OlesenbcrTy ,• and F. L. Miller. Jr.. "Power Studies of Some Tests for Uniformity."/. Stat. Comput. 
Simulation, to appear. 

L. R. Shenton5 and K. 0 . Bowman. "A Bivariate Model for the Distribution of \^bt and r> 2 ."/ Am. Slat. Assoc. 
to appear. 

L. R. Shenton5 and K. O. Bowman. "The Development of Techniques for the Evaluation of Sampling Moments." 
Int. Stat Rev. 43. 317 34 (1975). 

I . R. Shenton5 and K. O. Bowman. "A New Algorithm for Summing Divergent Series. Part I: Basic Theory and 
Illustrations."/ Comput Appl. Math., to appear. 

M. Sobel." V. R. R. Uppulurt. and K. Frankowski.10 "Dmchlet Distributions. Type \." Inst. Math. Stat. Comm. 
Set. Tahles. submitted. 

R C. Ward. "The Combination Shift QZ Algorithm." SIAMJ. Sumer. Anal. 12(6). 835 53 (1975). 

R. C. Ward. "The OR Algorithm and Hyman's Method on Vector Computers." Math. Comput 30(133). 132 42 
(1976). 

R. C. Ward. "Numerical Computation of the Matrix Exponential with Accuracy Estimate."SIAMJ. Sumer. Anal.. 
submitted. 

R. C. Ward. "The Combination Shift QZ Algorithm to Solve the Generalized Eigenvalue Problem." ACM Trans. 
Math Software. Algorithms Section, submitted. 

D. G. Wilson. "Piecewise 'ineat Approximations to Tabulated Data." ACM Trans. Math. Software, to appear. 

T. Yamada.2' M. E. Roesel.4 and J. J. Beauchamp. "The Cell Cycle Parameters in Dedifferentiating Iris Epithelial 
Cells."/ Kmhryol. Kxp. Morphol 34.497 510(1975). 

W. D. Youngs* and D. S. Robson, "Estimating Survival Rate from Tag Returns: Model Tests and Sample Size 
Determination."/ Fish. Res. Board Can 32. lltf 71 (1975). 

REPORTS 

C. K. Baync. "Experimental Design for HTGR Fuel Rods." Prne. First KRUA Stat Symp.. BNWL-I?*6 (March 
1976). 

C. K. Bayne and D. R. Johnson.' Relationship Between Length Variations of HTGR Fuel Rod Stack l.engthsand 
Individual Rod Lengths. ORNL/TM-5i44, to be published. 

15. Tcva> A & M limvcTMly. 
16. I'niverMty ('tillcjtc. London. 
17. BMSIIHI I'nivcrMly 
18. North Carolina Slate I'nrveruiy. 
19. I'mverttty or California at San la Barbara 
»(). I'nivefMty of Minnesota 
21. Imfilul Suisse do Rcctrrrlici ^ ^pcnmcnlalci vit le Cancer. Lausanne. Switzerland. 
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J. J. Beauchamp. K. O. Bowman, and F. L. Miller. Jr.. Statistical Analysis of Environmental Data. 
UCCND-CSD-INF-64 (October 1975). 

K. 0 . Bowman and L. R. Shenton.s "Studies on the Distribution of y/bt .b2 in Normal and Non-normal Sampling." 
Pn*c. First ERDA Stat. Symp. BNWL-1986 (March 1976). 

R. E. Clirte* and R. E. FtmderUc.'* The Rank of the Difference of Matrices, IMean. CS-75/11 (November 1975). 

E. R. Jones' 5 and T. J. Mitchell. Response Surface Designs for the Detection of Model Inadequacy. UCCND-CSD-21 
(October 1975). 

F. L. Miller. Jr.. "Dielectric Breakdown in Liquid Hebum," Prix. First ERDA Stat. Symp.. BNWL-1986 (March 
1976). 

T. J. Mitchell and J. A. John. 1 4 Optimallncomplete Block Designs. OKilJCSD* (Apti\ 1976). 

J. Rant 1 1 and B. W. Rust.' * Uporabm Metod Lincomcga Programinvua Pri Racunanju Spektror iz Eksperimentalnih 
Podatkov. Jozef Stefan institute. University of Ljublijana. Yugoslavia. IJS-DP-693 (January 1976). 

B. W. Rust.' * "Mathen-atical Foundation Underlying the Burros Techniques of Spectral Unfolding." Proc. of a 
Review of Radiation Energy Spectra Unfolding. ORNL/RSKM0 (July 1976). 

U R. Shenton5 and K. 0 . Bowman. Summabk Asymptotic Series. 0RNL/CSD4 (April 1976). 

V. R. R. Uppuluri. "Random Matrices and Random Difference Equations." Proc. First ERDA Stat. Symp.. 
BNWL-1986 (March 1976). 

V. R. R. Uppuluri and B. S. Lugue," Explicit Inverses of Some Special Matrices with a Few Computer Programs. 
0RNL/CSD-2 (February 1976). 

V. R. R. Uppuluri and S. A. Patil.2 3 Inferences about Rare Events. ORNL/CSD-12 (June 1976). 

R. C. Ward. Numerical Computation of the Matrix Exponential with Accuracy Estimate. UCCND-CSD-24 
(November 1975). 

R. C. Ward and L. J. Gray. Eigensystem Computation for Skew-Symmetric Matrices and a Class of Symmetric 
Matrices. 0RNL/CSD-9 (May 1976). 

Oral Presentations 
(At Meetings of Iftofesfloaal Societies, Conferences, etc.) 

C. K. Bsynr, "Experimental Design for HTGR Fuel Rods." presented at the First ERDA Statistical Symposium. Los 
Alamos Scientific Laboratory. N.M.. Nov. 3-5 .1975. 

C. K. Bayne. "Choosing the Numbe, of Observations in an Experimental Design." presented at the Second Union 
Carbide Corporation Applied Mathematics Symposium. Tarrytown. N.Y.. Feb. 24.1976. 

K. O. Bowman and J.J. Beauchamp. "Effect of Nonnormality on the /-Statistic." presented at the spring meeting of 
the Institute of Mathematical Statistics. College Station. Tex.. Mar. 8-10.1976. 

K. O. Bowman. "Test of Departure from Normality." presented at the Second Union Carbide Corporation Applied 
Mathematics Symposium. Tarrytown. N.Y.. Feb. 24.1976. 

K. O. Bowma t and L. R. Shenton.5 "Studies on the Distributions of y/b,. 6 2 in Normal and Non-normal Sampling," 
presented at the First ERDA Statistical Symposium. Los Alamos Scientific Laboratory. Los Alamos. N.M.. Nov. 
3 - 5 . 1975. 

K. O. Bowman and L. R. Shenton.5 " 'Omnibus' Test Contours for Departures from Normality Based on *Jbt.bi." 
presented at the Joint Meeting of the American Statistical Association. The Biometric Society, and the Institute 
of Mathematical Statistics. Atlanta. Ga.. Aug. 25-28. 1975. 

22. Jn/«( Stefan InMilulc. YugrnbvKi. 
23. Tcnncvwr Technnloeica! Uni*miiy. 
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C. R. Bhnkman,T R. K. Williams.7 R. L. Klueh.7 and T. L. Ikbbie. "Mechanical and Physical Properties of 2*. Cr I 
Mo Steel in Support of Clinch River Breeder Reactw Plant Steam Generator Design." presented at the 
International Conference on Materials for Nuclear Steam Generators. Gatlinburg. Term.. Sept.9- 12. 1975. 

S. J. Chang and L. J. Zapas.* "Severn Relations for Comparison of a General Rate Fluid and the BKZ Fluid." 
presented at the 7th International Congress on Rheology. Chalmers University of Technology. Gothenburg. 
Sweden. Aug. 23 27.1976. 

R. t Gine* and R. E. Funderlic." "What Makes the Rank of a Matrix Change?'* presented at the SI AM Fall 
National Meeting. San Francisco. Calif.. Dec. 3 -5 .1975 . 

R. E. Cline* and R. E. Funderuc.1* "Decompositions of Differences of Matrices and Generalized Inverses." 
presented at the SIAM National Meexing. Chicago. June 1976. 

L. J. Gray. "Construction of a Jacobi Matrix from Spectral Data." presented at the American Mathematical Society 
Meeting. San Antonio. Tex.. Jan. 25.1976. 

L. J. Gray. "Calculation of Eigenvalue Distributions of Random Matrices." presented at the Numerical Linear 
Algebra Seminar. University of Tennessee. Feb. 13.1976. 

D. G. Gosstee. "The Statistician in General Practice." presented at the North Texas Chapter of die American 
Statistical Association. Dallas. Tex.. Feb. 25.1976. 

T. L. Hebbie. "On the Vx of Historic Data to Establish Standards of Miteriab Behavior for the Nuclear Systems 
Materials Handbook." presented for the Nuclear Regulatory Commission. Washington. D.C.. May 17.1976. 

B. S. Lugue.'* B. W. Rust ." and W. Van Winkle.'' "The Problem of Determining the Length of the Prediction 
Error Filter in Maximum Entropy Spectral Analysis." presented at the SIAM-SIGNUM 1975 Fall Meeting. San 
Francisco. Calif.. Dec. 3 -5 .1975 . 

F. L. Miller. Jr.. "Dielectric Breakdown in Liquid Helium.'* presented at the First ERDA Statistical Symposium. Los 
Alamos Scientific Laboratory. Los Alamos. NJU.. Nov. 3 -5 .1975 . 

J. Rant 2 1 and B. W. Rust. 1 0 "Constrained Interval Estimation by Linear Programming." presented at the SIAM 
1975 National Meeting. Troy. N.Y.. June 9-11 .1975. 

B. W. Rust. 1* "Mathematical Foundations Underlying the Burrus Techniques of Spectral Unfolding." invited 
address. Radiation Shielding Information Center Seminar-Workshop on Radiation Energy Spectra Unfoldi-.g. 
Oak Ridge National Laboratory. Apr. 12 13.1976. 

B. W. Rust . 1 0 "Numerical Aspects of Fredholm Integral Equations of the First Kind.'* Weekly Colloquium. 
University of Virginia. Department of Applied Mathematics. Sept. IK. 1975: Weekly Colloquium. University of 
Tennessee. Department of Mathematics. Nov. 12.1975. 

B. W. Rust. 1 0 "Constrained Interval Estimation for Ill-Posed Problems." invited address. SIAM-SIGMUM 1975 Fall 
Meeting. San Francisco. Calif.. Dec. 3 5.1975. 

L. R. Shenton5 and K. O. Bowman. "Comments on the Distribution of the Variance in Sampling from the Logistic 
Distribution." presented at the 40th Session of the International Statistical Institute. Warsaw. Poland. September 
1975. 

M. Sobel." V. R. R. Uppuluri. and K. Frankowtki." "Applications of Diricnlct Distributions." invited paper. 
151st Meeting of the Institute of Mathematical Statistics. Santa Barbara. Calif.. Mar. 26.1976. 

V. R. R. Uppuluri. M. Sobel." and K. Frankowski." "Wailing Times and Dirkhlet Distributions." invited paper. 
I5lst Meeting of the Institute of Mathematical Statistics. Santa Barbara.Calif.. Mar. 26.1976. 

V. R. R. Uppuluri. "Mathematical Modeb for Physical and Natural Phenomena." presented for the Mithematics 
Depart m-nt. Centre College. Danville. Ky.. Mar. 30.1976. 

R. C. Ward. "Numerical Computation of the Matrix Exponential." presented at the SIAM-SIGNUM 1975 Fall 
Meeting. San Francisco. Calif.. Dec. 3 5. 1975: Numerical Linear Algebra Seminar, University of Tennessee. 
Knoxville. Feb.6.1976. 
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D. G. Wibnn. "Stefan Prahiems." presented for the Nudear Regshtcry CCSSRHSJOS. Wartwngtac. D.C.. Apr. 15. 
1976. 

D. G. Wilson. "Construction of a Jacobi Matrix from Spectral Data." presented for the Numerical Lmear Algebra 
Seminar. University of Tennessee. KaoxviUe. Feb. 20. 1976. 

Seminars 
The Department sponsors a seminar program that covers a wide variety of mathematical and statistical interests. 

The formal seminars held during the period of this report arc listed below. 

K. Anderson. C. Wafuespack. and E. Wilkinson. OHAU Summer Student Program. "Discussion of Summer 
Activities." Aug. 20.1975. 

G. A. Inker. Los Alamos Scientific Laboratory. "Some Mathematical Properties of the Fade Approximation with 
Applications to Physics.'' Apr. 15.1976. 

A. P. Bum. University of Missouri. "Estimates of Rekabiiity of Complex Systems." June 21.1976. 

D. Brass. Johns Hopkins University. "Survival Analysis in the Presence of Mixed Distributions." Dec. IS. I97S. 

B. A. Chartres. University of Virginia. "The Effective Order of Convergence of Numerical Methods for Ordinary 
Differential Equations." Jan. 6.1976. 

K. Frankowski. University of Minnesota. "Accuracy of Numerical Calculations." May 13.1976. 

E. L. Frome. University of Texas. "Filling Equations to Data Using Iterative Weighted Least Squares." Aug. 20. 
I<»75. 

S. Geisser. University of Minnesota. "Forecasting Survival by Sample Reuse," Aug. 29.1975. 

W. B. Grage. NASA LangWy Research Center. "Derivative Free Algorithms for Nonlinear Least Squares Problems." 
Jan. 30.1976. 

L. J. Gray. "Averaging Functions or Augmented Space Revisited." June *. !°76. 

E. R. Jones. ORAU Graduate Fellow. "Response Surface Designs for the Detection of Model Inadequacy." Aug. 15. 
1975. 

M. A. Kastenbaum. Tobacco Institute. "Introduction to Life Tables." Apr. 12.1976. 

E. H. Lee. Stanford University (sponsored jointly by Reactor Division). "Elastic-Plastic Theory and Stress Analysis 
for Finite Strain." Mar. 8.1976. 

D. Lurie. Medical College of South Carolina. "Anatomy of Analysis of ' ' iriancc." Aug. 21.1975. 

M. L. Moeschberger. University of Missouri. "Some Aspect* of Competing Risk Theory." Aug. 19.1975. 

D. S. Robson. Cornell University. "Optimal Design for Measuring Simple Exponential Decay with Poisson Sampling 
Error." Feb. 4 . 1976: "Identifiable Rcparamcterization of an Over-Parameterized Likelihood Function." Apr. 2. 
I<>76: "Marginal Size of the OiieSded Fisher Exact Test." May 12. I«7fr. 

D. Rose. Boeing Computer Services. "Dependent Competing Risks." Dec. 11.1°75. 

A. Solomon. University of the Negev. "Numerical Approaches to Solution of the Plateau Problem." Aug. 29.1975. 

R. S. Varga. Kent Slate University. "Iterative Methods for Solving Multi-Dimensional Finite Element Problems." 
Aug. 6. |9"»5. 



64 

ARTICLES REVIEWED OR REFEREED FOR PERIODICALS 
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Part E. Professional Activities 

Members of (he Mathematics and Statistics Research Department participate n the activities ol several 
professional and academic institutions. Some of their contributions are outlined below. 

C.K Bayne 
Member: 

J. J. Beauchamp 
Instructor: 

Representative: 

Moderator: 

K. O. Bowman 
Panelist: 

S.J.Chang 
Visiting Associate Professor: 

D. A. Gardiner 
President-Fleet: 

Professor: 

Chairman: 

Member: 

D. G. Gosslce 
Lecturer: 

Member. 

Moderator: 

I . J. Gray 
Member 

W. F. l-evcr 
Member: 

Tcclwtunfirttf Prize Committee 

Division of Mathematics and Science. Roane State Community College 

ORNL In-House Training Program 

Research Paper Session. First FRDA Statistical Symposium 

Women in Science Program. National Science Foundation 

Departrrent of Materials F.ngirieenng. I mversity at Iowa 

Oak Ridge Chapter of Sigma Xi 

Department of Mathematics. Cmvcrsiiy of Tennessee 

Committee on Membership. Dues, and Publications. American Statistical 
Association 

Board of Directors of the American Statistical .Association 
Kxeculive Committee of Section on Physical and Fngineenng Sciences. 

American Statistical Association 
Committee on Statistics of the Southern Regional Fducationai Board 
Mathematics and Statistics Committee. Cniveraty of Tennessee 
International Fjliionai B««atd. Communicatiims in Statistics 
Fdilor.ai Advisory Board. J<mm<ii >>; Stamtiral Omifmiaifn anJ 

Simulation 

Oak Ridge Graduate School of Biomedical Sciences. University of 
Tennessee 

Finance Committee for the l'>7f» International Biometrics Conference 

Research Paper Session. First F.RDA Statistical Symposium 

O R M . Ph.D. Recruitment Program 

/'<•«7I»I«tmrtoti Vn/r Committee 
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F. L. MiJfet.J,. 
Lecturer: Traveling Leciure Program. Oak Ridge Associated Universities 

V. R. R. I ppuJun 
Guirman: Mathematics Section. Tennessee Academy of Sciences 

Lecturer: Trawling Lecture Program. Oak Ridge Associated Universities 
Institute of Mathematical Statistics and the American Statistical 

Association 
Oak Ridge Graduate School of Biomedical Sciences. University of 

Tennessee 

R C.Ward 
Lecturer: Traveling Lecture Program.Oak Ridge Associated Universities 

D. G. Wilson 
Lecturer: Department of Mathematics. University of Tennessee 


