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ABSTRACT 

Various problems relating to the interpretation of valence band 

x-ray photoemission (XPS) spectra of solids are discussed. The experi­

ments and calculations reported herein deal with the following questions: 

1) To what extent to many-body effects manifest themselves in an XPS 

valence band spectrum, and thus invalidate a direct comparison between 

the photocmisslon energy distribution, 1(E), and the density of states, 

N(E), calculated on the basis of ground-state one-electron theory. 2) 

The effect of the binding-cnergy-dependont photocmission cross section 

on 1(E) at XPS energies. 3) In favorable cases indicated by I) and 2) 

we examine the effect of the interaction of the crystal field with the 

apparent spin-orbit splittings of core levels observed in XPS spectra. 

4) The use of tight binding band structure calculations to parameterize 

the electronic band structure from XPS and other data is described. 5) 

The use of high energy angle-resolved photocmission on oriented single 

crystals to gain orbital symmetry information is discussed. 6) The 

evolution of the shape of the photoemission energy distribution (of 

polycrystalllnc Cu) as a function of photon energy from 50 "% hu 1 175 

Is discussed. 
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INTRODUCTION 

One of the most fundamental p ieces of information one can obta in 

about a crystal i s the energy density of i t s occupied electronic s tates . 

This density of states i s given by 

S(E) =5^5(E - E^ 

where the summation index i runs over all the occupied orbltals of die 

system. Having stated the objective, only two obstacles block the golden 

road to enlightment. 

1) N(E), as defined, is impossible to measure experimentally. 

2) N(E), as defined, does not exist. 

As is evident from the fact that this thesis apparently continues, 

these difficulties are not so serious as they might first appear. The 

quantity M(E) does not exist because the one-electron states E. del" in Lug 

it are not true eigenstates of the crystal Hamiltonian, but rather the 

eigenstates of an approximate Hamiltonian (e.g. the Hartree-Fock II.imLI-

tonian or, in practice, some approximation to it). 

It is with respect to this approximation of separability into one-

electron states that N(E) is defined. The one-electron orbitals do, 

however, have a physical interpretation; if the self-consistent field 

in which the N electrons move is uneffected by the removal of an elec­

tron from orbital i, the energy required to remove it is |E,|. This 

result is known as Koopmans' theorem. If Koopmans' theorem Is an 

adequate approximation, N(E) Is equal to the density of ionization 

potentials of the crystal, and it is ionization potentials that are 
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measured by photoemission spectioscopy. Chapter I deals with the Impor­

tance of deviations from Koopmans' theorem behavior (which are generally 

referred to as Relaxation effects) in XPS valence band spectra. 

Unfortunately, XPS spectra are not direct measures of the energy 

densities of ionization potentials in question. Within the one-c lcc trim 

approximation the intensity of a photoemission spectrum .it initial stale-

energy E. and photon energy hoi is given by 

K E l , hio) = £ 6(E - KL) «(E - Et - hu) |w.p|2 

l.F 

where W._ Is the dipole matrix element connecting an occupied initial ir 
state 1 with an empty final state F at energy E. + Ixo. In thi.s equation 

we have further neglected the details of the propagation of the excited 

electron to the surface of the crystal and Its escape Into vacuum. 

It is thus clear that even within the "frozen orbital" approxima­

tion, the photoemission intensity represents a convolution of occupied 

and unoccupied densities of states, weighted by matrix elements. In 

Chaper II experiments are presented and discussed for photoemission in 

the high-energy, or XPS, limit. Here the density of final states Is 

effectively constant and comparisons of 1(G) with theoretical N(K) curves 

allows the extraction of orbital symmetry information for the solid. 

In Chapter III the effects of the angular dependence of W,_ in experi­

ments performed on oriented single crystals in the high energy limit 

arc discussed, and in Chapter IV we discuss the nature of the onsi-t 

of this limit for angular integrated experiments. 
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In Chapters V and VI we discuss two related problems. First we 

consider the effect of the crystal field on the apparent spin-orbit 

splitting of core level peaks. Second we attempt, with the aid of other 

data, to use the XPS spectrum to "work backwards" and determine a reason­

able model for the band structure of Pb. 

The specific experimental details of each experiment is discussed 

in the chapter pertaining to it. For a general description of the 

apparatus used, the reader is referred to the thesis of S. P. Kowalczyk. 
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I. MANY-BODY EFFECTS IN X-RAY PHOTOEMISSION FROM MAGNESIUM* 

Abstract 

X-ray photoemisslon experiments were performed on samples of 

magnesium and aluminum prepared with atomically clean surfaces in ultra­

high vacuum. Core-level binding energies were in excellent agreement 

with x-ray emission data. Asymmetries in core-level peaks were observed 

and are compared with theory. The Mg KLL Auger spectrum showed kinetic 

energies higher than the literature values. Many-body effects, in the 

form of extra-atomic relaxation, were present in core levels and Auger 

lines. Both KL.V and KL__V Auger peaks of Mg were observed. Many-body 

effects were also manifest as rich plasmon satellite structure accompany­

ing every primary peak. The valence-band spectrum was compared with 

x-ray emission data and with the KL?.,V peak. The spectra were inter­

preted in terms of energy-level diagrams rather than one-electron "levels". 

It is argued that valence-band spectra obtained by different methods can 

be compared most directly among states with the same number of core holes. 

A hierarchical classification of hole states is suggested. The effect 

of the degree of localization of the hole-state on the relaxation energies 

in metals is discussed and shown to be small. Finally it was observed 

that in several light metals the energies required to remove a valence-

band electron or a unipositive ion core are about equal. 

* Work performed in collaboration with L. Ley, S. P. Kowalczyk, J. 0. 
Jenkin, and D. A. Shirley, published in Phys. Rev. JU1, 600 (1974). 
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A. Introduction 

Photoemission from a metal is manifestly a many-body process, but 

the observed spectral features are usually labeled in terms of one-elec­

tron quantum numbers. When interpreting photoemission spectra It Is 

important not to take the one-electron labels so literally as to neglect 

the omnipresent many-electron effects. Accordingly this chapter, which 

reports a high-resolution x-ray photoemission study of magnesium (and 

a partial study of aluminum) under ultra-high vacuum conditions, is 

cast in a format that emphasizes the interplay between one-electron and 

many-electron aspects of each spectral feature. The advantage of this 

complementary point, of view is underscored in most instances by superior 

agreement between theory and experiment when both aspects are considered. 

Experimental procedures and results are given in Section B. "One-

electron" binding energies of core levels are discussed in Section C, 

with emphasis on many-electron relaxation effects. Asymmetries of these 

peaks are discussed and compared with theory. Auger peaks, which involve 

two-hole states, are discussed in Section D, with relaxation effects 

again stressed. In Section E the valance baud densities of states from 

photoemission, x-ray emission, and KL3 spectra are compared. Finally, 

hole-state localization is reported in Section F. 

B. Experimental Procedures and Results 

These x-ray photoemission experiments \»ere carried out in a Hewlett-

Packard 5950A ESCA Spectrometer that had been modified for ul tr;i-hl;',li-

vacuum operation. Samples with atomically clean surfaces were prepared 

by vacuum evaporation of 99.952! pure magnesium or 99.99% pure aluminum 
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_q in a sample preparation chamber having a base pressure of 3 * 10 Torr, 

followed by rapid transfer ̂ n vacuo to the analyzer chamber, which was 

maintained at 6 x 10 Torr, as measured on a nude Bayard-Alpert ion 

gauge. Fhotoemission was achieved by irradiating the sample with mono-

chromatized AlKo. , x-rays (1486.6 eV). 
1, L 

Spectra covering the electron kinetic-energy range 200-1500 eV were 

taken first to insure sample purity. In addition to photoelectron lines 

expected from the atomic levels of Mg, there were KLL and KLV Auger linos 

in the 1050-1250 eV region. Also present were characteristic energy 

loss (plasmon) satellites associated with every line. The full-energy 

spectrum provided an effective in-situ chemical analysis of the first 

few atomic layers of the sample: i.e., those from which the electrons 

that appear in the full-energy lines are ejected. The absence of any 

lines that could be attributed to Mg indicated the absence of any im­

purities in high concentrations. A careful study of the kinetic energy 

regions where the C(ls) and 0(ls) peaks would be expected allowed us to 

set upper limits of 0.3 monolayers on the amount of each of these two 

elements present. Additional evidence for the surface cleaniness of 

the sample comes from two sources: the observation of a well-formed 

surface plasmon peak and the absence of oxide satellites on core-level 

peaks. Similar comments apply to the Al sample. Only the positions 

and shapes of the Al 2s and 2p core levels will discussed in this 

chapter, for comparison with the Mg results. Characteristic binding 

energies or kinetic energies are given and discussed separately in the 

appropriate sections below. 
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C. Core-Level Spectra 

The Is, 2s, and 2p spectra of Mg are shown in Fig. 1. The core-
F level binding energies relative to the Fermi energy are denoted E . 
D 

They are set out in Table I. Also given are values from an atomic energy 
1 F level compilation by Bearden and Burr and the E (2p) value of 49.5 ± 0.1 eV 

D 
9 

which we have read from the x-ray spectrum published by Neddermcycr'" 

(the ±0.1 eV error was assigned by us: it is our estimate of the 

uncertainty entailed in defining the Fermi energy E„) . The values of 
F E from Ref. 1 are less accurate than ours, but more importantly they o 
are higher by from 0.85 to 2.4 eV for the Is, 2s, and 2p levels, while 

F Neddermeyer's value for E„(2p) agrees within the 0.1 eV errors. We 
o 

believe that this difference can be attributed to oxidation of the sur­

face of the magnesium samples used in the earlier photoemission experi­

ments from which Bearden and Burr's values were derived. Siegbahn, 
3 et al., emphasized the importance of this problem for active metals, 

and indicated that shifts of ^2 eV in binding energy may be observed on 
4 oxidation. The recent photoemission results of Tejeda et al. on clean 

surfaces agree with ours. 

A good test of the accuracy of the photoemission binding energies 

is given by comparing them with x-ray energies in magnesium. X-ray 

energies are measured on bulk material and are therefore not sensitive 

to surface oxidation. An energy-level diagram that illustrates the 

connection between x-ray emission and x-ray photocmission energies Is 

shown in Fig. 2. This diagram depicts the hole-state energy-level spec­

trum that is generated by ejecting an electron from a Is, 2s, 2p, or 

valence-band orbital in magnesium. The levels are the true many-particle 
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energy levels of the system, with many-body relaxation energies , e t c . , 

included. The energies of these levels above the ground s t a t e are equal 

to the one-electron binding energies re la t ive to the "vacuum level", E . 

Since the binding energy of an electron at the Fermi energy E is just 
F 

the work function, <(>, it follows that the binding energy of a core level 

i relative to E„ is given by r 

Ej(i) = EJ(1) - • . (1) 

In our experiments the Fermi edge was clearly evident in the valence-band 
F spectrum, so E„(i) was measured directly. 

The energies of characteristic x-rays are given by the differences 

between pairs of binding energies. Thus, for example, 

AE(Kd 1 2) = Eg(ls) - Eg(2p) 

= E*(ls) - EJj(2p) . (2) 

Thus x-ray photoemission energies can be compared directly with x-ray 
F emission energies. The values of E obtained in this work show excellent 

agreement with x-ray values, as indicated by columns 6 and 7 of Table I. 

Thus all three of our core-level energies for Mg—Is, 2s, and 2p—are in 

complete agreement with x-ray values. 

The Al 2s and 2p binding energies agree only fairly well with x-ray 

values. This is attributed in part to the difficulty of assigning a 

consistent Fermi energy, and probably in part to an i>rroiu!»u.-« x-ray 

value for the 2s-2p transition. 



-9-

The effect of surface oxidation on apparent core-level energies is 

illustrated in the right side of Fig. 2. The more positive environment 

of core-hole states in oxidized magnesium atoms increases the binding 

energies of these states relative to the reference energy E_. The latter 

is unshifted in the surface-oxidized sample if no charge buildup occurs. 

Thus the apparent binding energies will be too large, as observed in the 

earlier Mg work (Table I, column 3). 

Figure 3 shows the conventional ground-state one-electron "energy-

level" diagram that has been used traditionally in discussing both x-ray 
5a b emission and photoemisslon data. ' Since these one-electron "levels" 

do not really exist, this type of diagram is of course only an approxima­

tion to reality. As such, it can be very useful in discussing gross 

structure, such as the identities of transitions. In explaining subtle 

effects such as chemical shifts or many-body relaxation energies, houcver, 

in both of which the final state plays a large role, diagrams such as 

Fig. 3 are inadequate or even misleading. The reader can easily verify 

this statement by attempting to interpret the results reported in this 

chapter using Fig. 3. We therefore advocate using diagrams like Fig. 2, 
5c 

which depict the true energy levels of the system. Parratt has dis­
cussed this point in more detail. 

The measured core-level binding energies are in good agreement with 
p theory. To make the comparison we must first add to E_(i) the measured 

work functions $ = 3.7 eV for Mg and 4.2 eV for Al to obtain the "vacuum" 
V V 

binding energy E R(i), according to Eq. (1). The values of ER(i) so 

obtained are listed in Table II. Theoretical core-level binding energies 

for free atoms, E„(D, are also listed. These values were calculated by 
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by Siegbahn, et al. using an optimized Hartree-Fock-Slater approach 
g 

devised by Rosen and Lindgren. As relativistic hole-state calculations, 

these E_(i) values contain every sizable effect except electron correla-n 
tion. A fairly accurate estimate of correlation effects on the Is and 

2s binding energies can be obtained by simply using results of Verhaegcn, 
9 10 

et al. and of Moser, et al., for neon binding energies. Atomic bind­

ing energies of Mg and Al corrected in this way Cor correlation in Che 
A Is and 2s cases, are listed as E (i.corr) in Table II. These estinuitcs 
a 

of the atomic binding energies are believed to be accurate to 1.0 cV or 

better. 

Comparison of the best estimates of the core-level binding energies 

In free atoms, E_(i,corr) (Table II, Col. 3) with the experimental values 
v 

E_(i) for metallic Mg and Al (Table I I , Col. 6) shows the latter to be 

lower by 4-8 eV. This is attributable to a many-body effect: the extra-

atomic relaxation of conduction-band states toward the core-hole state 

during photoemission to form a semi-localized exciton state ia which the 

positive charge of the hole i s shielded. A theoretical model that 

estimates the core-level binding-energy shift due to extra-atomic relaxa-
12 

tion in terms of atomic two-electron integrals was described earlier. 

Application of this model to Mg, for example, gives the estimates of extra 

atomic relaxation energies due to the hole-state polarization potential 

< l s | V p l s > M g S [F°(ls,3p) - i G ^ l s . S p ) ] ^ < 2 s | 0 2 s > M g » [F°(2s.3p) - | G ^ s ^ p ) ) , 

> M g * [F°(2 P ,3p) - i G°(2P,3p) - w „ , , A l <2p|V^ a|2p > a [F°(2p,3p) - ± G°(2p,3p) - - ^ G2(2p,3p)l^ 
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Similar express ions apply to Al . The binding energy s h i f t s are then 

given by 

Eg(theo) " E* - | < V p > . (3) 

Relaxation-energy shifts, estimated using this model and Mann's Inte-
13 grals, are given in Table II, column A. Column 5 lists theoretical 

V estimates of E in Mg metal, after correction for this many-body screen-o 

ing effect. These values are to be compared to the experimental results 

In column 6. Considering the estimated accuracy of ±1.0 eV in E-(corr) 

and the approximate nature of our relaxation model, the agreement Is 

gratifying. Comparison of columns 3, 5, and 6 in Table II underlines 

the importance of extra-atomic relaxation and supports the above model 

as a reasonably accurate method for estimating the size of this effect. 

D. Auger Spectra 

1. The KLL Auger Spectrum 

Figure 5 shows the rich KM. Auger Spectrum of Mg, observed in the 

1050-1250 eV kinetic energy range. This spectrum is superficially very 

different from the KLL Auger spectrum of Mg reported by Siegbahn, tfc al. 

The differences can easily be understood, however, as arising from a 

rich plasmon spectrum present In Fig. 4 but absent in the earlier work, 

plus a shift of +5 eV In kinetic energy In our spectrum. This result 

is expected because the earlier work did not employ ultra high vacuum; 

thus the Mg surface oust have been oxidized. This would account for 

both the absence of plusraons and rhe lower kinetic cnertjlcs In the 

earlier work. 
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Using the relative kinetic energies reported for the various Auger 
14 peaks by Siegbahn, et al., together with the known plasmon energies 

and relative intensities (see Sec. VI), it is possible to locate all 

five Auger peaks corresponding to those reported by Siegbahn, et al. 

The KL.L ( D), KLjL ( P) and KL,L„ ( S) assignments are obvious, 
1 3 

while the KL 1
L
1 ( S) and KL-.L. ( P) assignments follow from the anoma­

lous intensities of the plasmon peaks with which they coincide. Derived 

energies are given in Table IV. Also given are the earlier values of 
14 Siegbahn, et al. and a set of theoretical values that they calculated 

for free atomic Mg. 

In comparing Auger energies in a metal with free-atom values, the 

relation 

EF(KIX) = EA(KLL) + <)> + R (TA) , (4) 

is expected to hold for each Auger component. Here 

EA(KLL) = EA(K) - EA(LL) 

is the energy difference between the initial K-hole state and the final 

LL-hole state in the free atom, E (KLL) is the Auger kinetic energy 

relative to E , and R (TA) is the total Auger extra-atomic relaxation F e 
energy that results from differences in the screening-energy shifts of 

the two-hole and one-hole states that arise in the metal, as indicated 

in Fig. 6. Rearranging Eq. (4) we have 

R (TA) - EF(KLL) — <f» — EA(Kl.L) e 

- EV(KLL) - EA(KLL) , (5) 
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V where E (KLL) represents the Auger energy relative to the vacuum level. 

Values of R (TA) derived from this relation are listed in Table lit. e 
To estimate theoretical values of R (TA) we can use the model 

e 
described by Kowalczyk, et a l . , in which the screening energy was 

approximated by atomic two-electron in t eg ra l s . Applying that mode] to 

magnesium, we estimate R (TA) as 

R e ( T A ) M g ~ 2 i ( 2 p 3 p ) S i " "I ' ( l s 3 s ) A l • ( 6 > 

Here the equivalent-cores approximation has been used to estimate the 

two-electron integrals in the presence of core-level holes. This equa­

tion applies specifically to KLL' lines in which both the L and L' holes 

have 2p character. Other, similar, equations would describe R (TA) for 

2s-hole cases. In Eq. (6) the / terms describe two-electron multiplut 

interactions, as discussed in detail elsewhere. They have the form 

/ (2p 3p) = F°(2p 3p) - | G°(2p 3p) - ̂  G2(2p 3p> . (7) 

etc. Mann's two-electron integrals were used for numerical estimates 

of R (TA). Results are given in the last column of Table III. These 

theoretical estimates are larger than the experimental values by factors 

of 1.3 to 1.8. This level of agreement is similar to that found earlier 

for other elements. It indicates that the screening model is qualita­

tively correct, but that the screening valence electrons are, as expect­

ed, less localized in the metal than in the free atom. 

2. KLV Auger Lines 

Two additional low-intensity groups of peaks were observed slightly 

above the KLL group in kinetic energy (Fig. 5). We interpret these as 
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arlsing from the KL.V and KL ,V Auger transitions plus their plasmon 

satellites. The mean KL. .V transition energy is 1251.1 eV. Combining 

this with the one-electron K,L_3, and valence-band binding energies, we 

have 

E F ( K L 2 3 V ) = EJj(K) - Eg(L 2 3) - EJJ(V) - f ( 2 P ( > v ) + R e . (8) 

Here /(2p 3s ) is the interaction energy between the 2p core hole and 

the 3s (valence-band) hole, and R is the extra-atomic relaxation energy 

arising from the interaction with the 3s hole of the screening charge 

attracted by the 2p hole, or vice versa. It is not the same as R (TA), 

because part of R (TA) is included in the empirical core-level binding 

energies. In fact R a ^ R (TA). 1 5 Using EF(KL, ,V) = 1251.1 eV, e J e 2,J 
EF(K) = 1303.0 eV, EF(L,,) = 49.4 eV, and EF(V) = 2.5 eV (an average 

value), we find 

R - / (2p 3a ) = 0.0 eV e rc v 

This result states that interaction energy between a 2p and a 3s hole In 

the KL-.V final state is equal to that between one of these holes and 

the screening charge. It Is not clear a priori to what extents the 

3s hole and the screening charge are localized, but this result shows 

that the two must be localized to a similar degree. If both were com­

pletely localized In 3s atomic orbltals, then f (2pc3sy) would be given 

by 

/ (2p c3s v) a [p° - I c^ap 3s)l A 1 - 12.5 eV , 

where Mann's Integrals were used for the numerical estimate. If the 
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3s hole and the screening charge were completely delocalized, R and 

S (2p 3s ) would of course be much smaller, c v 
There is independent evidence for the localized nature of the screen­

ing charge accompanying a 2p hole in Mg. In an earlier discussion 

and (more accurately) from Table II, we found that the Mg(2p) binding 

energy was reduced by 3.2 eV in the metal relative to the free atom. 

This is interpreted as arising from dynamic extra-atomic relaxation due 

to screening. The corresponding static term would be twice as large, 

i.e., R a 6.4 eV. The large size of this term—about half the above e 
atomic estimate—indicates that the screening charge associated with a 

2p hole state in Mg is "semilocalized", in agreement with earlier con­

clusions. Thus / (2p 3s ) = 6.4 eV in the PL.-V final state, Implying 

that the valence-band hole in this state is also partially localized 

on the Auger-active atom. 

E. Comparison of Valence-Band Spectra 

It is instructive to compare the shapes of the KL,,V Auger peak 

with that of the valence-band peak in the x-ray photoemission spectrum 

and with the L,. x-ray emission profile, as all three peak shapes are 

determined by the valence-band density of states. To facilitate this 

comparison we note that the local density of states "on" a magnesium 

atom will be different when there is a core hole present than in the 

unperturbed metal. The excited hole states of the system can therefore 

be classified naturally according to the number oF core hole status .mil 

valence-shell hole states present. This Is illustrated in Fig. 6, in 

which states are labeled according t'o the type of hole present (e.g.. 

Is) and the core- and valence-hole "quantum numbers" C and V. The 
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valence-band (local) density-of-states profile will be different for 

the C = 1 states than for C = 0 states because the core hole attracts 

a. screening charge. We shall denote the density of states in the C = 1 

level as p (E) and in the C = 0 levels as p(E). In this notation the 

selection rules are A(C + V) = 0 for x-ray transitions and A(C + V) = +1 

for photoemission and Auger emission, viith the former going upw.ird and 

the latter downward in energy. The transitions with which we are con­

cerned in Mg are shown in Fig. 7. 

Valence-band photoemission to the 3s(01) state proceeds within the 

C = 0 manifold: therefore it can in principle measure p(E), in the 

approximation that effects such as cross-section variation across the 

band and differential final-state relaxation may be ignored. By this 

agrument the experimental spectrum of the Mg valence bands (Fig. 7 top 

panel) should give a good representation of p(E). We shall defer a 

discussion of whether or not it does, pending the outcome of cross-

section calculations currently underway. We note that the experimental 

spectrum does not have the simple shape that would naively be expected 

on the free-electron model; viz, a monotonia increase of intensity with 

energy to E_, and a sharp drop at E_. 
2 The t. . x-ray emission spectrum of Neddermeyer is reproduced In 

Fig. 7 (middle panel). The sharp peak at E in this spectrum has been 

variously attributed to a many-body effect—the Mahan anomaly—or to 

(one-electron) band-structure effects. There Is no evidence whatever 

for such a peak in the pliotoumlsslun spectrum (the 0.55 eV FWIIM liisirn-

mental resolution of our spectrometer would broaden such a po.-ik if li 

were present, but could not obscure it completely). This docs not 
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necessarily mean that the peak could not be a band-structure effect, 

because the "local density-of-states" profile studied in the XPS experi­

ment is that of the C = 0 states, with no core hole present. If varia­

tions in relaxation energy and cross-section effects across the band can 

be ignored, XPS would therefore yield p(E). Under similar assumptions 

XES would give p (E), since C = 1 in the initial state (the 2p hole 

state) in this case. 

A better comparison can be made between Che L_, XES spectrum (Fig. 7, 

middle panel) and a KL, ,V Auger line (Fig. 7, lower panel). In the 

KL,,V Auger transition, both initial and final states belong to the 

C - 1 manifold. Thus, again neglecting cross-section and relaxation 

variation across the band, this line should measure p.(E), as does the 

XES spectrum. 

The KL..V peak has approximately the same width as the other valence-

band peaks (6-7 eV). Like them, it is relatively steep on the high-

kinetic-energy (Fermi edge) side. It shape differs in detail from those 

of the XPS and XES peaks, however. It shows no strong evidence for a 

peak at the Fermi edge (a shoulder is present), thus suggesting that 

the XES peak is a collective effect rather than a denslty-of-states 

effect. In addition, the KL, .V Auger peak is more peaked about 2 cV 

below the Fermi edge than are the XPS or XES peaks. We interpret this 

as evidence that the 2p hole state tends to attract valence states and 

concentrate thum on the host Hg atom, yielding a peak in the density 

of states. It would he premnture to interpret the valence-band spivir.i 

In Flu. 1 further at this time. We can, IHWI-VIT, conclude that tlu> 

x-ray anomaly probably arises from causes other than the density of 
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states, that p (E) differs from p(E), showing the effect of screoniii}.' 

of the 2p hole on the valence band, and that cross-section variation Ls 

important. 

F. On Hole-State Localization 

It Is instructive to compare the valence-electron binding energies 

in free atoms with those in the corresponding metals. We wish to focus 

particularly on the question of hole-state localization and e::tra-atomlc 

relaxation energy effects in the metals. The energy-level diagram appro­

priate for this comparison is shown in Fig. 8, for the particular case 

of sodium, a simple monovalent itinerant-electron metal. Optical atoinic 

data have been combined with the cohesive energy, the work function, 

and the valence bandwidth in constructing this figure. 

Let us consider two features of Fig. 8, both of which obtain for 

metals generally: (1) The average binding energy of the least-bound 

electron is substantially less in the metal than in the free atom; i.e., 
~~V A 
E„ < E„, and (2) It takes about as much energy to remove an electron from 

V V + the metal as it does a unipositive ion core; i.e. E - E (M ). Be Tore 
— V proceeding, let us define E , the average valence-electron binding energy 

a 
relative to the vacuum leve l . 

~V For monovalent metals E„ presents no problem; i t is simply the work 

function, <j>, plus the additional energy that i t takes to reach the aver­

age energy in the valence-band final-state peak. For a free-electron 

band this gives 

Ê  = $ + (2/5) (E 0 - Ep) . 
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Here E„ is the binding energy of the most tightly-bound valence electron 

state (analogous to the "bottom" of the band in a one-electron initial-

state description), and E„ - E_, is the total spectral (i.e., final-state) 

band width. 

For divalent or trivalent free-electron metals such as Hg or Al a 
~~v fairly consistent definition of E_ could be obtained by integrating the 

final-state valence-band profile (density of states) from E_ up to the 
r 

energy at which 1/4 or 1/6, respectively, of the density-of-states area 

is used up, This is a somewhat arbitrary procedure. Its approximate 

validity can be appreciated by considering a limiting case in which the 

individual valence bands were nonoverlapping. In that case the least-

bound orbital in the free atom would correspond to the valence band 
nearest E . With this approach the coefficient of E - E in the above F O r 
equation would become 0.17 for divalent and 0.11 for trivalent free-

electron metals. 

We can now quantitatively evaluate the first observation above—that 
"v A 
ER < E_ for valence electrons in several l ight metals. The results are 

A ~V displayed in Table V. The difference E_ - E_ i s always positive and 
19 ranges from 2 to 6 eV. Wigner and Bardeen explained the magnitude of 

the work function (and thus this difference) in 1935. Their arguments 

were based on free-electron description and the Wigner-Seitz sphere model, 

and they considered only a lka l i s , obtaining good agreement with experl-
20 ment. An interesting discussion of this model has been given by Hang. 

21 Recently Lang and Kohn have presented a theory for the work function 

based on an inhomogeneous electron gas model with pseudopotential correc­

t ions, and with surface ef fects treated carefully. Their theory predicted 
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work functions of simple metals well (to within 5-10%) and those of 

noble metals fairly well (within 15-30%). Thus the decrease in valence 

electron binding energy from atoms to metals, or alternatively the value 

of the work function, is adequately explained on a free-electron model. 
~~V V - + The second observation about—that E„ s E„ (M ), is deduced by a D 

V A comparing empirical values of E„ and E + E_. Since the latter sum is 
D CD 

the energy required to remove an ion core M and a valence electron from 
+ A ~~V the metal, it follows that E„(M ) = E + E„ - E„ , at least for an infl-

o C a a 
+ 1 A nite solid. That E n(M ) <s — (E + E„) as shown in Table V is less expected. 

a C C a 

It is satisfying in a rather qualitative way, referring to a model of 

free-electron metals on the "jellium" level, that ion cores and valence 

electrons should have nearly equal binding energies, because a positive 

or a negative charge is being removed from the jellium in the two cases. 

On reflection the reason for this binding-energy similarily is not 

so obvious. Valence-electron emission from a simple metal is usually 

understood as being accompanied by negligible relaxation enery among the 

remaining electrons, because the electron leaves a smeared-out free-elec­

tron Bloch state. By contrast the ion core is manifestly localized, and 

its departure must be accompanied by substantial rearrangement of the 

remaining electrons. 

Direct comparisons can also be made of the differences between core-

level electron binding energies in atoms and metals, 

A V AEfl(core) = Encore) - Encore) , 

and the differences between valence-electron binding energies, 

AEB(v) = KJ(V) - KJ(V) . 
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Such comparisons show that the "solid-state shifts", AE , decrease in a 
D 

gradual manner in going from core to valence orbitals. There is no 

abrupt change in AE„, nor does it approach zero for valence electrons. a 

Since the core-level shifts were attributed to relaxation of the valence-

electron gas to screen the localized final-state core hole, one might 

be tempted to infer (incorrectly) from the above variation of AE_ that 
u 19 valence band holes were also localized, whereas Wigner and Bardeen 

obtained good values for the work function by assuming the opposite— 

that the valence-electron hole is completely delocalizcd. 

Before explaining this apparent contradiction, let us make two gen­

eral observations. First, the distinction between core electrons and 

(free) valence electrons is somewhat arbitrary. Some bands in most 

metals should show properties intermediate between the two extremes. 

Second, if similar values of AE (v) or <f can be estinated using either 
o 

localized- or delocalized-hole-state models, then agreement of experi­

ment with these estimates does not carry implications about the degree 
19 of localization of the hole state. Although the Wigner-Bardeen model, 

based on a hole in a free electron gas, produced work functions in good 

agreement with experiment, this does not necessarily imply that the hole 

state is delocalized. Even if the hole state is delocalized the "solid-

state shift" will be about the same as for a localized hole, as we shall 

show below. 

Let us first compute the work functions for several simple metals on 

the assumption that the valence-shell hole states are completely local­

ized on single atoms. Referring to the energy-level diagram in Fig. 8, 

the expression for <j> in an alkali metal is 
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« = E c + Ej(v) - E R - ( 1 ^ - E F) . ( 9 ) 

Here the cohesive energy per atom appears because the removal of one 

valence electron from a monovalent metal effectively breaks one atom's 

bonds. The E (v) term, which can be obtained from optical data, gives 

the energy required to remove a valence electron from an atom considered 

alone. The extra-atomic relaxation energy, E , has been discussed earlier, 
A 

particularly in connection with core hole states. These three terms 

taken together give the average energy of the valence bands or levels, 

E . Since the complete valence-electron photoemission spectrum is usu-
Vu 
ally available, the difference (E„„ - E„) can be obtained empirically 

VD r 
and subtracted to obtain the work-function energy if). Assuming the val­

ence-band hole to reside on a single atom, we can estimate the extra-

atomic relaxation energy from atomic integrals as 
ER(Na) = | F ° ( 3 S , 3 S ) , 

for sodium, for example. Here the valence-band hole is assumed to be 

shielded by s-band valence electrons. The factor of 1/2 arises because 

this is a dynamic relaxation process. Table V gives work functions cal­

culated on this model. The results for monovalent metals agree quite 

well with experiment. Also given in Table V are values calculated by 
21 Lang and Kohn on an itinerant electron model. 

For polyvalent metals this simple model can give qualitatively 

reasonable results, but it is not clear what fraction of the cohesive 

energy should be included In the expression for <(>. If all of E Is 

included, the values of $ estimated for Mg and Al (Table V) are about 
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one eV too high. If only a fraction of E is included the agreement 

would be improved. 

It is no accident that this model gives estimates of <{> very similar 

to those obtained from the Wigner-Bardeen model. In fact the terms in 

the expressions for <j> in the two models can be related term by term, and 

it is instructive to do so. Equation (9) of the Wigner-Bardeen paper Is, 

in their original notation, 

<f> = I + H - | - F - 0 . 6 e2/r + 0.458 e2/3r - e 2r f'(r ) + eD . (10) 3 s s s s 

Here their I and H are identical to our E (v) and E , respectively. F 
o C 

is the mean kinetic energy of an electron above the bottom of the band. 
5 2 Since the band width is -~ F, the •=• F term is just the energy difference 

between the mean energy and the Fermi energy. This is exactly equivalent 

to our (E„„ - E_.) term, which measures the difference between the mean Vo r 
2 binding energy and that of the least-bound electron. The 0.6 e /r and 

2 0.458 e /3r terms are Coulomb and exchange energies, respectively. The 

correlation energy term, in f'(r ), is not included in our simple approach 
2 (it could be), but it is small. Estimates of e r f'(r ) for Na based on 

the Wigner-Bardeen model and the Bohm-Pines model give 0.11 eV and 0.14 eV, 

respectively. Finally the surface term eD, although interesting, is also 

relatively small. It could be included in our simple model but we shall 
19 21 

omit it for brevity. Wigner and Bardeen set D = 0. Lang and Kohn 

have discussed the eD term in detail. 

With the last two terms in Eq. (10) neglected and the first three-

identified with three in Eq. (8) the agreement of these two expressions 

for $ rests on the similarity between the remaining term in each; I.e., 
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2 2 2 between E„ and 0.447 e /r (= 0.6 e /r - 0.458 e /3r ). Both of those R s s s 
terms are made up of Coulomb and exchange contributions. The first 

describes the dynamic relaxation energy associated with valence-band 

electrons relaxing to shield an electron hole localized on a single atom. 

By analogy one would expect the second to be the dynamic relaxation enurgy 

of the valence band electrons relaxing to shield an itinerant electron 

hole (a "Coulomb hole" for the Coulomb energy and a "Fermi hole" for the 

exchange energy). That this is a valid interpretation can easily be 

shown by re-deriving the Uigner-Bardeen result using this picture. We 
shall do so for the Coulomb energy. First we note the E D for the local-It 
ized-hole model is readily obtained as a matrix element of the "polariza­

tion potential" V = V - V of Hedin and Johansson, where V is the 

Coulomb potential with the hole present and V is the potential with tIn­

state occupied. Specifically, 

E R - i < i | V p | i > , 

where i denotes the eigenstate of the electron in question. Applying 

this approach to the free-electron model and using the expression 
2 2 2 3 3e It - e r /2r as the potential due to the s sphere, we find, on 

integrating over the s sphere, a Coulombic relaxation energy 

i f 2 4irr2(3e2/2ra - e2r2/2r^)dr U™rj|/3 = 0.6e2/r s 

This is of course the result given by Uigner and Bardecn, hut derived 

from the point of view of relaxation of the valeni'e- electron iv>« toward 

the itinerant hole state. 
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A numerical comparison of the relaxation energies calculated on the 

two models i s very encouraging. For 9a, the values are 

Localized 3s hole state: 

ER - 1 F ° O s , 3 s ) A t o a l c S a • 2-93 cV . 

Delocallzed hole state: 

E. - 0.6 c 2 / r - 0.458 e 2 / l r - 3.05 cV . 
R S S 

Similar agreement is obtained for other alkali metals (Table VI). 
We may summarize this section by noting chat the binding energy 

accompanying the removal of a charged particle from a metal contains a 
many body term—the relaxation energy arising from polarization of the 
electron gas toward (or away from) the resultant hole. This relaxation 
energy amounts to a few electron volts and is not strongly dependent on 
whether the particle is a (monovalent) ion core, a core electron, or a 
valence electron. From the similarity of the last two cases wc can draw 
two Important conclusions: (1) Differential relaxation across the val­
ence band Is likely to be sma'i In metals. Therefore this effect should 
not cause large discrepancies between initial densities of state and 
phoboemlssion spectra. (2) Relaxation energies arc not strongly depend­
ent on the degree of localization of the hole state, and therefore vary 
not only continuously, but little, from core- to valence-electron states. 
Explanation of the work function in terms of relaxation of the electron 
gas about a "Coulomb hole" closes a possible conceptual hiatus between 
core-electron binding energies, which are well-known to have a contribu­
tion from extra-atomic relaxation, and valence-electron binding energies, 
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which are sometimes regarded as having no relaxation contribution because 

the valence electrons are delocalized in the in i t i a l state. We do not 

suggest that valence-electron holes in simple metals are in fact localized; 

the above discussion simply shows that tho existence of a relaxation-

energy term, and the value of the work function has l i t t l e bearing on 

this question. 
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Table I. Magnesium am! aluminum core-level binding energies and differences (in eV). 

nt E£ E* E^tnt) - E^lj,) £„(«*) - E^t, ,) E.ft.ll - t ^ ) 
This'vork Ref. 1 Ref. 2 Ref. 4 Tbie work x-ray, Ref. 1 Ret. 3 

Kg la 1303.0(1) 1305.4(4) — 1303.0(2) 1253.6(1) 1253.60(2) 1256 
I 

Hg 2s 88.55(10) 89.4(4) — 88.5(2) 39.15(10) 39.2(1) 38 to 
Kg 2p 49.4(11 51.4(5) 49.5(1) 49.6(2) — — 

M 2s 117.99(6) 117.7(4) — — 45.15(9) 42.80(15) 44.7 

Al 2p 72.84(6) 73.1(9.) — -- — — 



Table II. comparison of'core level binding energies in Hg and Al with theory. 

n t #°*> b E*(nl ,corr) 
9 1 <nl|v \nt)A tf Int, theory) V E Cnt.expt) 

Mg I s 1312 1312.6 5.1 1307.5 1306.7(1) 

Ma 2s 97.7 96.6 4 .9 91.7 92.25(10) 

Hg 2p S6.3 — 4.9 SI.4 53.1(1) 

Al Is 1569 1569.6 6.3 1563.3 1562.4(5) e 

Al 2s 128 126.9 6.0 120.9 122.2(2) 

Al 2D 80.6 — 6.0 74.6 77.0(2) 

All energies are given in eV. 

From Ref. 7. 
cUsinq correlation corrections for neon from Refs. 9 and 10. 
dSee Ref. 12. 
eFrom x-ray absorption data by K. Langer, Soft X-Ray Band Spectrum, ed. by O. J. Fabian (Acadenic Press. 
1968), p. 62. Error estimate is ours. 



Table III. KLL Auger energies in magnesium (in eV). 

Transition EF(KLL) 
Ref. 14 

EF(KLL) 
This work 

EV(KLL) 
This work 

E*(KLL) 
Ref. 26 He(TA) * # ( » ) 

Theo. 

KLjI^ (lS) 1101 1106.0(3) 1102.3(3) 1088 14.3 18.9 

K L ^ i \ ) 1135 1139.8(2) 1136.1(2) 1123 13.1 18.9 

K L1 L3 ( \ . l ^ 1150 1154.3(6) 1150.6(6) 1137 13.6 18.9 J= 
I 

KL 2L 2 (lS) 117S 1179.8(2) 1176.1(2) 1165 11.1 18.9 

KL 2L 3 (*D) 1180 1185.3(2) 1181.6(2) 1171 10.6 18.9 

° J S (3p0.2» not obs. not obi. — 1175 — 18.9 



Table IV. Valence-electron binding energies in atoms and solids (in eV). 

Element, 
n£ •£«*>• ^ e * c 7 * K* V V M + ) E^(corr) e E R (expt) £ E R (theo) 9 

Li 2s 5.39 1.66 2.4 3 .4 3.53 3.65 1.7 3.7 3 . 1 

Ka 3s 5.14 l . U 2 . 3 3.34 3.13 2.92 2.78 2.4 2 . 9 

Hg 3s 7.64 1.52 3.7 4.66 4.58 4.30 4.09 3-5 2 .9 

Al 3p £.98 3.35 4 . 2 4 . 9 4.67 4.43 3.8 2 .2 3 .5 

Reference 28. 
b0btained from AiL. (in Ref. 29) by E - toy - FT. 
cReference 6. 

Derived from x-ray emission data (e.g. Ref. 5) and photoemission results as described in text. 

Corrected for (bond energy) * (number of valence electrons). 

EB ~ E
B

{ c o r r ) -
9See text and Ref. 11. 
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Table V. Calculated and experimental work functions (in eV) 
of Li> Na ( Mg, and Al. 

Q, * <L , , b C C *loc "non-local *expt 

Li 2.95 3.37, 2.33 2.4 
Na 2.31 2.83 2.3 
Mg 5.10 4.05(0001 face) 3.7 
Al 4.63 3.97 4.2 
aFrom Eq. (9). 
From Ref. 33. An average of values for crystal faces is quoted 

here, except for Mg. 
cFrom Ref. 6. 
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Table VI. Relaxation energies accompanying valence-electron ionization in 
a lka l i metals, based on local ized and nonlocalized hole models. Energies are 
In eV. 

Metal (ns) E R ( loc) S I F°(ns n s ) a E R(itinJ - 0.447 e 2 / r b 

U ( 2 s ) 3.18 3.71 

Ka(3s) 2.93 3.OS 

K(4s) 2.34 2.45 

Rb(Ss) 2.18 2.32 

Cs(6s) 1.95 2.16 

aUoing Mann's integrals (Ret. 13). 
Higner-Bardeen model, with r values from Kef. 33. 
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FICURE CAPTIONS 

Fig. 1. The I s , 2s, and 2p x-ray photoemission spectra of atomically 

clean Mg metal, showing plasmon s t ructure . Binding energies 

are given re la t ive to E . 
r 

Fig. 2. The x-ray energy level diagram for magnesium metal and for 

surface-oxidized magnesium. Photoemission transitions are 

drawn on the left and x-ray emission lines are shown with 

arrows pointing down. Oxidation of the surface removes elec­

trons from Mg atoms, creating a more positive environment 

for core-hole final states in photoemission and raising 

their energies as shown relative to E_. 
r 

Fig. 3. The one-electron "energy-level" diagram that is conventionally 

used for discussing x-ray emission and photoemission. 

Fig. 4. The KLL and KLV Auger spectrum of atomically clean Mg metal. 

In the KLL spectrum only primary peak designations are given. 

In some cases these coincide or overlap with plasmon peaks. 

Fig. 5. Effect of extra-atomic relaxation energies on one- and two-

hole states in Mg KLL Auger transitions is depicted. The 

energy-level scale is only schematic, and shifts that 

cancel between the atom and metal are not shown. The extra-

atomic screening energy of the two-hole state should be 

about four times that of the one-hole state. 

Fig. 6. Schematic comparison of shapes of KL..V Auger peaks with 

XPS spectrum and L,_ emission spectra. The various states 

involved are classified using C and V "quantum numbers" as 

explained in Sec. E of text. 
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Fig. 7. Upper panel: XPS valence band of lig ( this work). 

Middle panel: L ? , x-ray emission spectrum (from Ref. 2 ) . 

Lower panel: Mg KL, _ Auger spectrum ( this work). 

Fig. 8. Energy-level diagram re la t ing the binding energy of a 3s 

electron in atomic Na to that of a 3s atom in the metal 

valence band. 
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II. X-RAY FHOTOEMISSION STUDIES OF DIAMOND, GRAPHITE, AND 
GLASSY CARBON VALENCE BANDS * 

Abstract 

The high-resolution x-ray photoemission (XPS} spectra of the total 

valence bands of atomically clean diamond, graphite, and glassy carbon, 

obtained with monochromatized Al K radiation, are reported and discussed. 

By comparing valence-band and carbon-Is photoelectron kinetic energies, 

the XPS valence-band spectra I*(E) of diamond and graphite were rigorously 

affixed to the same energy scale as earlier K x-ray emission spectra, 

1(E). The two spectra—I'(E) and 1(E)—have very different energy de­

pendences of intensity because selection rules and cross-section ratios 

render 1(E) sensitive only to 2p character and I'(E) far more sensitive 

to 2s character. Taken together, I'(E) and 1(E) show that the fractional 

p character in the diamond valence band increases from "\/16% at the bottom -
1 2 2 8 of the band to V)2% at the top, with an average hybridization oE "vs ' p ' . 

The spectra agree well with the density of states of Painter, et ill., 

but indicate a .valence bandwidth of 24.2(10) eV rather than their 20.8 eV. 

The C(ls) binding energy of 234.63(20) eV in graphite agrees well with 

a recent theoretical estimate of 284.4(3) eV by Davis and Shirley. 

Analysis of I'(E) and 1(E) for graphite resolves the valence bands 

cleanly into a and it bands, with the spectrum I'(E) of the former rosem-
2 3 bllng that of diamond, but with a stronger 2s admixture (sp versus sp ). 

The XPS cross-section of the (p ) ir bands was very low as expected by 
z 

symmetry. The bandwidth of 24(1) eV somewhat exceeded Painter and Ellis's 

calculated value of 19.3 eV. Glassy carbon showed an I'(E) between those 
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of diamond and graphi te , c o n s i s t e n t with an amorphous l a t t i c e containing 

both t r igona l and te trahedral bonds. 
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A. Introduction 

The element carbon is in many respects unique among the group IV 

elements in its solid-state properties. In its diamond modification it 

structurally resembles the small-band-gap tetrahedral semiconductors 

silicon, germanium, and grey tin, while it is a very good insulator, in 

contrast to these materials. At ordinary temperature anil pressure, 

however, the thermodynamically stable form of carbon is not diamond, 

but graphite, a semi-metallic form without an analog in the group IV 

series. It is of interest to compare the valence bands of the two forms 

of carbon because the different coordination—trigonal in graphite and 

tetrahedral in diamond—suggests substantial differences in their chemi­

cal bonding. While the simple tight-binding description of these two 
2 3 forms in terms of sp and sp bonding must be greatly modified to provide 

a realistic band structure, vestiges of s and p character in the bands 

should still be manifest through cross-section modulation in the photo-

emission spectrum. This effect was discussed in an earlier paper on the 

photoemissiori spectrum of diamond. In the present paper the valence 

band x-ray photoemission spectra of graphite and glassy carbon arc 

reported. These spectra, together with the earlier diamond spectrum, 

are compared and discussed in terms both of valence-band densities of 

states and the relative effects of cross-section modulation in the three 

lattices. Comparisons are made with the lower-resolution XPS studies 
7 

of several forms of carbon by Thomas, et a l . " . 

lixperlmeirtnl procedures- are given in See. U. IVsulLii :ire. pretiente. 

in Sec. C and discussed in Sec. D. Conclusions are given in See. K. 
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B. Experimental 
3 The diamond sample was a single crystal, and the graphite sample 

4 was part of a crystal used previously as an x-ray monochromator. The 

glassy carbon sample was in the form of a polished disc-shaped ingot. 

In order to prevent contamination by hydrocarbons and/or oxygen, the 

samples were cleaved or fractured under dry nitrogen in a glove bag 

and inserted directly into a Hewlett-Packard 5950A ESCA spectrometer 
-9 at 8 x 10 Torr without exposure to the atmosphere. They were then 

irradiated with monochromatized Al Kot irradiation (1486.6 eV) and the 

ejected photoelectrons were energy-analyzed. 

Energy conservation gives for the apparent binding energy of an 

electron 

APP E„ - hV - K - eij) + e<|> B sp 

where K is the measured kinetic energy of the photoelectron, <b is 
sp 

the spectrometer work function and l!) is the Volta potential due to 

charging of the sample. The factors governing the magnitude of the 

Volta potential and its effect on the spectra have been discussed by 

Ley et al. We note here that in our spectrometer, sample charging 

merely shifts the apparent binding energies by a constant amount and 

does not detectably broaden the spectral features. 

The problem of obtaining an adequate reference level for the assign­

ment of binding energies in these samples is especially difficult. In 

a large band-gap insulator such as diamond, appreciable charging ('*-f> oV) 

occurs. Attempts to reference the binding energies relative to the Fermi 
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energy of a thin layer of gold evaporated onto the sample surface have 

proved to be inadequate, because the position of the Fermi energy deter­

mined in this way may not be intrinsic or reproducible. All binding 

energies in diamond are therefore given with respect to an arbitrary 

zero point. This point was chosen to be the top of the valence bands, 

obtained by a linear extrapolation of the region of maximum negative 

slope on the leading edge of the valence bands to the background count 

level. Since the onset of photoemission is sharp, this point could be 

located with reasonable precision. 

Graphite is a semimetal and thus has no band gap. The intrinsic 

conductivity prevents it from charging and the Fermi level is well 

defined at the top of the valence band. A Fermi edge was indeed observed 

in our spectra and binding energies are given with respect to it; howevor, 

the low intensity in this region leads to unavoidable inaccuracies in 

this assignment. 

Glassy carbon is in principle an even more difficult case, since 

it does not have a well-defined band structure. Furthermore its photo-

emission intensity at loa binding energies is even lower than In the 

case of graphite. In order to have a well-defined reference energy for 

the purposes of our discussion, we aligned the centrolds of the strongest 

valence-band peaks in graphite and glassy carbon and adopted the assigned 

position of E_ in graphite as the zero of energy in glassy carbon. 

C. Results 

In Fig. 1 are shown the spectra of diamond, crystalline graphite, 

mlcrocrystalline graphite, and glassy carbon. The intensity curves l'(E) 

have been obtained from the raw spectra by the application of a correction 
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for inelastic scattering. The correction was made by assuming that 

the inelastic loss spectrum could be approximated from a discrete loss 

structure determined by folding a response function obtained from the 

inelastic structure of the C Is line with the valance band structure. 

An inspection of the spectra in Fig. 1 reveals that all four 

samples display the same gross structure. Each spectrum shows: (1) a 

fairly broad, intense peak located between 16 and 21 eV, hereafter 

referred to as peak I, (2) a narrower, less intense peak located at 

about 10 to 15 eV (peak II) and (3) a very broad and decidedly weaker 

structure, extending from 10 to 13 eV to the cutoff energy ("peak" III). 

There are, however, easily noticeable and significant differences in 

the spectra. Peak I in diamond is less dominant than its analog in 

graphite and glassy carbon. In addition, peak III arises sharply in 

diamond while in graphite it tails off slowly toward low binding energies. 

Also, in graphite there is a well-defined minimum between peaks I and 

II, which persists even in the microcrystalline sample. This minimum is 

less pronounced in glassy carbon. In the next section the factors 

accounting for these differences are discussed, and they are shown to 

arise from both density-of-states and photoemission cross-section effects. 
2 The spectra reported by Thomas et al. agreed with ours in broad 

outline. Their valence bands were typically ̂ 8eV wider than ours and 

they showed no evidence of peak II in most cases. The excess width 

probably arose from a cruder scattering correction which systematically 

produces this effect: they subtracted a presumed background ra.tlier than 

inverting a response function. The absence of peak II In their spectra 

may be a consequence of surface contamination, inhomogeneous broadening 
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due to a spread in the Volta potential, or simply lower resolution. 

The interpretation given below is based entirely on our spectra. 

D. Discussion 

To interpret the spectra in Fig. 1 properly, it is first necessary 

to consider the various factors which contribute to the photoemission 

intensity. The photoemission intensity at a given energy E may be written 

as 

1(E) « p i(E) pf(hu - E) a(fta.,E) , (1) 

where p (E) is the density of initial states in the crystal, p (hw - E) 

is the density of final states of the system including the final state 

of the photoelectron, and a is the cross-section for the process. A 

one-electron transition model is of course assumed in this discussion. 

At M480 eV the conduction bands of these crystals are expected to be 

very free-electron like and thus featureless, reducing the intensity 

expression to 

1(E) <* p1(E) CJ(hw,E) . (2) 

In carbon, the cross-section term is extremely important, as a(tiu,E) is 

a very strong function of E in the valence-band region. 
7 8 It can be shown ' that the cross section for photoemission from 

a state <|>. may be written as 

o f c« |<Yk|Pw(q)>|2 , (J) 

where P (q) denotes a plane wave of wavevector q. In deriving this 

expression, It is necessary to assume the electric dipolc approximation. 
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the Born-Oppenheimer approximation, a frozen orbital approximation for 

the photoemission process, and finally that the continuum state oE the 

photoelectron may be represented by a plane wave. This last approxima­

tion is rather dubious in principle since it violates the fundamental 

requirements of orthogonality. However, at large q the error introduced 

by it should not be serious. 

The only problem remaining in the calculation of a is our lack of 

knowledge about the band state lji , which is the object of study. Since 

atomic cross sections may be determined unambiguously either by experi­

ment or calculation, we shall adopt the approach of relating the band 

state cross sections to their atomic components. This is in principle 

a difficult undertaking, since the free atom states are eigenstates of 

the angular momentum, while the band states are eigenstates of the linear 

momentum. However, Block's theorem states that an eigenfunction of the 

n band of momentum hk may be written 

•* < ?> = "nk ( r ) ^ ' W 

where k lies within the first Brillouin zone and u £(r) is a function 

with the periodicity of the lattice, depending only parametrically on k. 

For the case of a linear one-dimensional lattice with lattice con­

stant a. -TT/a < k < ir/a. Since X = 2ir/k the minimum wavelength of the 

phase factors in Eq. (4) will be X . = 2a. The extension to threu-
min 

dimensional lattices is clear. The importance of this result lies in 

tlu> form of the overlap intugr.il (3). This integral can be largo If 

the curvature of the piano wave matches thul of the Much state. Sim-e 

the de. Broglie wavelength of an electron ejected from the vulence hands 

http://intugr.il
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i s M3.32 A, there can be no s i g n i f i c a n t contr ibut ion from the phase 

fac tor of the Bloch s t a t e . The overwhelming contr ibut ion to t h i s 

i n t e g r a l nust come, then, from the overlap of the plane-wave with u j*(r) , 

the periodic part of the Bloch function. 

In the l imi t of t o t a l l y non- interact ing e l e c t r o n s in a l a t t i c e , 

the u £ ( r ) reduce to the atomic funct ions , l o s i n g the ir parametric de -

pendence on k. In the a c t u a l c r y s t a l , u r»-(r) w i l l resemble some l inear 
n,K 

combination of atomic functions to a very high degree near the nuclei, 

since in these regions the perturbation due to the presence of the other 

atoms is relatively small. Furthermore, it is precisely in this region 

near the nuclei that the radial nodes in the wavefunction can match the 

curvature of the plane wave, yielding a large contribution to the inte­

gral. Therefore, a band constructed from states of the type 

\J>. = i))- (r) e , for example, should be expected to show qualitatively 

the same cross-section behavior as an assembly of non-interacting 2s 

states. One can therefore regard the cross section of the band state 

as the sum of the cross sections of its principal atomic components. 

Thus if a band is formed largely out of atomic s and p orbitals the 

photoemission cross section should reflect the relative extent of the 

s and p character of the band. 

In carbon, the effect of cross-section modulation in the valence 

bands is particularly large. The valence bands arise mostly from the 

2H and 2p atomic states, and the cross section ratio for phutoomLssinn 
9 

by AL K«- 2 x-rays Is o(2s)/o(2p) * 13. Tin- reason for this liirjjf r.uio 
is that the 2s atomic function has one radial node while the 2p stnto 

has no radial nodes. The great increase in curvature provided by the 
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?s node allows for much larger overlap with the A « 0.32 A plane-wave­

like final state. With these effects in mind the valence band spectra 

of each form of carbon can now be examined. 

1. Diamond 

The XPS spectrum of diamond has been discussed earlier in connec­

tion with cross-section modulation and the theoretical density of states 

given by Painter, et al. We shall briefly discuss this spectrum again 

here for two reasons. First, it provides a useful framework for under­

standing the glassy carbon results; and second, we have recently realized 

that the valence-band spectrum can be nicely related to the x-ray emission 

spectrum in a way that obviates the necessity of establishing a fiducial 

energy such as E or the top of the valence bands. Figure 2 shows our 
r 

v 2 .. U 
XPS spectrum I'(E), the K-emission spectrum 1(E)/v of Wiech and Zopf, 

and the density of states p(E) of diamond. The abcissa is the K x-ray 

emission energy, E(ls - v), to which we have referred the valence-band 

XPS spectrum in a completely rigorous way by using the relation 
E(ls - v) = E (Is) - E (valence) , 

where the two quantities E_ are binding energies with any common reference. 

Our reference was the Fermi energy of an evaporated gold layer. Thus, 

for example, the sharp middle peak of the XPS valence-band spectrum 

(peak II) falls at 271.2 eV on the E(ls - v) scale, the difference between 

Eg(ls) = 284.44(7) eV and E^(TI) = 13.2(2) eV.1 

Although the above relation is rigorous .'ind straightforward, there 

exists in the literature a strong tendency to discuss x-ray emission and 

XPS results in terms of initial-state one-electron orbital energies, c. 
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Since orbital energies are computational artifacts rather than observa-

bles, confusion may arise in the comparison of XPS and x-ray emission 

spectra due to the presence of (different) many-body relaxation effects. 

This problem need never arise, however, if the total energies of the 

system are considered. Figure 3 shows the energy-level structure of 

the diamond lattice according to this description. Because x-ray emission 

connects the two states that are studied by photoemissLon—the Is hole 

state and the valence-band hole state, the energies should matcii up, and 

indeed this appears to be the case in Fig. 2. Referring to that figure 

we note that feature E in the x-ray spectrum corresponds quite well to 

our peak 1, and peak D to our peak II. Peak B and shoulder C can be 

interpreted as corresponding to the broad "peak" III in the XPS spectrum. 

Especially pleasing is the agreement between the positions of the top of 

the valence band, obtained by extrapolating peaks B and III. These fall 

at energies of 283.7 eV (peak III) and 283.9 eV (peak B). The valence-

band peak energies in diamond therefore appear to be on a very firm ex­

perimental basis. The energy dependence of the intensities of the x-ray 

emission and XPS spectra, 1(E) and I'(E), are very different, however, 

To interpret this observation let us relate 1(E) and I1(E) to the elec­

tronic band structure of diamond. 

With two atoms per unit cell, diamond has eight valence electrons 

filling four bands. The lowest band, which is wide and s-like, gives 

rise to peak 1 in the density of states, to peak I in the XPS spectrum, 

and probably to feature E in the x-ray emission spectrum. The high 

cross-section of the C(2s) orbital for photoemission at this energy 
2 

greatly enhances the prominence of peak I, while feature E in I(E)/\> is 
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suppressed because the Is •* 2s transition is forbidden in the K-emtssion 

spectrum. 

The second valence band is degenerate with band 1 along the line 

X-Z-W in the Brillouin zone. It contains a strong mixture of s and p 

character. Because peak II in I'(E) and peak D in 1(E)/v" arise largely 

from this second band, they are enhanced (suppressed) to an intermediate 

extent relative to peak 2 in p(E) by cross-section modulation. 

More dramatic changes of intensity are observed in peaks III and B. 

This is attributable to the stronger p character of bands 3 and 4, 

which largely comprise peak 3 in p(E). For 2p electrons K x-ray 

emission is completely allowed, while the cross-section for x-ray photo-

emission is lower by a factor of 13 than that of a 2s electron. 

Although the agreement between the XPS spectrum and P(E) as given 

by Painter, et al., was described earlier as "excellent", there was 

at that time some uncertainty as to how the relative energies of I'(E) 

and p(E) should be compared. With the additional support of the x-ray 

emission spectrum I(E)/\> , and particularly in view of the agreement 
2 between I(E)/v and I'(E), we can make a more critical comparison of 

theory and experiment. To do this we aligned peak 2 in p(E) with peaks 

D and II, which agreed well with one another (although p(E) has the 
2 

same size energy scale in Fig. 2 as do I(E)/\> and I'(E), the transi­
tion energy on the abcissa of course does not apply to p(E)). The 
theoretical p(12) histogram then appears to be somewhat narrower than 
the experimental curves, both overall and with regard to the energy 
separation between characteristic features. Thus the total valence 
bandwidth is 24.2 ± 1.0 eV experimentally, with most of the uncertainty 
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arising from the extrapolation of I'(E) to zero intensity at the bottom 

of the bands. Even after scattering corrections are made, valence-band 

XPS spectra tend to show "tailing" at the low-energy end. We believe 

that this arises from imperfect scattering corrections rather than 

valence-band structure because theoretically the first band decreases 

smoothly and parabolically in energy as it approaches the band minimum 

at T in the Brillouin zone and thus p(E) should decrease rapidly. 

Accordingly we have sketched in a dashed line in Fig. 2 that represents 

what we believe to be the shape of I'(E) if scattering were fully 

accounted for. This line intersects the abcissa at an energy of 259.6 eV 

with an estimated accuracy of 1 eV or better. The bandwidth of (24.2 ± 

1.0) eV was obtained by subtracting this energy from that of the top 

of the bands, 233.8 ± 0.1 eV. The calculations of Painter, et al. " 

gave a bandwidth of about 20.8 eV. In Table I the energies of several 

features are listed, using the top of the valence band as reference. 

In a more qualitative vein it is of interest to derive information 

about s-p hybridization from the diamond valence-band spectrum. The 

tetrahedral structure of diamond leads naturally to attempts to describe 
3 

its bonding in terms of sp hybridization. While this approach has 

some validity at V in the Brillouin zone, the crystal symmetry requires 

the linear momentum k, rather than angular momentum, should be a gu..d 

quantum number. For this reason an atomic-orbital basis set, and 

especially one that is limited to 2s and 2p functions, is inadequate 

to describe the valence bands. Still, both XPS and X x-ray emission 

are most sensitive to those parts of the valcr>co-band wavcfunctLons 

nearest the nucleus where they are most like atomic functions. These 
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methods are thus expected to give as good an index of 2s or 2p character 

as is available. The XPS spectrum I'(E) was compared to p(E) alone 

earlier to give a rough measure of s and p character across the valence-

band region. With the additional intensity information and more reliable 

reference energy provided by the x-ray emission data, we can now carry 

this analysis further. 

First we make the qualitative observation that, while Fig. 2 indi­

cates mainly s character at the bottom of the valence bands and mainly 

p character at the top, there is clear evidence for considerable s-p 
2 mixing throughout. The finite value of I(E)/V in feature E denotes 

some p character. On the other hand, the ratio 

(I'(E)/p(E)), peak I 
(I'(E)/p(E)) p e a k I I I 

* 5 

is significantly less than o(2s)/a(2p) = 13, the value expected If peak I 

were pure 2s and peak III pure 2p in character. 

To carry this analysis further we defined the ratios 

R ^ E ) s I'(E)/J(E) 

RX(E) a (I(E)/V2)/p(E) . 

The values of R f f i (E) and Rv(E), as deduced from the data in Fig. 2, 

are plotted in Fig. 4. Since p(E) did not line up exactly with the two 

spectra, it was necessary to expand the energy scale of p(E) slightly 

and to smooth the rather rough curve given by point-by-point calculations 

of R_ (E) and R X(E). This may result in the loss of some meaningful 

fine structure. 
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To extract the fractional s and p characters from the ratios in 

Fig. 4, we define fractions of s and p character, f (E) and f (F.), 
s p 

and assume f (E) + f (E) = 1 for a l l E. Since the K x-ray emission s p 

cross section i s zero for 2s e lec t rons , we can write 

f p (T) / f p (B) = I^On/R^B) = 5.6 , 

where the number 5.6 was taken frqm Fig. 4 and T and B denote the tup 

and bottom of the bands. Invoking the free-acom XFS cross-section ratio 

of 13, we have 

f (B) + 13 f (B) RY„e(B) 
P s XFS _ , „, f (T) + 13 f (T) RvpoCT) " *' p S XFS 

Simultaneous solution of these equations gives 

f (B) = 0.16 P 
t (T) = 0.92 P 

as the fractional p mixing at bottom and top of the diamond valence 

bands. By comparing Ryp(,(E) and &»(£) separately with these two end 

points, we can derive two estimates of the energy dependence of f that 

based mainly on XPS and x-ray emission spectra, respectively. These 

are shown in Fig. 5. The two estimates of f show satisfactory agree-
P 

merit, especial ly considering the d i f f icul ty of estimating f . At a 

more speculative level of in te rp re ta t ion , we can evaluate the mean 

fractional p character of the diamond valence hands as 
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_ /f (E) p(E) dE 
£ p . A-Z = 0. 6 9 5 , 

Jem dE 
1.9 2.8 which implies a configuration of s ~p for diamond, in good agreement 

3 2 2 with chemical intuition, which would favor sp over s p . 

2. Graphite 

The graphite structure has layers of fused hexagonal rings, with 
12 four atoms in the primitive cell. Its valence band structure has 

eight filled bands instead of four. A band structure calculated by 
13 Painter and Ellis is shown in Fig. 6. This ab_ initio variational 

calculation used an LCAO basis set of Bloch states, 

-*• - > ik»R 
Xt<S.'> = £ e V u i ( r - R i - U i ) • (10) 

v 

Where U. is a vector specifying the atomic position within the unit cell, 

and u is an atomic function. The matrix elements of the Ham(Iton I an 

were evaluated without resorting to tight-binding approximations. 

The layered nature of the graphite structure causes the bands to be 

grouped into two distinct classes consisting of six a bands and two TT 

bands. The ir bands are formed largely from the functions u = 2p , 

while the a bands are formed from the remaining orbitals. 

The valence-band XPS spectrum of graphite is shown in Fig. 7, 
14 together with the K x-ray emission spectra of Chalklin. The C(ls) 

binding energy relative to the Fermi level, E (C Is) = 234.68(20) uV 

was used to set the valence-band XPS spectrum an the s.-irno scili' as I In-

K x-ray emission spectrum. The value of Eft(C Is) has recently lu-i-n 
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15 F estimated theoretically by Davis and Shirley as E - 284.4(3) eV 

(after correction for a work function of 4.6 volts). This excellent 

agreement is very encouraging, especially so because a rather large 

relaxation energy term was involved in the theoretical estimate. 

In contrast to diamond, peak I in the graphite structure is even 

more dominant, with a broad, flat top. This peak arises from the two 

nearly degenerate s-like o bands. Because a set of p-like atomic 

orbitals, the 2p 's, are largely unmixed with the other bands, one 

would expect peak 1 to arise from purer s-like states than its analog 

in diamond. This explains, at least qualitatively, its greater relative 

intensity. The width of this feature (V5 eV) corresponds reasonably 

well with the value of 5.90 eV calculated by Painter and Ellis for the 

width of the o. bands, while its flat top may arise from the shailowly 

sloping o. and 0 o bands between Q and P in the Brillouin zone. 

Proceeding to lower binding energies we find a small peak located 

at 13.8 eV below E„ and separated from the o, peak by a distinct minimum. 
F J. 

This peak may be interpreted in light of the band structure calculation 
+ 

as being due to the high density of states near the point P. in the 

Brillouin zone, with the width of the valley reflecting the separation 

of the two a, and two o, bands at the symmetry point P. This peak drops 

off very sharply on the low binding energy side, reflecting the rela­

tively steep rise of the a- and a« bands in this region. There is then 

an Inflection in this descent in the region E v - (8 - 12) eV. In this 

energy region K emission spectrum begins to show appreciable intensity. 

The a and IT bands are labeled after Tomboulian according to the cal­

culations of Coulson and Taylor. Frrm E_ - 10 eV up to E p t corresponding 
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to a K-emission energy range of 275 - 285 eV, the XPS spectrum and the 

K-emission spectrum are discussed together below. 

From E - 8 eV to E p - 4 eV the XPS intensity I'(E) decreases very 

rapidly. Vie attribute this to the exhaustion of the o„ and o. bands at 
13 *\<EP - 4 eV. These bands, but not the higher Tt bands, can have some 

2s character and hense a relatively large cross-section. The rapid 

decrease in I' (E) is largely due to the location of the top of the o.. 

and o_ bands at T, where the phase-space factor in the Brillouin zone 

goes to zero. The K-emission spectrum of the a bands would probably 

behave in a qualitatively similar manner if it could be observed alone, 

but the pw bands have an appreciable intensity of 1(E), and the pir-bnnd 

peak appears as a strong shoulder in the po peak. The drop of the XI'S 

intensity a low value at E_ - 4 eV constitutes strong independent evidence 

that the shoulder in 1(E) is in fact attributable to pn bands, on the 

basic of cross-section variation. The pv peak location at E„ - O to 4) eV 

in I'(E) is in fairly good agreement with the energy E_ - (2 to 3) eV Cor 
r 

the flat region of the IT bands near Q in the band-structure calculation. 

Both 1(E) and I'(E) indicate a maximum in the o-bands' density of states 

at 'MJp - 8 eV. This is probably related to the flat region of the o. 
+ 13 

band near Q_ , which lies at E_ - 7.7 eV. 

The reasons for the complete reversal of cross-section ratios in 

I'(E) and 1(E) in graphite are simple and illuminating. As discussed 

above the XPS cross-section for 2s photoemission is about 13 times that 

for 2p photoemission. The general decrease of I '(E) with energy from 

the bottom of the valence bands to "VE., - 5 eV, where the u bunds end, 
may be attributed to a decrease in the 2s/2p ratio as in diamond. It 
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ls interesting to note the resemblance between I'(E) for this o-bnnd 
portion of the graphite valence bands and I'(li) for the diamond valence 
bands (Fig. 2). This similarity is pleasing, because the two spectra 
correspond respectively to two- and three-dimensional lattices of carbon 
atoms. As noted above, even the increased dominance of the I'(E) features 
in the bottom of the band in graphite relative to diamond can be explain­
ed as arising from a richer mixture of nominal s character in the a 

1 3 
framework (sp vs sp ) . The K-emission spectrum is sensitive only t-> 
2p character; thus that part of 1(E) that arises from pa bands increases 
as I'(E) decreases near the top of the a bands, as was the case for 
d iamond. 

A further, more striking extension of the reversal in cross-section 
between I'(E) and 1(E) is apparent for the pit bands. The K-emission 
cross section for the 2p electrons that constitute the pit bands is 
expected to be about the same as that of the 2p electrons in the o bands. 
This expectation is borne out qualitatively by the relative intensities 

2 of the po-band and pir-band peaks in Fig. 7 (the simple sp + p model 
would give this intensity ratio as po7piT "\> 2). The cross-section of 
the pif bands for photoemission is very low, however. Only part of this 
low value can be attributed to the absence of s character in the pn 
bans. The rest may arise from changes in the p wavefunctions at large 
radii due to the delocalized nature of the pir orbitals. 

Table II compares energies of graphite valence band symmetry points 
derived from the spectra in Fig. 7 with those calculated by Painter and 

13 Ellis. The comparison is somewhat tentative because no calculated 
density of states is available. However, it appears that we now 'lave a 
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good qualitative understanding of the graphite valence bands. There is 

some quantitative disagreement between experiment and theory; in particu­

lar our 24-eV bandwidth substantially exceeds the 19.3 eV value of Painter 

and Ellis. Two earlier estimates of the valence bandwidth should be 

commented upon at this point. The agreement between their bandwidth of 
13 19.3 eV and the K-emission value of 18 eV noted by Painter and Ellis 

is not valid because the latter applies only to p bands (Fig. 7). Also, 
2 the bandwidth of 31 ± 2 eV reported by Thomas, et al. differs from our 

result mainly because of different data analyses: their raw data agree 

reasonably well with ours if differences in resolution are taken into 

account. 

3. Classy Carbon 

In examining the valence band spectrum of glassy carbon, the follow­

ing observations can be made: 1) The spectrum resembles that of graphite 

more than diamond in the region of peak III, showing a gradual decrease-

in intensity rather than a sharp cutoff, 2) The total width of the intense 

part of I'(E) is nearer that of graphite than that of diamond. Defining 

this width W as the energy separation between the points in l'(E) of 

half the maximum height on the low-energy side and of quarter height on 

the high-energy side, we find W = 15.5 eV (graphite), 18 eV (diamond), 

and 16 eV (glassy carbon), 3) Peak I is intermediate in relative inten­

sity between diamond and graphite, and 4) The valley between peaks I 

and II is filled In. 

It is actually not surprising that the XPS spectrum of the amorphous 

material should resemble the crystalline cases so closely. As Weaire 
1R and Thorpe have pointed out and numerous XPS experiments have demonstrated, 
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the gross features of the density of states depend on atomic properties 

and the short-range order in the crystal, while the long-range order is 

responsible for the fine structure. The filling-in of the valley be­

tween peaks I and II is an example of the kind of fine-structure change 
19 20 observed earlier in amorphous materials. ' The other features noted 

above are consistent with glassy carbon possessing both trigonally and 

tetrahedrally coordinated carbons, with more of the former than the 

latter. 

Figure 8 shows the XPS spectra of the carbon Is line and its associ­

ated characteristic energy losses (CEL's) of the four carbon specimens 

of this study. The values of the CEL's are tabulated in Table III. A 

detailed study of the role of CEL's in the XPS spectra of solids is 

given in Ref. 21. Qualitatively the CEL's of glassy carbon resembles 

graphite more than diamond. This is particularly evident in P, which 
22 23 has been attributed to either an interband transition ' or a collec-

24 25 tive if electron excitation. ' Since diamond also has a P. it is 

more likely that P. is due to an interband transition rather than a 

collective TT electron excitation. Our diamond results agree well with 
23 the reflectance experiments of Whetten. Our results for graphite, 

microcrystalline graphite, and glassy carbon agree reasonably well with 
22 24 other experiments for P., and P.. ' However, it appears P. has not 

been previously reported for graphite and glassy carbon. Our CEL results 

further support the interpretation of glassy carbon as being primarily 

graphitic. 

A number of models for the structure of glassy carbon have been 
7fi—2R 

proposed on the basis of x-ray diffraction data." Our results do 
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not rule out any of these, although they specifically support those 

that include both trigonal and tetrahedral bonding. 

Further evidence is provided by the K-emission data of Saxena and 
29 Bragg who noted that the position of the K emission band in glassy 

carbon falls midway between that of diamond and graphite. 

E. Conclusions 

High-resolution XPS spectra of atomically clean diamond graphite 

and glassy carbon were obtained. The diamond and graphite spectra were 

found to agree well with band-structure calculations after photoemission 

cross section effects were properly taken into account. By comparing 

the difference between valence-band and carbon Is binding energies with 

k x-ray emission energies, the XPS and x-ray emission spectra of the 

diamond and graphite valence bands were rigorously placed on the same 

energy scale. The fractional p character increased from M.6% at the 

bottom of the diamond valence bands to '*>92% at the top, and an average 
1 2 2 & hybridization of s * p was derived. Comparison of XPS and x-ray 

emission data divided the graphite valence bands cleanly into or and IT 

bands, with the former being essentially a two-dimensional version of 

the diamond bands. Glassy carbon had an XPS spectrum between those 

of diamond and graphite, in agreement with the presence of both trigonal 

and tetrahedral coordination. 
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Table I. Positions of characteristic points in the diamond valence bands (in eV). 

Feature B ( x - r a y ) a , d E ( X P S ) b ' d E(theo) c' d 

Midpoint of top 
peak (3,B,III) 5.5 

Shoulder (C) 9.0 

Second peak (2.D.II) 12.9 

Minimum — 
Bottom peak (I.E.l) •x. 17 

Bottom of valence bands ~ 

•v.6 

12.6 

lb .2 

17.1 

2U.2 

li-3 

7 .5 

11.0 

12.8 

15.0 

20.8 

Reference 11. 

''This work. 

'Reference 10. 

TJnergjr belov top of valence band. 
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Table I I . Tentative comparison of positions of characteristic features and 
symmetry points In graphite valence bands (in eV below E„). 

Experimental 
Feature Energy Theoretical 

Feature Energy 

it-band peak 3-U f lat n band 
near Q 8-3 

top of a bands •u 5 r 3 g h.5 

O-band peak 8 ± 1 
f lat o_ band 

n e a r Q ^ •»< 7.7 

sharp peak 13.8 < 11.5 

f lat-top 0° peak 17-19 P 3 ' <S« 13.15 

bottom of bands 2U 1* 19.3 

These numbers were read from the plots of Painter and El l i s (Ref. 13). 
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Table III. Carbon characteristic energy losses (eV). 

Graphite 

XPS 6.3(1) 28.1(3) 
a Other measurements 7.2 2U.9 

Calc. 7.5*,12.5b 25.1 

Microcrystalline Graphite 

XPS 5.6(2) 22.0(lt) 
a Other measurements — — 

Calc. 6.7 - 7.8 22.3 - 2l» 

Glassy Carbon 

XPS 5.6(2) 86.5(3) 
c Other measurements 5.6 21 

Calc. 6.1 20.3 

33.3(3) 

30.3(M 

31.6(3) 

Diamond 

XPS 
d Other measurements 

Calc. 

11.3(2) 25.M2) 

12.5 23 

12.5 

3«».1(3) 

31 

31.1 

Tieference 2U. 
V y. Liang and S. L. 
Reference 28. 
Tteference 23. 

Cundy, Phil. Mag. 19., 1031 (1969). 
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FIGURE CAPTIONS 

Fig. 1. Valence-band XPS spectra, before (left) and after (right) 

correction for inelastic losses, of diamond, microcrystalline 

graphite, crystalline graphite, and glassy carbon. 

Fig. 2. Comparison for diamond of the XPS spectrum I'(E) (this work), 
9 

the K x-ray emission spectrum I(E)/v~ (Ref. 11) and the cal­

culated density of states (Ref. 10). Characteristic features 

are denoted by roman numerals for I'(E), arable numerals for 
2 p(E), and letters for I(E)/v . Abcissa pertains to I'(F.) 

and I(E)/v , as described in text: p(E) was drawn my aligning 

peak 2 with peak. II in I'(E). Ordinates are linear and start 

from zero. Dashed line indicates extrapolation of I'(E) to 

zero at the bottom of the valence bands to eliminate an arti­

ficial tail. 

Fig. 3. Relation between photoemission valence-band spectra and x-r.-iy 

emission energies, discussed in text. Because these are ex­

cited (hole) states the relationship between spectral enersics 

is rigorous. Intensities can vary quite differently across 

the valence band, however, because the two spectroscopies 

involve different transitions. Thus in Fig. 2 the s-like bnnds 

are emphasized in XPS and the p-like bands in K x-ray emission 

relative to p(E). 

Fig. 4. Plot for the diamond valence bands of the ratios R t, = 

I'(E)/p(E) (top panel) and RX(E) = (I(E)/vZ)/p(E). 



-73-

Fig. 5. Fractional p character for the diamond valence bands. The 

endpoints were derived from XPS and K emission data together, 

as described in text. The intermediate values were then derived 

separately from XPS and K emission spectra. 

Fig. 6. Graphite band structure, after Painter and Ellis. Symmetry 

designations are based on the modified version quoted by 

Uillis and Fitton (Ref. 13). 

Fig. 7. Graphite valence-band XPS spectrum I'(E) and K x-ray emission 

spectrum 1(E) (Ref. 14). The ordinate is linear and begins 

at zero. The dashed line at the bottom of the bands is an 

extrapolation to eliminate artificial tailing. The other 

dashed lines denote a resolution of the p-band structure as 

described in text. The Fermi energy falls at 234.68(20) eV. 

Fig. 8. Carbon Is and characteristic energy loss spectra of micro-

crystalline graphite, graphite, glassy carbon, and diamond. 

The carbon Is peaks, P_ have been aligned. 
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Fig. 6 
XBL 7311-1403 
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III. d-ORBITAL DIRECTED PHOTOEMISSION FROM SILVER AND COLD* 

Abstract 

An angular dependence in the photoemission spectrum from d bands, 

heretofore unappreciated, has been predicted and observed in single 

crystals of silver and gold. It is a symmetry effect, and is predicted 

to be observable widely in d shells of transition metals and their 

compounds independent of photon energy. 

*Work performed in collaboration with J. Stohr, C. Apat, P. S. Wehner, 
and D. A. Shirley. 
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In this chapter we report the theoretical prediction and experimental 

observation of an angular dependence in the valence-band x-ray photoemis-

slon spectrum of the noble metals silver and gold. The effect reported 

here should be ubiquitous in valence-level d shells, as it is an essential 

consequence of the breakup of the d shell into two distinct irreducible 

representations, t, (r 2 5«) and e
e ^ i 2 ^ i n a f i e l d o f cubic symmetry. 

Because it is a symmetry effect, we expect it to be essentially independ­

ent of photon energy,provided only that the energy is above the region 

where final-state effects become important. 

High-purity single crystals of silver and gold were cut to produce 

a (100) surface orientation, polished to 1 micron smoothness and etched 

repeatedly, in aqua regia for gold and a 1:1 solution of NH,Oil:II 0., for 

silver, to remove the damage layer formed by polishing. Back-reflection 

Laue patterns taken to orient the crystals after this process showed 

sharp diffraction features, indicating the absence of a deep damage 

layer. 

The crystals were spot-welded to rotatable platens and inserted 

into a Hewlett-Packard 59S0A electron spectrometer, modified for ultra­

high vacuum operation. The sample preparation chamber was then baked to 

achieve a base pressure of "\<8 x 10 torr, and the surfaces were cleaned 

by argon ion bombardment. After this cleaning procedure the Cls intensity 

indicated less than 0.1 of a monolayer. The oxygen Is peak was undetec­

table. The crystals were then heated to *\>800°C for 1 hr. to anneal out 

surface damage introduced by ion bombardment. Valence-band spectra 

taken on annealed and unannealed samples showed definite reproducible 
1-3 differences. Numerous spectra were run with both elements. 
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analyzing electrons emitted along the [100], [111], and [110] directions. 

These directions were selected by tilting and azimuthally rotating the 

crystals. The orientation was adjusted optically to a precision of 

±'/2 degree. We estimate the total angular accuracy of ±2 degrees or 

less, with a spectrometer solid angle of acceptance of ±3 degrees. The 

take-off angles were high in each case (90°, 35.3°, and 45°, respectively). 

Although we studied both annealed and unannealed ("amorphous surface") 

single crystals, we shall for brevity present and discuss only those 

spectra taken with photoelectrons propagating along the [100] and [1111 

directions from well-annealed samples, as these directions show the 

largest effects and are the simplest to interpret. 

Figures la,b and 2a,b show the photoemission spectra obtained for 

photoelectrons propagating along the [100] and [111] axes for silver 

and gold. The spectra are distinctively different, the major dit'Cerencos 

being the change of the peak height ratios for the high- and low-bind LIIR-

energy d-band peaks, and the change in the shape of the leading edge of 

the d-band peak. The experimental resolution for the spectra shown in 

Figs. 1 and 2, estimated from the Au 4f.._ full width half maximum (KWHM) 

was Au[100]:1.2 eV, Au[lll]:0.8 eV, Ag[100]:1.0 eV, and Ag[Ul|:0.8 eV, 

respectively. 

To develop a physical understanding of the effect, consider photo-

emission from the point r(k = 0) in the Brillouln zone (BZ). This is 

the ligand field theory case. In the absence of spln-orblt splitting, 

the five degenerate d states are split into ^ o ^ S ' ^ a n d 6 H ^ 1 2 ^ l e v e l s * 

If the final state is represented as a plane wave, photoemission from 
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the t . o rb i t a l s in [100]-type di rec t ions is forbidden because matrix 

elements of the form 

iq x 
<e x I p |d , d or d ) (I) 

1 v ' xy yz xz 

are forbidden by symmetry, while photoemission from t. states is allowed 

along the [111] axes. The exact reverse is true for the e states. Thus 

by selecting the photoelectrons emitted in the [1001 and [111] directions 
one could observe at. peak or an e peak alone. It may be argued that *8 g 
a plane wave description of the final state is unrealistic since such a 

state would not be orthogonal to the initial core states. However, as 
4 was recently shown by Gadzuk a more realistic description of the final 

state does not significantly alter the initial state symmetry effects 

discussed here. For photoexciration from d-states into the dominant f 

partial-wave channel, photoemission along the [100] direction is also 
4 

found to be forbidden for t_ and allowed for e states. For photo­
electrons emitted along the [111] direction the emission intensity for 

e states is no longer zero but still considerably lower than for t ? 

4 states. Spin-orbit coupling would reduce the anisotropy effect by 

mixing the t, and e states and splitting the t, level into r u and I", £g g ig » / 
states; however, even for Au, the crystal field is still dominant, and 

the t, -e mixing is only 15%. 2g g 
The effect persists throughout the BZ. Following Ehrcnreich and 

Hodges We can write the Initial band state |j> in the tight binding form 

|j> = *̂ (r) = N' V z I e * BJtf) *..(r-V <2> K du u u * 
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Here $ (r) = R(r)d„ (0 ,<(> ) are atomic wavcfunctlons, where the d (0 ,i|i ) u u r r \i r r 
are the e and t- functions given in Table I of reference 6. The g 2g 
coefficients B (k) are obtained from the band structure calculation. ' 

-»• The cross section at a general k point is given by 

o(k, j, q) "X.JJJ \<.e \p\i>\- (3) 

Here we have assumed a plane wave final state. We shall neglect tlve 
s-part of the initial state wavefunction since its transition matrix 
element is small. In any case it may be omitted in discussing angular 
effects since it contribute no anisotropy to the photoemission spectrum. 
Equation (3) may be evaluated to yield 

0(k. J. q> * EJ I l^l3 I I BJ
u(k) • (q) I 2 6(£ - q - G) (4) 

G U 

where * (q) = f(q) d (0 ,6 ) is the Fourier transform of the initial U V q q 
state wavefunction * u(*) and G is a reciprocal lattice vector. For a 
given photon energy (and hence |q|), equation (4) simplifies to 

0(t j, q) * I I I Bj(k) d ( 0 , * ) | 2 6(k"-q-G) (5) 
G V 

In the XPS regime (Aft K ) excitation) the final state wavevectors q arc 
more than an order of magnitude larger than the maximum k in the first 
BZ. Thus the ±3" spectrometer acceptance angle is sufficiently large 
that k may be any value within the first BZ and still satisfy the 
k-conserving delta function. However, in order for a transition to 
occur both k and energy must be conserved. At this point one must 



-87-

realize that the true eigenstates of the (assumed infinite) crystal at 

1500 eV above E„ are not plane waves but Bloch states of the form 

e J a_ e . The distinction is crucial. A plane wave final 
G 

state model would predict that the bands become increasingly steep at 

higher energies and remain up to 48-fold degenerate. This would imply 

that for the case of angle-resolved measurements it becomes even more 

difficult to conserve both E and k. at higher energies resulting in only 

a small region of Che initial scaCes in Che firsc BZ being sampled. 
o 

The high energy band structure calculations of Hoffstein and Boudrcatix 

for Al show ChaC chis result is a spurious artifact of the plane-wave 

model. The mixing of the plane waves under the influence of the crystal 

pocential lifts the large degeneracies of the plane wave bands, and 

leads to many more nondegenerate bands which fill the gaps in the free-

electron dispersion relation. In addition, the individual bands thus 

formed are less steep than their free-elecCron counterparts. The impli­

cations can be seen quite easily from an examination of Fig. 6 of Hoff-

stein and Boudreaux. The free-electron picture places unrealistically 

severe restrictions on the initial states which may undergo photoemissior. 

due to the unphysical gaps and degeneracies in its band structure. It 

is apparent from extrapolating the results of Hoffstein and Boudrcnux 

that at AS, K energies, and with our angular resolution of +3°, all 

initial states in the first BZ are sampled. This points out the essen­

tial difference between the experiment presented here and low-energy 
9 10 UV angular resolved photocmissiion experiments. ' Ac photon eneri>ii>t> 

of hm £ 20 cV and small spectrometer acceptance angles the experimental 
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restriction on q places a stringent restriction on k since q and k are 

of comparable magnitude. The dominant effect at low energies is the 

sampling of initial states only in small regions of the BZ. The matrix 

element effects we discuss here are present, but are obscured by this 

larger effect. The high energy experiment is angle-integrated with 

respect to the sampling of initial states, but angle-resolved with 

respect to the real-space orientation of the basis orbitals which lead 

to the matrix-element dependent effects reported here. Finally, we 

note that it is still approximately correct to describe our angle-

resolved measurements by a matrix element involving a single plane wave 

final state because at XPS energies the plane waves that are strongly 

mixed by the lattice potential have nearly the same direction of propa­

gation, i.e., into the analyzer. For the case of XPS, equation (5) may 

thus be simplified to 

and the angular intensity distribution may be discussed in terms of the 

functions d..(0 ,d> ) . Let us illustrate this fay considering the two cases M q q 
qB [100] and qll[lll]. For qtt [1001 we have 0 = 90", $ = 0" and hence 

(compare Table I of reference 6) d z_ z = - V5~ d. z_ * * 0 and d , d , 

d = 0 . Thus the cross section given by equation (6) is just the e 
XZ I, 
projection. Likewise for qll[llll (0 = 54.7°, A = 45°) we obtain 
d 2 2 = d„ 2 2 = 0 and d = d = d ^ 0. In this case the cross x -y 32 -r xy yz xz 
section is given by the t„ projection. 

The anisotropy effects stand out most clearly in the gold spectra 
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(Fig. 1). In the [100] spectrum the higher binding energy (ER) peak is 

relatively less intense (in terms of peak heights; an area ratio measure­

ment would be ambiguous), and the lower E peak has relatively less 
a 

intensity on the low E„ side. Both effects are predicted in the calcu­li 

lations. The f i r s t arises because of a sl ightly lower density of e 

character in the bands that contribute to the high binding-energy peak. 

Those bands must be considered in detai l to explain this effect quanti­

tatively; qualitatively i t can be attributed to a tendency for bonding 

to nearest neighbors at the "bottom" of the d band. The second effect 

can be identified readily with the top occupied band, which acquired 

predominantly t_ character at L, K, and X in the BZ. This band Is 

responsible for nearly a l l of the s tate density in the low E shoulder 
o 

of the low-E„ peak, which is thus absent in the [100] spectrum. 
a 

Both of the above effects are also clearly present in silver (Fig. 

2), although the narrower bandwidth precludes a detailed analysis. The 

peak height ratio in silver is 1.16(2) for [111] and 1.27(2) Cor [100]. 

Note also the relatively gradual onset of the d-band emission in the 

Ag[100] spectrum, similar to the case of Au. This arises in both cases 

because the least tightly bound "pure" d-states lie about the L point 

where the bands are highly t- -like. These states are invisible in the 

[100] experiment and thus the onset of d-emission is effectively sup­

pressed in both Au and Ag[100] spectra. The observation of this aniso­

tropic angular distribution in two lattices and the close corrcspondimci! 

between theory and experiment appear to establish this effect unambigu­

ously as arising from directed d orbitals. 
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d-orbital directed photoemission should be a rather general 

phenomenon. It should be present in the valence bands of other transi­

tion metals, and in some (e.g., platinum) it may be more pronounced than 

in silver or gold. Because it is a symmetry effect, it should be present 

at all photon energies, although the interaction between the final state 

and the ion core potential will in general lead to more complicated 

angular distributions for low photon energy. Remeasurement of XI'S 

spectra of transition metals using oriented single crystals may then-

fore be expected to yield useful new information about the valence bands. 

Even more distinctive effects should be present in transition-metal 

complexes, for which the t„ and e orbitals are resolved in energy. 

There may also be diagnostic applications to orientational problems in 

absorbates on single crystals. 

d-orbital directed photoemission has been observed before, but not 

explained. Nilsson and Eastman studied photoemission from single-

crystal silver filmss but did not use photon energies high enough to 
12 reach the d bands. Shirley observed variations in the gold valenco-

band spectrum with crystal face, but gave no interpretation. These 

results can now be interpreted in terms of the electron propagation 

direction implied by the analyzer geometry; this interpretation is con­

sistent with Fig. 1. We also note that indirect evidence for this effect 

has been available for some time in the different appearance of single-
12 13 

crystal and polycrystalline gold valence-band spectra. Recently 

Fadley made the important step of correlating the spectrum variation 

with electron propagation direction, obtaining data very similar to 

the top two panels of Fig. 1. The above model appears to explain all 
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of these earlier results. 
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FICURE CAPTIONS 
Fig. 1. X-ray photoesissicn spectra along (100) and [llll axes, partial 

E and T, state densities, and band structure of gold Ratal* 
Note changes in relative peak heights from [100] (E ) to [llll 

R 
T, , and absence of T_ shoulder at 2-3 eV in (100) spectrum. 

Fig. 2. X-ray photoemission spectra along [100) and (111) axes, partial 
E and T, state densities, and band structure of silver metal. 
As in gold the peak height ratios change with E /T_ character, 
and the low-E_ edge of the d-band peak is steeper in the (llll 
case. 
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IV. PHOTOEMISSION FROM Cu VALENCE BANDS 
USINC 50 - 175 eV SYNCHROTRON RADIATION* 

Abstract 

Photoemission spectra of the 3d valence band of polycrystalline Cu 

were studied using synchrotron radiation of energy 50 eV < hv <S 175 uV. 

The detailed shape of the spectrum was found to change distinctly with 

photon energy. The observed energy dependence was compared to calcu­

lated photoemission energy distributions (PED's) assuming a direct transi­

tion mod*!. PED's obtained with this model predicted the experimental 

intensity distribution quite well for hv > 70 eV and hv > 120 eV hut 

failed in the region hv * 90 eV. Fair agreement between experiment and 

theory was obtained when momentum broadening in the final state was 

included. The largest broadening was required around hv = 90 eV. A 

minimum in the photoelectron mean free path at this energy i s discussed 

as a possible source of broadening. The observed changes in spectral 

shape for 50 eV < hv < 70 eV are attributed to direct transitions; the 

changes arc found to arise mainly from the angular part of the transition 

matrix element. 

*Work performed in collaboration with J. Stohr, P. S. Wehnor, C. Ap.il, 
and D. A. Shirley. 

http://Ap.il
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A. Introduction 

The photoemission energy distribution (PED) which is obtained by 

exciting valence electrons in solids depends mainly on three quantities: 

the initial density of states, the photoexcitation matrix element, and 

the final density of states. The latter two define the photocmlssion 

cross-section. In the past two basic types of cross section effects 

have been reported in photoemission spectroscopy of solids. In x-ray 

photoemission spectroscopy (XPS) frequency dependent variations in 

photoemission intensity from s-, p-, d-, and f-derived valence electrons 

have been observed. They arise from different radial matrix elements 

for the respective transitions. In ultraviolet photoemission spectros­

copy (UPS) variations with photon energy in the PKD's ohtained by exciting 

valence electrons are usually discussed in terms of final state effects 

which arc responsible for the observed line positions and transition 

matrix element modulations that determine the line intensities. 

The photoemission studies on Cu (3d) valence electrons reported 

here are in a sense a simple extension of the UPS studies mentioned 

above. However, at the photon energies (50 eV - 175 eV) used for our 

angle Integrated experiments on polycrystallIne samples, several new 

phenomena arise. In raising the photon energy the number of accessible 
2 final states increases. While the UPS regime transitions occur only 

-t at special k points of the Brlllouin zone (BZ) at higher photon energies 

a considerably larger part of the zone is sampled. Therefore the 

positions of the peaks which constitute the PED predominantly reflect 

the initial density-of-states structure and are expected to remain 

essentially unshifted. The peak intensities on the other hand may change 
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slgnificantly with photon energy because of both the angular and radial 
parts of the transition matrix element. The study of these intensity 
changes with frequency is the main purpose of the present paper. 

In contrast to the situation that prevails in the UPS regime, one 
other point is of considerable interest at higher photon energies. The 
photoelectron mean free path of most materials exhibits a broad mini.-.i.im 

3 4 

between SO - 100 eV. As discussed by Felbelman and Eastman sucli In­
elastic damping which restricts the source region of the phntocurn-nc 
near the surface results in an uncertainty or spread of the final si.n.' 
momentum component perpendicular to the surface. 

In the following Sections B.l. and B.2. we descrihe the experimental 
arrangement and results, respectively. In Section C.l. we present a 
simple model to calculate the Cu 3d PED's under the assumption of direct 
optical transitions. In Section C.2. we show how to include momentum 
broadening in the final state in a simple stochastic fashion. We dis­
cuss the results of such calculations in Sections I). I. and 0.2. In the 
concluding Section F. we consider some future problems which have been 
stimulated by the present investigation. 

B. Experiment 
1. Experimental Arrangement 

Experiments were performed using synchrotron radiation from the 
storage ring SPEAR at the Stanford Linear Accelerator (SI-AC). The ultra­
high vacuum grazing incidence monochromator has been described In detail 
elsewhere. Fhotoelectrons were detected by a double pass, electrostatic 
deflection cylindrical mirror analyzer (CMA) operated in the retarding 
mode (constant resolution 0.35 eV). Samples were prepared by In situ 
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evaporation of Cu from a tungsten filament onto a stainless steel sun-
—3 strate. The maximum pressure reached during evaporation was 2 * 10 torr. 

-9 Experiments were carried out at *>»1 * 10 torr. 

2. Experimental Results 

Experimental results for Cu are displayed in Fig. 1. Common features 

of all spectra are the three peaks at ̂ 2.4 eV, t>3.5 eV, anJ Mt.ft eV bind­

ing energy (BE) relative to the Fermi level. The most distinct changes 

in the shape of the VB spectra occur between 50 and 70 eV. While the 

peak positions remain essentially unshifted the intensity of the peak 

at 3.4 eV BE increases with photon energy. Above 70 eV this trend 

continues in a less spectacular way. At the highest photon energies 

the spectra seem to approach the PEU observed with AH K radiation 

(compare Figure 2a). 

C. Theory 

1. The Direct Transition Model 

For the calculation of the PED's we have employed the familiar three 

step model of photoemission. We assume independent excitation, trans­

port and escape processes. The excitation process from an initial state 

j to a final state f at a general point k of the Brillouin zone (BZ) is 

described by a matrix element t,.(k). The matrix element is calculated 

in the dlpole velocity approximation under the assumption of crystal 

momentum conservation during the excitation process (cp. Appendix A). 

Transport of the excited photoelectron to the surfaces is described by 

a term D,(k) which is proportional to the group velocity of the electron 

(cp. Appendix B). In our case of angle-integrated photoemission with 

final state energies much larger than the initial state band width a 
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surface transmission term may be neglected. The PKI) is then given hy 

I(E, hoi) ^J^ J d * k °f&> lcfj<^>|2 o(Ef(k) - E (ic) - hw) 5(K - K (k)) 
j,f BZ 

(l> 
Details of the k- integration are discussed in Appendix C. The term 

|t..(k)| 6(E,(k) - E.(k) - hui) in equation (I) corresponds to the photo-

emission cross section. Let us discuss it first. 

Evaluation of the cross section term requires the knowledge of 

initial- and final-state energies and wave functions. At excitation 

energies larger than 50 eV the description of the final Bloch slate is 

a nontrivial problem, as band structure calculations generally do not 
9 exist at such high energies. We shall therefore describe our final 

state by a free-electron model, for which the eigenstatos in the reduced 

zone scheme are given by 

E f(S>-£|* + 2| 2 (2) 
Here k i s the crystal momentum within the first BZ and C Is a reciprocal 

lat t ice vector. The "zero" of our free electron energy bands was ad jus toil 

to the bottom of the 4s type bands obtained from a tight-binding calcula­

tion described below. The final state wave function i s taken to bo an 

orthogonalized plane wave (OPH), also discussed in more detail below and 

in Appendix A. Smith's parameterization of the linear combination of 

atomic orbital (LCAO) interpolation scheme of Hodges, Ehrcnreich, and 
12 •+ 

Lang was adopted to yield the in i t ia l - s ta te energies E.(k) and the 
1 + 12 

coefficients a (It) for the corresponding wave functions 
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- • > - * • 

u > - M - 1 / 2 E « l k \ i ( S ) \<t-h- <3> 
-• Here D (r) » R.(r) d (0 ,$ ) are atomic d-wavc functions. The real m a m r r 

angular functions d (0, 4>) arc tabulated in Table I of reference 13. 
ID 

The radial parts R.(r) in the form of Slater orbitals were taken from 

reference 14. Equation (3) is the d-projection of the total LCAO wave 

function. Fur our calculation the s-part of the initial state wave 

function has been neglected because its transition matrix clement Is 

relatively small. The sum in equation (3) extends over the five angular 

d-functions and neighbor positions R. in the fee lattice. Assuming an 

OPU final state the matrix element t,.(k) = < f ]A-p| .j > may be evaluated 

as (Appendix A) 

m G 
C) 

Here C is a normalization constant for the OPU (equation A2), C Is a 

reciprocal lattice vector, A is the vector potential and q • k + C! Is 

the wave vector of the photoelectron. The sum over n involves all wave 

functions of occupied atomic states P (r) for which the transition matrix 
n 

element M = < D (r)|v|P (r)>(compare Appendix A) does not vanish. 

In our case of photoenission from 3d states only the atomic 2p and 3|> 

functions need to be considered. D_(q) => f ,(q) d (0 , A ) and 
tti a at q q P (q) = f (q) p (0 , <(> ) are Fourier transforms of the atomic d .mil |> n p n q q 

wave functions D(r) and P (r) respectively (Appendix A). The functions 
m n 

P (0. $) are listed in Table III of Reference 13. The 6-function In 
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equation (A) represents the direct transition requirement of momentum 

conservation. For polycrystalline samples effects of light polarization 

may be neglected in evaluating equation (4). 

2. Momentum Broadening in the Final State 

The direct transition model presented above may easily be extended 

to include momentum broadening in the final state. While the physical 

reasons for such an extension are discussed in more detail below we will 

at this point present a simple stochastic way to include momentum broad­

ening into the calculation. The idea of momentum broadening is to smear 

only the direction of the final state momentum vector q (i.e. the angles 

<|> and 0 ). The absolute value |q|, which also defines the final state 

energy, is conserved. We employ the same equations as for the direct-

transition case, except that we are less restrictive in the description 
- * • - > of the final state. For a given free electron final state k + G wo 

2 
allow all final states with wave vectors p and energy E„(k) = -r- |p| 

->• •+ •*. -*• -• •+ "*"• which satisfy (k + G) - A|2 < p < (k + G) + A|2 and the energy conserv-
1 -*• -*• 

ing 6-function 6(E_(k) - E.(k) - hw) in equation (1). Since our calcu­
lations apply for a polycrystalline sample we assume all directions 
(k + G)± (i = x,y,z) to be equally broadened where A ± = \t + G|B/100. 
The broadening parameter B is chosen to minimize the difference between 
experimental and calculated PED's. The effect of the broadening factor 
B is to create more possible final states at a given k point. While 
all allowed final states are required to have thc> same energy E_(k) 
they are, however, characterized by different momentum vectors p. 
Except for substituting E.(£) for E£(lc) in equation (1) and p for k + G 



-103-

in equation (4) the momentum-broadening and d i rec t - t r ans i t ion ca lcu la ­

t ions are iden t ica l . 

0 . Results and Discussion 

1. Direct Transitions 

Results of the calculat ion assuming d i r ec t t ransi t ions (compare 

Appendix C) are shown in Fig. 3a. The calcula t ion predicts e s sen t i a l ly 

constant l ine pos i t ions ; i . e . , the three-peak structure mentioned e a r l i ­

e r , over the en t i re energy range, in complete agreement with experiment. 

When compared to the experimental PED's in Fig. 3b (which have been 

corrected for i n e l a s t i c background) reasonable agreement in peak in ten­

s i t i e s exists for hv < 70 eV and hv> > 120 eV. The observed peak in ten­

s i t i e s are not reproduced well around hv = 90 eV. 

I t i s in te res t ing to explore the or ig in of the calculated changes 

in peak i n t e n s i t i e s . At a general k point the f inal s t a t e of an allowed 

d i rec t t rans i t ion ( i . e . , E_(k) = E.(k) + hoi) i s characterized by a 

reciprocal l a t t i c e vector G (compare equation (2 ) ) . Because of the 

6-function in equation (4) the direct ion of G also fixes the d i rec t ion 
•+ •¥ •¥ 

of q = k + G, i.e., the direction along which the photoelectron is 
16 -+• 

allowed to leave. The direction of q enters through the angular 

terms of the Fourier integrals D (q) and P (q) in equation (4) and It 

is this angular dependence which largely determines |t,.(k)| . This 

is especially true for Cu since the 3d wave function does not have a 

radial node. Fig. 4 shows a plot of the angle averaged radial dipole 

matrix element squared (compare equation A17) versus the kinetic energy 

of the photoelectron. It is seen that the energy dependence of the 

radial part of equation (4) is negligible over the width (V) eV) of the 
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3d valence band. Thus, only the angular part of the transition matrix 

element can cause changes in relative peak intensities within the Cu 

valence band. The differences in peak intensities with photon energy 

is then easily understood in our model. At different photon energies 

the final states at a given k point will be characterized by diCCerent 

G vectors, leading to different angular matrix elements. 

The effect of the angular as compared to the radial matrix element 

is demonstrated in Fig. 5. Here a calculation with an angle integrated, 

or because of the reasons given above essentially constant matrix 
o 

element |tf.| (dashed curve), is compared with a calculation including 
9 

the total matrix element |t,.| (solid curve) for hv = 50 eV and 

hv = 90 eV. The former calculation yields similar results at both 

photon energies while the latter shows strong modulation effects. The 

difference in the angle integrated curves at hv = 50 eV and hv = 90 eV 

is a consequence only of final-state effects, which arise through the 

conserving function 6(E_(k) - E.(k) - h(i)) in equation (1). 

It is interesting to note the spectral variations implied by our 

model at higher photon energies. As the photon energy is raised the 

number of available final states increases. In the limit of large 

photon energy this causes the PED's to resemble the initial-state band 

structure shown in Fig. 2b. In the high-photon-energy limit, modulation 

effects due to the transition matrix element ate also expected to be 

small, because the various allowed final states result in an effective 
18 angular integration. At this point we note that Nomoshkalenko, et al. 

included angle-Integrated matrix elements to account for the discrepancy 

between the measured Cu XPS valence band spectrum and the calculated 
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density of states. They claimed that this discrepancy arises because 

electrons withe symmetry have a higher transition probability than 

those with t, symmetry. Our expression for the angle-integrated 

matrix element (compare equation A17) is in disagreement with their 

result. Furthermore, equation (A17) reveals that for a polycrystalline 

sample the e and t, components of the density of states cannot be 

distinguished from one another. However, such a separation is possible 

in angle-resolved photoemission from single crystals, which has beon 
19 reported for the cases of Ag and Au using AS. K radiation. 

2. Momentum Broadening in the Final State 

In Fig. 3c we present the results of a calculation in which momen­

tum broadening in the final state has been calculated. We have chosen 

the respective broadening factors listed in Fig. 3c to achieve optimum 

agreement between the calculated and experimental (Fig. 3b) PED's. 

Except for hv = 120 eV all calculated curves were found to be quite 

sensitive to the choice of B, a finding which is demonstrated in more 

detail in Fig. 6. The calculated PED's including k-broadening in the 

final state (Fig. 3c) are found to be in good agreement with the experi­

mental spectra shown in Fig. 3b, except for the slightly too-pronounced 

peak structure. However, this difference arises entirely from the 

initial state band structure rather than from cross section effects. 

This is confirmed by Fig. 2b where the Cu 3d density of states (compare 

Appendix C) is compared to the density of states measured with AH K 

radiation (Fig. 2a). Note that the peak structure ir. too pronounced 

generally and in particular the middle peak is too high. 
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The success of our calculation, which includes momentum broadening 

in the final state in describing the experimental, PltD's is striking. 

Its description of the experimental spectra is considerably better than 

that obtained by the pure direct transition model. The fundamental 

difference between the two theoretical models lies in the description 

of the final state. To some extent the momentum broadening calculation 

covers up inadequacies in the description of the final state. It may 

be argued that the direct transition model does not reproduce the 

experimental spectra very well because of a pior description of tin-

final state. This is indeed a problem since mixing of the various 

free-electron final states by the crystal potential has been ignored. 

The inclusion of momentum broadening somewhat simulates these effects. 

A direct-transition calculation of the kind presented here is not a 

stringent test because we are dealing with angle-integrated photocmissinn 

from a polycrystalline sample. In this case the whole BZ is sampled 

because all allowed transitions are also detected. 

Despite the simplicity of the final state description employed in 

our direct transition calculation it is nevertheless very interesting 

to explore a possible physical reason for momentum broadening in the 
4 final state. As has been discussed in detail by Fcibolmau and Eastman 

20 and recently by Grobman, Eastman, and Freeouf and Peuerbaclter and 
21 Willis, momentum broadening in the final state may arise from a 

minimum in the photoelectron mean free path. Such a minimum Is Indeed 
3 known to occur in the energy range studied in the present Investigation. 

The magnitude of the broadening factors in Fig. 3c indicate that t.he 

region of highest surface sensitivity occurs around hv = 90 eV (or a 
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kinetic energy of 87 eV), which agrees remarkedly well with the 

minimum of the mean-free-path versus energy curve in reference 3. 

It is interesting that in the energy range that is most highly surface 

sensitive the PED's resemble the one-electron density of states uf 

the bulk. Final-state momentum broadening thus tends to weaken angular 

matrix element effects in photoemission. This is also clearly revealed 

by the model calculation in Fig. 6. 

D. Conclusion 

The experiments and calculations presented here may be regarded 

as a step toward understanding the influence of cross section and sur­

face effects which arise in the transition region between UPS and XPS. 

An extension of such studies to other systems, in particular to 4d and 
22 5d metals, seems to be very promising. Angle-resolved photoemissimi 

from single crystals in the soft x-ray range is another Interesting 

problem which might help to clarify the role of cross-section and/versus 

surface effects. Finally, we hope that calculations which treat photo-
23 emission as a scattering problem may be stimulated by the present 

investigation. Experimental and theoretical investigations of this 

kind seem to be most important in contributing to a quantitative under­

standing of the photoemission process per se in solids. 
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E. Appendix A: Dipole Matrix Elements 

In evaluating the dipole matrix element tF.(k) = < f|A-p|j > we 
13 follow Gadzuk except that we assume an OPU instead of a plane wave 

(PW) final state. The initial state |j> Is given by equation (3). 

The OPU final state is 

|f > = C | |PU > - £ < p
n(r)| P w > lp

n<r> >| (Al) 

where . 

C = (< PW | PH > - 2 l< p
n ^ l P u > | 2 ) ~ 1 / 2 < A 2> 

n 
As has been discussed in Section C.l. the sum over n involves the atomic 

• 13 •* 

p-functions only. Following Gadzuk the matrix element t (k) may now 

be readily evaluated in the dipole velocity approximation (p = iliv) to 

yield equation (4). 

The evaluation of the Fourier transforms D (q) and P (q) and the 
m n matrix element P which occur in equation (4) should be discussed in mn 

more detail. The atomic d function has the general form 

V r> " Rd ( r ) W +r> (A3) 
For Cu(3d) the radial part has the general Slater form 

R.(r) = ar 2 e ~ a r (A4) 
d 

The atonic p functions are 

?(r) = R (r) P (0 , A ) (A5) 
m p m r r 



-109-

The radial part of the 2p and 3p functions can be written 

R (r) = cre" Y r + dr 2e _ < S r (A6) 
P 

For our calculations the coefficients for the radial parts of the p and 

d wave functions were ta<cen from reference 14. The Fourier transforms 

of the atomic d-£unction (A3) is 

V^./dV-^V?) (A7) 

= £ d(q) d m ( 0 q . * q> (AS) 

where 

f^(q) = -4TT JT2 j,(qr)R_,(r)dr (A9) 
d " ' ™ J J 2 V H ' d 

For the atomic p functions the Fourier transform i s 

p

m<«> " / d 3 r c ~ l q ' r p (?) (A10) 

• f p ( q ) P m ( V V ( A I U 

where 

f p (q) = - 4 i r i y r ^ ^ q r ) R p(r)dr (A12) 

The functions j (qr) in equations (A9) and (A12) are spherical Bifssol 

functions. 

The matrix element' 
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may be separated into a radial and angular part according to 

M = L h. (A15) 
mn ran dp \"»-»/ 

All non-vanishing components of L are listed in Table I. The radial 
mn 

integral h. is given by 

fcdp-<Rd(r) ' I F - T I V r ) > ( A 1 6 ) 

and its evaluation is straight forward. 

Finally, the result for the angle integrated quantity |t (k)|" 

should be given. A lengthy but relatively easy calculation neglecting 

effects of light polarization yields 

|t f j(k)| 2-x-C 2|5(f d(q)) 2 q 2 

+ 2(f p(q)) 2 fedp2 

+ 4r d(q)r p( q)qh d p|2|aJ(i:)| 2 (A17) 
m 

From equation (A17) it is seen that for the angle integrated case the 

matrix element separates into an atomic part given by the wavy braciu-ts 

and a wave vector dependent "band-structure" part given by the sum. 

This latter part is exactly the total d-pro.Jectlon of the density of 

states. 

F. Appendix Bs Transport Term 

In evaluating the transport term we have assumed that the Inelastic 

mean free path is much less than the photon absorption depth. The 

transport factor for excited electrons is then given by 
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Df(k) <v (s • V^ Ef(k)) T(E f) (HI) 

where s is a unit vector normal to the surface and T(E.) is the inelas­

tic scattering lifetime in the "random-k" or "phase-space" approxima-
25 tion. Assuming the lifetime T(Ef) to be a slowly varying function 

of the electron energy and taking the free electron value Cor the group 

velocity we can approximate D,(k) for a polycrystalline sample by 

Df(k) -A- |q| (»2) 

Since the photon energies used in our study are much larger than tin; 

width of the d-band the effect of the transport term (B2) on the calcu­

lated PED's (equation (1)) is very small. 

G. Appendix C: Calculation of the PF.D's 

The PED's were calculated on a mesh of 308 points in the 1/48 oC 

the BZ defined by k > k > k > 0. Calculations carried out at a y x z 
larger number of points (< 1729) indicated that a 308 point mesh was 

sufficient. In evaluating equation (1) the following steps wen- taken. 

At a given k point all initial (E.(k)) and final (R.(k)) energies were 

calculated. The energy conserving 6-function in equation (1) was 

treated by demanding that E f (It) - E (£) - hu> < W. We chose W = 0.01 KA&) 

but it was found that the calculated PED's were Insensitive to the 

actual value of W. A similar observation was made by Jnnak, et at. 

who found their calculations to be Insensitive to broadening of the 

electron states. For each pair of initial and final state energies 

that satisfied the energy conserving iS-function In equation (I) a 
•J 

transition matrix element | t f . | was calculated. Tlu- product 
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\tf\ D_(k) was taken as a weight factor for the density of states 

calculation, k-integration was pprformed using the Cilat-Raupcnhcimer 
27 method. The PED's were then convoluted with a 0.5 eV FWHM Gaussian 

to account for experimental resolution and lifetime broadening of the 

hole state. 
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Elements Between d and p Orbltals. Table I. Momentum Matrix 

< d x | L y | P 1 > = 1//5 

< d 2 | L y | P 3 > = 1//5 

< d 4 | L y | P 2 > = -XI Jb 

< d 5 | L y I P 2 > = -1/^5 

< d 2 | L z | P 2 > = 1 / ^ 

< d 3 | L z I P 1 > = 1 / ^ 

< d 5 | L | P, > = 2/^15" 
3 Z J 

< - ! 1 t 
X 

P 2 > = ll& 

< d 3 L 
X 

P 3 > = 1/S5 

< d 4 L 
X 

P x > = 1 / ^ " 

< d 5 L 
X 

Pĵ  > = - 1 / / U 
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FIGURE CAPTIONS 

Fig. 1. Photoemission spectra of the 3d valence band of Cu for a 

series of photon energies. The data have been corrected for 

the decay in photon flux from the synchrotron but no background 

substraction or deconvolution has been carried out. 

Fig. 2. a) X-ray photoemission spectrum (AS. K radiation) of the 

Cu valence band recorded on an Hewlett-Packard spectrometer, 

b) The Cu 3d density of states (equation (5)), using Smith's 

parameters. The dashed curve represents the orlRinal density 

of states. The solid curve is a convolution with a FW11M = 

0.5 eV Gaussian. 

Fig. 3. a) PED calculated for Cu 3d assuming k-conservation (direct 

transitions). 

b) Experimental results for Cu. The original data shown in 

Fig. 1 have been corrected for their inelastic background. 

c) PED calculation for Cu assuming k-broadening in the final 

state. The broadening factor B discussed in the text. 
•y 

Fig. 4. Square of the radial dipole matrix element |t | for Cu 3d 

as a function of the kinetic energy of the photoclcctron. 

PW means plane wave, OPU means orthogonalized plane wave 

final state. 

Fig. 5. Calculated PED for Cu 3d at hv = 50 eV and 90 eV according to 

equation (1). The solid lines were calculated with the matrix 

elements given by equation (4). The dashed linos weru calcu­

lated with an angle integrated (or essentially constant) 

matrix element given by equation (A17). 
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a) PED's convoluted with a FWHM = 0.5 eV Gaussian. 

b) Unconvoluted PED's. 

Fig. 6. Calculated FED for Cu 3d at hv = 50 eV as a function of momentum 

broadening in the final state (B). 

a) PED's convoluted with a FWIIM = 0.5 eV Caussian. 

. b) Unconvoluted PED's. 
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V. CRYSTAL-FIELD EFFECTS ON THE APPARENT SPIN-ORBIT SPLITTING! 
OF CORE AND VALENCE LEVELS OBSERVED BY X-RAY PHOTGEMISSION* 

Abstract 

Several anomalous relativistic effects in XPS spectra of metals 

and binary compouds are reviewed and explained in terms of combined 

spin-orbit and crystal-field interactions. The apparent spin-orhit 

splitting does net appear to be enhanced by renorm.il izat ion of toils, 

which would affect the expectation value of t,i's itself. The variation 

of £$*s with charge state is not large enough to be important in solids. 

Rather for both outer p and d shells, the splitting app--ii .- to bo 

affected by "crystal-field" terms that carry the lattice symnu-lry. In 

Itl-V and II-Vl compounds only the tellurium 4d shell may have a spin-

orbit splitting different from the expected from free-atom data. How­

ever the enhancement is small (3%) and consistent with a tetrnhcdrnl 

crystal field. The enhancement of d-shell spin-orbit .splitting In Zn 

and Cd arises from the Y- terms in the crystal field because of the 

large c/a ratio in theau lattices. There is no enhancement for Cd in 

a cubic lattice, while the enhancement in several lattices follows the 

quadrupole coupling constant of Cd, which presumably also .irises 

from Y.-symmetry terms. Finally the d-band density of states in Ice Au 

and Ag is consistent with a £*«s and a Y, interaction. The absence of 

enhancement splitting in valence-shell p shells In Pb and Bl Is explained 

*Work performed in collaboration L. Ley, S. P. Kowalczyk, and I). A. 
Shirley (Phys. Rev. BIO, 4481 (1974)). 

http://renorm.il


-127-

In terns of Che lower symmetry of che p-wave functions as compared to 
those of chc d-electrons and Che only partial filling of p derived 
valence bands in these metals. 
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A. Introduction 

A feature readily observed in x-ray photoelectron spectroscopy 

(XPS) of heavier elements is a splitting of core levels, commonly 

referred to as spin-orbit (s-o) splitting. This splitting reflects 

the two possible couplings of the core hole spin s with its angular 

momentum J. forming total angular momentum eigenstates differing in 

energy by the differences in the expectation value (l"s> multiplied 

by a factor £, the coupling strength. 

Within the accuracy obtainable in earlier XPS work these splittings 

appeared to be equal in solids and gases and agreed as well as could 

be expected with the s-o splitting obtained from optical data .-mil 
2 relativistic Hartree-Fock calculations. Improvement in the resolution 

obtained in XPS and the availability of UV sources in an energy range 

that gave access to the least-bound core levels improved the accuracy 

with which these splittings could be measured to an extent that made 

it possible to measure small deviations of the spin-orbit splitting 

in solids from those measured in the gas phase. Furthermore even 

changes in the splitting of the outermost d-levels in Zn and Cd have 

been observed in going from the metal to binary compounds containing 

one of these elements. ' 

In this chapter we discuss some of the effects responsible for 

the observed splittings and their changes. In Section B we review 

the experimental data that will be discussed. In Section C we present 

the results of a simple model calculation that explains some of the 

puzzling experimental findings in terms of the influence of crystal 

fields of low symmetry on the energies of final states. 
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B. The Experimental Evidence for Spin-Orbit 
Like Splittings in Elements and Compounds 

Me shall consider only electronic excitations extending to about 

50 eV above the ground state. This allows us to compare data obtained 

from two or more of: optical spectroscopy, UV photoemission, and XPS. 

The resolution of photoemission spectroscopy then further restricts 

our study to levels split by a least M).4 eV; i.e., to the outermost 

d-levels of the group II to VII elements and the p-levels of some of 

the heavier elements in the sixth row of the periodic system. The 

available data on these levels are set out in Table I. The elements 

listed in Table I have d-levels bound by at least 10 eV. These levels 

do not exhibit measureable band effects and are therefore referred to 

as core-like. In addition, the splitting of the outer d-levels in Ag 

and Au and the p-levels in Pb and Bi are listed in Table II. Although 

the atomic d-levels are broadened into bands in these solids, the 

determination of an average splitting of the two broad peaks is still 

possible. The same observation holds for the p-like bauds in lead and 

bismuth. 

It is convenient to compare the splittings observed in solids to 

those for the free ions as a secure starting point for the discussion 

of various solid-state effects. To do this, we have extracted the 

free-ion spin-orbit splitting from the observed tetm values of the con-
Q •> I 

figuration (d ) D in the optical spectra of the ions. While remk-rLit|> 

the determination of the spin-orbit split tin;; straijiiii forward and 

reliable, this method has the disadvantage that we have to deal in 

some cases with very highly Ionized atoms. To assess the importance 
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of this effect, we show in Table 111 the effect of the ionic charge 

on the spin-orbit splitting of the d-electrons in Cu, Zn, Ag, and Cd. 

The values for the spin-orbit splitting are taken from Dunn's compila­

tion. This table makes two points clear: (i) for a given d-shell 

configuration, the spin-orbit splitting increases with increasing 

ionic charge by not more than 2% per unit charge; (ii) a change In the 
9 8 d-configuration (d •+ d ) affects the spin-orbit splitting considerably 

more than the corresponding increase in ionic charge. 

These two points are consequences of the approximate form of the 

spin-orbit Hamiltonian-operator: 

s.o. 2 I r 3r I * 

neglecting exchange effects and the mutual spin-orbit and spin-orbit 

interaction of electrons in unfilled shells. Here a. in the fine-

structure constant and V is the shielded nuclear potential. The 

dependence of the expectation value Of ) mainly on the inner parL 

of the electronic wavefunction l|/ has been pointed out by many authors. 
1 3V The variation in the operator — -5— upon charge transfer in outer shells r or 

i s very small in this region. 

From these considerations i t i s clear that the atoms chosen In 

Tabic III are very favorable examples because the charge radii for nd 

and (n + l ) s electrons are not too different. Progressing in the 

Periodic Table would improve that difference but the high degrees of 

ionization quoted in Table I for, e . g . , Sb and To makes the quoted 

free-atom values of the spin-orbit spl i t t ing upper l imits by a margin 

of an estimated (3 ± 3)Z. 



-131-

Returning to the data obtained from solids in Table I, we can make 

the following observations. The apparent AE of the 4d level in 
S a O . 

metallic Zn and Cd exceeds AG in the atoms by 59% and 45%, respec­

tively. This increase is unique among the entries of Table I. The 

apparent AE of Cd in tetrahedrally-coordinated binary compounds 

agrees within experimental error with the free-atom value. Combining 

the results of all three compounds, the apparent AE lies 0.08 eV 

above the free atom AE . The weighted mean value for the apparent 
AE in In metal lies at 0.89 eV, or 4.7Z above the free-atom vaLuu s.o. 
of 0.85 eV. The values for In in tetrahedral coordination agree wel I 

with the free-atom AE 
s.o. 

The Sb apparent AE values agree within the error limits with 

the free ion value, for both compounds and the metal. The 4d splitting 

for InSb measured by Cardona et al. seems to be low, as does their 

value for the Te 4d splitting in PbTe. With this one exception the 

Te 4d values are higher than the free-atom spin-orbit splitting by 

about 2.8% for the compounds and 7% for the metal. 
The entries for Hg show no anomalous behavior, nor do those for 

Pb in various surroundings. The observed splittings in the valence 
d-bands of Ag and Au (Table II) are considerably larger than the free-
atom AE . The p-bands of Bi and Pb, however, do not exhibit such 

s.o. 
Q 

an increase, as has been observed earlier. We can summarize this 

section as follows: 

(I) Core-like d-levels of elements in tctrahedral surroundings 

show no, or only a very small (> 1%), increase in the apparent AF. 

compared to free-atom values. The only exceptions are the Te compounds 
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with an average increase of ^2.8%. 

(ii) In, Te, Cd, and Zn metals have an apparent AE in the 
s.o. 

outermost d-levels which exceed the free atom values by 4.7, 7, 45, 

59% respectively. 

(iii) Pb and Sb show no such increase. 
(iv) Valence d-bands in Ag and Au are split by amounts far exceed­

ing the free-atom AE value, in contrast to the valence p-banus 
s.o. 

(Bi, Pb) which are split by energies close to AE for the free atoms. 

In the next section, we will attempt to show that this behavior 

can be explained by the effects of crystal fields of different symmetries 

on atomic levels in the solid. 

C. Discussion 

In this section we will discuss the influences on the apparent spin-

orbit splitting of "core-like" d-levels of an atom surrounded by other 

atoms in a solid. This applies to the case of Cd and other elements 

which do not show appreciable band-structure broadening of the d-levels, 

in contrast to, e.g., Au, where the width of the two components is 

comparable or even greater than the total splitting. We will refer to 

the latter as "band-like" levels. 

This distinction implies that in the former category energy dis­

persion with wave vector k may be neglected. That is, we treat those 

levels as if the energy ordering at k = 0 is retained throughout the 

Brillouin zone. The justification for this approach is derived directly 

from experimental evidence (i.e., line widths) rather than from assump­

tions about overlap-integrals and potentials: it therefore possesses 

a high degree of validity. 



-133-

We note at the outset that we are dealing with final-state 

structure following photoemission from a closed shell. This is mani­

festly a one-electron (hole) problem. The appropriate d hole state 

Uamiltonian in the one-electron approximation has the form 

JC = h„ + h ,. + h . (1) 
0 cryst s.o. 

Here h. contains the kinetic energy operator and the spherical Coulomb 

potential of the nuclear charge screened by the inner electrons forming 

closed shells. The h term summarizes the potentials due to the 

neighboring atomic cores and the valence electrons including the valence 

electrons of the atom under consideration, and h is the one-eleeLron 
s.o. 

spin-orbit hamiltonian. 

We wish to show that the differences in the value for the d-level 

sp l i t t ings , AE observed in different solid environments is a result 

of the influence of h _ rather than of a modification in h . To 
cryst s .o . 

do so , l e t us f irst consider h in more deta i l . The spin-orbit 
interaction i s a f irs t order effect in the expansion of the re la t lv i s t i c 

9 
energy expression for a spinning electron in an e lectr ic field U. 

The reduction to a non-relat ivist ic form gives the result (in atoinLc 

units) : 

2 

the expression already given in Section B. The brackets indicate the 
1 3U expectation value of — -g— evaluated in the state n%. We can rcwrltw 

the Lande factor £ as: 
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?nll-2 J0 r 3 r d r • (3) 

where R „(r) is the normalized radial wavcfunction of the electron tn n& 
the state nil. A generalization of this result to a many electron 

system is not straightforward; we refer the reader to the article by 

Blurae and Watson for a detailed discussion of this problem. Their 

result can be stated as follows: h for electrons in an unfilled 
s.o. 

shell can be written as 
2 , 3U „ h =f_ (I _J*£, 4..s. s.o. 2 r dr l i 

+ terms which include mutual spin-orbit Interactions 

and spin-orbit interactions in the unfilled shell. ('«) 

The summation extends only over electrons in unfilled shells. Replacing 

U with U F f , which is essentially a screened potential, including 

exhange, accounts for the mutual spin-orbit and spin-spin interaction • 

between the open-shell and the closed-shell electrons. It has the 

effect of reducing the spin-orbit coupling constant. 

With this operator in mind, let us now investigate the influence 

of different surroundings on h and thereby on the intrinsic spin-
s.o. 

orbit splitting of outer d-electrons. 

In Section B. we already showed, that the charge state of the 

ion has only a very small influence on < h > , even for changes of 

several units in |e|. Charge transfers of a fraction of the elementary 

charge that are to be expected in partially ionic solids therefore have 

a quite negligible effect on <h_ > . 
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So far we have dealt with the effects of charge transfer in the 

valence shell of the central atom on <h > . We must also consider s.o. 
direct changes in the wavefunction of the d-electrons itself upon enter­

ing a solid or molecule. These changes can be considered in two parts: 

(i) Renormalization of iji due to the necessary orthogonalization 

of i\). with respect to wavefunctions on neighboring atoms. In the 

simplest case of orthogonalization to one other orbital, this leads to 
' -1/2 a renormalization-factor of (1 - S~) , where S is the overlap Integral 

between the two orbitals. The extension to more than two orbitaLs has 

been given by Loudin. This leads to an increase in the coefficient 

of ij). and therefore in the Lande factor £.. The components added to a a 
the wavefunction upon orthogonalization make only vanishing contribu­

tions for small r, the region which determines £,. 

(ii) A mixing of the d-electrons with electrons of different 

symmetry located at the same atom. This mixing is always possible 

throughout the Brillouin zone but at k = 0 it is possible only for 

certain symmetry components of the potential. This effect leads to 

a decrease in the spin-orbit splitting, because the orbital that will 

mix most strongly to the nd wavefunction is (n+l)p, with a Landc factor 

smaller than that of the d orbital. We can therefore dispense with 

the second effect in explaining increases in the apparent AE 

The renormalization discussed under (i) Increases < h > but the 
— — — — s.o. 

increase is overlap-dependent. Overlap also determines the extent to 

which an atomic level is broadened into a band. This excludes runormnll-

zation as a decisive factor in the increase of <h > for core-like 
s.o. 

levels. 
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Renormalization might be thought to play a major role in the 

enhanced d-band s p l i t t i n g of s i l v e r and gold, to which these arguments 

do not apply, were i t not for the absence of noticeable increases in 

the apparent AE in the p bands of Pb and Bi, which would fa IJ into 

the same category. 

In summary, direct changes in the expectation value of h can 
s.o. 

not be responsible for the observed increases in the apparent AE 

over their free-atom values. The explanation must therefore be sought 

in the h _ term if we are to explain the enhancement withLn the cryst r 

framework of the Hamiltonian in Eq. (1). 

The matrix element of h can be expanded into a series of cryst 
spherical harmonics Y T„(0,a). The angular momentum J of the state Ln 
under consideration limits this expansion to a sum over even orders In 

L. For d electrons the last nonvanishing term has L = 4, while 
max 

for p-electrons L = 2 . The matrix element <h >. has the symmetry max cryst I 
of the point group of the lattice and is in general given by 

<hcryst>i= £ W » ' ( 5 ) 

L-0,2,4, 

where T T (i) is the linear combination of spherical harmonics of order L 

that transforms as the symmetrical irreducible representation of the 

point group of the lattice at the center of the Brillouin zone. A is 

the expansion coefficient, which contains the radial integral of the 

Coulomb and exchange interaction of the electron i with the vaLence 
12 electrons and the surrounding ion cores. 



-137-

Instead of calculating the A. we shall treat them as free para­

meters. It should, however, be noted the for a normal expansion of 

the type of Eq. (5) /L decreases with increasing L. He shall Ignore 

the term with L = 0 which corresponds to a generalized Madclung energy 

and cannot contribute to a splitting in the atomic levels. In solids 

which crystallize in lattices of cubic symmetry the A,- T„ term in 

expression (5) vanishes. This applies to the face centered cubic (fee) 

lattices of Ag, Au, and Fb and to the tetrahcdrnlly coordinated binary 

compounds. All other symmetries encountered in this investigation 

require the retention of the L = 2 term. 

It is evident from the data in Table I that all cases which exhibit 

an increase in AE for the core d-levels fall into this latter group 

with the possible exception of the tellurium salts. The nonvanishing 

A-T- term in expansion (5) seems therefore a necessary condition for 

an increase in AE 
s.o. 

Let us explore this possibility in more detail using Zn and Cd as 

examples. Zn and Cd crystallize in a hexagonal lattice. In this case 

it is convenient to divide the L - 2 term into three factors: 

<h >. = f(£).A^ e X.T5 e X+A^ e X 

cryst i a 2 2 4 4 (6) 

The geometrical factor f(—) depends on the ratio of the crystalline 

axes c and a. For c/a - 1.63, the ideal hexagonal lattice, r(„-) is 

zero and the A ?T ? vanishes for geometrical reasons. In /.n and Cd huwevor, 

c/a is equal to 1.86 and the L = 2 term enters with a considerable 

geometrical advantage (f(—) > 1 in the point-ion model). We have diag-

onalized the two operators h + h in the sub-space of the 
s.o. cryst 
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d-electrons. The method employed for this calculation uses standard 
13 9 angular momentum algebra as outlined in Edmonds. The d configuration 

is treated in the usual way as a d configuration accompanied by a sign 

change in the coefficients Â  and the spin-orbit coupling constant £. 
9 Fig. la shows the level scheme for a d configuration in the ideal 

hexagonal field (f(—) - 0) as a function of A,. All degeneracies arc-

lifted, yet the increase in the apparent spin-orbit splitting is negli­

gible for values of A, which preserve the observed pattern of two d-

peaks, that is for |A,|< 0.4|£j. Beyond this point the er.argy separa­

tion between individual levels becomes comparable to the experimental 

line width of each component line (M).7 eV) and a spectrum would loose 

the character of a doublet. 

Lifting the restriction of c/a = 1.63 introduces the A.,T9 term, 

which changes the level pattern appreciably (Fig. lb). As mentioned 

above, A, is expected to be greater than A, and we have therefore 

plotted the level scheme under the assumption that A, = 0. For positive 

values of A_ the spin-orbit split doublet evolves Into a pattern or 

two nondegenerate doublets and a single level, which would result in a 

three peak spectrum with relative intensities 1:2:2. For A ? < 0 a 

drastic increase in apparent AE is possible without destroying the 
s *o» 

general appearance of a spin-orbit split d-doublet with the correct 

intensity ratio of 2:3. The value of A, which gives the observed spin-

orbit splitting in Zn and Cd is about 1.4|5/2f;|. A spectrum generated 

from the level scheme at this point does indeed resemble the observed 

Cd spectrum closely. The line-width was set to he 5/2 f, = 0.7 eV anil 

the increase in spin-orbit splitting as measured from the spectrum 
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appears to be 58%. The ratio of the amplitudes of the two components 

is reduced to 1.21 from the expected value 1.5 when equal line widths 

are assumed. This is in good agreement with the value 1.3 quoted in 

ref. 3. for the Cd 4d spectrum in Cd metal and lends further support tu 

our interpretation. 

The influence of a non-vanishing A, on the level scheme oT Flu. lb 

has been tested, and is found to be compatible with the above discussion 

as long as A, is negative and does not exceed ^30% of the absolute 

value of A_. 

This direct evidence that the increase in apparent AE In Cd 
r s.o. 

and Zn is symmetry-induced is supported by three pieces of additional 

experimental data. 
(i) Fig. 2 shows the Cd 4d double and for a AgCd alloy (102 Cd). 

The substitutional introduction of the Cd atom into the cubic surround­
ing of the A lattice reduces AE to the free atom value, 

g s.o. 

(ii) The photoemission spectrum of Cd deposited in submonolayer 

coverage onto a Au single crystal shows no increase in spin-orbit 

splitting of the 4d level (compare Fig. 2). We interpret thai as the 

observation of single Cd atoms which are subjected to no crystal field. 

The existence of single Cd atoms in the presence of surface diffusion 

is favored by the exceptionally low dissociation energy of a Cd-cluster. 

When the Cd coverage is increased to the extent, that the formal ion ol" 

Cd clusters becomes possible, the d-leve.l splittlti)', Incroases to Iho 

value in Cd metal. 

(iii) Another physical property that is known to be proportional 

to the L = 2 term in an expansion similar to that of expression (5) is 
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the electric field gradient at the nucleus. This field gradient i-an 

be measured by observing the interaction of the nuclear quadrupole 

moment Q. with the field gradient q. Values of the coupling constant 

eqQ/n for Cd in host lattices of Pb, In, Zn, and Cd are plotted 

against the increase in apparent A.E for these metals in Fig. 3. 

The plot shows a quite convincing correlation between the excess split­

ting and the quadrupole interaction of the few points available. 

The only non cubic metal, that does not clearly exhibit the expected 

increase in AE is Sb. The group V semimetals As, Sb, and iil crystal­

lize in the same rhombohedral structure which can he thought of as 

being composed of two interpenetrating, trigonally distorted fee 

lattices. The trigonal distortion decreases in this series with 

increasing atomic number. It appears that the distortion in Sb is 

already too small to result in a measurable increase in the splitting 

of the 4d-levels. This conclusion is corroborated by the results of 
204 the quadrupole interaction of Pb in the series of As, Sb, and Hi 

host lattices. The interaction strength eqQ/h decreases by factors 

of two from one lattice to the next. The AF. enhancement in In 
s.o. 

represents about the smallest value measurable by photoemission; there­

fore in Sb, where eqQ/h is reduced by a factor of 0.8 from its value 

in In, the enhancement should not be detectable. 

We have used the analogy between the electric field gradient and 

the enhanced spin-orbit splitting as a diagnostic tool in the last few 

paragraphs. It should however be stressed, that this analogy extends 

only to the similarity in the geometrical conditions which make both 

effects possible. We cannot expect that the actual matrix elements 
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involved in the description of these quite different phenomena are 

equal. The nuclear quadrupole interaction deals with the field gradient 

at the nucleus of d-electrons in an ionized lattice atom with its 

surrounding. 

Before we turn to the valence bands, let us consider the case of 
q the tellurium salts. The level scheme for a d configuration In a 

tet tetrahedral environment is shown in Fig. 4. as a function of A, 

The degeneracy of the d g / 2 state is partially lifted into a singly 

degenerate state r„ (excluding spin degeneracy). The degeneracy of 

d3/2 ^*V i s P r e s e r v e d -

For A, < 0 the apparent splitting between the upper T„ level and 

the lower I"7 - T_ doublet could increase significantly over 5/2|t~| 

without altering the overall appearance of the spectrum greatly pro­

vided that the natural width of the component lines is fairly largo, 

as would be the case for the semi-conductors discussed here. 

For A, > 0 no such increase in the apparent spin-orbit spLittlng 

would be observed for small A,(A, < 1) but rather the evolution of 

three separate lines which finally (A, > 1.5) resolve into two lines 

with a reversed intensity ratio of 3:2, in contrast to experimental 

observation. 

The 3% increase in apparent AE for the telluridcs is therefore 
s • o. 

compatible with a negative A, of the order of "M).5|t|, or ̂ 0.75 eV. 

This is a magnitude entirely consistent with expectations for a Tu Ion 

surrounded tetrahedrally by four group II ions in the Il-VI compounds 

or by 6 Pb ions in the NaCl structure of PbTc. The sign of A, is com­

patible only with primarily electronic contributions to the crystal 
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field Hamiltonian, however. 

Because of the absence of any enhancement of AE for the cations 
s.o. 

of these lattices and for the d-levels of all other binary compounds 

in Table I (|A, < 0.2 |C|) we are reluctant to draw conclusions about 

possible enhancement of the apparent E in the telluridos. 

Let us return now to the splittings observed in the valence d 

shells of Ag and Au and the p shells in Pb and Bi. These cases cannot 

be treated rigorously without taking the band character of these siatcti 
- » • 

into account. That is, level ordering at k = 0 is not necessarily 
representative of the appearance of the density of states p(E) as 

observed in an XPS-spectrum. The higher volume associated in reciprocal 

space with in the outer parts of the Brillouin zone (BZ) points makes 

these regions dominant in the determination of p(E). It does seem 

clear that the renormalization effect mentioned earlier is not responsl-

bel for the observed effects. It if were, we would expect comparable 

effects on d and p bands. This is not observed. 

The elements Ag, Au, Pb, and approximately also Bi crystallize in 

the fee structure; that is, the symmetries throughout the Brillouin 

zone are the same for all four elements. Nevertheless, the observed 

differences in the apparent AE between d bands (increase) and p 

bands (no increase) is striking they can be understood in terms of the 

symmetry induced splittings at representative yoints of the Brillouin 

zone. The d-electrons of Ag and Au are already split into two ('roups 

of bands, 1^, and ?' r, at V tho ccnLor of thf BZ which has tho Tull 

octahedral symmetry. Towards the outer parts of the BZ, these hand:; 

split further accompanied by a rearrangement of levels according Lo tin-
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various irreducible representations at symmetry points of lower than 

cubic symmetry. The maximum splitting occurs at X the center of the 

square face of the BZ. The pattern set by T and X can be regarded as 

representative for the two peaked structure in the density of states 

of Ag and Au. The spin-orbit interaction enhances this splitting 

further without being the dominant factor, however. The lower angular 

symmetry of the p-valence electrons in Pb and Bi preserves their orbital' 

degeneracy at V. Along the symmetry directions on the surface of the 

BZ this degeneracy is partically lifted forming a singlet and a doublet 

level at each symmetry point except K. 

The energy dispersion of these bands along the surface of the BZ 

is in general smaller than their ..-splitting, giving rise to a two peaked 

density of states. In Pb and Bi, with 2 and 3 p-electrons respectively, 

only the bands in the lower peak of p(E) arc occupied, so that we would 

observe a single peak in the XPS-spectrum in the absence of spin-orbit 

interaction. In the presence of spin-orbit interaction, however, the 

two fold degenerate level at U splits and an inspection of the relattvis-

tic band structure of Pb by Loucks reveals, that this splitting is 

preserved over much of the surface of the BZ giving rise to the observed 

doublet in the occupied part of p(E). In the tight binding approximation, 

and in the absence of s-p hybridyzation the splitting at W equals the 

atomic splitting, a result that is in good agreement with experiment. 
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Table I. Spin-orbit splittings in the free atoms and solids. Errors are given 
parenthetically. The roman numerals indicate the ionization state of the atoms 
(Znll = Zn*)-

Element Shell Lattice Splitting (eV) Reference 

Zn II 
Zn metal 

Cd II 
Cd metal 
Cd metal 
CdTe 
CdTe 
CdS 
CdSe 
Aged alloy 

In III 
In metal 
In metal 
In metal 
InSb 
InSb 
InSb 
InP 

Sb V 
Sb metal 
Gasb 
InSb 
InSb 
InSb 

Zn3d 

Cd4d 

In4d 

Sb4d 

free ion 0.337 
hex 0.54(2) 

hex 0.669 
hex 0.95(3) 
hex 0.99(5) 
z.b.£ 0.70(5) 
z.b. 0.83(20) 
z.b. 0.76(12) 
z.b. 0.87(16) 
cubic 0.70(8) 

free ion 0.849 
tetragonal 0.90(1) 
tetragonal 0.88(15) 
tetragonal 0.86(3) 
z.b. 0.83(3) 
z.b. 0.85(5) 
z.b. 0.84(8) 
z.b. 0.84(8) 

free ion 1.239 
rhombohedral 1.25(4) 
z.b. 1.21(4) 
z.b. 1.22(4) 
z.b. 1.15(10) 
z.b. 1.25(5) 

1 
a 
3 
b 
c 

this work 

1 
3 
b 
a 
d 
b 
4 
4 

1 
3 
4 
4 
d 
b 

(continued) 
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Table I. (continued) 

Elements Shell Lattice Splitting (ev) Reference 

Te VII Te4d free ion 1.409 1 
Te metal M hex 1.51(1) 3 
ZnTe « z.b. 1.47(2) 4 
CdTe • z.b. 1.44(2) 4 
HgTe m z.b. 1.44(2) 4 
PbTe a NaCl 1.46(2) 4 
PbTe • NaCl 1.35(10) d 
Hgl Hg5d free atom 1.800 1 
Liquid Hg « - 1.83(9) 4 
HgTe « z.b. 1.77(2) 4 
HgTe m z.b. 1.91(10) c 
HgSe m z.b. 1.81(10) c 
HgS m z.b. 1.79(10) c 

Pb IV Pb4d free ion 2.643 1 
Pb metal W f.c.c. 2.62(2) 8 
Pb metal m f.c.c. 2.66(9) a 
PbS m NaCl 2.58(2) e 
PbSe m NaCl 2.61(2) e 
PbTe m NaCl 2.61(2) • 

R. T. Poole, P. C. Kemeny, J. Llesegang, J. G. Jenkin, and R. C. C. Leekey, 
J. Phys. P., 3_, L46 (1973). 

D. E. Eastman, V. D. Grobman and J. Freeouf (unpublished) D. E. Eastman, 
J. Freeouf and M. Erbudak, Congres du Centenaire de 1- Societe Francuisc 
da Physique, Vittel, France, (1973) unpublished. 

c C. J. Veseley, R. L. Hengehold and O. N. Langer, Phys. Rev. B 5,2296 (1972). 

H. Cardona, C. Penchina, N. Schevchik, and J. Tejeda, Solid State Comnun. 11. 
1655 (1972). 

eF. R. McFecly, S. P. Kowalczyk, L. Ley, R. A. Pollak, and D. A. Shirley, Phys. 
Rev. B 7.. 5228 (1'173). 

*z. b. • zlncblendo structure 
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Table II , Free atom spin-orbit sp l i t t ing and the apparent sp l i t t ing of valence-
band peaks in Ag, Au, Fb and Bi. 

Element Shell Lattice Splitting (eV) Reference 

Ag I 

Ag metal 

Au I 

Au metal 

Pb I 

fb metal 

Bi I 

Bl metal 

4d 

5d 

Gp 

6p 

free atom 0.555 

f-c.c. 1.6(1) 

free atom 1.522 

f.c.c. 3.8(2) 

free atom 1.746 

f.c.c. 1.80(5) 

free atom 2.163 

rhombohedral 2.16(8) 

1. 

3. 

1. 

a 

1. 

8. 

b. 

8. 

0. A. Shirley, Phys. Rev. B5, 4709 (1972). 

C. C. Lu, T. A. Carlson, F. B. Malik, T. C. Tucker and C. W. Nestor Jr. 
Atomic Data 1_, Nr. 1 (1971). 
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Table III. Spin-orbit splitting of d-levels for various ionic charge states. 

Element Configuration AE (eV) Reference 

3d 94s 2 0.2S3 1. 

3d94s 0.257 5. 

CU i 

Cu I I 

Cu m 
Cu I I 

Cu H I 

Cu IV 

Zn i 

Zn I I 

Zn I I I 

Zn IV 

Ag I 

»g I I 

»g I I I 

*g I I 

»g I I I 

*9 IV 

A E . . o-

0 . 253 

0. ,257 

0. .257 

0. .268 

0. .273 

0 .271 

3d 9 0.257 5. 

3d 84s 2 0.268 5. 

3d84s 0.273 5. 

3d 8 0.271 5. 

3d 4s p 

3d 94s 2 0.337 5. 

3d94s 0.281 5. 

3d 9 0.341 5. 

4d 95s 2 0.555 5. 

0.337 

0.281 

0.341 

0.555 

0.567 

0.570 

0.598 

0.580 

0.589 

4d95s 0.567 5. 

4d 9 0.570 5. 

4d 85s 2 0.598 5. 

4d85s 0.580 5. 

4d B 0.589 5 
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FICURE CAPTIONS 
9 Fig. 1. Energies of a d configuration as a function of the generalized 

crystal field parameter A_. 

(a) ideal hexagonal field: c/a = 1.63, A. = 0; 

(b) general hexagonal field; A, is assumed to be 2ero. The 

insert shows a spectrum for A, = 1.4 j5/2 £|. The line width 

of each component is equal to £. 

Fig. 2. The Cd 4d spectrum of (a) Cd metal, (b) a AgCd alloy (10% Cd), 

and (c) surface isolated Cd atoms. 

Fig. 3. The excess in apparent spin-orbit splitting AE versus 

the electrical quadrupole interaction strength eqij/ti of Cd 

for a number of metals. 
9 Fig. 4. Energies of a d configuration in a crystal field of octahedral 

symmetry. 
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VI. THE EFFECT OF SPIN-ORBIT SPLITTING ON 
THE VALENCE BAND DENSITY OF STATES OF LEAD* 

Abstract 

Tight-binding c a l c u l a t i o n s are reported for the va lence bands of 

l ead, with and without sp in -orb i t s p l i t t i n g in the 6p bands. The 

addit ion of s p i n - o r b i t i n t e r a c t i o n i s necessary to reproduce the two-

peaked s tructure i n the 6p dens i ty of s t a t e s observed in x-ray photo-

emiss ion, i n c o n t r a s t to the a s s e r t i o n by Breeze that c r y s t a l - f i e l d 

e f f e c t s alone are enough. The observed s p l i t t i n g i s , however, only 

for tu i tous ly near ly equal to the atomic sp in -orb i t s p l i t t i n g . The 

t ight -b inding band s t ruc ture , with s p i n - o r b i t s p l i t t i n g , g i v e s be t ter 

overa l l agreement with o p t i c a l , Fermi s u r f a c e , and photocmission data 

than did any of the three e a r l i e r band s t r u c t u r e s . 

*Work performed i n co l laborat ion wi th S. P. Kowalczyk, L. Ley and D. A. 

Shir ley (So l id S t a t e Coram. J 7 , 1415 ( 1 9 7 5 ) ) . 
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A. Introduction 

The electronic structure of metallic lead has been the subject of 

numerous experimental studies, mostly concerned with the elucidation 

of the Fermi surface. Naturally, the ultimate aim of these experiments 

is to provide the information necessary to construct a band structure 

which will explain the Fermi surface, optical spectra, photoetr.issi.on 

spectra, and other electronic properties. Unfortunately, the difficul­

ties involved in the calculation of a full relativistic band structure 

have apparently served to deter extensive first-principles calculations 

of the lead band structure and density of states. In an earlier paper, 

Ley et al. reported a high-resclution x-ray photoemission (XPS) spec­

trum of the lead valence bands, and tentatively interpreted the two-peak 

structure at the top of the valence band as the result of spin-orbit 
2 splitting of the p bands. Recently, however, Breeze has asserted, on 

the basis of a non-relativistic LCAO calculation, that the XPS splitting 

is instead simply the result of a crystal-field interaction. In this 

chapter we shall re-examine the origins of this feature of the XPS spec­

trum by means of parameterized LCAO calculations systematically includ­

ing and excluding spin-orbit coupling. We shall show that the inclusion 

of spin-orbit effects is essential to a consistent understanding of the 

XPS, optical, and Fermi surface measurements. 

B. The XPS Spectrum 

Fig. 1 shows the XPS spectrum obtained by Ley et ul. using a 

Hewlett-Packard 5950A electron spectrometer which employed monoehromu-

tlzud Aft K radiation (1486.6 eV). The high excitation energy ami its 

http://photoetr.issi.on
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concomitant featureless density of final-states insures that the 

photoemission spectrum reflects the density of occupied valence band 
3 

states, modulated by cross-section and final-state relaxation effects. 

The photoemission cross-sections of the 6s and 6p atomic states of 

which the valence bands are composed should be essentially equal at 
4 this energy, and outer-shell relaxation effects are small. Thus the 

features in the valence-band spectrum should be directly proportional 

to the density of states Nfii). 

We note again the important features in the spectrum; s-liku anil 

p-like bands split by ̂ 2.5 eV, a splitting of 1.8 eV in the p-like bands, 

and a total occupied p-bandwidth of "v3.5 eV. 

C. The Tight-Binding Calculations 

The theory of tight-binding calculations, both as first-principles 

calculations and as the basis of interpolation schemes, has been dis­

cussed extensively. Basically it consists of using tight-binding Bloclt 

functions of the form: 

.^(r) = N"1 / z I e**' 1 iIn<r-JD , (I) 
8. 

where U (r-8.) is an atomic function centered at site 4. There is, 

however, a problem connected with this approach. The $K(r) arc not 

orthogonal, because the atomic functions U (r-S.) centered on different 

sites are non-orthogonal. This entails mathematical difficulties which 

can be avoided by orthogonalizing the Un(r-£) using a procedure due to 

Lowdin which preserves the symmetry of the atomic function. Since wi-

do not allow for non-orthogonality of basis functions in our Hamilton Ian 

matrix, we tacitly assume that this has been done. As Slater and Roster 
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have pointed out, however, the orthogonalization, by mixing functions 

on different sites, serves to increase the distance beyond which the 

matrix elements connecting different sites arc negligible. 

In these calculations a basis of one s- and throe p-functions 

(p iP iP ) for each spin were used. All nearest-neighbor interactions 

were included, and two second-nearest-neighbor interactions of the form 

s-s and p-p were treated. Mixing between s and p basis functions was 

treated only in nearest neighbors. The largest second-nearest-neighbor 

integral in the final parameterization was a factor of 6 smaller than 

the smallest nearest-neighbor term; thus the inclusion of third-nearest-

neighbor interactions would have only a negligible effect. The neglect 

of 3-center terms was undoubtably of greater importance. 
2 

Since Breeze calculated a density of states which matched the ob­

served spectrum width reasonably well, we began by setting the spin-

orbit coupling constant equal to zero and attempting to reproduce 

Breeze's band structure. We were able to match Breeze's energies exact­

ly at the points V, X, W, and L in the Brillouln zone. At the point 

K, however, while we could fit the lowest p band and the s hand quite 

easily, the splitting K, - K 1 in the upper two p-bands was 1.8 t?V in 

our band structure as opposed to the value of %2.1 eV obtained by 

Breeze. The band structure thus obtained and the density of states 

calculated at 308 points in the irreducible l/48th of the Brillouin 

zone are shown in Figs. 2 and 3. We shall hereafter refer to this 

calculation as the "zero spin-orbit splitting" case. 

In dealing with the spin-orbit splitting, It Is clear from the 
Q 

magnitude of the atomic spin-orbit coupling constant (£ = 0.905 cV) 
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that this term is too large to be treated by perturbation theory. 

Therefore the term ?, (r) K*s was inserted into the Hamiltonian and op 
the resulting matrix rediagonalized. We chose to use the atomic value 

for the spin-orbit coupling constant since this value must be at least 
1 3U approximately correct for the metal; — -jr- is dominated by the form 

of the atomic potential and cannot change drastically. While agreement 

with experimental data could be improved by adjusting C(r), we feel 

that this is physically unwarranted, since beyond a certain point 

"better agreement" would merely reflect the improved cancellation 

with errors, such as the lact of 3-center terms, inherent in our 

approach. The band structure and density of states from this calcula­

tion are shown in Figs. 4 and 5. The only adjustment made to facilitate 

the agreement with experimental results was a M02I increase in the 

s-p off-diagonal matrix element. 

D. Comparisons with Experiment 

In this section we shall compare the two aforementioned band 
9 strtK'ures, the 4-OPW scheme of Anderson and Gold, and the relativistic 

APW (RAPW) calculation of Loucks with the available experimental 

data. He shall consider the XPS, Fermi surface, and optical results 

in succession. 
10 9 

The band structures of Loucks and of Anderson and Gold are 

both in serious disagreement with the XPS results. Their primary error 

is that they predict values of 4.5 eV and 4.0 eV respectively for the 

occupied p-bandwidth. This is somewhat in excess of the experimental 

value of Vi.5 eV. Since both tight-binding calculations indicate that 

N(E) drops sharply to zero at the bottom of the p-hands, this experimental 
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value should be quite reliable. The OPW calculation has the further 

problem of giving almost no gap between the s- and p-bands while the 

experimental value is 2.5 eV. This splitting is, however, well matched 

by the RAPW calculation. Little more can be said about these band 

structures without actual N(E) calculations. The major conclusions 

are that they are somewhat too wide, and that the OPW calculation 

yields an anomalously small s-p band gap. 

As can be seen from Figs. 2 and 3, the primary difference between 

the S(E) curves with and without spin-orbit splitting is the introduc­

tion of a square-shaped peak roughly 1 eV wide, centered around E . 

The origin of this peak becomes readily apparent upon comparison of 

the two respective band structures. In the zero spin-orbit case, thurc 

is a band crossing at 1.4 eV below E„ at the point W in the Rrillouin 

zone. Since the slopes of the two bands near this point (W-) are 

smoothly varying and non-zero everywhere in the vicinity of the cross­

ing, there is no "peaking" of N(E) in this region. The highest energy 

W-point, Wl, is nearly degenerate (within M).07 eV) with X', and the 

band connecting these two points is very flat; thus N(E) "peaks" In 

this region, giving rise to the sharp edge of the high-energy peak 

in N(E), as shown in the figure. 

When the spin-orbit term is introduced into the Hamilton:!.-in, the 

character of the bands in the region between X and W changes. The 

two-fold degenerate level XI is split into XT(X') and X,(X ), separated 

by 0.75 eV, and the band crossing at W- is lifted with the Introduction 

of a 1.1 eV gap between the two lowest p-bands at this point. It Is 

this lifting of degeneracies that is responsible for tho changes in N(E) 
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near the Fermi level. The primary change in this region is the appear­

ance of a square-shaped peak for -0.2 to -1.2 eV. This peak arises 

almost totally from the middle p-band between X and W. The upper 

(0.2 eV) edge of this peak is due to the high-state-density region 

near X,(X.), while the lower edge arises from the Wfi(W.) region. In 

addition to this, the opening of the 1.1 eV gap between W,(W_) and 

W,(W_) has important consequences. As can be seen in comparing the 

M(E) curves with and without spin-orbit splitting, N(E) has a much 

lower minimum at -1.5 eV with spin-orbit splitting than without. The 

"missing" state density shifts to lower energy, raising the -3 eV peak 

in N(E) and giving it a square top. 

The effects of these changes on the photoemission spectra were 

examined by truncating the N(E) curves at E and broadening them with 
r 

a 0.6 eV FHHM Gaussian function in order to account for instrumental 

resolution. The results are seen in Fig. 6. It is evident that when 

instrumental resolution is considered the zero-spin-orbtt N(E) gives 

only a peak and a shoulder, while the spin-orbit split N(E) yields 

two peaks. 

In order to test our assignment of the p-band splitting in the 

photoemission spectrum, we systematically varied the parameters respon­

sible for the p-band shape. This involved bascially 3 parameters, a 

p-p diagonal matrix element (e.g. /p | H | p )) a p-p off-diagonal 

matrix element, (e.g. /p | H | p \) , and a matrix element mixing 

s- and p-functions, all between nearest neighbors. There was also a 

second nearest neighbor p-p diagonal matrix element in the calculations; 

however, it was a factor of seven smaller than the smallest of the 
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above and had a negligible affect on N(E). The observed spectrum 

allowed for surprisingly little variation in these parameters. The 

off-diagonal term determines the position of the lowest L-point and 

thus the total bandwidth. Its value is therefore fixed very accurately 

by the experiment. In addition the lowest X point must lie very near 

the absolute bottom of the bands, since, if it did not, an inflection 

point on the high-binding-energy wing of N(E) would be apparent, where 

in fact none is observed. This serves as a hound on the p-p diagonal 

matrix element, as it largely determines the position of this X point. 

The s-p mixing parameter is not essentially fixed by bandwidth consider­

ations, and thus may be varied within reasonable limits without producing 

glaring inconsistencies. The most important effect of the variation 

of this parameter is that it alters the intensity of the two peaks in 

the spin-orbit split simulated spectrum. It had relatively little 

effect on the zero-spin-orbit spectrum, never producing anything more 

than a peak and shoulder structure. Our final choice for the value oT 

this parameter represented a compromise between agreement with the 

photoemission spectrum and with the Fermi surface data discussed below. 
9 Anderson and Gold have given a very complete discussion of their 

de Haas-van Alphen effect measurements for leaii. The band structure 

they calculate matches the extremal areas 01 the Fermi surface very 

well. It is therefore likely that this band structure is reasonably 

accurate in predicting the values taken by the wavevoctor K of the hands 

as they cross E_. We have calculated some of these dimensions from our F 
spin-orbit split band structure. These are shown in Table I compared 

9 1C with the analogous dimensions calculated by Anderson and Gold, l.imcks, 
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2 and Breeze. As can be seen, our calculations are quite comparable 

to the RAPW results. The one dimension, 3-11, where the discrepancy 

is serious is a region in which the band is nearly flat in crossing 

E_, so that any slight adjustment of E_ could improve this value greatly 

without significantly affecting the other dimensions. 

The optical properties of Pb have also been measured by Liljcnvall 

et al. by an ellipsometric technique. Table II indicates the position 

of several features in the spectrum with their tentative assignments. 

Our calculation and the RAPW calculation would appear to yield similar 

results. A Karmers-Kronig extropolation of these data, however, Implies 

the existence of a peak at ̂ 4.8 eV, which the authors suggest could be 

due to X,(X!) - X,(X.) transitions, on the basis of the RAPW band struc­

ture. If the band scheme proposed here is correct, these transitions 

would have to originate near the L-point. Higher energy optical data 
12 might help clarify this point. Mathewson et al. generated an optical 

a 
spectrum from Anderson and Gold's A-OPW band structure considering 

transitions throughout the Brillouin zone. As could be expected the 

results bore only qualitative similarity to the experimental spectrum. 

E. Conclusions 

This analysis of the Pb photoemission spectrum has shown the 

following*. 

1) The 2-peak structure in the spectrum is the direct result of 

spin-orbit splitting, through the lifting of degeneracies and introduc­

tion of gaps between bands and not due to the crystal field interaction, 

2) The relative heights of the two peaks strongly reflects the 

degree of s-p mixing in the bands, 
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3) The observed splitting of 1.8 eV does not reflect any 

fundamental band splitting, but rather the placement of the Fermi level. 
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Table I. Comparison of Calculated Fermi Surface Dimensions. 
The Notation Follows Ref. 10. All Distances are in Atomic units. 

^ 
(LCAO) * fa-RAPW OPW C This work 

3-4 .161 .158 .157 .162 

5-6 .242 .259 .250 .244 

7-9 .309 .338 .318 .322 

8-9 .202 .184 .199 .191 

10-11 .148 .146 .141 .167 

12-13 .242 .239 .206 .251 

a) Ref. 2 
b) Ref. 10 
c) Ref. 9 
d) with C, = .905 eV 
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Table II. Comparison of the Prominent Optical Transitions with 
the Various Calculations. All Energies are in eV. 

This Work a RAPW OPW C LCAO " Exp I 

V W 7 1.3 1.1 1 .2 1.8 1.1 

h-h •v.1.5 M..7 M..4 -x.1.1 1.5 

»,-*} 2 .4 2 .4 2 .7 1.8 2 . 3 

1 3 . 8 

•> 4 . 8 

a) With £, = .905 eV 
b) Ref. 10'P 

c) Ref. 9 
d\ Ref. 2 
e) Ref. 11 
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FIGURE CAPTIONS 

Fig. 1. X-ray photoemission spectrum of the Pb valence band region 

from Ref. 1. 

Fig. 2. Band structure of Pb without spin-orbit coupling. 

Fig. 3. Band structure, density of states, and simulated XPS spectrum 

of Pb, without spin-orbit coupling. 

Fig. 4. Band structure of Pb including spin-orbit coupling. 

Fig, 5. Band structure, density of states, and simulated XPS spectrum 

of Pb, including spin-orbit coupling. 

Fig. 6. a) XPS valence band spectrum 

b) calculated spectrum with spin-orbit coupling 

c) calculated spectrum without spin-orbit coupling. 
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