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'-:<. a ty|.l-al -eiluIoFi- fiber filter and is'of the
same area". ien:;ity as h very thir. blalipi-.-al specInen.
If thp plenental Jeprsitr: Kere inlforaly distributed
thj'o'jfrh the substrate the c-neeatratlons would corres-
ynvid to 10 ppn by \veight.

EXCITATION

8 ^ 2 5 0 ng/cm2 ^

25 m|/cm1'
CARBON '
SUBSTRATE

- SIGNAL

1 ^/* jf >ACKGROUNO

Vlp,. 1. .Schematic of the idealized sample form

used in the calculations.



This form of sample was chosen for coru;idera*. Ion
since the trace element type of neasuremerit represents
u more ctiai 1 engIng pruwea from the point of view ;f
serisir.ivity and detcetability. It raore closely
approximates the typical sampler --noucntered i.i air
'-••••I Ltit ton and bicl^-icil anal./sis. Finally, the
sample forra in Fig. 1 represents ti.e most easily
calculable since one car. vaiidly make a number of
?iT.pl ify ing apprcxima t ions.

The calculations assume that the signal origin-
a:es frosi interactions in the surface layer only and
that energy loss or attenuation effects in this layer
are negligible. The background radiation observed in
\he detector is caused by T he interaction of 'he
•exciting radiation in .he 25 mg/cm! substrate,
rjih-incerr.ent effects between the two layers arid
•irsorption within a layer are neglected.

Four types ot^ fluorescence excitation will be
considered: a) direct electron bombardment, b) charged
particle excitation with 3 Me" protons, c1 mono-
energetic photon excitation, and d) continuous phc.-.i.
irradiation. The spectral data are calculated assum-
ing an energy resolution of 200 eV full width at half
maxim'J-Ti (FWrC.f) independent of X-ray eneiyy.

•jnci ••;.; keV e l ^ t r i T i ex '1 '.-** i...-•!;.

Direct Electron Excitation

Although i>. is not readily used for routine X-ray
fluorescence analysis o:' large samples, direct elec-
tron excitation is included in the comparison because
;f its importance ir. electron-probe device-;. The
iondnant feature of electron excited spectra is the
continuous Bremsstrahlung background generated by
tr.e electrons as they are slowed down ir. the electro-
static field of the atoms in the substrate. Fluores-
cent X rays result from the direct vacancy production
ir. the atoms in the surface layer.

Although very detailed calculations of these
effects are available In "he electron probe litera-
ture, the results shown in Fig. 2 are based on an
earlier X-ray production model.15 It is assumed t.hat
the 20 and 40 keV electrons are completely stopped in
the substrate and produce a continuous spectrum des-
cribed by:12

(E -E)
= 2.76 x 10" Z — AE (1)

E

/(here N(E) it- the number of quanta of energy E in the
interval AE, Eo is the energy of the electron beam,
and Z is the atomic number of tne target. The ioniza-
tion cross sections are calculated assuming a full
energy electron beam with no corrections for energy
loss ir. the thin deposited layer. The low-energy
X-ray spectrum is attenuated by a 50 um Be window.
This accounts for the steeply sloped background at
low energies and the subsequent difficulty in detect-
ing the Al signal. A more rigorous treatment would
include the effect of X-ray absorption in the sub-
strate resulting in a redaction in background at very
low energies.

Charged ': article Kxclta'i.r.

"luaresce;ve reasur«siehT 'is'iif; heavy-chiiri'ed
particles su-h v- ; r--'..-r:.-; r tx'.ihn particle:: -ir«>
expected *.-.; be ".luch m-r^ ?>•'?.;-iti'.'f th:in electron
excitation. Ti.e :r'3J nectior. for Hri-jnratmhZijnff
production is rejuced by several criers 'f m&piitude
due to the increased mass of *.he particles.1* Trie
dominant spectral backgr" :nd no longer results from
direct yrernsstrahlun;:; production but Is due t; con-
tinu-um raiiation emitted in the slowly down of
secondary electrons produced In the sample. Heavy
particles are very efficient at producing ionisatio^
in light elements resulting in a sizeable number of
energetic electrons which have been ejected froni the
inner atomic shells in t*~3 subs'.rjte. These produce
R continuum photon distribution whose endpoint energy
is determined by the maximum energy transfer to the
electrons by the heavy Ionizing particles. The energy
of the charged particle beams are normally limited to
3 MeV for protons and 16 MeV for a)pha particles In
order to achieve optimum sensitivity.

Very successful models have been developed to
describe ionisation by heavy-charged particles includ-
ing expressions for the energy distributions of the
ejected inner shell electrons. These results Jiave
been combined with the appropriate Bremsstrahlung
calculations in order to predict the background apec-
tra for charged-particle analysis."* These calcula-
tions together with the associated X-ray production
cross sections have been used to calculate the spec-
trum for 3 MeV proton excitation shown in Fig. 3.
The model assumes the sample form of Fig. 1 with a
Flight modification due to the reduced range of the
protons. An 8 mg/cn2 substrate is assumed to approxi-
mately compensate for the energy loss of the protons
in the substrati. The solid line is derived from the
theoretical calculations of Ref. 14 whereas the
dashed lines are adapted from measurements on very
thin substrates.



^ I',ri" ion. £,T;ooth curv- la
,: ;,;._• js(T-o ';i: lashed .•urve
.:. Vt.ir. filrr. nieajurercer.ts.
l<: -ib:; rt*r i:r assumed.

energies ''- iMi-.'i'.ei in '.ho Impart Wai'.1 pi ̂ t of
?'.?. •. 7i.i;; :.-• .r.cstLy due tc secondary-electron
yr«u.5'.r'i(il\i:.g. 7he coi.-. I.TJ-JT, background due VJ
lir'V. pr"ju--Io:. by the protons wc\li be about three
r.iers o*" sEiijiitj-lo below the level plotted. The cai-

•-••.ilatej spectrum assume.1; u ow-energy detection effi-
. i••:*•:;.' j:>minated b;: abii^rpti n Ir. a ?75 'jzi 3e window.
...':•• type -if absorption profil- has beer: deliberately
•.-ticrtn I; erJi!i:i."# the relative senslti. lty for the
!.'.'nvier element:; a*, the exper.se of the very light or.es.
A tnirj>?r windcnv would enhance "he light element
sensitivity but the drasti" increase in background
• ••i.v.c v. low energies -could reduce the relative count-
ir.iT rute fcr the higher energy X rays. A coraproinlse
solution adoptea by ione workers is to use a variable
attenuation filter consisting of a thick absorber in
whi.'h a very small hole has been drilled. A normal
backBivjr.d reduction is thus maintained over most of
'.he Jeteotor ireu with the exception of a 10! hole
thr-/.it>h which the low energy spectrum can pass un-
atter.ua ted.

The theoretical background calculations neglect
the effects of electron!; pile-up of the low-energy
cont.'.jiuum and additional background due to nuclear
reactions induced In the sample. These would result
tn an increased background at the higher energies.
in the other hand, a higher peuk-to-background ratio
Is normnlly achieved in charged-particle analysis
through the use of thinner substrates and small area
deposits.

Monoenergetic Photon Excitation

The use of photons for fluorescence excitation
has the advantage that the radiation is easily availa-
ble either from r^dioisotope sources or in conven-
tional A-ray tubes. The fluorescence is induced in
the sample by the photoelectric interaction of the
incident photons in the inner atomic shells of the
elements of interest. An important feature of this

interBctio:. lz the strong dependence jf the cross sec-
tion on the energy of the incident photon. The maxi-
nr.jsi value oocirs immediately above the binding energy
of a particular shell and decreases approximately as
I"' us the photon energy is increased. Optimum sensi-
tivity for « giver: element Is therefore achieved using
incident energies near the absorption lijnit.

The background in the spectrum is the result of
the elhst'-: 'md inelastic scattering of the incieVr.t
radii'ti-jr. ir. the s&ro;!« substrate. Elastic scatter-
ing results ir. H change In direction of the scatter-
ing ;;hctor.s sith r.c loss .In energy. Inelastic scat-
tering causes a loss In energy governed by the
kinetuitie relationship expressed in the Compton
e-j'ifttlon. For typ:c.--.l X-ray photons, this loss In
enerijy Is n fe« hundred eV or less for each scattering
-•oiiisior..

The siaipieit case to calculate is monoenergetic
photon excitation. ~nis idealized concept is normally
approximated ir. practice by using the characteristic
X rays of a particular element as the exciting so'ircs.
These car. V generated either by the direct output
fror. sr. X-ray so^urce or by a secondary target which
is fluoresced bv a primary radiation source.

The advantage A' raonoenergetic or discrete energy-
photon sources is their ability to optimally excite
elements whose absorption edge is slightly lower in
energy. Fluorescent peak-to-backgrcund ratios can be
irjsximized by confining the scatterijig of the incident
X-ray lines tc or. energy region of the spectruir, where
no fluorescent '!. ray cf interest are expected. The
disadvantage -f the technique results froa the loss
>f sensitivity for those elements whose absorption
edges are at a much lower energy. In order to measure
these elements efficiently a second fluorescent er.ergy
Is normally used.

According to the simplified model used in these
calculations tte spectrun should consist of an elastic
scatter peak at the energy of the exciting radiation,
an elastic scattering peak at a slightly lower erergy,
and the fluorescent X rays at their appropriate
energies. The area of the scattered peaks is propor-
tional to the appropriate cross section for inter-
action in the substrate as obtained from the litera-
ture.15 The fluorescent X-ray lines are proportional
to the photoelectric cross section in the deposited
layers.

Figure 4 shows a calculated spectrum for the case
of 17 keV monoenergetic photons incident on the test
sample. The dashed line below the inelastic peak
represents the background as calculated assuming the
simplified model discussed above. The lack of back-
ground at lower energies is clearly unrealistic in
view of the experimental results. Observed spectra
shows a continuous distribution whose intensity is
proportional to the high-energy scatter peaks.

Assuming that appropriate measures such as
collimation or guard-ring rejection have been used
to reduce detector background to a minimum,3 then
it is difficult to attribute the continuous background
to any obvious physical processes. Earlier published
calculations have estimated the background contribu-
tions due to photoelectron induced Bremsstrahlung in
the sample and resulting from escape cf energetic
electrons and their associated Bremsstrahlung from
the detector.16 These effects failed to account for
the total observed background.
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Fig. 4. Calculated spectrum assuming 17 keV
photon excitation. The continuous
background is based upon a fraction
of the total continuous background
to scatter peak equal to 2%.

In order to obtain a realistic value for spectral
background to use in the calculation, an empirical
value for the bacxground level was chosen based on
measurements of a low-background guard-ring rejection
detector. In the calculated spectrum of Fig. A it is
assumed that 2% of the scattered intensity is isni-
formly distributed over the energy range from 0 to
15 keV.

Since the detection sensitivity for the very
light elements is greatly reduced due to the energy
dependence of the photoelectric cross section, a
second measurement is typically performed. Figure 5
shows the calculated spectrums for A.5 key photon
excitation. It is assumed that A% of the total scat-
tered intensity is distributed uniformly over the
spv-trum and that the low-energy X rays are attenuated
by a 25 yn Be window. The greatly enhanced sensitivity
for Ai and S is apparent.

vontinuous Photon Excitation

A Method for reducing the effects due to the
energy dependence of the photoelectric yield is to
employ a continuous photor. distribution for fluores-
cence excitation. A continuous distribution guaran-
tees that there will be a portion of the exciting
radiation in the energy region most favorable for
efficient X-ray production. On the other hand there
will also be s portion of the radiation which can be
scattered into the region of the spectrum where the
fluorescent X rays are to be measured. The net effect
is a slower variation of sensitivity with atomic num-
ber but with some loss in detectability relative to
monoenergetic excitation.

Fig.

2 3 4 5
ENERGY (IseV)

Calculated spectrum assuming 4.5 keV
photon excitation. The background-
to-oeak ratio is assumed to be i%.

The present calculations assume a flat energy
distribution of incident radiation. The fluorescence
intensity is obtained "by integrating the photoelectric
cross section over this distribution in the region
above the K absorption edges of the elements. Two
separate cases of background are calculated. A pes-
simistic estimate is calculated assuming that coherent
and incoherent scattering contribute equally to the
continuous background. Since at low energies the for-
ward peaked elastic scattering constitutes the major
portion of the cross section, it is reasonable to
assume that a reasonably designed geometry could
reduce this component. A lower liinit for the scattered
background is calculated assuming that only the
incoherent process is present. The actual background
would lie somewhere between these two extremes.

Figure 6 shows the calculated spectral responses.
A 25 Mm Be window is assumed. As expected the peak to
background varies more slowly with energy than with
discrete excitation. The low-energy background is
shown to approach zero at very low energies although
in a more realistic calculation the effect of the con-
tinuous background due to the detection of high energy
events should be included.
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Fig. 6. Calculated spectra assuming a con-
tinuous flat photon distribution.
The two background tpectra repre-
sent possible extreme values. More
accurate calculations would lie some-
ware between these.

COMPARISON OF RESULT;:

In order to summarize quantitatively the results
of the calculations, the detectable limits for each
of the methods have been derived from the model. This
limit assumes a value of }o where o is the root mean
square deviation equal to the square root of ths; back-
ground under the peak. The comparison is normalized
to a total counting rate of 10* cour.',i,/seeond for each
method corsistent with a maximum coitnting .ate limit
determined by the pulse processing electronics. The
total analysis time is 300 seconds for each.

These conditions are appropriate for high inten-
sity sources such as accelerators or X-ray tubes. The
results will probably require scaling to lower count-
ing rates and longer Intervals if radioisotope sources
are used.

Table 1 is a summary of calculated deteetabil-
ities for each of the methods considered. The results
appear to agree reasonably well with the trends
observed experimentally and in some instances the
agreement is better than might be expected on the
basis of the simplified calculations. It should be
emphasized that these results represent optimistic
approKimations of what mifjht be achieved under ideal-
ized conditions.

The values for Al and 3 quoted for the 3 MeV
protons were calculated assuming a much thinner window
(0.025 um 3e) relative to the other elements in the
column. A thinner window has the effect of improving
the detectabilities for low atomic number elements at
"the expense of the heavier element values. This
follows from the assumption that the counting rate is
limited to 10" counts/second. Since the lov.'-energy
background is such a dominant feature of the spectrum,
a large counting rate in this region reduces tne
relative counting rate at the higher energies. Thus,
the absorption of the lower energy portion of the
spectrum plays an important role in determining the
sensitivity of charged particles.

In the case of photon excitation, the monoener-
g^tic source achieves a better sensitivity in cases
where the energies are close to optimal. The detect-
abilities for continuous excitation exhibit a smoother
behavior with energy and are comparable to those for
mcnoer.ergetio excitation for the very light elements.

TABLE 1
a)

CALCULATED DETECTABILITIES

Al

S

Ca

Fe

Cu

Br

PROTONS
3 MeV

.018*'

.046 W

.018

.0058

.0028

.014

PHOTONS
17 keV

.178

.062

.014

.0076

.0038

PHOTONS
4.5 keV

.162

.CM

.010

CONTINUOUS PHOTONS
(Total Scatter)

.277

.116

.068

.036

.028

.021

CONTINUOUS PHOTONS
(Incoherent Only)

.048

.017

.015

.011

.010

.009

ELECTRONS
40 keV

.342

.196

.164

.160

.195

.277

a) Expressed as ug/cin2 referred to a 25 mg/cm2 substrate. Results are based upon
simplified theoretical models described in the text assuming 1011 cts/si?e and 300 sec intervals.

b) Results Tor Al and S were calculated assuming a 25 um Be window. The remaining
elements were calculated assuming 375 um Be.



Altnough one is tempted to pursue these compari-
sons into greater detail, it is probably be^t *o limit
the discussion to these few observations in ''.ew of
the approximate nature of the calculations. However,
the calculations do give one the assurance that the
models represent a reasonable interpretation of the
actual processes involved in each excitation method.
In all but the case of monoenergetic excitation, the
calculations are based upon fundamental physical
interactions inherent in the irradiation process. For
monoenergetic excitation, a semieropirical approach
was required to quantify the effect of continuous
spectral background.

TECHNIQUES FORIMPROVEMENT

Some improvement in the capabilities of each
methcd relative to the calculated values is possible.
The use of thinner substrates and variable attenua-
tion absorbers have already been discussed with refer
enee to charged-particle excitation.

The detectability of photon excited analysis
could be improved if the magnitude of the scattered
radiation could be reduced. Several authors have
attempted to employ linearily polarised photons for
excitation in order to take advantage of the minimum
scattering in the direction of the polarization.17"19

Although a relative reduction in background to fluor-
escence sipnal has been observed, it has not proved
practical to construct high intensity polarised
souri: 3 by conventional techniques.

All of the methods can profit by the ability to
handle higher counting rEtes in the pulse processing
system. The technique of pulsed excitation has been
employed successfully in each case with the accom-
panying increase in output counting rate.20"22 The
method of pulsed excitation also has a number of
secondary advantages such as the reduced target heat-
ing which benefits charged-particle techniques.

The question of the continuous background induced
by the high-energy scattered photons is an important
area for improvement in the case of monoenergotic
excitation. Insofar as this effect cannot be attri-
buted at present to any fundamental interactions
involved in the irradiation and detection processes,
it is hoped that future developments might reduce
ihi.s background contribution considerably.

CONCLUSION

The observed energy dispersive X-ray fluorescence
spectra obtained with various forms of fluorescence
excitation can be described using simplified physical
irodels. Theoretical and semiempirical calculations
based on these models give reasonable agreement with
experimental values for sensitivity and aetectability.
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A COMPARISON OF SENSITIVITIES AND DETECTION LIMITS BETWEEN DIRECT EXCITATION AND

SECONDARY EXCITATION MODES IN ENERGY DISPERSIVE X-RAY FLUORESCENCE ANALYSIS

Bruce E. Artz and M. A. Short
Engineering and Research Staff - Research

Ford Motor Company
Dearborn, Michigan 48121

A comparison has been made between the direct tube
excitation mode and the secondary target excitation
mode using a Kevex 081G energy dispersive X-ray fluores-
cence system. Relative sensitivities and detection
limits have been determined with two system
configurations. The first configuration used a
standard, hign power, X-ray fluorescence tube to di-
rectly excite the specimen. Several X-ray tubest in-
cluding chromium, molybdenum, a-.id tungsten, both fil-
tered and not filtered, were employed. The second
configuration consisted of using the X-ray tube to
excite a secondary target which in turn excited the
specimen. Appropriate targets were compared to the
direct excitation results. Relative sensitivities and
detection limits have been determined for K-series
lines for elements from magnesium to barium contained
in a low atomic number matrix an%! in a high atomic
number matrix.

Introduction

In conventional, wavelength dispersive. X-ray
fluorescence analysis the source of primary excitation
can be changed only by changing the X-ray tube and a
selection of tubes including chromium, molybdenum,
rhodium, tungsten, and gold is usually available. In
some X-ray fluorescence spectrometers, the intensity-
energy distribution of the primary radiation can be
modified by inserting a filter between the tube and
sample. The advent of energy dispersive spectrometry
has been accompanied by a proliferation of X-ray
sources used to excite a sample, in addition to the
use of X-ray tubes, with and without filters, there
are also transmission target tubes, pulsed output
tubes, and secondary target sources in which an X-ray
tube excites a secondary target and this in turn
excites the sample. Additional filters may be placed
between the tube and secondary target and/or between
the secondary target and sample. A suitable radio-
active isotope can also be used as a source of X-rays
either directly or in a secondary excitation mode. With
the availability of such a wide choice of X-ray sources
it is necessary to study the relative efficiencies of
the different sources so that an optimum or near opti-
mum selection can be made for use in an analysis. The
present study is concerned vith a comparison of sensi-
tivities and detection limits for elements in light

and heavy materials in direct excitation and secondary
excitation modes in energy dispersive fluorescence
analysis. A Kevex 0810 excitation system, with
Siemens X-ray tubes, an 80 sq. mn Kevex Si(Li) detector,
collimated to 3 sq. ram vith a resolution of 175 eV, and
amplifier (with Lowes1 live time correction), and a
Tracor Northern NS 880 analyzer were used. The study
encompasses chromium, molybdenum, and tungsten X-ray
tubes, and titanium, copper, yttrium, zirconium, tin,
and gadolinium secondary targets.

Sensitivities and Detection Limits

In X-ray fluorescence analysis, as in any form of
chemical analysis, it is desirable to obtain \.he best
precision within the available time. When analyses for
trace elements are being considered, the lowest amount
detectable should be known. Detection limits,
ptecision, and time of analysis are all related and it
is often possible to adjust the configuration of the
X-ray equipment to optimize the results. The precision
of a result is usually increased by increasing the
counting time and by obtaining the highest system sen-
sitivity for the measurement. The system sensitivity
is defined here as the measured intensity (peak minus
background) per unit concentration, for example, counts
per second per weight percent. On the other hand, when
trace elements are analyzed the system may be config-
ured to produce the minimum detection limit. The de-
tection limit is influenced by the sensitivity, the
background intensity and the counting time. The
detection limit is defined here as that concentration
which gives a measured signal that is three times the
standard deviation of the background. This relation-
ship is given in Equation 1:

Detection _ 3 x V background count rate x time

limit ~ sensitivity x time

(1)

From Equation 1 it is evident that the detection
limit can be minimized by any of three factors:
increasing the time, increasing the sensitivity, and
decreasing the background.

Consider the effect of time in general on the
determination of both precision and detection limit.
When solid state detectors are used, the processing of

TABLE I Source Configurations

Excitation Mode

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.

Direct
Direct/Filter
Direct/Filter
Secondary Target
Secondary/Filter
Secondary/Filter
Secondary Filter

Secondary/Filter
Secondary/Filter
Secondary/Filter

Cr (2400)

Cr
Cr/0.02 mm Cr
Cr/O.O25 mm V0 2

Ti
Cu/0.04 mm Cu

Zr/0.05 mm Zr
Graphite

Graphite/0.025 mm V0 2

Sn/0.05 mm Sn
Gd/1 mm Al

Mo (2800)

Mo
Mo/0.025 mm Mo
Mo/0.05 mm Mo
Ti
Cu/0.04 mm Cu
Y/0.05 mm Zr
Graphite

Graphite/0.05 mn
Sn/0.05 mm Sn
Gd/1 mm Al

l Mo

W (2800)

W
W/0.025 mm W

Ti
Cu/0.04 mm Cu
Zr/0.05 mm Zr
Graphite

Graphite/0.025 n
Sn/0.05 mm Sn
Gd/1 mm Al

m W



the pulses within the amplifier, ADC, and MCA results
in an increasing system dead time as the input count-
ing rate increases. This dead time must be considered
when computing the total analysis time, which is equal
to the live time plus dead time. To process the most
counts in a ,qiven analysis time, a system is usually
adjusted to between 50% and 70% dead time. For the
system used in this study, the input count rate of
about 3000 cos gave the largest number of counts per
second of analysis time. A live time of 100 seconds
took about five minutes of analysis time. Adjusting
the count rate as described gives the best sensitivity
value for any particular X-ray source configuration.

Procedure

To investigate the various X-ray source configu-
rations, two series of samples were produced. One
series consisted of low levels (less than 2 weight
percent) of elements from magnesium to barium in a
\ight element matrix (lithium tetraborate). Samples
were prepared from finely ground powders mixed into
the lithium tetraborate with the addition of 10% resin.
Pellets were pressed at about 20,000 psi and then
placed in an oven for 20 minutes at 140°C. A second
set of samples was prepared using a heavy element
matrix (tungstic acid). This set of samples included
10Z of Somar Mix as a binder and was pressed at 50,000
psi. No heating was necessary. In order to minimize
errors in sample preparation each element was used at
different levels in at least two samples. Where pos-
sible these samples were prepared from different
compounds. Each sample was mixed in a mixer mill for
20 minutes and two pellets were made to check for
homogeneity. Intel-lement effects were considered
negligible since the total weight of non-matrix
elements was kept to less than five weight percent. In
addition to these samples, several standards on Whatman
541 filter paper were purchased from Columbia
Scientific.

The source configurations used In this study are
given in Table I and data were collected from the pre-
pared samples for all of these configurations. The
X-ray tube voltage was maintained at 55 kV and the tube
current was adjusted to give = SOOi" cps from the pure
matrix material for each configuration. Several con-
figurations (Gd secondary target for light and heavy
matricies, and all secondary targets for filter papers)
would not five 8000 cps and for these cases the X-ray
tube was run at close to the maximum power.

The net integrated counts for ka (ko plus kS for
light elements) were used. The integration limits were
set to include the entire peak using an algorithm that
adjusted the integration width to three times the full
width at half maximum for elements above titanium and
to six times the full width for elements below titanium.
All data were collected for 100 seconds live time and
all detection limits are given for 100 seconds live
time.

Results

Consider first the effect of filtering the source
radiation. Figures 1 and 2 show how the sensitivities
and detection limits are affected by filtering. These
results are for a molybdenum target X-ray tube in the
direct excitation mode. The effect of filtering is
beneficial, giving higher sensitivities and lower
detection limits for most elements except those with
low atomic numbers. This effect was seen independent
of X-ray tube, secondary target, or matrix. The effect
of filtering becomes more pronounced as the atomic
number of the exciting source increases.

Figures 3 and 4 show the results for different X-
ray tubes being used for direct, excitation of elements
in a light matrix. Examination of Figure 3 shows that
the chromium X-ray tube gives a much greater sensitiv-
ity for light elements than the others while keeping a
low background. This is the ideal case and results in
a vastly superior detection limit for light elements.
For heavier elements, the molybdenum and tungsten tubes
prove superior with the tungsten tube being best for
elements from strontium to barium. As with any form of
excitation, a major problem is encountered in the energy
region near uie characteristic lines of the X-ray
source. In direct excitation the tube must be filtered
to eliminate the characteristic lines when treasuring a
line in these regions. This filtering results in
greatly decreased sensitivity and increased detection
limits in this region. It is important to consider
these regions when choosing an X-ray tube for direct
excitation.

The problem of characteristic lines can be some-
what alleviated by using a secondary target system that
has selectable secondary targets. This allows the
operator to choose the secondary target that provides
the most information in the range of interest. In
addition, the entire energy range from 0 to 40 keV can
be covered quite well by as few as three secondary
targets. Figures 5 and 6 show the sensitivities,
backgrounds, and detection limits for titanium, tin,
and gadoliniuni secondary targets being excited by
chromium, molybdenum, and tungsten tubes for elements
in a light element matrix. The choice of which X-ray
tube to use depends on the energy-range of interest but
the superiority if the chromium X-ray tube and titanium
secondary target combination for light elements usually
offsets the relatively smaller losses at higher atomic
numbers. It is of interest to note that the result for
the intermediate atomic number targets such as zircon-
ium and tin are affected little by the choice of the
X-ray tube. The largest effect is seen when the
characteristic line of the X-ray tube is very efficient
at exciting the secondary target. Examples of this are
chromium tube/titanium secondary target and molybdenum
tube/yttrium secondary target. For higher atomic
numbers in the range 50-60, continuum radiation becomes
dominant in the excitation of a high atomic number tar-
get such as gadolinium and consequently the tungsten
tube proves superior in this range.

Figure 7 compares the detection limits for the
secondary target system and direct excitation for
elements in a light element matrix. As can be seen,
the secondary target system is superior in all cases
except very high energies. This superiority is most
significant with the chromium target X-ra> tube and in
general the secondary target system gives higher sensi-
tivities and lower detection limits. This generality
seems to hold providing the secondary target system can
produce the optimal 8000 cps at the detector. The
failure of the gadolinium target to surpass the direct
excited mode is primarily because this target produced
significantly less than 8000 cps. This effect is also
significant when comparing detection limits and sensi-
tivities on Whatman 541 filter papers. The direct
excitation mode gave much higher sensitivities as well
as higher backgrounds and gave detection limits com-
parable to secondary targets. With the present 2 nra
collimator, the secondary targets did not produce 8000
cps when filter papers were used. It is expected that
there may be a better system arrangement when measuring
filter papers and further work is being done.

Matrix effects can be seen in Figure 8 where de-
tection limits in light and heavy element matricies
f.e compared. The Increase in detection limit is
caused primarily by absorption in the matrix nnd the



fact that the characteristic lines from the matrix form

a large fraction of the measured intensity. Table II

summarizes the effects seen.

TABLE II

Summary of Configurations That Give High
Sensitivities and Low Detection Limits

Light Element Matrix

Atomic
Number < 20 Cr-Ti (Secondary)

21-46 W-Secondary Targets
46-60 W-Direct/Filter

Heavy Element Matrix

Atomic
Number 35-60 W-Direct/Filtered

Whatman

Atomic
Number

541

* 20

21-35
35-60

Cr-Ti (Secondary) or
Cr Direct
W-Secondary Targets
W-Direct/Filtered

Figuie I. Effect of filtering on detection limit.
55 kV, 8000 cps input, 100 seconds live
time.

' ;'

£ffuct ol' filtering on HenHtfivlty and
background using a Ho X-r.iy tutu.- with and
vlthotit a 0.05 rea Mo filter. Data collect-
ed for elements In lltulua tcrr.ihoratc
matrix at 55 kV ulth tube current adjusted
.in dcHcrlhed in text.

t'lfiure 3. Sensit lvit.'.cs and backgrounds in light
decent matrix using Cr, Ho, rnd U targ
tubes. 5S kV, S000 cps Input.



: .#M tl.nant ilar<

Figure 4. Detection "lmlts in light element matrix
for Cr, Mo, and W target X-ray tubes in
direct excitation. 55 kV, 8000 cps input,
100 seconds live time.

Figure 7.' Comparison of detection limits for direct

excitation and secondary target excitation.
55 kV, 8000 cps input, 100 seconds live
time.

B-itrn Lffeel

Figure '). Sensitivities and backgrounds for Ti, Sn,
and Gd secondary targets using Cr, Mo, and
W X-ray tubes. 55 kV, 8000 cps input.

Figure 8. Comparison of detection limits in lithium
tetraborate and tungstic acid. 55 kV,
8000 cps input, and 100 seconds live time.

Figure 6. Detection limits for Tl, Sn, and Gd
secondary targets using Cr, Mo, and V
X-ray tubes. 55 kV, 8000 cps input,
100 seconds live time.
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wavelength; E is the electron energy; R is the orbital
radius; and K

1/5
of the second kind. Equation (1) is the basis for the
description of synchrotron radiation and from it all
the properties a) - f) listed above can be deduced.

By integrating the above equation over all angles
+ we can obtain the total instantaneous power as a
function of wavelength:

1(>) ~ (E7/R5) G(y) (2)
where

G(y) =

with

and

K , (

y =

Procatdm^s. EHDA X-tnd GinwaHrr Svmfj. Ann Arbor. Ml. fctey 19 21. 1076 (Cant 760b39)

SYNCHROTRON RADIATION: PROPERTIES, SOURCES AND RESEARCH APPLICATIONS

I. J'.ndau and H. Ulnlck
Stanford Synchrotron Radiation Project

Stanford University
Stanford, CA

The development of modern electron storage rings
for high energy physics research has provided other
disciplines within physics, chemistry and biology with
a new unique radiation source, namely synchrotron radi-
ation. In this paper we describe the general proper-
ties of synchrotron radiation and its characteristic
features as an X-ray source. The Stanford Synchrotron
Radiation Project (SSRP) was established as a national
facility for synchrotron radiation research In 1975 &*>&
will be described In some detail. Finally we will give
a short summary of the scientific research program at
SSRP, demonstrating the capability of synchrotron radi-
ation as compared to standard X-ray sources.

Properties of Synchrotron Radiation

From elementary physics it is well-known that an
accelerating dipole emits electromagnetic radiation
with a radiation pattern of sine-squared angular dis-
tribution. For relativistic particles this radiation
pattern is changed drastically to be confined to the
forward direction of the dipole's motion and also given
other unique properties. During recent years high-
energy physics research has developed storage rings,
where electrons (and positrons) travel in circular
motion with velocities very close to that of light
and with several giga electron volt (GeV) energy.
These new machines are the basis for the exploitation
of the radiation (synchrotron radiation) from these
relativistic electrons as a new X-ray and ultraviolet
source. The theory of synchrotron radiation is now
well developed and goes back to the pioneering work by

Schwinger, who devised the equations for both the wave-
length and angular distribution of the radiation. Be-
fore giving a short description of salient features in

Schwlnger's^ equations it may be appropriate to pre-
sent a summary of the most important properties of
synchrotron radiation: a) an intense, continuous spec-
tral distribution from infrared to X-ray wavelengths;
b) highly collimated radiation confined near the or-
bital plane of the circulating electrons; c) highly
polarized radiation with the electric field vector in
the orbital plane; d) the absolute intensity and spec-
tral distribution can be accurately calculated from
well-defined parameters; e) a pulsed light-source with
time structure on the nanosecond scale; f) a stable,
low-noise source operating in ultrahigh vacuum environ-
ment. There are several comprehensive review articles
describing the properties of synchrotron radiation and

its research applications within different fields.-'* -1

Following closely the treatment by Schwinger and
12Godwin the Instantaneous power radiation from a mono**

energetic electron In circular motion is given by:

K , ore modified Bessel function*;

= >.c/>.

(5)

with

and

(1)

X =

i = (27TR/3X)(m0c7E)(l + X?y'd ,
where i|> is the azlrouthal angle of observation and Is
defined as the angle between the line «/ observation
and ltB projection on the orbital plane; X Is the

is the critical wavelength. The critical wavelength
is proportional to the orbital radius and inversely
proportional to the cube of the electron energy, cleer-
ly showing the high electron energies push the radia*
tion maxima towards harder X-rays. G(y) is a univer-
sal spectral distribution function similar in shape
to the blsckbody radiation curve with a long tail ex-
tending to long wavelengths and a sharp cutoff at
short wavlengths.

By performing one further integration the total
power into all angles and wavelengths oan be deter-
mined:

I - EV
and heoce tht energy radiation per revolution is

~ E /r. The energy losses due to synchrotron radia*
tion is thus a strong function of electron energy and,
in fact, is a severe limitation in design of high-
energy storage rings and synchrotrons for electrons.

The synchrotron light is elliptlcally polarized
and the Intensities of the two polarization components,
parallel and perpendicular to the electron orbit, are
given by the two terms in Eq. (1). It appeals that the
synchrotron light is completely polarized In the plane
of the electron orbit. Integration of the two compon-
ents (see Eq. 1) over all angles and all wavelengths
gives 75/6 degree of polarization, independent of or-
bital radius R and electron energy E. Furthermore,
the polarization remains high at all wavelengths since
the intensity of radiation emitted Into a certain
angle falls off ibout as fast as the polarization does
fpr increasing angle c. The degree of colllmation of
the synchrotron radiation can be estimated (valid near

the peak of the synchrotron spectrum) from ra-c^/E,

showing the importance of high electron bean energies
for good collimatlon. Other properties of synchrotron
radiation, more specifically connected to the Stanford
Synchrotron Radiation Project, will be discussed in *
following section.

The discussion above has been carried out for one
electron with constant orbital velocity. In reality
the situation is more complicated due to synchrotron
and betatron oscillations of the electron beam find

other beam dynamical effects. Despite this, it can be
stated the the properties of synchrotron radiation arc

11



well understood from the expressions discussed above or

from a further elaboration of these equations.

Synchrotron Radiation Facilities

Historically research using synchrotron radiation

Q

began with the work of Tomboullan and others at the

300 MeV Cornell .synchrotron in I955 and was continued

by a team at the National Bureau of Standards 180 MeV
q

synchrotron,' Internationally the most extensive syn-
chrotron radiation research work was started by Haensel
anc co-workers at DESY in Hamburg, Germany, as a
secondary operation on a high energy physics machine.
For the moment synchrotron radiation research is going
or. at a large number of laboratories all over the world.
A summary of existing facilities is given in the paper

14
by Winick. In the following we will concentrate our
discussion on the Stanford Synchrotron Radiation
Project (SSRP), which now is used extensively for X-ray
and UV research.

Hie Stanford Synchrotron Radiation Project (SSRP)

The Stanford Synchrotron Padlation Project

(SSRP) 1 5* 1 8 was funded In June 1973 by the National
Science Foundation as a national facility for UV and
X-ray research using synchrotron radiation from the
storage ring SPEAR at the Stanford Linear Accelerator
Center. SSRP started operation in May 1974 and is open

to all qualified users. SPEJIR •" operates normally
in the electron-positron coiiiding-beam node with
stored beam energy E varying from 1.5 to 4.0 GeV and
with up to 35 raA in each beam (May 1976). In operation
as a single-beara synchrotron radiation source much
higher currents can be obtained. Thus for 225 mA has

been accumulated c and more is clearly possible. It

typically takes 15-JO min to fill SPtAR with electron

and positron beams, after which the beams are stored

and made to collide for several hours, the lifetime

being 3-5 hrs. Extended periods of time are thus

available for synchrotron radiation experiments even

when SSRP Is operating iti a symbiotic mode on the high

energy physics program. Looking Into the future con-

ceptual designs have been developed to use SPEAR ex-

clusively for synchrotron radiation research, in

which case considerable more synchrotron radiation can

be produced in a single-beam mode of operation.

So far SSRP has been operating around a single
beam port on the SPEAR vacuum system accepting 11.5
rarad of synchrotron radiation in the horizcntal plane.
For the moment (May 1976) a major expansion of the
facility is under way at SSRP, including a second
tangential beam line accepting 20 mrad of radiation
and providing accommodation for at least 4 additional
X-ray experiments. The potential exists for future
expansion of additional beam lines, each with the sasio

capacity of the second beam lino.*~

SSRP is an experimenter-operated facility designed
for maximum access to and utilization of Che radiation
within the limitations set by the radiation shielding
and personal protection systems, and the protection of
the ultrahigh vacuum syitcm. Shielding and a personnel-
protection interlock system are designed to permit
close access to experimental equipment during all
phases of SPEAR operation (filling, storing, and dump-
Ing of bean). The experimental area Is divided Into
*,o called hutches, one for each experiment. The hutch
concept ceans that each experimenter Is permitted ac-
cess to his experiment by rac*m of his oun control and
interlock panel without requiring tWtfcor permission
from outside operators and independently of the condi-

tion of other synchrotron beam runs or of the SPEAR
ring status. The hutch system is interlocked into the
SPEAR operation in terms of radiation and vacuum sarecy.

SPEAR has a radius curvature of 12.7 ra. The spec-
tral distribution of synchrotron radiation from SPEAR,

given as photons -i mrad* mA* (10$ bandwidth)" , is

shown in Fig. 1 with the electron-beam energy E as the

SPECTRAL DISTRIBUTION OF
SYNCHROTRON RADIATION
FROM SPEAR [p •12.7 m)

0.001 0.01 O.I I

PHOTON ENERGY IKtV)

Fig. 1--Spectral distribution of the synchrotron light
from the SFEAK storage ring.

parameter from 1.5 - 4.5 GeV. As seen, it is an in-
tense, continuous distribution extending from the ir
to the X-ray region. The critical energy E related

to the critical wavelength described above is also
shown for each beam energy. The extreme importance
of high electron-beam energies for extending the
spectral distribution into the X-ray region is clearly
demonstrated by this plot, the critical energy increas-
ing from O.58 keV (21 %) at E=1.5 GeV to 11 keV at

E=4.0 GeV. The mrad refers to the collection angle
in the horizontal plane. In the vertical plane the
beam is naturally collinated and has a divergence of
about ± 0.2 mrad (typical at 2.5 GeV), I.e., the
height of the beam 20 m from the source point is about
4 mm. The source si&e (electron-beam size) is typi-
cally 1.6-mm (FWHM) high and 5. (FWHM) wide at
2.5 GeV during colliding beam runs. As was discussed
in a previous section the synchrotron radiation losses
are a strong function of the ulectrom-bea.ii energy. In
the case of SPEAR, typical values are 4 kW (2.5 GeV,

15 mA) and 45 kW (4.0 GeV, 25 mA). 1^ Normally SPEAR
is operating in the single-bunch colliding-beam mode,
i.e., there if one bunch of electrons and one of
positrons circulating the ring with orbital frequency
1.28 MK:t. The SPEAR radiofrequency is J5-3 MHz, which
is thus the ,'80th hcrnonlc of the orMtal frequency.
The one-bunch mode of operation offers unique timing
capabilities of using the synchrotron light as a
pulsed source, since the pulse duration if 0.O-0.4 ns
and repeats at l.^d MHz. It: is thus possible to per-
form experiments requiring fast time correlations.

Orbit monitoring and control arc important since
a small vertical electron-beam orbit distortion can
result in a displacement of several millimeters ac
the location of the experiment (2D m from the source
point) due to the angles associated with orbit motion.
Thus it has been fourv. necessary to reproduce the
position of the synchrotron radiation source point 10
t 0.2 ran. This in accomplished by powering a pair of
trim coils, which provide horizontal dlpolc ficldt.,
positioned j; prox<rt.»toly 130 apart in the phase of
t*ic vertical betatron oscillation. Position monitors
produce an electrical signal proportional to the
vcrriuU bean displacement, <nd a feedback system on
tho power supply controlling the buota bump keeps the
i>o»a centered automatically, Kivlng the synchrotron



radiation b?am an accurate and reproducible position

at all times.

An artist's view of the SSRP facility is shown in
Fig, 2. The 11«5 mrad of synchrotron radiation, corre-
sponding to 15 an of curved path in a spear bending

Fig. 2 — A schematic drawing of the different beam-lines
at the Stanford Synchrotron Radiation Project.

magnet, emerges tangentially into a UHV pipe. Part
of the horizontal fan of radiation is split away from
the tangential direction by reflection at glazing
incidence on two ultrasmooth (rras surface roughness
30-70 A) Pt-coated Cu mirrors placed 6.5 m from the

source point. One of the mirrors intercepts the
outer 2 mrad of the radiation fan at 2 horizontal
grazing anele of incidence, resulting in a horizontally
focussed 4° deflected beam. A plane mirror intercepts
the inner 3-5 mrad of the fan at 4° vertical grazing
angle of incidence. The mirrors can be remotely in-
se.-ted and adjusted and are cooled theraoelectrically
to enable operation with up to 25 W of synchrotron
radiation per mrad. The vacuum system is an all-netal,
bakable UHV system. The central beam pipe extends to
10.5 m from the source terminating at the Be window
assembly (see above). The 4° and 8° headlines contin-
ue in the vacuum, without any window material, into
the experimental areas 16 and 23 m, respectively, from
the source point. The different beam lines can be
isolated from each other and from SPEAR by gate values.
Water-cooled masks define the synchrotron light path
through the vacuum system.

The central part of the beam contains 4-10 mrad
of radiation (depending on insertion of mirrors) which
proceeds down the UHV pipe and passes through a pair
of 5-|am-thick water-cooled pyrolltic graphite foils,
which absorb the UV and soft X-ray part of the white
radiation. The radiation then leaves the vacuum system
10.5 m from the source point through a pair of 250-um
water-cooled beryllium windows. The foil and window
syste'" begins to transmit radiation at about 3.5 keV
an< reaches 50$ transmission at 4.5 keV. After emerging
from the SPEAR vacu.m syutem the X-rays travel in a
helium atmosphere into a shielded area in wlch several
monochromatom are Installed.

Scientific Research Program

During the two years SSRP has been in operation a
variety of experiments have been performed from photon
energies of 5 eV up to 50,000 eV involving research
programs in physics, chemistry and biology. About 150
scientists from JO different experimental groups have
participated in the program. Here we can only summarize

briefly those different research projects. ""

We will concentrate on the X-ray research and only

mention briefly the activities in the ultraviolet and

soft X-ray regions. The 8 beam line isXequipped

with a Seya-Mamioka monochrcmator which provides
monochromatic radiation up to 30 eV. The design of
the optical system enhances the degree of polarization
to about 98$ in the spectral range 6-30 eV. Research

24 2K

programs including scattering, reflectivity,

absorption, fluorescence and photoamission" ' have

been established. The 1* beam llne^ is equipped
30

with a grazing incidence monochromator^ with fixed
entrance and exit slits (modified version of the Vodar-
type) and with a resolution of 0.1 A in the photon
energy range 30-600 eV. Research on this beam-line

has included soft X-ray absorption^ , reflectance,
Q7 2^ ^2- "55

photoemission ' "'^ JJ and grating calibration as

well as time-of-flight spectroscopjr ' utilizing
the unique time structure of the pulsed synchrotron
light.

Several diffexent crystal monochromators are in-
stalled on the central beam line for use in the X-ray
region: 3-25 keV (4-0.5 *")• A double-crystal mono-
chromator in the non-dispersive mode is installed for

X-ray photoelectron spectroscopy measurements'^'•"
with high resolution (0.3 eV .it 8.0 keV) on the second
floor in the building (see Fig. 2). It has also been
used for snail-angle scattering of X-rays to determine

24
the morphology of macromolecules in solution.

A tunable focusing X-ray monochromator has been

0̂
made operati'mal at: SPRP since May 1975. Ite focus-
ing geometry is shewn in Fig. 3. Both the e l l ipt ical ly

FOCUS

Fig. 3--Schematic .of the tunable, >;ocusing X-ray mono-
chromator (from ref* 41).

curved glass mirror and the logarithmically spiraled

silicon crystal provide variable focus and monochro-
o 41-4^

matizatlon from 0.5 to 3.0 A. J It haa been applied
to low-angle X-r«y diffraction studies of biological
structure problems, e.g. frog sciatic nerve myelin,

24
retinal tissue and nuscle. The same experimental
set-up has also been used for protein crystallography

44
studies of e.g. rubredoxln, azurln, nerve growth
factor and lyglutamlnase-aaparaginese.

The third X-ray monochromator'' (shown to the
right in Fig. Z) consists of a channel-cut Si (220)
single crystal, which provides monochromatic radiation
of a bandwidth of approximately 1 oV over the photon

energy range > u 5 keV.

been u«ed extensively ay several groups * for X-ray
absorption studies an'! also for resonant tasxn

This a?D:>chvonator has

*



scattering ' and fluorescence experiments. The
technique known as Extended X-ray Absorption Fine

Structure (FXAFS ) has been developed extensively
at SSRP with this instrument and has been applied

to a large category of samples: gases,

55 W *
1*6,1.7

2k
l iq -

uids, ' crystals, glasses, " catalysts," enzy-

mes and proteins. '' The power of the EXAFS

technique lies in its ability to determine the

local atomic environment. Spectra of this type

h S
can be obtained 10 -10 faster than with a standard
X-ray source.

REFERENCES

\'ork supported by the NSF (DMR 73-07692 P£>2) in cooper-
ation with the Stanford Linear Accelerator Center and the
Energy Research and Development Administration.

1. C. Pellegrini, Annual Review of Nuclear Science

(ed. E. Segre'), Vol. 22, p. 1 (1972).

2. J. Schwinger, Phys. Rev. J_5_, 1912 ( 1 9 ^ ) .

3. W. Hayes, Contemp. Phys. 1%, hhl (1972).

4. K. Codling, Rep. Prog. Phys. _j6, 5^1 (1973).

5. R. E. Watson and M. Perlman, Research Applications of
Synchrotron Radiation, (eds.) Brookhaven National
Laboratory Report BNL 5038I, (unpublished).

6. F. C. Brown, Solid State Phys. j*>, 1 (I97I*).

7. E. E. Koch, R. Haensel, and C. Xunz (eds.) Vacuum
Ultraviolet Physics. (Pergamon, NY I97U).

8. D.H. Tcaboulianan't P. L. Hartman, Phys. Rev. 102, II123

(1965).

9. S.P. Madden and K. Codling, J. Appl. Phys. ̂ 6,

330 (1965).

10. R. Haensel and C. Kunz, Z. Angew. Phys. 2_J, 276 (I967).

11. A.A. So' -.lovandl.M. Ternev, Synchrotron Radiation

(Berlin Akadenic-Verlag, Berlin, 1968).

12. R.P. Godwin, in Springer Tracts In Modern Physics, Vol.
£1 (Springer-Verlag, Berlin and New York, I968).

13. C. Gahwiller, F. C. Brown, and H. Fujlta, Rev. Sci.
Instrum. hi, 1275 (1970).

Ik. H. Winick, in McGraw-Hill Encycl. of Scl. and Tech., 1976.

15. S. Doniach, I. Lindau. H. E. Spicer and H. Winick,

J. vac. Scl. Technol. \2, 1123 (1975).

16. H. Winick, In Proc. IX International Accelerator Conf.,
SLAC 2-7 May I97U, P. 685. Also, SLAC rub. - U39 (I97U).

17. A. D. Baer, etal., IEEE Trans. Nucl. Scl. NS-22, 1971*

(1975).

IC. H. Winick, In ref. 7, p. 776.

19. J.M. Paterson, In Proc. IX International Accelerator

Conference, SLAC 2-7 May 1971*, p. 37 (197'*).

20. J.M. Patcrson, UiEE Trans. Nucl. Sci. NS-22, 1366 (1975).

21. H. Winick, SSRP Report Hu. 75/tit. Avail, from SSRP
on request.

22. a. Fischer, SPEAR Report 192, April 1976 (unpublished).

23. J.L. Stanford, V. Rehn, D.S. Kyser, V.O. Jones, and
A. Klugoan, In ref. 7, p. 783.

2k. A comprehensive listing of all published abstracts and
papers based on research at SSRP can be found In SSR?
Report No. 75/01 and 75 A>5 (avail, from SSRP on request)

25. In addition to NSF funding this beam was lmi lamented by
financial support from the Office of Naval Kcsearch
through Hlchelson Laboratory, China Lake.

26.

27.

28.

29.

30.

31.

32.

33-

$h.

35-

36.

37.

33.

39.

ho.

hi.

12.

'<3-

hk.

te.

''9.

50.

51.

53.

5'..

V. Rehn, A.D.Baer, J. L. Stanford, D. S. Kyser and V.O.
Jones, in ref. ,, p. 7dO.

I. Lindau, P, Pianetta, K. Y. Yu and W. E. Spicer, J.
Vac. Sci. Technol. J_£, 269 (19 76).

W.E. Spicer, I. i.indav., P. E. Gregory, C. M. Garner, P.
Pianetta and P. W. Chy J. Vac. Sci. Technol. ljj, xxx

In addition to NSF funding, this beam line was imple-
mented by financial support from Xerox Corp.
F.C. Brown, R.Z. Bachrach, S.B.M. Hagstrom, N. Lien,
and C.H. Pruett, in ref. 7, p. 785.

F.C. Brown, R.Z. Bachrach, andM. Sklbowski. Phys. Rev.
8 12, 2633 (1976).
I. Lindaa, P. Pianetta, K. Y. Yu and W. E. Spicer,
Phys. Lett. jjjtA, 1*7 (1975).

I. Lindau, P. Pianetta, K. Y. Yu and w. E. Spicer,
Phys, Rev. B J.J, h<)2 (I976).

P. Pianetta, I. Lindau, C. M. Garner and W. E.

Spicer, Phys. Rev. L e t t e r s ^ , I35t (1975).

I. Lindau, P. Pianecta, K. Y. Yu and W.E. Spicer,
J. Electron Spcctrosc. 8, xxx (1971.).

K. Z. Bachrach, S. B. M. Hagstrom, and F.C. Brown,

in ref. 7, p. 795-

R. Z. Bachrach, F.C. Brown, and S.B.M. Hagstiom,
J. Vac. Sci. Technol. J2, 3^9 (1975).

I. Lindau, P. Pianetta, S. Doniach, and W.E.
Spicer, Nature 25_0, 21U (I97U).

I. Lindau, P. Pianetta, S. Doniach, and W.E.

Spicer, in ref. 7, p. 805.

In addition to NSF funding this beam line '.*as
implemented by financial support from California
Institute of Technology.

N. G. Webn, S. Samson, H. M. Stroud, R. C. Gamble
and J.D. Ealdeschwieler, J. Appl. Cryst. (to be
published I97C).

N. G. Webb, Rev. Sci. Instr. kj, xxx (I97O.

N. G. Webb, S. Samson, R.M. Strqud, R. C. Gamble snd
J.D. Baldeschwieler, Rev. Sci. Instr. jtj, xxx(197t).

J.C. Phillips, A. Wlodawar, M.H. Yevf t* and K.O.

Hodgson, Proc. Nat. Acad. Sci. 22. l2& H 9 7 6 ) .

In addition to NSF funding this bean line was
implemented by financial support from Bell Tele-
phone Labs, and Univ. of l.ashingtsn, Seattle.

B.M. Klncaid, Doctoral Thesis, Stanford University
May 1975; also SSRP Report No. 75/03.

B.M. Kincaid and P. Eisenberger, Phys. Rev.
Letters 2jk, ljt i (1975).

B.M. Kincald, P. Eisenberger and D. Saycrs, Phys.
Rev. B J3_, xxx (197t).

P. Eisenberger, B. Kincaid, S. Hunter, D. Sayers,
E. A. Stern, and F. Lytle, in ref. 7, p. "to' .

P. Eisenberger, CM. P!atzman and 11. Uinlck, Phys.
Rev. Letters }l, t,2J

P. Elsenbcrger, P.M. I'Uttirann and H. Winick,
Hhys. Rev. B _y, ^377 (197O-

nd F.W. l.ytlc, Hiys.C. E. Sayers, E.A. Stern, anc
Rev. Lett. UJ, laA (1971).

P. Eisenberger, P.M. Plataoan and il. Winick,

Phys. Rev. B V,. ..-377 (197f).

B.M. Kincald, l\ Elsenborger, K.O. Hodgson and
S. Oonlach, Proc. Nat. Acad. Sclu Jtf, <-'3to (1975).

R.C. Shulman, P. Eisenberger, W.K. Blumberg

and N.A. Stombaugh, Proc. Nat. Acad. Set. J~i

i.COJ (1975).

1!



. ERDA X*and Gsmnta-Rsy Symp. Ann Afbof. Ml. May 19-21. 1976 (Conf 760639)

A HIGH-INTENSITY, SUBKILOVOLT X-RAY CALIBRATION FACILITY*

R. W. Kuckuck, J. L. Gaines, and R. D. Ernst
Lawrence Livermore Laboratory, University of California

Livermore, California, 94550

A high-intensity subkilovolt x-ray calibration
source utilizinq proton-induced inner-shell ctomic
fluorescence of low-Z elements is described. The high
photon yields and low brensstrahlung background associ-
ated with this phenomenon are ideally suited to provide
intense, nearly monoenergetic x-ray beams. The proton
accelerator is a 3 mA, 300 kV Cockroft-Walton using a
conventional rf hydrogen ion source. Seven remotely-
selectable targets capable of heat dissipation of
5 kw/cm2 are used to provide characteristic x-rays with
energies uetween 100 and 1000 eV. Source strengths are
of the order of 1013-10''» photons/sec. Methods of re-
ducing spectral contamination due to hydrocarbon build-
up on the target is discussed. Typical x-ray spectra
(Cu-L, C-K and B-K) are shown.

Introduction

Considerable need has arisen for the development
of well-calibrated x-ray detectors capable of detecting
photons with energies between 100 and 1000 electron-
volts. This energy region is of significant interest
since the x-ray emission from high-temperature (kT "v
0.5 keV), laser produced plasmas is predominantly in
this range. For this application interest is mainly
on fast, current-mode detectors capable of responding
linearly to the intense x-ray bursts produced by these
sources. These bursts are characterized by durations
of approximately 100 ps and peak photon intensities of
% lo25 photms/ster-sec. Typical detectors used in
these measurements include semiconductor detectors,
scintillator photodiode detectors and photoelectric
diodes.1 Since these detectors have sensitivities of
the order of 10"!7-10"2C coul/keV, it is clear that, in
order to be accurately calibrated in the current mode,
intense sources of monoenergetic x-rays must be avail-
able.

One obvious source of monoenergetic subkiloyolt
x-.ays. is the characteristic line emission from in"»r-
shell atomic fluoresrence of low-Z elements. This
fluorescence can be induced by various types of ex-
citing radiatlyns. I.e., photons, electrons, or ions.
However, the fluorescence yield for low-Z elements is
quite low and intense icnization sources are needed to
obtain useful x-ray yields. While photon or electron
axcitation methods are cowon x-ray generation Sechni-
ques, both approaches exhibit a serious disadvantage,
namely lack of spectral purity due to photon scattering
and/or bremsstrahlung continuum backgrounds superim-
posed on the characteristic line emissions. To avoid
this particular difficulty, x-ray production via ion
bombardment has become a phenomenon of significant
recent Interest. The high yields and 'raw bremsstrah-
lung backgrounds associated with this process are
ideally suited to the above detector calibration ob-
jectives.

Numerous investigators have reported x-ray yields
from charged particle bombardment for many different
species of target and projectile ions and over a wide
range of incident particle energies.2 Consequently,
much of the physical principles of the excitation and
emission processes are well understood. In view of
this understanding, and with the above-stated dst.ector-
calibration objectives in mind we have developed a
calibration facility at LLL utilizing characteristic
x-ray production in elemental targets via Coulomb ex-
citation from proton bombardment. While heavier ions
may provide greater photon yields for specific cases
in which the energy level; of the projectile and tar-
get atoms overlap, proton excitation provides a con-
sistently high yield for general excitation of a wide
variety of target materials. Also, in considering the
dependence of :<-ray yield and of secondary electron
bremsstrahlung production upon the incident proton
energy it appeared practical to base the facility
around a low-energy (300 kV) accelerator.

Facility Description

The LLL calibration facility consists of a charged
particle accelerator, x-ray target chamber, photon
monitoring system, experimental detector chamber and
crystal diffractometer (Figure 1). Figure 2 shows a
schematic layout of the x-ray generation and detection
portion of the system. The accelerator power supply
is based on conventional Cockcroft-Walton voltage
multiplying principles and was desigmd and fabricated
at LLL.3 It has an oscillation frequency of 100 kHz
and maximum load capability of 5 mA and 300 kV. The
voltage is applied across a conventional accelerating
column and the proton beam is magnetically analyzed
and delivered to the x-ray target through electrostatic
quadrupole focusing elements. The accelerating column
and beam drift tubes are maintained at a pressure of
\ h 10"6 Torr during full beam loading by two
1500 l/sec oil-diffusion pumps. Vacuum integrity
throughout this section Is achieved using Viton 0-ring
seals.

"Work performed under the auspices of the U.S. Energy
Research and Development Administration under con-
tract No. W-7405-F.ng-«8.

Fig. 1. Photograph of the LLL extrema low-energy x-ray
facility. Vacuum chamber in foreground is the x-ray
chamber. Accelerator beam tube Is seen to the upper
left. The two chambers in the upper right are the ex-
perimental detector chamber and the crystal diffracto-
meter chamber, respectively.
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Fig. 2. Schematic illustration of the x-ray production
and detection portion of the facility.

The proton beam is provided by a standard rf ioni-
zation source and beam currents of -v- 2.5 mA have been
delivered on target in a spot size of less than 5 mm
diameter. Smaller spot sizes are possible but under
such conditions target heat loads are excessive. The
accelerator is also capable of accelerating heavier
ions or electrons with only minor system modifications.

Three high-vacuum stainless steel experimental
chambers are mounted in series at the end of the
accelerator drift tube (Figures I and 2). These
chambers have metal vacuum seals and are evacuated to
pressures of 10"7-]0"8 Torr using 250 f./sec sputter-
ion pumps. Isolation of these chambers from the poorer
vacuum environment of the accelerator beam tube is
achieved by a low-conductance (6 i/s), double-walled,
LN-cooled cold trap mounted in the beam pipe at the
entrance to the target chamber. This trap is designed
to reduce hydrocarbon buildup on the x-ray target
which, as will be discussed later, is a serious detri-
ment to spectral purity in subkilovolt x-ray generators.

The x-ray target has two primary features:
a) heat dissipation of 5 kW/cm2, and b) capability
of remote selection of one of several different tar-
get materials, and hence, characteristic photon
energies. Seven target materials (Cu, Fe, Cr, Ti, C,
B, Be) are deposited on the flat machined surface of a
high-purity Cu cylinder to thicknesses ranging from
3 to 5 mg/cm2 (Figure 3).

A 50 percent mixture of ethylene glycol and water
is flowed through the cylinder past the back of the
targets for temperature control. The flow system 1s
designed not only to dissipate up to 5 kW/cm2 of

Fig. j
pro&e.

X-ray targets plated on high-purity Cu cooling

target heat during beam loading conditions but also to
maintain the target temperature at 115° C during beam-
off conditions. The latter is achieved by heating the
liquid and is an attempt to further reduce conden-
sation of hydrocarbon contaminants on the target face.
The liquid is flowed at 6 i/min, through a closed-loop
pump and heat exchanger system and is nozzted to pass
the back of the targets with a turbulent velocity of
7.5 m/sec.

As a final step in minimizing carbon buildup a
double-walled, LN-filled cylinder is mounted around
the targets to serve as a hydrocarbon condenser. The
target and condenser are electrically isolated to per-
mit beam current measurements and to allow bias volt-
age suppression of secondary electron emission from
the target. The target assembly is vertically driven
by a remotely-controlled stepping motor and will auto-
matically position any pre-selected target in the
proton beam. Figures 4 and b show the target 3ssembly
mounted to the chamber lid.

The target chamber geometry is designed to allow
continuous monitoring of the x-ray flux with a pro-
portional counter during calibration of an experi-
mental detector. Both the experimental detector and
the proportional counter monitor are mounted symmetri-
cally at an angle of 135° with respect to the incident
proton beam direction (Figure 2). The x-ray emission is
found to be isotropic only for very smooth targets
(oolished so that average peak-to-valley surface rough-
ness is less than 0.05 ym). Targets with rougher sur
faces, e.g., 8 Mm, exhibit highly nonisotropic emission
and preclude use of the monitor detector output to
derive the flux level incident on the experimental
detector. Consequently, since target surface damage
and roughness can readily occur at high current loads,
it is necessary to frequently recheck isotropy using
a second proportional counter in place of the experi-
mental detector.
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The proportional counters are side-window,
cylindrical, gas-flow counters with 2.5 cm inside Jia-
meters, 0.25 urn diameter tungsten anode wires and
0.25 mm diameter, 85 pg/cm2 Fonrivar entrance windows.

Fig, 4. Photograph of remotely switchable target
assembly mounted on vacuum chamber lid.

Target drive
motor

Closed-loop
target

cooling
system—-

^.Vacuum pump^--\J

Fig. 5. Schematic illustration of remotely switchable
target assembly mounted on vacuum chamber lid.

(930 eV) and C-K (280

Counter gas:

Gas pressure:

Anode voltaye:

Window transmission:
(measured)

Counting efficiency:
(calculated)

Energy resolution:
(measured)

eV) x-rays are

Cu-L
(930 eV)

P-10

760 Torr

1600 V

0.75

1.0

325 eV

shown in Table I,

C-K
(280 eV)

He-isobutane

760 Torr

T'bu V

0.76

0.76

112 eV

Table I. Operating characteristics of the gas-flow
proportional counters.

The counter window transmissions are measured for each
photon energy of interest and the counter efficiencies
are calculated using published mass absorption co-
efficients for P-10 and helium-isobutane gases."* The
output pulses of the proportional counter are amplified
and analyzed using conventional techniques.

The experimental detectors are mounted on a rotary
table in a second vacuum chamber connected to the tar-
get chamber and can be remotely rotated onto the 135°
x-ray beam axis symmetrical with the monitor detector
(Figure 2). Various thin foils are placed in front of
both detectors, experimental and monitor, anc1 «r.-
several purposes. First, in come cases, they are
opaque and shield the detectors from visible and in-
frared fluorescent and incandescent radiation emitted
from the hot target. Optical pyrometer measurements
have shown a carbon target to stabilize at approxi-
mately 1900° C during loading with a 2 mA proton beam.
Second, they are thick enough to stop backscattered
protons and hydrogen atoms. Buck et. al.5 have shown
that for these proton energies (•>. 300 keV) a large
fraction of the bac!<scattered projectiles are neutral-
ized. Consequently, any attempt to remove recoil
particles from the x-ray flux by electrostatic de-
flection techniques would only be partially successful.
Hence, absorbing foils are necessary. Finally, in
some cases the foils selectively absorb photons char-
acteristic of carbo" contamination on the target sur-
face. This requires matching the x-ray absorption
cross-section of the foil with the characteristic
photon energies of carbon and of the target material to
maximize the x-ray flux at the detector. All three
functions are considered in selection of the proper
foil-target combinations. For example, 600 um/cm2,
opaque, carbon foils are used with a carbon target and
700 ug/cm2, opaque Be foils are used with a copper tar-
get.

A third vacuum chamber mounted behind the experi-
mental detector chamber (Figure 2) will house a crystal
diffractometer and gas-flow proportional co ter for
high-resolution spectrum analysis.

Facility Performance

The facility is designed for nominal operation at
3 mA beam current and 300 kV accelerating potential.
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Table II lists the x-ray source strengths anticipated
for these operating parameters. To date, however, the
accelerator has been routinely operatad at only 1 mA
and 200 kV and has been used to generate characteristic
x-rays in solid 8, C and Cu targets. Results have been
encouraging. Figures 6 and 7 show pulse-height spectra
obtained from the monitor proportional counter for Cu-L
and C-K rays, respectively. Although filtered from the
spectrum shown in Figure 6 by a thin Be foil in front
of the detector, x-rays due to carbon contamination of
the Cu target have been apparent. However, no special
precautions were taken to reduce this contamination and
significant improvement is anticipated with the in-
corporation of continuously heated targets and the LN-
coolets condenser associated with the multiple target
assembly. This assembly will be installed on the
system shortly. The spectrum shown in Figure 8 was ob-
tained by subtracting the C-K component from a com-
posite carbon-boron spectrum emitted by a carbon-
contaminated boron target.

Target

Be-K
B-K
C-K
Ti-L
Cr-L
Fe-L
Cu-L

Photon
Energy
(eV)

110
185
280
450
570
704
930

Approximate
Source

Strength
(Photons/sec)

4 x 1011*
4 x 101"
a x 101"
1 x 101'1

1 x 10 l l t

1 x 101<f

2 x 1013

Table II. X-ray source strengths for 3 mA proton beam
current and 300 kV accelerating potential.

Fig. 6. Pulse height spectrum due to Cu-L (930 eV)
x-rays detected by thin-window proportional counter.
See Table I for counter operating characteristics.

Table III lists the x-ray source intensities and
thick-target photon yields obtained from the present
single-target (1 rcA, 200 kV) data. These are in ex-
cellent agreement with published results.6 It should
be noted that for a given target material, the L-shell
photon yield is many orders of magnitude greater than
the K-shell yield6 and hence, the latter may be ignored
with respect to the spectral purity of the x-ray
source. Note that these source strengths will increase
by a factor of ten when the accelerator is operated at
its design Tevel of 3 mA and 300 kV.
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Fig. 7. Pulse height spectra due to C-K (280 eV) x-
rays detected by two thin-window proportional counters
Counters were mounted simultaneously in the monitor
and experimental detector positions (see Figure 2) to
demonstrate isotropy of the x-ray emission. See Table
I for counter operating characteristics.

Fig. 8. Pulse height spectrum due to B-K (185 eV) x-
rays detected by thin-window proportional counter.
Carbon contamination of the target was significant and
Boron spectrum was obtained by subtracting C-K component
from composite spectrum.

Source strength
(photons/sec)
Thick-target, yield
(photons/proton)

Cu-L
(930 eV)

1.9 x 1012

3 x lO"1*

C-K
(280 eV)

6.5 x 1013

1 x 10"2

Table III. Source strengths and proton-induced thick-
target x-ray yields obtained from experimental data
(proton beam current: 1 mA, accelerating voltage:
200 kV). See Table II for anticipated source strengths
when accelerator is operated at full design level of
3 mA and 300 kV.
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Introduction and Theory

For the purpose of this article we define
the low energy X-ray region as lying below
5.9 keV, which corresponds to the Kg energy
of manganese associated with the decay of
Fe-5S. while the scope of our discussion is
limited to X-ray production by alpha particle
excitation, we shall briefly summarize X-ray
sources in this region from some commercially
available electron capture nuclides.(Table 1).

TABLE 1

Nuclide

A -37
Ca-41
Ti-44
V-49
Fe-55

Tlj

35.1 D
8x10* Y
48 Y
330 D
2.7 Y

Weighted
Kfl Energy

2.957
3.690
4.508
4.949
5.695

Fluorescence
Yield

0.086
0.129
0.174
0.200
0.282

Because of the lack of availability of
emitters in the region below 3 keV we must
look to another mode of production. Alpha ex-
citation of characteristic lines was demons-
trated by Chadwick in 1912, but it is only
within the last ten years that the needs of
X-ray astronomers for compact monoenergetic
energy markers for ground test and in-flight
calibration of X-ray detectors has created re-
newed interest in this phenomenon. Although
compact X-ray tubes are available, their size,
reliability and power requirements restrict
their use for flight applications. Laboratory
evaluations have been made of the alpha exci-
tation technique to determine the feasibility
of mineral analysis in lunar exploration
(Trombka, et al., 1966). A prototype portable
analyser for general geological use has also
been built (Sellers, et al., 1968).

Characteristic lines of all the elements
can be generated by bombardment of a suitable
target with alpha particles, with the purest
monoenergetic emissions arising from K olines
of the low Z elements. The cross section for
the production of K-shell X-rays is given by:

(E)
Z 12

where C is the energy of the alpha particle,
Z is the atomic number of the target and" Z
is the corresponding fluorescent yield. The
X-ray production increases with decreasing Z,
but the increase is partly offset due to low-
er fluorescent yields. The theory of this
process is treated in detail by Sellers et al
(1968).

A number of alpha emitting isotopes are
available for X ray production such as Am-241,
Cm-242, Po-210, Ra-226 and Th-228. The two
most useful are Po-210 and Cm-244 because of
their relative freedom from undesirable radia-
tions. (See Table 2). Polonium has a short
half-life and a somewhat volatile nature, and
is therefore recommended only for the most de-
manding spectral purity requirements.

ALPHA

GAMMA

X-RAYS

Several practical combinations of alpha
source and target material are available to
give X-ray sources of high integrity. The
simplest and most compact of these consists of
the alpha emitter sandwiched between two
pieces of the target foil and sealed in an
outer capsule. (Fig. la). Units can be made
as small as 3 mm diameter X 3 mm long, but
the technique is restricted to energies great-
er than about 1 keV due partially to lack of
suitable window materials below Z«X2 (Mg),
and alsio to the difficulty of adjusting window
thicknesses to allow reasonable transmission
of the desired X-rays while at the same time
completely attenuating the alpha particles.

TABLE

PO-210

138 D
5.305 meV

(100*)
0.803 meV
(0.0011%)

Pb LfiM
(Trace)

2

17.6 '
5

0
0
0
0
0
0

.81,

.043

.100

.150

.262

.59

.82

Cm-244

!f
5.77

MeV
Mev
MeV
MeV
MeV
MeV

Pu L&M

DESCRIPTION OF SOURCES

meV

(0,
(0,
(0,
(1,
(2,

.02%)

.0015%)

.0013%)

.4x10"*%)

.5x10-*%)
(7x10- 5%)
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Fig. la

Another limitation of this configuration in-
volves the use of Cm-244, Whose L X-rays
easily penetrate the thin foil window and may
swamp the detector electronics. Intensities
may actually exceed those of the desired Ka
line by a large factor. Po-210, decaying
directly to the ground state, is substantially
free of this type of emission although traces
of lead X. and M X-rays can be detected.

A different approach, shown in Fig. lb utili-
zes a 3ealed alpha source placed in opposition
to the target material a few mm away. The
X-ray beam emerges in a broad cone, but with
the center portion occulted by the alpha
capsule. In a commercial version of this de-
vice, the "X-KIT" produced by ISOTOPE PRODUCTS
LABORATORIES, the alpha source is placed at

the side of the target to obtain a larger
affective aperture. (Fig. lc). A serendipi-
tous benefit from this arrangement is a larger
than-expected X-ray yield, which appears to be
caused by the alpha psrticles striking the
target at shallow incidence. I.i this case
X-ray excitation occurs closer to the surface
of the target, and self absorption ia less
pronounced. The X-KIT provides for replace-
able targets down to Z»4 (beryllium) and is
designed primarily for laboratory use.

rig. lb

A more compact design based on this princi-
ple has been developed for rocket application
at the suggestion of the Hullard Space Science
Laboratory (Tuohy 1975). A thin annular
sealed source of Cm-244 is placed about 1 mm
from a disc of the desired target material
so that the excited X-rays exit through the
center hole (Fig. Id). The source-target dis-
tance is important and optimum spacing is a
function of Z. Fluxes of at least 2x10*
photons/sec-steradian per mCi of contained
Cm-244 are typical and the complete unit is
only 12.5 mm diam. by 6 mm thick. For targets
of Z=12 (Mg) or more the aperture is itted
with a thin beryllium window to absorb back-
scattered alpha particles. By substituting a
gas tight chamber for the target it is
possible to obtain characteristic X-rays of
neon and argon as well as gaseous compounds
of sulfur, phosphorus and chlorine.

ALPHA SOURCE

-X-RAY SHIELD

tig. Id

The alpha source is a self-contained seal-
ed unit consisting of a thin layer of curium
coated with 300-500 ug/cm2 ot gOj^^ A n addi-
tional backing of nickel in combination with
the platinum support helps to minimize inter-
ference by the I> X-rays associated with the
curium decay. For critical applications, the
source can be packaged in a tungsten alloy
shield assembly to attenuate higher energy
Cm-244 emissions.
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MEASUREMENT OF PHOTON OUTPUT

The X-ray emission from a 2 millicurie Cm-244
source has been measured for several different
targets using the source configuration shown
in Fig. Id. The instrumentation comprised a
proportional counter fitted with a one micron
carbon-coated polypropylene window and filled
with 0.00426 gcm-'of argon-methane gas.
Window support was provided by an 80% trans-
mission mesh which covered a circular aper-
ture of 1.27 cm diameter. The solid angle
for X-ray detection was set hy positioning
the curium source above the counter aperture
with a precision spacer. A removable vacuum
shroud was fitted to the detector to evacuate
the region above the window. Standard NIM
electronics modules were used for single
channel analysis of the various target spectra
Threshold levels were set to include only the
X-ray peak under measurement in order to mini-
mize the contribution from curium L X-rays
and back-scattered alpha particles.

The X-ray fluxes observed from various
target materials are summarized in Table 3
for solid angles of 0.5 and 1.0 steradian.
The data have been corrected for the detector
efficiency. In particular, the X-ray trans-
mission of the detector window was accurately
calibrated for energies below silicon-K by
measuring the beam attenuation produced by
identical samples of window material. Sys-
tematic errors in the absolute photo.i fluxes
are estimated to be 10% (statistical errors
are negligible).

Figure 2

2

c

X-RAY INTENSITIES » (PHOTONS/SEC)

Beryllium
Boron
Carbon
Magnesium
Aluminum
Silicon
Titanium
Carbon
Fluorine
Silver

t Intensities are corrected for detector efficiency.

Form

Metal
Elemental
Graphite
Metal
Metal
Elemental
Metal
Ml M 1 R

Teflon "
Metal

Energy (keV)

0.109
0.184
0.279
1.255
1.487
1.742
4.5S0
0.279
0.675
3.1 <L)

Z

4
5
6
12
13
14
22
6
9

47

n
> 3.4
4.6
4.4
2.9
2.4
2.0

• 3.1
- 6.1
- 2.6
• 4.1

m

X
X
X
X
X
X
X
X
X
X

1.0

10'
10*
10»
10*
10*
10*
10'
10*
10*
10»

a

> 1.9
2.9
2.8
1.8
1.5
1.3

* 1.7
- 4.2
- 1.6
* 2.3

m

X
X
X
X
X
X
X
X
X
X

0.5

10'
10*
10*
10*
10*
10*
10'
10*
10*
If?'

* With 0.0051 cm beryllium.

Table 3

The photon outputs for the single elements
in Table 3 are plotted in Figure 2 with an
additional correction for 2^16 to allow for
attenuation by the beryllium filter. The
Jt-ray emission shows a marked increase with
decreasing Z, as expected from the cross-
section formula given previously. However,
the emissions from boron and carbon appear to
be lower than expected. This effect could
be related to the target preparation, and is
being further investigated.

The X-ray output of the source was also de-
termined as a function of solid angle using
carbon and aluminum targets. Both targets
showed an essentially linear decrease in
X-ray intensity as the solid angle was re-
duced from 0.5 to 0.01 steradian. Finally,
some typical proportional counter spectra
are shown in Figure 3 for targets of
beryllium, carbon, silicon and teflon.
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Figure 3 Figure 4

Teflon {

Fluorine
Carbon

Silicon

Commercial Applications Of The Alpha
Excitation Technique

Until the present time the primary appli-
cation of this technique h«s been almost
exclusively in X-ray astronomy and for the
calibration of thin films by the transmission
technique. Some fusion research groups have
found calibrated low energy standards useful
in the determination of X-ray flux densities
in plasma. It is now possible to construct
a ruggedized version of the annular type
source which will make it convenient for
many types of laboratories to possess and use
these devices for routine calibration
purposes. Contained activities of 10-100 uCi
corresponding to 200-2000 photons/sec, should
suffice for many applications.
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The annular source with its high efficiency
can be adapted for analytical use by removal
of the target and mounting the source assembly
in a platen in such a manner that the distance
is about one mm. (Fig. 4). With the addition
of a permanently mounted proportional or
solid state detector and protective cover
combined with appropriate readout instrumenta-
tion, a compact bench-top instrument could be
constructed capable of the surface analysis
of a number of low Z sheet materials, such as
paper, minerals, glass and plastic. By
utilizing higher activity levels (10-100 mCi)
and strip configurations, it may also be
feasible to perform on-line quality control
of certain materials produced in sheet or
roll form AS well as to monitor organic coat-
ing thicknesses. The possibility alto exists
of using this concept for the on-llna monitor-
ing of gasaoua process streams for sulfur and
chlorine, aa well as other elements.
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p by Union Carbide Corporation, Nuclear
Dlvinlon (or the Kncrgy Keaearch nnd Development
Adoinlstracion.
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iSStipf-aahl*! cmrlorfMrt? c;44c «ii.?s a wire fractp and ^lu^J-
noa foil in i;«rj if the hoc cell «!icr« the f Abrlrat ion
Ja ^arritfrd >.i-.4;. Tiiia enrlo^urc In connected 4ir<rctly
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Ttie ft3lU?v£R^ tablv ^hws a cospariaon of itpvciflc
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Table 1

_ i'l-js, Jrraiiistion • "'Ir,
n/CK"*ftec Tise curie»/p*

1/16 • I/!* pellets 3 • K':~
2-all shick rlhboo 3 • 10: '
sponse 3 • 10-'
t/lfe • 1/Ui pellet 2 • 10;'
spoa^e 2 • 10''

6 veeks 2*0
o ue*ks bJO
6 ueeks 630
10 day* 600
5 davit 102 3

•Measured 10 dayti after rescval froc: reactor.

One probles encountered In the melting of irldiun
to fora npherc» following neutron irrattiatlon Is the
difficulty in satntainlng size control. Vliilo dpproxl-
%ite Nises can be prepared, whenever precise control is
necessary the (tpheres sust be fabricated prior to irra-
diation. Although pre-lrradiation fabrication offers
Che advantage of size control, a ccaproaltte runt be
oade concerning the optimisation of surface area per
unit weight during neutron irradiation. To partially
overconc this problcn, calutron separated "'Ir en-
riched' to greater than 90S: as contrasted vtth .1 natural
occurring 3?.3£, In prepared into spheres of the
desired sice by itell-arc Belting and grinding botvetn
rotating plates. To facilitate rcnotc handling tht-
spheres are placed In graphite holders that also serve
to center and fix their position in the radlographlc
caeera. Sources as snail as 0.18 on In diameter having
a specific activity of 5,000 Cl/g were prepared in this
nanncr and were used to verify velds In heai: exchanger
tube sheets as shown In Fig. 1 (ORNL-Dwg. 75-4511).
The source contained O.S Cl of '''-'ir. Keld defects
approximately 0.025-ir.. in diameter vere easily
visualised using this scyrcu.



Fig. 1. Cross-Sectional View of Source Tube in
Position for Radiography

Ytt*rblua-169 and I7t)Tm sources were prepared in a
siallar unner. For these sources vtterbium or thulium
oiiide was arc melted Into spheres us. Ing a tungsten boat
instead ?f graphite to prevent the formation of
carbide*, liregularities in the spheres were cor-
rected by grinding between two plates covered with
carborundum paper. As with the trfdium, the spheres
wer« placed in graphite holders prior Co irradiation
to facilitate remote handling and to position the
active source in the radlographic camera.

The sraall very high specific activity sources are
not cjtaaerdally available since for most radlographic
inspection ;he 1/16 by 1/16 or 1/8 by 1/8 sources are
adequate ror such applications as pipe line welds,
aoroal foundry quality control and fabrication weld
Inspection procedures. However, under conditions of
very rigid welding specifications, the very small
sources are frequently required.

Very I lgh specific activity 60Co has been shown
to be advantageous in radiographic inspection of thick
aaterlal sections. We have developed methods in which
greater Chan 1100 Ci/g cobalt can be prepared and
formed Into right cylinders tor radiographic use. This
is an important development since radiographers have
been limited to »'SJ-400 Ci/g 60Co and for a number of
applications the srurce must be either collimated with
much loss of output or placed at considerable distance
from the object being radiographed. In one case we
prepared a 10,000 Ct source of 1100 Ci/g 60Co that
provided inspection capability nearly equal to an
accelerator tor inspection of very massive components.
We are currently preparing a 30,000 Ci high specific
activity 6r'Co source for ERDA project use as a point
source for instrument calibration.

Since the bar to production of very high spe-
cific activity 60Co by simple neutron irradiation of
s9Co is the production of . i and 61N1, the maximum
concentration obtainable by ordinary irradiation Is
i72O Cl/g. However, by removal of the nickel from
50Co that has undergone complete neutron burnup it is
possible to approach the theoretical specific activity
of 1110 Cl/g. Furthermore, once theoretical specific
activity has been obtained it can be reprocessed to
remove decay produced nickel, restoring it to its
original theoretical specific activity.

In the process, high burnup 60Co Is dissolved in
nitric acid and converted to the chloride and the

solution adjusted to 9 tJ HC1 for separation of the
nickel on a Dowex 1 ion exchange column. The cobalt
remaining on the column is washed with 9 1) HC1 for
removal of final traces of nickel and »tripped in
<1 N HC1. Batches as large as 10,000 Cl of 60Co have
been adsorbed on the column without serious decomposi-
tion of the resin. While some gassinfj of the column
occurs, the separation is relatively easy and complete
nickel separation is achieved. Following nickel
separation the cobalt is electroplated cither into
mercury to form an amalgam or onto aluminum foil In
the form of a thick plate. The advantage of the
amalgam process Is that it protects the cobalt from
oxidation during forming operations and it has desir-
able physical properties for pressing into a final
pellet form. By placing the amalgam into a die and
pressing at 30,000 psi most of the mercury is removed
and a cobalt compact is provided that can be sintered
at 800°C under hydrogen to provide a final product
with greater than 90Z theoretical density.

The second method avoids high temperature sinter-
Ing at a small sacrifice in density. In this process
the nickel for cobalt is complexud with ammonium
hydroxide and electroplated onto aluminum foil at a
current density of 6 amps at ^5 volts. After >95% of
the cobalt is electroplated frotn ths solution, the
aluminum foil containing the plate ie washed with
water, after which the aluminum is dissolved in sodium
hydroxide solution. The thin cobalt foil remaining is
washed with water to remove sodium alumlnate and
sodlua hydroxide after which it is placed in a blender
with water and broken into flakes with approximately
1/16-ln. maximum dimensions. These flakes are washed
with alcohol and protected from oxygen under a blanket
of argon. The dry flakes are loaded by weight i:>to a
die and pressed at 300,000 psi to yield a density in
the final pellet of 87Z of theoretical.

A number of sources have *t>een prepared by this
method and in addition to radlographic uses we cur-
rently have a cooperative program with Duke Univer-
sity Medical Center to evaluate very high specific
activity 60Co in teletherapy. With high specific
activity material, very intense and highly collimated
gamma ray beams make it possible to direct the beam
onto special areas without excessive exposure of
healthy tissue.
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DEVELOPMENT OF THE NATIONAL BUREAU OF STANDARDS
LOW-ENERGY-PHOTON-EMISSION-KATE RADIOACTIVITY STANDARDS*

J.M.H. Hutchinson W. B. Mann, and P. A. H i l l c n
National Bureau of Standards

Washington, D. C. 20234

The National Bureau of Standards has recently
developed point source low-energy-photon-emlasion-
rate standards of JDFe, 63Sr, 1U9Cd anu 1 2 5 I . The
standardizations v/ere performed using a defined solid
angle, NaI(Tl) spectrometer that can be operated with
gas fillings at atmospheric and reduced pressure. The
corrections applicable to such a spectrometer have
been discussed by W. B. Bambynek.—^

Defined - So 11 d-*\ngl e, Na I (T1) Spec t roroet er

Figure 1 shows a picture of the spectrometer.
The NaI(Tl) detector is a 1-in diameter by 1/16-in
thick cleaved crystal . It has a 0.005-ln Be window,
and an XP1010 photo tube, especially selected for
low noise. A diaphragm, made from 0.01.')-cm thick
platinum, with an aperture diameter of 0.9505
(10.0020) cm, Is used to define the solid angle
subtended by the detector to the source. The
±0.0020-cm uncertainty in the aperture diameter
results in an uncertainty of ±0.5 percent in the
geometrical efficiency.

NBS defined so l id angle X-ray spectrometer

A source mount i s taped across a l ip protruding
from the bottom of a pure aluminum holder, which
s l i de s into channels cut in the aluminum side w a l l s .
The holder i s then pressed into pos i t ion against the
cop of the channels, which -are at accurately measured
dis tances from the diaphragm.

I n i t i a l l y , the source holder was designed with
a spring-loaded hammer to hold the source in p lace .
However the hammer was discarded in favor of taping

the sources when It we . found that Y rays backscav.tered
from i t Into the de tec tor . The r e su l t s of a s e r i e s
of measurements on 22 keV K x rays of s i l v e r are shown
in Table 1. The percentage differences between the
count r a ies with and those without a chick hammer in
place are l i s t ed for different '^lanraer" m a t e r i a l s .
These r e su l t s appear to disagree with W. B Bambynek—'
who reported that no s ign i f ican t backscatteri.ng occurs
for y rays of low energies .

Hammer
Material

Boron
nltriiiu

Luc itc-
Glass
Aluminum
Titanium
Stainless

steel
Nickel

Percent
Increase with

Hammer in Place

9.0
7.7
3.8
2.8
1.1

2.2
0.7

TABLE I

Hairner
Material

Mnnel
Brass
Copper
Silver
Cadmium
Tungst en
Platinum
Gold
Lead

Percent
Increase with

Hanser in Place

0.7
0.9
1.0
1.0
1.2
1.6
1.2
1.4
1.2

A cyl indrical luc i t e sheath can be raised to
enclose the counter so that i t can then be operated
in a hydrogen atmosphere or evacuated If desired.

Detector Efficiency Measurements and Calculations

Extrapolated Values to h~^ = 0
The geometrical efficiency for a point souree

(see Figure 2 ) , as mentioned by Bambynek,i/is

vhere h is the source-to-diaphragm distance and r
is the hypotenuse of the r ight t r iangle in which the
aperture radius and h are the-other two s ides .
Although the distances between the upper edges of the
various channels are very accurately known, uncertain-
t i e s of a few thousandths of P centimeter exist in the
ver t i ca l posit ioning of The diaphragm. In addit ion,
f in i t e source diameter, typical ly 3 to 5 mm, must be
taken into account.

ŜOURCE

Figure 2 . Schematic diagram of diaphragm and source

* Cont r ibu t ion of NBS, not sub jec t to copyr igh t .
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Snail uncertainties due Co these effecce and,
for exaaple, poietratlon of the placima diaphragm
becaae negligible at large value* of h for which <l*o
the geometrical efficiency oust approach an h"2

dependence. Therefore, the mission rates wer«

determined from a ploc of y v« h"2 where N is the

count rate at a given (but uncertain) valun at h.
An extrapolation, which appears to be closely linear
as shown in Figure 3, is dude to h*2 = 0, thus
determining the corrected value of the emission rate.

t.4
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1.92
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1 '
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o.t

—

l
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Plot of N/e »s h*2 for 55Fe and l 2 5I

In this figure, positive and negative slopes were
obtained, corresponding to a change in estimated
h of 0.01 cm. The results obtained in both cases
agreed to within 0*1 percent with values in which
carefully calculated corrections were made for
longitudinal and lateral displacements.

che crystal when 88-keV R.OM.I rays arc hack-
sca'.cered through 180 degrees, the 22-koV
K-7*-ray pulses arc unresolved from thuae
"backscatccrtng" pulses);

(ill) Interaction of conversion clrccroi:* with the

(iv) Scattering of photons frcm the aluminum sides
«';»d source acunt Into the detector, CThis
effect Is of the order of IS of the local
cnunt race bused on measaresients made with
and without a baffle placed beewcen che
source and detector);

(v) Production of copper and zinc K x rays front
Che scattering of high energy r ray* in the
brass backing of the platinum diaphragm*
(This effect Is measured from a spectrum
taken with lew-energy photons removed from
the beam with an absorber);

(vlj "Photoelectron escape," in which a photo-
electron originates near the edge of the
NalCTl) and leaves without depositing all Its
energy in the- crystal. The pulse-height
spectrum of cuch pulses has been shown Co be
constant from zero energy up to close tc> chc
photon energy.1* The sontribucion of such
pulses will lie added to the tol.ll count rate,
therefore, by making a linear extrapolation
down to zero clergy of the integrated count
rate;

(vll) Iodine K x rays excaplng from che Nal(Tl)

detector CThis effect was significant in the
measurements described here only f *r the
35-keV gamna rays In the decay of * I).

Preparation and Measurement of the Standard Samples

The decay schemes of the radlonuclides used are
shown In Figure 4^ and the radiations of interest in
this paper are listed in Table II.-"

DECAY SCHEMES OF
MFF., wSf. IMCd and

Absorption Corrections
Absorption of photons by che air, source mount

and beryllium window were measured and corrected for.
The absorption by the air was found from measurements
with first air then hydrogen in the Intervening
space; the absorption of the mylar source cover was
found from measurements with and without added layers
of mylar tape. These measurements agreed within ±5
percent with the calculated values using tabulated
narrow-beam, linear-attenuation coefficients^' The
calculated absorption in the beryllium window was
cnecked by measurements on an ^ F e source which had
previously been calibrated by high-pressure 4n
proportional x-ray counting. The " p e measurements
are discussed in a later section*

Other Corrections

A number of photon interaction processes lead
to pulses that are unresolved in the pulse-height
spectrum from those caused by the total absorption
by the NaI(Tl) of the photons of Interest. These
processes each contribute less, and in most cases,
much less than one percent of the total count rate.
The processes are listed below and are further dis-
cussed in the next section.

(1) Production of platinum L x rays due to inter-
action of photons in the diaphragm;

(il) Scattering from the Nal(Tl) crystal of high-
energy gamma rays which accompany tha-photons
being measured. (For example, in the case of
109Cd, approximately 20 keV Is deposited in

EC
N l 0 0 *

COB;

493«
EC
100%

TV
0.035«» i^N^nn^

Decay schemes of 55Fe, 85Sr, 109Cd and 1 2 5 I

Iron-55
Each iron-55 sample Is a dried deposit of iron

chloride on a stainless-steel disc which had been
covered by a layer of lacquer. Another layer of
lacquer was applied after che source was dry. Photon
interaction with the backing is totally by the
photoelectric process, thus there is no significant
backscatterlng.

Photon-emission rates obtained using the
procedure outlined In the previous section agree with
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those- determined by cotcparlsun with source* calibrated

by 4nx high-pressure proportional counting ' to
0,6 percent.
jiU.tcorc.7 . i . t . . i | t t K B t l , a

c.«a O.M 1«
S.M7«* t . l 7
S.tVt'S It.) II
t.O 1.1)

< * • •

«-r»r
«-t«J
I-tlf
» 1

I.M 1.« s
I).DUO ) I M •
D.IIJJO 1 Jl.c l
It l.«t 3«

S!J.»M 10 ti.O 10

trr*
1 I I 4

1I.M01 1 11. 1 to
as.itito i 55.1 it
1>.« 17.« I
SI.017 > 1.71 I I

m i ez »tcn

ii-.r

1.77 IS «
17.1817* I I I . • U
I7.«71t» 1 7«.l }5
) l 13. • 10
)S.«t 1 t.tl »

Af< extrapolation, which corrects for "photo-
electron t>£Ciipc" evenctft ol the Integrated count rate
to zero unergy Is shown in Figure 5.

31.25

3Q00L
0.8 1.0 1.6 2.0 2.5

INTEGRAL DISCRIMINATOR SETTING (kiV)
Figure 5. Count rate va Integral discrimination

level for arT""Fe source.

From the agreement between the results from
the 4fl and defined solid angle counting, It Is clear
that calculated Be absorption corrections are also
adequate for the photons of higher energies emitted
in the decay of 8'Sr, lUSCd and 1 2 5I.

Strontimn-85
Dried, quantitatively deposited radioactive

Gtrontium chloride is sealed between 0.006-cm mylar
tape. The solution from which the sources are made
was standardized at NBS for activity by means of
x-Y coincidence counting and agreed with similar
measurements—' made at IAEA, Selbersdorf to 0.17.,

Figure 6 shows a spectrum of the strontium-85
sources in the region of the Rb K-x-ray peak which Is
riding on the Compton continuum of the 514-keV gamma
rays. The count rate of the 514-keV gamma rays was
obtained using an absorber to screen out the K x rays.

The K-x-ray emission rate determined by the
method described here, agreed to 0.3 percent with that
obtained by x-Y coincidence counting using a previ-
ously published K-x-ray abundance of 0.588.2/

Cadmlum-109
Cadmlum-109 cirits K x rays with energies

between 22 and 24 keV, 88-keV gamma rays, and L, M..
x rays as well as conversion and Auger electrons
which are screened out by the Be window. The pulse-

*5l4-kev" C0MPT0.N
CONTINUUM'?

"^£r spectrum In the region oi i,h? ̂  Jf:£»
K x rsyt The Coepton cuntlr;uu» under ffic
peAX Is supcritrposed.

height spoctrun in the NalfTl) detector Is bhour in
Figure 7. The "tail" of the 88-keV garan ray response
Is as tuned to be flat frcn above the 24-kcV x rays
down to sero energy.—'

Cd pulse height spectrum

The sum of pulses in the low-energy "tail" of the
K x rays, after subtraction of rhe 88-keV contribution
constitutes less than 0.3% of the total counts. This
"tail" Is probably quite complex, containing pulses
due to "photoelectron escape," Ft x rays, and Cu
K x rays generated In the brass backing of the
diaphragm. Since it was not possible to distinguish
between these different groups of pulses, one half
of the count rate under the "tall" was added to the
number under the total energy peak and an uncertainty
of this small additional rate was assumed.

iodlne-125
Th,e decay schrae of Iodine-125 is shown in

Figure4. Using the compiled values of M. J. Martin
et al,£' there are 146.5 ± 5.1 K x rays plus 35-keV
gamma rays per 100 125I disintegrations. The 27 to
31 keV K x rays originating both In K capture and
Internal conversion are unresolved In the NalCTl)
spectrum from the gamma rays.

Because Iodine In the chenlcally unattached state
volatilizes, sources were prepared by first depositing
weighed allquocs of a solution of Iodine In IN HCL
onto mylar source mounts and then precipitating the
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iodine ar. Agl using AgNOj. After drying, another
layer of capo wan placed over the tap to hold the
aateiial lr. place. In the first sources prepared the
number of fluorescent stlvar K x ruys produced by
cellurluD photons was unacceptubly large. This
problsa was overcome, however, by drastically reducing
the account of Inactive iodine carrier and, hence, also
cite two-tines scoict'.i.-wjccric asounc of AgNO3 used to
precipitate the Agl". £ach source had an activity of
apptoxlsately 3 x 10^ s*', contained less than one
nicrograo of s i lver and had an inactive to active
ratio of 10. Upon examination with the Si(Ll) and
pure Ce detector* (see figure 8), ic w«* found that
less than Z silver K K ray* per 2000 tellurius photons
were emitted by the sources.

Pigure B. photon spectrum In Sl(Lt) detector

Iodine K-x-ray escape events are seen as a
peak at approximately 8 kr.V in a pulse-height spectrum
obtained with an absorber covering thsi source Co cut
out L x rays. The number of iodine K-x-ray escapes
per I t Kx ray plus gamma ray Is 0.9%, which is
obtained by dividing che tocnJ counts under thip peak
by the sunned counts In the total spectrum. This
value means that 217, of 35-keV gamma rays that were
detected result In an Iodine K-x-ray escape, which
agrees with Heath's value—'for a 3-ln x 3-in
detector.

Summing of K x rays from the electron-capture
transition with K x rays or i rays in decay from the
35 keV energy level In tellurium was taken Into
account by counting each summed event, at roughly
60 keV, twice.

The value of N obtained In these measurements
agreed, to lens than 1 percent, with the value
obtained from NBS sum-peak measurements and using
146.5 K x ray plus gamma rays per 100 disintegrations.

Conclusion

A deflned-solld-angle spectrometer for the
measurement of the emission rates of photon emitters
with energies from S keV to 40 keV has been developed.•
The detector, which employs a chin NalCTl) crystal
was tested using s 5Fe sources (K x ray energies of
approximately 5.9 keV) which had been calibrated by
Air high-pressure proportloncl counting. The results
show that there are no surface effects or "dead spots"
in the crystal which cause these low-energy photons
to go undetected. Scattering from the air and
beryllium window can be calculated to sufficient
accuracy with narrow beam linear attenuation
coefficients.

Although backseat E vring oi ptiotonti }&'->£i ^ Pe
source:* frora the sourct- CMUIIC 1..-K nv^i Ig lb ir , .is
dlscufitted by !).mt»ync*kt̂ - thiTc was .i^ auch .t» $ perce
backscattcrln£ 1'ur the 22 kvV photons cniccc-^ :E> ?tu-
decay of C*i. "PhiHueleciron e&c.ipc" *o ^.tken ijn a
account by An extrapolat ion ^i intti^c-ii! COUIIE rate to
scro energy. lodiiio K x ray escape for th.v NVilfri)
crysta l using H$l sources U.IK dccnmlned <IM» the
phocon spectrun with a 20 ©g/ccj* absorber uvtu' the
sfiurce to cut out the L x rays . Xhtr K x ray usc.ipv
pcak i s vv l t rv»ulved tor t h i s condi t ion . Usln£ the
spectrocoter , standards ai ^Vc, Sr, C<l, and
• " I have been dvveloped and iasucJ as SW't thus
reducing to S,9 ki-V the lover I test of the ^tmton
energy range, 88 k<fV to I.Be Mi-V. :>t the NBS ' * H " o(
point-svnirce photon standards. Additional corrobora-
t i v e Ruasurecients on *'Sr, "**Cd and *"t have been
performed using published abundances artd Kx/v r a t i o s .

. Jt was necessary to reduce the amount o{ fillver
per I source t o 1 ,.g or less frecausi: for greater
aisuunts, the s l i v e r atoms are act ivated to an
uuticccpt3bly large amount by the Te photons.
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ratlf" pr-grcos has b»-'« :*a.:Se In both
w and long torr: testir.g. This cr i t ical

h to design ar-d t'.'sting has ^r^phasiKei that
ir;^vltafclo x^geing '.-ffects such a» radiation
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h!'j!- ffirf.rrair.ee standards indefinitely fc-Jt

U.' r>-?Ar'.!.'d as i.av.tng a United w:rking !ifp
t-:• the ; :r,q half-life of the nuclido.

"r.tr .'iuction

i-.idloisjtapo sources zf low etiergy ganyi\a and

X-s-adiatijr. continue tr. find increasing application

ir. r.any diverse fields c-f industry, medicine and

research. Significant developments in instrumental

techniques are extending ar.d improving these

applications particularly in the fields of thickness

gauging ar.d X-ray fluorescence analysis.

Amor.c; sources conmonly used are those incorporating

the transuranic nuclides ' 4 1Am, Pu and 2 4 4Cm,
which enable useful sources to be prepared wjth
emitted radiation in the energy region 10 to 60 KeV.
Although these nuclides also emit, a-particles and are
thus :,f high radiotoxicity, they do combine the
advantages of high specific activity, long half-life
and relative cheapness not found in other low energy
radioisotope sources.

However, it is essential that the design of sources
based on these nuclides should not only allow
efficient emission of the required radiation but
should ensure continuous safe containment during the
working life of the source.

Design Considerations

Primary Containment

In order to achieve acceptable safety standards
attention at the Radiochemical Centre has concentrated
on the incorporation of the radioisotope in a cerafltic
matrix which is usually fired onto a metal insert and
then further contained in a welded metal capsule.

The aim is to produce inserts which are relatively
free from contamination and in which the nuclide is

ir. an insoluble miiteri 1, with good thermal &nd

radiation resistance, high mechanical strength and

which, in the event -f accidental damage to the ;uter

capsule, minimizes the possibility of released

aerosol particulates. A similar rationale has led

t~, tjie development Df Epocial ceramics for nuclear

waste fixation.'

The development reported c-arlier by Ansell and Hall*

for " 'Am gamma f59.5 KeV] sources has been extended

to enable sources emitting X-rays to be prepared in

both disc ar.d annular configurations. Examples of

inserts are shown in Fig 1.

Fig 1 Typical disc and annular
source inserts.

Stainless steel or tungsten are the favoured backing

materials for the ceramics, the choice depending on

the degree of back shielding required.

Emission efficiency curves for typical inserts are
given in Figs 2 and 3 and illustrate how the effects
of self absorption limit the output intensity as the
activity per unit area increases.

4M 600 KM

Activity Per Unit Area r

Fig 2 Gamma and X-ray emission for
241

Am as a function of activity
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A c t i v i t y [••* Unit A I T * '

Fig 3 X-ray emissions for 241Am, ?38Pu and
244

Cm as a function of activity per
unit area.

For Am gamma [59.5 KeVl sources the maximum
practical loading is reached at about 800 mCi/cm .
However, a new ceramic system which enables loadings

of up to 1200 mCi/cm to be prepared is currently
under development.

For disc sources using L Amf Pu and Cm where
X-radiation in the range 10 - 25 KeV is required, it
is no longer possible to use-a stainless steel
window and capsules with 1 mm thick beryllium
windows have been developed. The window is bonded
to a monel capsule body by use of a high temperature
braze material. After loading of the insert the
capsule is finally sealed by argon arc welding. A
typical design is shown in Pig 5.

\ Beryllium
Aciiv* ctramic

Fig 5 Monel capsule with brazed beryllium
window for
X-ray sources.

1Am,
eryli

22J4Cm

Annular sources are the preferred configuration for
many applications and designs based on this
construction are currently under development.

Final Encapsulation

For "Am gamma [59.5 Ke\0 sources stainless steel
capsules are normally employed. In order to minimise
absorption losses windows must necessarily be thin,
usually 0.25 mm; it is therefore important to use
high grade material, preferably vacuum cast, which
has been carefully tested for mechanical and chemical
properties and certified defect free. Examples of
disc and annular source capsules are shown in Fig 4.

Prototype and Long Term Testing

Since their introduction about fifteen years ago it is
estimated that many thousands of low energy gamma and
X-ray sources based on these transuranics have been
supplied world-wide and remain in use today, with a
commendable record of safety in terms of containment.
However, because the range of applications and
environments for use is so diverse and increasing,
source manufacturers must continually i>e conscious
of the safety requirements for each design.

Ideally each source type should be tested according
to the actual conditions likely to prevail during use.
Since this is clearly impracticable for all cases the
normal practice is to test prototypes according to
the International Standard for sealed radioactive
sources.3 This establishes a source classification
based on radiotoxicity, maximum activity and the
performance in a series of tests of graded severity-
The resulting classification is then compared with
source performance standards which are suggested
for particular applications. The tests comprise
temperature, external pressure, impact, vibration and
puncture tests.

Details of the test classes are given in
APPENDIX 1.

Some testing facilities in current use at The
Radiochemical Centre are shown in Fig 6 and 7.

Fig A Typical annular and disc source designs
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Fig 6 Vibration Testing Facility

The performance rating? determined by testing for
typical TRC source designs are shewn in TABLE 1
and are well above the suggested minimum requirements
for typical uses.

The standard also clearly stresses the need for both
the manufacture:: and the user to assess any special
hazards. With sources based on nuclides which emit
alpha particles two particular hazards need
consideration at the design stage:

1) helium gas build up

2) radiation damage, particularly of the
source insert material.

For ceramic? the problems are inter-related in that
at normal temperatures the amount of gas released
depends on the degree of lattice disturbance due to
radiation damage. In the extreme case all the gas
produced will be evolved from the ceramic and
accumulate within the capsule. Source designs must
therefore include sufficient void space to
accommodate this gas ana prevent bursting of the
capsule window even in the event of accidental
exposure to high temperature. Since the bursting
pressures are difficult to predict accurately fcy
calculation, they have been determined by testing
at normal and elevated temperatures for many TRC
capsule types.

Fig 8 shows a stainless steel capsule used for
sources containing up to 5 Ci ^4'Am after interns!
pressure testing. Rupture of the window occurred
at 1600 p.s.i.

Fig 7 Facility for Impact and Puncture
Testing

Soumi for lew energy

Performance Itoquln

|»Wl;„?„.. !'*•"

Source Construction

0 1 K Sourcv.Atl • U i n l e u

M K SourccHotwl capsuli
(Mld*d>wlth braaMl •« window

Pvtfonwncs Jlchlcired by Testing

ft

6

Cat
fmtun

4

4

s

1

Vlbntlon

4

4

Punctun

4

4

Fig 8 Stainless steel source c-.=.psule after
internal pressure testing to
destruction

This illustrates how for this type of capsule the
problem is self-relieving to some extent sir.ce as
the internal pressure rises the thin window bulges
and thereby increases the available void spac.

The effects of radiation damage in the insert are
also difficult to predict theoretically. For alpha
emitting nuclides it is likely that most effects
result from the displacement cf atoms by the
recoiling decayed nucleus. Although the threshold
energies for this process in ceramic systems are not
well known, it can bp expected that for sources of
high loadii-.g [Ci/cc] a large fraction of the
lattice atoms will have been displaced from their
original sites within a few years.

A programme of long term testing and inspection is
currently in progress to study the effect of this
damage on the physical properties of the ceramic.
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Ftg 9 shovs a 5-year old sample containing 2.5 Ci
241

Am/cc of ceramic. Despite the massive internal
radiation dose received, the ceramic layer remains
hard and smooth, firmly bonded to the metal backing
and shows no evidence of swelling or cracking at
this stage.

Fig 9 2.5 Ci 24:Am source insert

Discussion

rhe continuous programme of development and testing
at TRC whilst leading to Improved source designs has
also emphasized that a radiation source is a dynamic
system in which ageing effects occur and accumulate
and, moreover, that such effects can only be
minimized nor eliminated by good design practice.
Sources of this type should not therefore be
expected to retain their initially high performance
standards indefinitely but should be regarded as
having a limited working life not related to the
long half-life of the nuclide but determined by the
particular source design and the environment in
which it is intended to be used. This should not
prove to be a great disadvantage since for the
typical source designs described in this paper
recommended lifetimes are likely to be at least
15 - 20 years in normal conditions and to exceed the
liiTe of any associated instrumentation.

This attitude is now becoming customary in countries
which require licensing of each source type, and
where the authorities frequently request a statement
of the estimated maximum working life for each
design.

It is considered that this approach and the further
development of improved source designs will result
in the continuing safe use of sources based on these
potentially hazardous materials, despite the wide-
spread and varying range of applications.
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APPENDIX 1

CLASSIFICATION OF SEALED SOURCE PERFORMANCE STANDARDS

Tut

Temperature

External
pratsure

Impact

Vibutisn

Puncture

Claw

1

No test

No test

No test

No tut

No test

2

-40 'C (2° mm)
- 8 0 X (1 h)

29 kPa absolute
fo atmospheric
pressure

50 g from 1 m

30min
25 H i to SOD Hz
•1 5 r/fi peak
amplitude

» g from 1 m

3

-40 X 120 min)
-160 *C (1 h)

25 kPa absolute
lo 2 MPa
absolute

7.00 g from 1 m

30 miri
25 Hz to SO Hz
at 5 fftt peak
amplitude end
SO t l ! to 90 Hz
at 0.635 mm
amplitude peak
to peak and
90 Hi to 500 H.-
•t 101-

10 0 from 1 m

4

-40 *C (20 min)
-400 €C (1 h)
and thermal shock
400 "C to JO CC

25 kPa absolute
to 7 MP»
absolute

2 kg from 1 m

90 min
25 Hz to S3 Hi
lit 1.5 mm
amplitude peak
to peak and 80 Hi
to 2000 Hi
at 20 ff»

SO g from 1 m

5

-40 -C (20 mm)
-600 <C (1 h)
and thermal shock
600 eC lo 20 'C

25 fcPs absolute
to 70 MPa
absolute

5 kg from 1 m

300 fl from 1 m

*

-40 °C (20 mm)
- 8 0 0 * C ( l h)
and thermal shock
800 "CIO 2 0 ' C

25 kPa ebsoluta
to 170 MPa
absolute

20 kg from 1 m

1 kg from 1 m

X

Special lest

Special t»sl

Special test

Special test

Special test
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THE NUCLEAR DATA PROJECT DATA BAIJX*

M. R. Schmorak and M. J. Martin
Oak Ridge National Laboratory, Oak Ridge, Tennessee 37830

Introduction

The Nuclear D. *a Project, part of the Physics Division
of the Oak Ridge National Laboratory, has as its main re-
sponsibility the collection, evaluation, and dissemination of
nuclear structure information for the basic research com-
munity. This information is published in the Nuclear Data
Sheets.1

Prior to 1971 the Nuclear Data Sheets1 were produced
manually. The tables of experimental nuclear data, as well
os the compilers' comments, were typed, and the drawings
summarizing the nuclear level schemes were drawn by
draftsmen (only the reference lists were computer readable).
By 1971 parts of the drawings were being produced by com-
puter, and now (1976) the bulk of the drawings, tables, and
comments is produced essentially automatically from the
Nuclear Data Project data bank (also referred to as ENSDF,
Evaluated Nuclear Structure Data File). This automation
process has improved the efficiency of production, increased
the reliability of the product, and enabled retrieval of infor-
mation on request. In particular, the evaluated data can be
of use in applied programs which require an authoritative
base of radioactive decay information

I. Input to the Data Bank

A. Physics

The physical quantities can be divided (somewhat arbi-
trarily) into 1) nuclear level properties) such as energy rela-
tive to the groui.d state, hall-life, spin and parity, static
electromagnetic moments, probability of radioactive decay
branches and 2) radiation properties such as a-, p-, y-
radiation energies, intensities, time-coincidence relation-
ships, multipole orders, association with other related rad-
iations (e.g., conversion electrons, X-rays, neutrinos).
Uncertainties are given where available.

B. Organization

The details of the organization of information are given
inORNL-5054.2 A brief description is given below. The
information is keypunched on standard IBM equipment.
Separate punched cards, called records, are used for each
level and radiation; a-, p-, and £-radiation cards follow
physically the level card they feed, and v-radiation cards
follow the level card they deexcite. The punched cards are
grouped into "data sets".

The ENSDF standard formats, from which data sets
are built up, are shown in Fig. 1. The nucleus label appears
in columns 1-5. Column 8 contains the record type: L for
level, G for gamma (y), B for negatron (p~), E for positron
(P*), and/or electron capture (<r), A for alpha (a), Q for
Q-value, N for normalization, and P for parent. For level
records are given the level energy (E), spin and parity (J5),
and half-live (T), among other quantities. For gamma rec-
ords are given the energy (E), relative intensity (RI), muitf-
polarity (M), mixing ratio (MR), total conversion coefficient
(CC), and (occasionally) the total intensity of photons + con-
version electrons (TI). B-reuords contain the endpoint
energy (E), intensity (IB), and log ft. E-records contain the
total transition energy (E), positron intensity (IB), electron
capture intensity (IE), log ft, and (occasionally) the total
transition intensity IB > IE (TI). For alpha records are
given the energy (E), intensity (IA), and hindrance factor
(HF). The parent record contains the level energy [0.0 for
the ground state (E), <]*, half-life (T), and ground-state
Q-value. The normalization record contains data required
to convert the relative photon intensities to photons per 100
decays of the parent. Uncertainties in the above quantities
are denoted by "D", as BE. DRI, etc.

Data types other than those mentioned above can be
included on continuation cards. In particular, average (3*-
and p~-energies, K-, L-, etc., conversion coefficients, and
K-, L-, etc., electron capture fractions are needed for the
output program, MEDLIST, to be discussed below. Com-
ments can be made relating to any of the data types. These
are denoted by a "C" In column "7".

nucleus
nucleus
nucleus
nucleus
nucleus
nucleus
nucleus
nucleus
nucleus
nucleus
nucleus

NUCLEAR DATA SET-ORNL NUCLEAR DATA PROJECT

STANDARD FORMATS

Figure 1



Figure 2 shows a sample data set.

88SR 88Y EC DECAY

is the "name" of the data set that contains all "adopted"
information on p*-radiations and \-rays following 88Y EC-
decay and on levels in 88Sr fed in this decay. Similarly,

88SR 86KR(A,2NG)

is the name of a data set (not shown) that contains all
"adopted" information on levels and Y-rays in 88Sr observed
in a 86Kr(o, 2nv) reaction.

The best and most complete information on nuclear
levels, based on all available decay and reaction studies, is
given in "Adopted Leveis" data sets, together with nuclear
mass differences (Q-values). Finally, the data sets are
grouped into "A-chains" containing information relevant to
all nuc':des with mass number A. Each A-chatn has s stated
literature cutoff date and is the responsibility of one or more
compilers.

C. Status Report

The number of evaluated data sets grows rapidly; at
the present time (April 1976), there are 1230 radioactive
decay, 1800 nuclear reaction, and 1540 "Adopted Levels"
data sets.

n. Output from the Data Bank

The major output up till now has been the Nuclear Data
Sheets.1 The drawings show, to scale, some relationships
of the nuclear levels and radiations; the vertical scale is
energy (in keV). Information pertaining to levels of each
nucleus can be shown side by side for ease of comparison.
The tables include 1) adopted levels listed in order of in-
creasing energy (ground-state and long-lived lsomer proper-
ties usually include thy radioactive decay branching proba-
bilities in % of decay for tl>e unstable nuclides; 2) tables of
radiations grouped by type of radiation and listed in order of
increasing energy; 3) tables of levels seen in nuclear reac-
tions; and 4) literature references listed in chronological
order. Figure 3 shows the 8SY EC-decay data set as it
would appear in the Nuclear Data Sheets. Figure 4 shows
the decay scheme.

HI. Gamma Rays and X-Rays

This being the topic of this symposium, I will mention
in more detail our treatment of these topics. Gamma rays
comprise a significant fraction of the bulk of information in
the data bank.

The placement of a v-ray in a decay scheme or nuclear
reaction level scheme is established by physical location of
the punched card (see Sec. I.B and Fig. 2). Unplaced v'8 are
inserted before the first level card, aed will appear in any
V-ray listing. The energy .is given (usually) in keV with its
uncertainty (in the last one or two digits). The annihilation
radiation and tungsten KQ] X-ray are considered as primary
energy standards (the best measurements are accurate to
0.2 bV relative to the tungsten X-ray standard). As a rule,
only a few of the very best data are corrected by compilers

for changes in the y-calibratlon standards (this being a time-
consuming and uncertain procedure). The internal consis-
tency of the decay scheme, as well as the degree of realism
of the uncertainties in \-energies, is checUed rout'nely by a
least-squares adjustment program; energies inconsistent by
more than the standard deviation ar6 flagged by the program,
and the resulting adjusted level energies and uncertainties
are used for the adopted levels data sets. (Systematic
errors which are linear in the y-energy cannot be discovered
by this program.)

The \-ray photon intensities are usually given relative
to the intensity of one (usually among the more intense) y-
ray in the data set. The normalization record is then used
to convert the relative intensity to other units. The compu-
ter program allows different choices of unite for the data
bank output (for example, \-intensity in photons per 100 f)~-
decays, photons in % per decay, total intensity of photons +
conversion electrons, etc.). A \-intensity balance is calcu-
lated routinely for each level, and the deduced (3~-, e-, or
a-decay branch is usually given and compared to direct
experimental information when available. Note that the ex-
tent to which such deduced quantities are correct depends
upon the correctness of the decay scheme and the intensity of
any unplaced gammas.

The time and angular-correlation relationships among
Y-rays can be deduced from the level scheme, provided the
level half-lives, the relevant level spins, and Y-multlpolari-
ties are known. Conversely, experimental information on
angular correlations and distributions is used to infer level
spins and -y-ray multipolaritiea.

The large number and variety of calculations and other
operations performed on one unique data set improve the
reliability of that data set. This general observation is,
hopefully, true also for -y-raya included in each data set.

An additional output format in which decay data sets
can be provided is shown in Fig. 5. This output is generated
by the program MKDLIST. Based on the date aets in ENSDF
described above, and computerized tabulations of relevant
Z-dependent constants (fluorescence yields, X-ray energies,
etc.), MEDLIST calculates the energies and Intensities of the
atomic radiations (X-ray and Auger-electron transitions and
conversion electrons}. The program then combines these
radiations with the nuclear radiations, sorts them according
to radiation type, and within each type arranges and numeri-
cally labels them in order of Increasing energy. A report-*
containing data on a 190 nuclei in the format of Fig. 5 has
recently been published by the Nuclear Data Project.

Specific informatlor retrieval on request is becoming
more common. This may involve information which was not
published in (he Nuclear Data Sheets (for lack of space) or
information from several A-chains list-d in a specific order
(for example, a list of y-rays In the actinide region listed in
order of Increasing energy or a list of Y-rays observed fol-
lowing a (d,p) reaction on any Sn (tin) nucleus. The infor-
mation may be provided in computer-readable form (punched
cards, magnetic tapes). The nature of further development
of information retrieval capabilities will probably depend on
user Interests.
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X-RAY CALIBRATION SOURCES FOR THE 100-1000 eV REGION

Burton L. Henke

University of Hawaii
Department of Physios and Astronomy

Honolulu, Hawaii 96822

In order to calibrate windows, detectors and dis-
persive analysers for low energy x-ray spectroscopy,
certain characteristic line sources have been found to
be particularly useful. These are obtained directly
from an appropriate anode of a two-kilowatt demountable
x-ray source, or from a fluorescent secondary radiator
that is coupled closely to the x-ray source as shown in
Fig. 1. Often the characteristic lines may be effec-
tively isolated by filter and/or by pulse height
discrimination with i proportional coulter.' This is
possible in the low energy x-ray region because the
spectral line series are simpler and the line intensity
relative to the associated continue background is
considerably higher than that for the ordinary x-ray
region. This is illustrated in the spectra presented

in Figs. 2 through 13 of fluorescent line sources ir.
the 100 to 1000 eV region (10 to 100 A region). Also
presented are typical absolute intensities as measured
off a crystal analyzer and directly from the fluores-
cent radiator. The absolute characteristic radiation
output intensities from three often-used anode sources
for the excitation of the fluorescent lines are listed
in Fig. 1. All intensities were measured with a
calibrated proportional counter and with the window set
to accept the full pulse height distribution. The
measured intensities were divided by the appropriate
x-ray tube window transmission. (Typical window
transmissions are 50 to 80*.) The demountable x-ray
source that is used in this laboratory is deserved in
Fig. lU.

DIRECT

DIRECT SOURCE INTENSITY - I

PHOTONS /SEC-STEARADIAN-KILOWATT

(FOR CHARACTERISTIC RADIATION)

FLUORESCENT

ANODE

ALUMINUM

COPPER

GRAPHITED
COPPER

RADIATION

Al-Ka (8.34 A/1490 eV)

Cu-La (13.3 A / 9 3 0 eV)

C-Ka(44.7A/277 eV)

I
6 x IO1 3

6 x IO1 3

2 x I 0 1 4

Fig. 1. Showing the direct and fluorescent x-ray
source geometries. Also listed are typical,
absolute characteristic radiation output inten-
sities from aluminum, copper and graphiteri anodes
as used in the excitation of the fluorescent
spectra shown in Figs. 2 through 13.
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TWO-KILOWATT
DEMOUNTABLE

X-RAY TUBE

INTERCHANGEABLE
ANODE CYLINDER

TUNGSTEN
CATHODE

WATER
COOLING

Figure 1I4

In Fig. 1^ is shown the demountable structure of
the x-ray source. The constructional details are
available from the author. This tubi design places
about 1-5 square centimeters of effective anode area
very close to a two centimeter diameter port over which
a thin window may be Introduced by a sliding vacuum
isolation gate when the spectrometer has been evacuated.
Because only the anode is at a positive potential,
above housing and cathode ground potential, electrons
reflected from the anode to the thin window arrive at
essentially zero energy. This simple geometry allows
the focusing of electrons from the tungsten filament
into the effective anode region with sufficient inten-
sity (at typical anode voltage of about 6 to 8 kV) to
melt a heavily water cooled anode structure. By
"hiding" the tungsten cathode below the anode structure,
essentially no tungsten contamination of the effective
anode area occurs. This tube is pumped by a parallel,
closely coupl3d combination of a sputter-ion pump and a
Zeolite molecular sieve trap both at about 10""7 Torr.
These approaches assure that the target remains affec-
tively clean through weeks of operation and thereby
yields a constant output of useful line radiation that
is characteristic of the target material. In the par-
ticular design illustrated here, the anodes are
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interchangeable (machined from V material and simply
inserted into the water-cooling structure with a Viton
O-ring seal).
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CURRENT RESEARCH RELEVANT TO THE IMPROVEMENT OF
Y-RAY SPECTROSCOPY AS AN ANALYTICAL TOOL
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Summary. We consider four areas of research that will
have significant impact on the further development of
Y-ray spectroscopy as an accurate analytical tool.
The areas considered are: 1) Automation 2) Accurate
multigamma ray sources, 3) Accuracy of the current and
future y-ray energy scale, and 4) New solid state X
and Y-ray detectors.

Introduction

Several constraints become quite apparent when one
considers what the scope of a presentation on Y-spec-
troscopy ought to be at this symposium. First, the
past problems and current status are very well present-
ed in the Herceg Novi International Summer School on
Radionuclide Metrology.1"9 Second, current research is
aptly chronicled in the IEEE proceedings of its annual
Nuclear Science Symposium10-13 In addition, presenta-
tions at this symposium deal with some of the current
problems and their solutions in far better detail than
can be justly done in a single lecture. These facts
and this symposium committee's guidance, that they wish-
ed us to explore the issues involved in the future of
the field, lead one to ask what areas of current work
will have the biggest impact on expansion of Y-ray
spectroscopy as a common and accurate analytical tool?
A review of the current literature shows that present
and future work on automization, accuracy of measure-
ment, and advanced design detectors certainly are three
prime areas where significant developments can give a
major impact. Indeed, these areas make up the majority
of general problems to be considered as first priority
by the International Committee for Radior.uclide Metro-
logy's (ICRM) Working Group on a, 6 and Y-ray Spectro-
metry. As pointed out by the chairman, Dr. Debretin,1"
we should explore "general problems related to:

- construction and type of detectors
- set-up of spectrometers (shielding, geometry,

electronics, . . .
- calibration procedures
- sources and standards used for calibration
- data acquisition and analysis."

Here, we propose to 1} discuss an example of a highly
automated Y-ray spectroscopy facility 2) present the
results of some current research efforts at increasing
the accuracy and simplicity for calibration of v-ray
intensities and, hence, detector efficiencies 3) dis-
cuss some aspects of precise Y-ray energy measurements
and 4) discuss what areas of research in solid state
detectors present the most promising prospects.

1. Automation of Y-ray Spectroscopy

As an example of a highly automated Y-ray spectros-
copy facility, 1 have picked the facility of which I
have the greatest familiarity. This facility, housed
in LLL's Radiochemistry Division, processed in excess
of 6,000 samples last year yet is staffed with a group
of five workers headed by Dr. Ray Gunnink. The ver-
satility of the system is illustrated by considering
what variety of sample sizes and level of activities
must be processed. Large, low-level samples from
environmental research must be counted along with small

high-level sources used in the diagnostics of under-
ground nuclear explosions. In addition, various sizes
and activity levels from activation analysis samples
from the Livermore Pool Type Reactor and the LLL in-
tense 14 MeV neutron source must be accommodated.

A significant factor in providing the high through
put of samples is the presence of five automated sample
changers. These 16 position changers feed a selected
sample to a ram that positions the sample to be counted
below a Ge(Li) detector at a preselected distance. The
Ge(Li) spectrometers and the entire system is control-
led by a central small computer. Entry of commands
allows coded identification along with the selection of
counting duration, source-to-detector distance or count
rate and sequence of counting on one of the changers.
During the counting period events in excess of 106

("overflow")are automatically recorded. A central de-
cimal day clock records start and stop counting times.
The measured spectra are recorded on a disc and latter
transferred, via magnetic tape to the LLL computations
center for processing on CDC-7600 computers.

At this point, it is instructive to consider the
actual analysis of spectra by large computer. "Spec-
tral analyses can generally be divided into two parts;
first, the reduction of the spectral features into un-
derstandable entities such as photopeak energies and
intensities, and secondly, the quantitative interpreta-
tion of these items as disintegration rates, atoms or
grams of specific nuclides or materials. Some of the
spectral features we will now discuss are: 1) The pro-
per form of the bacground continuum under a peak or
peak multiplet, 2) The components of the observed peak
shape, 3) Methods for fitting peak multiplets, and 4)
Schemes for interpretating the observed peaks. Much of
this material originates directly from R. Gunnink
et.al's,15publications on GAMANAL and its applications.

If one were to consider a hypothetical detector
system exhibiting no instrumental noise or line dis-
persions, all of the full-energy pulses corresponding
to a given Y-ray woild appear in one channel rather
than as a broadened distribution. The background just
before the peak presumably consists of degraded full-
energy events resulting from such effects as "trapping"
in the detector and low angle scattering by the source
or materials surrounding it. It would appear that
these produce events that would continue right up to
the full peak energy; the result being a discontinuity
or step in the level of '.he "background". If this is
so, any processes that disperse the original narrow
Y-ray line width will also smooth the background dis-
continuity. In GAMANAL, a procedure which closely re-
presents the detector process initially interpolates a
step function with the discontinuities occurring at the
peak positions and with step heights proportioned
according to the approximate peak heights. The region
is subsequently smoothed with two or three cycles of
linear smoothing.

There are at least three distinct components in the
observed line shape of a gamma-ray photopeak. These
are illustrated in Fig. 1. Additional structure may
result from improper usage or alignment of the electro-
nic components of the system. The major portion of the
peak can be described By a Gaussian equation. However,
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accurate data interpretation requires that the "short-
term" tailing in particular not be ignored. The "long-
term" tailing may be important in the analysis of some
complex multiplets. Otherwise it can frequently be
treated as part of the "background" as is done in
GAMANAL. Gunnink has found an algorithm adequately
fits the observed peak shapes.15-'6 Techniques have
been found15 whereby all of the peak shape parameters
can be determined from two widely separated peaks in a
spectrum.

The simultaneous fitting of several peaks in a
multiplet is generally accomplished by some iterative
method. For example, GAMANAL linearizes the equations
by using the first terms of a Taylor's expansion about
the trial values and then use a Newton-Raphson or Gauss
iterative technique. Vsry complicated unfoldings can
be made usiiig this approach.15

If Ge(Li) detectors are to be used for quantita-
tive measurements, they must be calibrated using appro-
priate sources. The counting efficiency at any parti-
cular gamma energy is dependent on a number of factors.
Most of these are associated with the interaction pro-
cess within the detector, the source-detector geometry,
or with gamma-ray attenuations within the source or
from surrounding materials. If the samples to be anal-
yzed all have the same size, shape, set of radioactive
components, and activity level, then it is possible to
carry out a specific calibration for this sample type
such that gamma-peak intensities can subsequently be
directly converted to the desired units. This cordi-
tion does not generally prevail in our case. As a con-
sequence, Gunnink has developed a more flexible
approach where he separates the overall efficiency into
two ronponents as follows: Efficiency = e x G, where
e = intrinsic efficiency G = a geometry factor (includes
attenuation factors). This scheme requires only one
efficiency curve, which can be used for all samples
without regard for their shape, size, or activity level.
A rather elaborate model has been developed to compute
the geometry term and is discussed by Gunnink later in
this session.

A popular method of interpreting a spectrum is to
hand pick one or more gamma-ray peaks for each nuclide
represented and to compute nuclide abundances assuming
that no interference exists. Although this is very
practical for some situations, it generally means that
much useful data is discarded and furthermore, unanti-
cipated interference may cause errors.

A more generally applicable approach is to assume
that the observed intensity of each peak is a linear
addition of intensities from one or more components,
i.e., J , where Yi is the intensity of

Yi = £ Ai ' *ijj=l
the i t n peak in gammas/min, X-jj is the branching inten-
sity of the j t n component at the ith peak energy and
Aj is the disintegration rate of the jth component (a
number that is to be determined). The calculational
method is to write the equations in matrix form to find
those sets of equations that are interdependent and
then to solve them by the method of lease squares.
This approach becomes almost imperative for complex
spectra, such as mixea-fission-product and some activa-
tion-analysis spectra, because of tlje large number of
unresolved peak interferences.11"15

2. Intensities

The large number of issues that ought to be dis-
cussed in relation to the measurement, standarization
and utilization of y-ray intensities could well take up
the entire conference. Indeed, some of the major re-
view papers and a full session of the First Internation-
al Summer School on Radionuclide Metrology at Herceg
Novi covered this topic. Those covered by Grinberg,3
Spernol," Campion,5 Muller,6 Cavallo et.al?, Legrand8
and Fink et.al.9 state the issues very well. Hence, it

would be only repetitious to explore the metrology pro-
blems discussed there. In addition, several talks in
this conference are addressed to current efforts in the
Y-ray intensity and efficiency calibration sphere. We
have tried to avoid duplication of those subjects as
well. Indeed, when one asks: "As far as the question
of y-ray intensities, what facet may have a major impact
on the future of y ray spectroscopy?" The availability
of accurate, detailed multigamma ray sources of single
long-lived nuclides emerges as a current "front runner".
Automization of y-ray spectrometers, such as *e have
discussed, certain}/ will open up new analytic uses.
However, for large systems with high usage factors de-
tailed calibration with many single y-ray sources is
not going to be possible or cost effective. Further,
the fundamental aim of any metrologist is to improve the
accuracy of his measurements. Le Gallic17 as well as
Mann19 have pointed out that efforts are under way
through the aegis of the Bureau International des poids
et Mesures to improve the accuracies of their radio-
active standards to the order of 0.1 percent. On the
analytic usage side of the coin, the ability to identify
and quantitatively measure radioactive constituents is
limited, in some crucial cases, by the accuracy in the
knowledge of both major and minor y-ray components of a
radionuclide's spectra. Let me cite an example from
the field of environmental chemistry and its utilization
of activation analysis. W. H. Zoller, G. E. Gordon and
W. B. Walters20 of the University of Maryland have
pointed to two classic examples. In their work, zinc
and mercury are two important elements that must be
identified. However, zinc is identified only by the
1115 keV y-ray of 65Zn and mercury by the 279-keV y-ray
of 203Hg. A number of other workers have been mislead
in attributing Zn to a low abundant impurity. Once
rare earth terbium is present, neutron capture in 15STb
produces significant amount of i60Tb and it has a low
abundance 1115 keV y-ray that can give false identifica-
tion of Zn. To add to this 15*Eu, 110Ag and ^Sc have
1115 keV y rays that can interfer. Similarly, mercury
can be mistakenly identified*when 75Se, : 9 2I or 1!9Te
are present. Again, the latter two have low amount
y rays of identical energy, hence, are not obvious as
the 5Se interference. Hence, efforts aimed at deli na-
tion of accurate values of both high and low intensity
y-rays will allow the y ray spectroscopy field to ex-
tend its utility.

Here, we wish to point to some technological pro-
blems associated with multi-gamma sources, then present
some cross evaluated multi-gamma sources that have
emerged as a result of the LLL-Radiochemistry Division's
nuclear structure research effort.

The major technological problems concern dead time
effects, summing, and an accurate knowledge and descrip-
tion of large volume Ge(Li) detector efficiences below
200 keV. A discussion of dead time and pile up problems
is a vast subject in itself and I refer to the fine
Herceg Novi Summer School article by J. W. Miiller6 for
that subject. The paucity of accurate y rays in the
range up to 200 keV has hindered accurate description
of the Ge(Li) efficiency curve in this critical region.
Here a number of workers, including NBS and LLL have
adopted a procedure of matching two analytic functions
in order to describe the efficiency curve, one to cover
the region up to 200 to 300 keV and one for the region
above (at least to 3 to 4 MeV). Both calibration and
analytic uses are hampered by the summing nemesis. For
most multi-gamma sources accurate calibration ought to
be performed at a minimum of 10 cm if not 20 to 30 r-\.
Examples of the summing problem in analytic work comes
from applications where low intensity samples, must be
counted at small distances to gain any results. Activi-
ty such as 152Eu can have a 30 percent error introduced
by not recognizing summing effects. Even at 3 cm some
lines of ?5Se can be off by 16 percent. The literature
values for 131Ba y-rays vary as much as 20 percent. Our
work on this decay has been able to duplicate almost
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every value . . . if we vary the source to detector
distance. The final results, given later, were ob-
tained by counting at distances of 20 cm or greater.

As a result of our research effort, which explores
nuclear structure through systematic studies of the
electromagnetic interaction in related nuclei, we have
developed a set of long-lived multi r-ray nuclides
which are internally consistent. That i?. they have
been measured on the stable of cross calibrated spec-
trometers in existence at LLL. In Table 1, we pre-
sent a selected list of those that may be useful as
multi-gamma standards and shall use them to illu-
strate a few potentially interesting cases of multi-
gamma standards of the future. To do so, we will
break the discussion into two areas: Thosa multi -
gamma sources below 2 HeV ant' those above 2 WeV. These
two categories reflect the fact that a majority of the
analytic natural and induced radioactivity measurements
can be performed with spectrometer settings of 0-2 MeV
while in-beam and research disciplines are more inter-
ested in the above 2 MeV region. Before continuing
we wish to pause to stress a pragmatic point. A number
of the researchers and standards laboratory workers are
b»ing forced to the conclusion that for high percision
and accurate work, gain settir«?s of less than 0.25 keV
per channel are mandatory. Her.ce, for future analytic
purposes, it would be useful to witness the availabil-
ity and use of more 8096 channel analyses to allow 0-2
MeV measurements at 0.Z5 keV/channel.

For the region below two raeV, we have already dis-
cussed the problems of efficiency shape and fitting up
to 200 keif. The correct description of this region is
still not resolved. Our best value for the "Se of
exactly equal intensity for the for the two most in-
tense y-rays is quite different than that in the pub-
lished literature. However, it is in agreement .yith
preliminary results from the international standards
laboratories. For the higher energies, two nuclides
that have had increased attention are "°Ag m andlatu.
These two nuclides have much to speak for them as they
can be produced easily (have large neutron capture
formation cross sections and can be prepared rela-
tively pure e.g., l51Eu enriched isotope is inexpen-
sive and high purity Ag-foil is readily available.)
Our y-ray U s * for ""Ag1" is more extensive than in
published literature and is a result of studies
usJng the LLL Ge(U) systems and the new LLL intrin-
sic Ge anti-Compton spectrometer described by Dave
Camp in this session of the symposium. The '"Eu
has been studied by many workers, however, the re-
lative intensity vatuas in the literature again vary
bv large amounts e.g.. normalized to 100.0 for the
344-keV v-ray the 121 keV y ray has relative inten-
sities of 125, 110, 117. 103 and 105. These values
presumably vary because of a combination of problems
in the past, the main two of which are summing and
knowledge of the low-energy efficiency curve. In
Table 2. we compare the major lines measured at
30, 43, 67, and 100 cm on various LLL Ge(Li) detec-
tors as well as the result values of Debritin,21
Barrette et.al." and Legrande.2*

We have explored the question of how well we
can fit a region of the efficiency curve above
300 keV but below 2000 keV. This was done as part
of our recent studies on 13-Cs decay where special
attention was given to the determination of the
relative Y-ray intensities as precisely as possible.
The errors shown for the intensities 1n Table 1 are
a result of the measurements described in Ref. 88.

Is there a way one can test the relative efficiency
curves that are in use today by using sources that
have an Inherent accuracy better than the known de-
tector efficiences? The answer we contend is yes.
However, there are very few instances where a concer-
ted effort has been made and is an area where some
research is much needed. First, we wish to recall
some pertinent nuclear decay features. If a parent
nucleus has a progeny (does the term "daughter"
violate the equal rights ammendment?) which differs
by a large spin charge then no decay can occur to the
ground state. In this case it may cascade through
several levels where maximum angular momentum charge
•jccurs. In the ideal case, a v-ray cascade will re-
sult with several Y rays of equally differing energy.
We have encountered at least three cases 'Hom.
""V and *eSc. In these three, their low Z does not
allow significant electron conversion to occur. Our
measurements can easily reproduce the required re-
sults within 2 percent. However, to reach the statis-
tical accuracy possible of O.3 percent special atten-
tion has to be given not only to recalibration of ths
detector but to the peak shape fit of each photopeak.

io to too no no'
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s

X ir t
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>
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3. Energy Standards
Although the current general usage of analytical

y-ray spectroscopy does not demand the full precision
with which y-ray energies can be determined some
techniques are sensitive enough that errors of 1- or
2-eV in the energy of a peak can effect the final re-
sult? Applications which do require a preciid know-
ledge of the y-ray energies, we are led to ask: What
limits our current knowledge of accurate Yray energies?
The continuing question of an absolute energy scale,
determination of primary energy standards and their
errors are the most limiting at the moment. We recall
that using Ge(Li) detector systems, the relative
energies of y-rays can be measured with precisions
of better than 10 ppm (10 eV/MeV). To achieve this
precision, the inherent nonlinearity and poorly-defined
zero characteristic of these spectrometers can be over-
come by measuring the difference in energy between
closely spaced lines, one of which has a "known" energy.
Therefore, convenient energy calibration standards must
be known with adequate accuracy. Moreover, since Ge(Li)
spectrometer nonlinearities are normally measured with
calibration lines, it is important that the distribu-
tion and number of lines be adequate. 3Q ,,

Basic Reference Values: Some authors '
have based their energy calibrations on two energy
standards: the W ka, - x-ray32 line and the 412 keV
line of 198Au which is usually considered to be the
working definition of the m oc' (electron rest mass)
scale. There are problems in using these scales. Be-
sides being relatively wide, x-ray line shapes recorded
using high precision, crystal diffraction spectrometers,
for example, tend to be unsymmetric. Precise determin-
ation of x-ray centroids is therefore compromised.33
Moreover, it has been suggested that x-rays emitted
after 182ra B-decay, a source used in ma.ny earlier
basic measurements, are shifted by 1.8 - 0.5 eV rela-
tive to "normal" W Ko, x-rays,34a question which still
remains to be resolved.35 The second energy scale is
based on the rest mass of the electron, moc', with a
value known to within 3.3 ppm according to the Taylor
1973 adjustment.36 The line from annihilation of a
positron-electron pair, however, is not useful for energy
measurements. The observed line is a few keV wide and
shifted to a slightly lower value (by an amount which
is material dependent) due to the annihilation of posi-
trons with bound electrons. Therefore, most experimen-
ters have used the 412 keV line of 198Hg decay as a
primary standard. The value for this line is based on

measurenents and measurements through 411 keV we obtain
1 * 11 eV for the moc2 energy increase needed to bring
the scales into agreement.39,40

The accurate measurement of y-ray energies will
soon benefit from a series of extremely precise 412
keV calibration measurements being conducted by
Deslattes, Kessler, et.al, at NBS.41'42 They are by-
passing the problems inherent in the two basic standards
by relating the 198Au 412 wavelength to that of a
visible iodine line near 633 nm which is known to with-
in * .0009 ppm. The three stages of their measurement
include: (1) establishing the lattice spacing in one
or more Si crystals using the visible standard, (2)
determining the lattice spacing of several Ge crystals
by comparison with that of the Si, (3) measuring the
diffraction angles of the y-ray wavelength, very pre-
cisely using a two crystal transmission spectrometry.
An accuracy better than 1 ppm (0.4 eV) is expected; this
is equivalent to only 3.5 eV at an energy of 3500 keV.

Secondary Standards: In order to extend y-ray
energy measurement? to higher energies, it is necessary
to establish an appropriate set of secondary standards
which have been referenced with precision against the
primary absolute.scale. In their respective reviews
Marion' and Kern* both rejected a large number of pre-
cise crystal spectrometer measurements and chose to use
results obtained using iron-free magnetic spectro-
meters (mainly that at Chalk River) in order to esta-
blish secondary standards. In using this procedure the
density of secondary standards is not very great, there
is a serious gap between 600 and 1200 keV, and little
advantage is taken of the cascade method, ."oreover
since we have observed good agreement between 412 values
measured using both types of measurements, its not
clear that the crystal spectrometer results should be
rejected.

Cascade-Crossover Method: A fundamentally sound
method tor "bootstrapping" to higher energies involves
summing the energies of cascade transitions to obtain
that of the crossover after correcting for recoil ,»-
energy differences. Some cascades in the decay of Ir
are being used by Desl.attes, et.al, example, to inves-
tigate small systematic energy-dependent uncertainties
in their very precise series of measurements.

In their work Greenwood, Helmer, and Gehrke

shown in Fig.2 . as a basis for substantially increas-
ing the number of standards below 1300 keV. The measured
energy differences were obtained using Ge(Li) spectro-
meter techniques. The values obtained for energy
differences are relatively insensitive to changes in
the calibration energies. Explicit energy differences

a Ldreiui series vi exptrr inienia uy nuriay,* c t . a i . • - • «-
in which one of the externally converted lines of '98Au
are compared with the narrow component of the_annihila-
tion radiation using a high resolution electron spec-
trometer. The resulting uncertainty in this scale is
19 ppm which, incidently is equivalent to 68 eV at a
Y-ray energy of 3500 keV. Until recently, the only
confirmation of this 412 value involved a comparison
with the 412 value based on the W Ka-, scale.

In comparing 411 values based on the two pri-
mary scales, one must revise Murray's nigC? comparison
results to incorporate new information (recall Taylor's
revision) being careful not to introduce any x-ray
scale dependence. The best value for 411 based on thp
W Ka, scale is obtained from a weighted average of
three direct comparisons using crystal-diffraction
spectrometers and a fourth value by Greenwood et.al.
who summed low energy lines in 183Ta to obtain a 406-
keV crossover y-ray and then measuring the 406-411
energy difference. The low energy 183Ta lines were
compared directly with W Ka, using crystal diffraction
methods. Averaging the four results yields a value
based on W Ka of 411.794 ± 0.007 keV in exact agree-
ment with the value based on moc'. Combining direct

Murray et al. 37.38 e n a b l e easier future revision in case more accurate
primary standards become available. The authors have
also done a more careful error analysis than one finds
in much of the previous work. They explicitly identi-
fied the systematic error component of the fundamental
energy value defining their energy scale. This refer-
ence error is clearly common to all y-ray energies
measured on this scale and must be identified in order
that errors may be properly combined. It is perhaps
their lack of rigor in obtaining weighted averages and
in using a basic scale intermediately between the two
energy sets which resulted in their work being rejected
b> Kern.

Ge(Li) Y-ray Energy Measurement Technique -- Error
Components: In a precision Ge(Li) y-ra.y-enerqy measure-
ment, data from an "unknown" source (source to be
measured) and from a set of standard sources are
accumulated simultaneously. Energy values for lines in
the unknown are then obtained by comparison with standard
lines in the spectrum.

System Nonlineari'ty: To limit the uncertainty due
to system nonlinearity, the unknown full energy peak
should be relatively close to the standard to which it
is being compared. A sufficient number of adequately
well-known standards should cover the region to permit
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the nonlinearity relation to be determined. Since
the electric field effect produces nonlinearity,16
the sources should enter the detector at the same
ran&e of angles as the standards and preferably in a
perpendicular direction with respect to the source.

Good technique must be used in developing the non-
linearity curve and handling the associated errors.
In order to take into account the combined system non-
linearity, we least-squares fit the standards in each
spectrum with a power series polynomial of the form:

i " n=o an i
where Ej is the energy corresponding to the channel
Cj. For each of the standards, peak energies and
centroids along with corresponding standard deviations
were input to a computer code. The appropriate stan-
dard deviation of the energies includes only measure-
ment errors, not the reference component to the total
error. (Reference errors bear a <.o,fmon relationship
to all of the standards and, hence, should not affect
the weighting.) The code generates an error matrix
which gives the total measurement error for any peak
energy under consideration. This includes contribu-
tions due to the measurement error of the standards,
the peak fitting errors and an error associated with
interpolating between standards, that is, the size
of the error envelope at a given energy depends on its
proximity to the standards. For most spectra, a poly-
nomial of order 4 or 5 proved to be adequate to fit
the standards with an average deviation of less than
that of the average statistical deviation of the
standards. No apparent integral nonlinearity remained
and the deviations from the fit suggest that differen-
tial nonjinearities are small.

Addition of Errors in the Cascade Method: A pro-
blem in using the cascade method which is not fully
appreciated is the complexity in the error analysis.
Because of the interdependence of errors, a rigorous
Y-ray energy error analysis, particularly when several
cascades are involved, is very difficult. Consider
the decay scheme shown in Fig.2 for which we wish
to determine the+energy and uncertainty of the cross-
over line ( E 3 - GL3) by n»asuring the energies of
two cascade Y-rays (Y and y2) with total uncertainties
a 1 and a 2 respectively. Clearly

E (+ recoil corrections)

If the uncertainties in E and E are independent
then , , Yz

1/2

Using a 25 e'J scale error combined with 10 sV measure-
ment errors for YI and Y2(i.e., E = E = 1 MeV):

2 41 eV
T3

(29) 2] 1 / 2

But can we assume that a and o are independent?
Consider two cases: '
Case 1. E and E are both determined by compari'
son with the same standard line -- then clearly the
scale error a$ is a systematic error component which
must be separated out and added directly. Hence,

S 3 = Si S 2 •= Si

where om< is the 1 measurement error. And for
example:

cv [(10)2 + O O ) 2 + (50) 2] 1 / Z = 52 eV,

an increase of 21S ovor the result obtained by dis-
regarding systematic components. If, however, >,
and Y2 were compared to different standard lines,
the effect would be less serious.
Case 2. Consider the same cascade with YI and YJ
each lying close to a different standard line.--
Can we now treat the errors in the two standards
as being independent, giving

[ 2 . 2 T 1 /2 -5

->3 - Si S2

We can only if ac and oc have no common elements,
Ol J2

But this is not usually the case. If the two cali-
brated Y^rays have a common "ancestor" (a stjndard
line) from which their energies were obtained, then
the uncertainty in the ancestor is common to both
and is therefore a systematic component. Once this
common element is identified, than the uncertainty
in each standard is obtained from o. = [a\ + a2.}''*

where a = the systematic component of the
uncertainty in the primary or
secondary standard,

a. = the independent component of the
* uncertainty in the standard,

The total error due to the standards becomes

Based on Helmer et. a h . it is reasonable to assume
that of the 25 eV error in the standards, the
systematic component is at least 21 eV. Using this
along with othec components used in Case 1 gives

<y$ = [(14)
2 + (14)2 + («2) 2] 1 / 2 = 46 eV,

and for the total error
oy^ = [(2O)2 + (46) 2] 1 / 2 = 51 eV

whicii is still substantially higher than the 41 eV
obtained when systematic components were disregarded.
Of course, the effect of incorrectly handling systema-
tic components decreases rapidly with increasing
measurement errors. But. it also increases with Y-
ray energy since the error in the standards is dom-
'inated by the systematic component above about 1
MeV.
The frequently used procedure of obtaining level
adjusted energies by means of a least-squares fitting
scheme must be critically examined. Because of the
interdppendence of the errors involved, it is not
clear how valid are the weights used for the averages.
The error in the average level energy is too small be-
cause the assumptions concerning the input errors O.TP
not valid. What is needed and certainly does not now
exist, is a similar procedure for obtaining level
energies in which the errors are handled rigorously.

Gamma Rays in the 1.2 to 1.8 MeV Energy Range;
As an examplp of the use of the cascade method to
calibrate higher energy y-ray lines, we wil' discuss
the measurements made in the 1.2 to 1.8 MeV energy
range. The isotopes '2Ga, 82sr, HOniAg, and '24sb
were used simultaneously for this region because
they provide many cascade crossover combinations.
As can be seen from Table 3 , there is a good
distribution of crossover energies with which to
define the nonlinearity curve. Note that we have
tabulated the uncertainties due to the standards
412, and 675 separately to aid in the handling of
errors. These intermediate energy crossovers will
serve as secondary standards for the direct compari-
son of 'zGa, 56Co, and 56Mn cascade lines which will
enable us to extend the calibration work to 3.5 MeV.

Gamma Ray Standards up to 3,5 MeV;

Because the impact of the NBS calibration
work will be very significant, particulai lv at these
energies, we feel it is premature to present our re-
sults.
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4. Basic Considerations and Future Prospects
of Solid State Detectors

A semiconductor y-ray spectrometer operates as a
solid state ionization chamber. Their performance
and ultimate resolution depend on a number of factors
including charge generation statistics, signal "size",
a multitude of charge collection effects, and the
electronic characteristics of the amplifying system.
Consideration of new detector types and comparison
with present detectors requires understanding of these
factors, in general, a large, fluctuation free signal
is desired from the detector. The signal size, which
is important in reducing electronic noise, depends on
the average energy needed to produce an ion-pair. In
general, this parameter does not vary significantly
for different materials, ranging from 2.9 eV/ion pair
for Ge to 4.33 eV/ion-pair for Hglj.*' Translated into
electronic effects, this means that an electronics
system which has 1 keV FWHH resolution for Ge would
have 1.49 keV for Hgl? - a material with nearly 3
times the bandgap. The value of the eV/ion-pair for
other semiconductor materials of interest generally
fall within this ranged8

Another factor which becomes increasingly impor-
tant at higher energies are the charge generation
statistics. Due to a quantifying effect in the energy
partition, true randomness is not observed so that
observed statistical fluctuations during charge gen-
eration are reduced by a constant called the Fano
factor, F, which takes on values from 0 to I.*9 The
signal-to-noise ratio i s - H/fiW = /~N7F where N is
the average number of ion-pairs produced in a given
event. Quite small measured Fano factors have been
found for Ge (0.06) and Si (0.08).50 Larger Fano
factors have been observed for other semiconductors,
but these are probably not true values due to the
increased importance of trapping effects.

The effect of the electronic noise depends on the
detector size and geometry, detector technological ex-
cellence, and the detector energy bandgap. The latter
is extremely important due to the exponential depend-
ence of noise on the band gap energy (Eg) where noise
- exp(- Eg/kT). For low energy y-ray and x-ray
applications, this noise is extremely important.

Up until now, we have considered only the effects
on resolution of basic properties of materials. A
very important line broadening effect is that due to
"trapping". "Trapping" refers to the temporary or
permanent loss of charge from the ionized state during
collection of the charge in the crystal with a result-
ing loss in signal amplitude. A measure of trapping
severity is the mean time before trapping, T. General-
ly, the larger values of T correspond to better spec-
trometer performance. In considering detector effects,
a parameter termed mean trapping length, L = pte, is
used where u is the carrier mobility and E is the
electric field. In general, if the detector thickness,
d, equals or exceeds L, then extremely large statisti-
cal spreads due to trapping can be expected.- However,
if L >>• d, then resolution effects due to trapping
are minimized. In most real-world detectors, it is
not the value of L with relation to d which is most
important - rather, it is the fluctuation in the value
of L in different regions of the detector which is
important. These fluctuations produce different ampli-
tude responses from different portions of the detector
which in turn result in significant line broadening,
especially at higher v-ray energies.51'" Since L=UTE,
localized fluctuations in the magnitude of the electric
field, e, represent one source of variation in pulse
amplitude which adversely affects the resolution.
These variations in e can occur due to dopant fluctua-
tions (as can occur as a result of partial loss of
compensation in a Ge(Li) detector) or due to surface

state charging effects. Trie other very important
source of fluctuation in L is the variation in the
trapping time, T. These variations are caused by
localized regions of high trap density. Such traps are
caused by both deep level impurities and crystal de-
fects and their control is extremely important for a
high resolution spectrometer.

In summary, the parameters of importance for spec-
trometer performance are high nobility (u), small Fano
factor (F), small energy per ion pair ( E ) , minimal de-
tector noise, excellent detector fabrication technol-
ogy, negligible charge fapping. The parameters u, F,
and E are optimized for a small bandgap material.
Detector technology and trapping are optimum for ele-
mental semiconductors and the detector noise is mini-
mized by cryogenic cooling. Based on these collective
considerations. GeandS* will remain detector materials
of choice for high resolution spectroscopy. For x-
rays, Silicon has the advantage of lower detector
noise and relative freedom from K-edge fluorescent x-
ray escape artifacts. Germanium has the advantaae at
higher energies due to its smaller bandgap, higher
atomic number and density. All other semi conductor
materials are and will be of inferior spectrometer
quality in the foreseeable future providing other fac-
tors such as the desire to operate the detector at
room temperature are not of prime importance." The
only realistic alternate choices available at present
for semiconductor detectors are the Group III-V and
Group II-VI compounds and Hgl2.55 However, the carrier
diffusion length, L, for these materials is smaller by
a factor of at least 1011 as compared to that obtainable
for Ge and Si so that the detector thickness, d, is
greater than L for reasonable detector dimensions.56

The result is relatively poor spectrometer performance
for these materials.

Virtually all Si x-ray detectors are lithium com-
pensated. Lithium compensation presents no stability
problem and results in relatively uniform electric
fields with a minimum applied detector bias. Trapping
is an ever-present problem but its effect is minimal
at lower energies. Electric field nonuniformities,
especially near the edges, can result in "background"
in the x-ray energy ranqe. Various geometries and
electronic means have been employed to reduce the con-
tribution of these slow pulses so that significant
background reductions have been achieved.57 At pres-
ent, the main limitations on resolution are electronic
noise and the spread due to charge generation statis-
tics with the result that attainment of the ultimate
resolution is approaching an asymptotic value.

Germanium detectors, which are made either by
lithium compensating P-type germanium (Ge(Li)) or by
using high purity "intrinsic" germanium, are normally
used for y-ray spectroscopy where the ultimate energy
resolution is required. Historically, it was rela-
tively easy to compensate germanium by the lithium
drift process and high quality spectrometers with
active volumes in excess of TOO cm3 were relatively
easily made. Basic difficulties in fabricating these
detectors have been overcome, through years of research
which included minimizing oxygen content, controlling
dislocations and quenched-in point defects in the
crystal during growth.58,59 The main sources of trap-
ping, 51,53,60,61 which included lithium precipitates,
thermally-induced point defects, transition element
impurities, and SiO2 inclusions, are now well con-
trolled and Ge(Li) detectors with active volumes > 50
cm3 and resolutions < 1.8 keV FWHM @ 1.33 HeV are
readily available.

While Ge(Li) detectors at present are less expen-
sive and are available in larger volumes with excel-
lent energy resolution than detectors made from high
purity germanium (HP Ge), they do suffer from stabil-
ity problems due to loss of compensation if acciden-
tally brought to ambient temperature. Also, Ge(Li)
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detectors which are subjected to radiation damage can-
not be easily annealed but must be redr i f ted.6 2 To
overcome the stabi l i ty problem, high purity germanium
was grown by R. N. Hal l6 3 wherein the electr ical ly
active irepurity concentration in the Ge was low enough
such that a reasonable volume of detector material
could be depleted with real ist ic bias levels in a PN
junction. To achieve th is , net impurity levels on the
order of 2 x 1013/cm3 are needed before 1 cm of Ge can
be depleted by 1000 volts bias in a P-N junction. This
corresponds to an electr ical ly active purity level of
about 1 part in 1012.

HP Ge detectors have a number of advantages. Since
they are not formed by the lithium d r i f t process, they
are stable at room temperature. In addition: the fab-
rication time is hours rather than weeks since only a
P-N junction need be formed, a wide variety of junc-
tion geometries are possible limited only by the de-
pletion characteristics of the material, very thin P-
regions are possible as opposed to the Ge(Li) detec-
tors which normally contain undepleted P-type material
which adversely afreets spectra performance,64 the N
contact can be made much thinner since excess lithium
is not needed for the d r i f t process,65 and the HP Ge
detectors are relatively easy to anneal following
radiation damage.66 The present drawbacks of HP Ge
detectors are their smaller available size and the
relatively higher cost of the high purity germanium.
These are being overcome as the technology and accept-
ance of HP Ge detectors advances.6'"69

The actual spectrometer performance is for a l l
practical purposes, the same for HP Ge and Ge(Li)

detectors.70 The main sources of trapping are crystal
point defects such as vacancies and the S1O2 in -
clusions.6! »71 Since these are some of the same traps
of concern as in Ge(Li) detectors, similar trapping
effects are expected. Some difference, however, is
seen since electric f ie ld uniformity is more d i f f i cu l t
to obtain in HP Ge due to the higher net ionized im-
purity density (- 1010/cm3 for HP Ge versus - 108/cm3

for Ge(Li)) and the apparent greater surface sensitiv-
i t y of HP Ge detectors.7Z"76 The actual ab i l i ty to
cycle HP Ge detectors between room temperature and
77°K is variable due to this surface sensitivity and
generally requires the use of a clean vacuum cryostat
where the thermal design is such that the detector is
the last part to cool down.

Future detector developments using detector mater-
ials other than Ge and Si are being undertaken to gain
specific advantages in terms of operating temperature
or higher specific sensit ivity per unit volume.
Detector materials which have received significant
attention in this regard include GaAs, CdTe, and Hgl2-9

GaAs has the advantage of larger bandgap with reason-
able mobility so that i t can be used as an x-ray or
>-ray spectrometer at room temperature. Successful
detectors have been made using epitaxial growth but
they tend to be relatively t h i n . 7 ' " ' 9 Since the atomic
number of GaAs is about the same as Ge, significant
losses in efficiency w i l l occur for such thin detec-
tors used as y-ray detectors.

CdTe has a higher atomic number and a large energy
bandgap so that i t can be used as a room temperature
Y-ray spectrometer with reasonable efficiency.80-83
However, CdTe has a relatively small hole mobility so
I. < d for the hole er.d trapping becomes a severe
problem. Geometry ciianges have been employed to over-
CD's the single carrier collection problem but this
also introduces energy-dependent distortion effects on
the spectrum. An additional problem with CdTe is the
di f f icu l ty in forming effective blocking contacts.
The result is a conductivity type of counter with
relati '/ely large leakage currents and an appreciable
detector noise contribution to resolution.

Hgl2 is a large bandgap, h1gh-z semiconductor
which has shown some recent promise as an x-ray

spectrometer.47'8'1 While the detector noise is quite
low and the specific efficiency is relatively high,
Hgl2 has a very low hole mobility coupled with a low
electron mobility. The result is that L < d for both
carriers in a l l but very thin detectors. The success-
ful detectors that have been used for x-ray spectros-
copy are thinner than 1 mm and rely on only electron
collection since a l l the x-rays are absorbed on one
detector surface. Serious technological problems
remain in growth, handling, and with trapping effects
so that i t is unlikely that Hgl2 detectors w i l l make
any serious contributions to y-ray spectroscopy though
there may be specific x-ray spectroscopy applications
where they wi l l be quite useful.

Any prospects for other room-temperature y-ray
spectrometers revolve around the avai labi l i ty of semi-
conductors with 1) band gap energy greater than 1.5 eV,
2) at least one high-z element in the matrix, and 3)
good charge collection parameters in terms of carrier
mobility and minority carrier l i fet ime. The most
promising unexpioited material is AlSb which, on the
basis of computer simulated spectra, appears to be a
good candidate for y-ray spectroscopy.85 However,
AlSb is s t i l l in i ts technological infancy and sig-
nificant developmental work is required.

Work performed under the auspices of the U.S. Energy
Research & Development Administration, contract No.
W-7405-Eng-48.
+Member, Woridng Group on a,B, and y-ray spectroscopy.
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Table 3 Garnna Ray Cascade and Crossover Transitions
Used in the 1.2 to 1.8 MeV

Isotope
Br-82

Ag-llOm

Ga-72
Ag-llOm

Ag-llOiii

Ga-72
Sb-124

Error Components

Crossover*
1317.440

1384.270

1464.047
1505.001

1562.266

1596.704
1690.949

Measure. 675
5

8

11
8

11

11
10

8

8

8
16

16

16
16

(in

411

17

18
18

19

19
20

eV)

Total
'T9 619+698

20

23
25

27

27
27

827+1043-544
677+706
620+763
446+937
629+834
620+884
686+818
744+818
677+884
786+810
645+1045
722+968

based on the 411.794 keV Au scale. It must be recog-
nized that these values will change by a scale factor
that depends upon the 412-keV value currently being
finalized by Deslattes.
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Table 1 (continued)

E..(A) E..(A

— Y per 10,000 —
Decays

40.586(15) 103 ( 5)
89.40 (20) 0.28(18)

140.462(15)
142.671(25) 2.27( 7)
158.778(15) 1.67( 8)
162.366(15) 1.16( 5)
181.052(15) 604 (12)
242.280(76) 0.14( 2)
249.024(27) 0.29( 3)
366.412(15) 119 ( 3)
380.123(79) 0.90( 3)
410.264(95) 0.19( 4)
411.481(15) 1.44( 6)
455.83 (13) 0.13( 6)
457.591(29) 0.67( 5)
469.617(70) 0.26( 5)
490.52 (15) O.l l ( 4)
528.775(15) 5.36(11)
537.78 (15) 0.16( 6
580.490(65) 0.43( 5

48 Sc

606.641(19)
635.895(18)

9062(181) 671.409(20)

50.2
113.2
18.0

121 Tem+gq

37.138( 2)
65.548( 8)
81.788(15)

103.850(78)
212.189(27)
470.472( 8)
507.591( 5)
511.00
573.139( 4)
909.847(15)
946.989(15)
998.291( 5)

(1)
(2)
(4)

1102.149(15)
581.28 (12? 0.10( 5? ^7.600 175)
620.010(35)
621.75f(24)
739.481(17)
761.755(76)
777.901(20)
822.951(15)
960.730(20)
986.418(35)

1001.318(18)
1056.170(49)

0.23( 8
2.56( 8
1200(33)
0.11( 1)
424 ( 9)
12.7( 4)
9.1( 2)

0.13{ 1)
0.40( 1)
0.10

1144.650(35)

5 s , £
24.390(55) 0.46( 4)
66.059(15) 18.7 ( 1)
80.935(30) 0.19( 4)
96.732( 5) 57.2 ( 2)

121.118( 7)298.3 ( 7)
135.996( 9) 1000 { 7)
198.59K 8) 25.4 ( 2)
264.651( 3) 1000 ( 5)
279.528( 5) 422 ( 4)
303.915( 5) 22.3 { 2)
400.647( 9)194.5 ( 8)
419.291(45) 0.18( 3)
572.710(20) 0.60{ 3)
617.880(35) 0.077(4)
821.895(35) 0.0022(2)

/oo
125-Sb

110.892(12) 0.009(1)
116.952(11) 2.55 (4)
146.08 (10) 0.0062(4)
172.615(15 ) 1.82 (3)
176.334(11) 67.9 (2)178.78 ( 5)
198.65 ( 6)
204.129(25)
208.088(25)
227.911(35)
314.94 (11"
321.03 ( 4 .
380.435(20) 15.2 (1)
408.01 ( 4) 1.83 (6)
427.889(15)294.4 (9)
443.497
463.383
491.28
497.36
600.557(18)177.8

131-Ba
54.876(25)
78.759(18)
82.479(35)
92.285(15)

123.828(12)
133.635(12)
137.383(18)
157.183(15)
216.113(12)
239.629(13)
246.913(15)
249.426(15)
294.482(15)
351.202(17)
373.236(15)
404.033(15)
461.254(19)
480.404(14)
486.511(15)
496.317(15)
534.14 (10)
572.706(15)
585.043(14)
620.149(18)
674.462(25)
696.534(15)
703.40 (10)
831.594(35)
914.096(25)
919.33 (19)
923.877(15)

13.3 (13)
3.23( 9)
0.61( 3)
0.011(4)
1039(12)

17.5 ( 1)
220 ( 1 )

0.052(21)
1000 ( 5)
0.881(8)
0.103(2)
0.997(9)
0.0010(5)
0.0072(27)

31.8 (1)
0.005 (2)
0.0135(5)

<J3

2.8 (9)
(1)
(2)
(7)
{*)

24
0.5

20.8
1000
76.3(1.5)
1.3 (1)
6.9 (2)

(20)
(9)

689
93
21 (1)
98 (4)

5.5 (7)
3.4 (5)
478(25)
46 (2)

4.0 (2)
11.7 (5)

73 (1)
1612(35)
0.26(5)

10.5
45
51
4.7

0.27 (4) 1047.705(25)
0.13 (3)
3.23 (4)
2.36 (4)
1.32 (4)
0.042(4)
4.10 (4)

35) 3.03 (7)
75)104.5 (2)
- )<0.0004
12) 0.036 (4;

(3)

(8)
(3)
(3)
W

6.0 (4)
0.3 (1)
8.5 (5)
1.9 (1)
0.23(4)

25 (1)
48 (2)

83 Rb
9.39 ( 9) 131

K x-ray
32.18 ( 5

119.32 ( 9
128.55 (12)
237.19 (- )
520.41 ( 3

(529.64 ( 1)
552.65
562.16
648.96 ( 5)
681.17 ( 7)

(80)
1300 (280)

0.8( 1)
0.32(5)
0.030(5)

< 0.011
(50)

(30)
(15)

1000
656
357

0.19(2)
1.9 (1
0.7 (1

790.14 ( 5)
799.36 ( 5)

14.7 (4)
(2)

67 Ga
— 3.2610! days

91.235(35) 30 (2)
93.289(30) 366 (14)

184.564(30) ' '
208.965(30)
300.222(25)
393.529(25)
494.120(30)
703.060(50)
794.358(50)
887.642(40)

91.235(25)
93.289(21)

184.564(25)
208.965(25)
300.222(25)
393.529(25)

y
6.8 ( 1)

16.1 ( 3)
49 ( 1)
0.115(5)
0.80 (1)
0.22 (1)

114
155
263
385
541
572
684
689
844
949

1363
1417
1477

803
928
944
983

1063
1312
1437
2240.
2375,
2421,
" N a

" C o

93

5
7.7

77.6
1000

.024( 9)

.841(90)

.062( 5)

.375(85)

.220(65)
760(63)

.672( 9) 1000
070(49)
900(200)
817(30)

.023(32)
900(200)
1 1 3 ( 2 0 ) ._.

48 V -
23 ( 8) 1
32 ( 4)
101( 7)

.501( 2)
•88 (- )
.087( 3)
•31 ( 7)
.341(17)
• 0 ( 5)
.7 ( 5)

1368.608(20)
2753.964(38)
846.751(13)

1037.815(15 )
1175.071(16)
1238.253(17)
1360.173(19)
1771.305(26)
1963.676(32)
2015.135(28)
2034.708(29)
2598.394(33)
3009.514(42)
3201.895(46)
3253.340(45)
3272.909(45)
3451.065(47)
3547.835(61

5(15)

6.8 (1)
0.10 (3)

()(8)
(1)

569
0.6
0.6
0.5

0.7
0.2
1.2
7.9
0.3 (1)

994 (15)

(2)
(5
(9
(2

0.05
975 (2)

1.2 (2)
24.1 (4)
0.10 (5)
0.10 (5)

2° 7Bi

"6Sc

6SZn

'CS

(
Co 1173.208(

(7)
(3)
(3)
(2)
(3)

175.357(5) 7?.7
983.501(2) 1000

1037.496(2) 975
1212.849(7) 23.8
1312.087(3) 1000

131 i ? * _
80.183(2) 26.0 (3)
85.920(150)0.0009 (5)

177.210(2) 2.63 (2)
232.17 (15) 0.014(8)
272.491(17) 0.56 (1)
284.298( 5)
295.833(150)
302.411(150)
318.080(16)
324.643(25)
325.781( 4)
358.380(150)
364.480( 5) 806
404.804( 4) 0.56
449.570(170) 0.07
502.991( 4)
636.973( 2)
642.703( 5)
722.893( 2)

60.1 (1)
0.007(4)
0.045(9)
0.79 (3)
0.22 (4)
2.49 (4)
0.091(2)

(2)
(2)

3.58 (3)
72.1 '
2.18

17.9

()
(2)
(2)
(1)

133 Ba
53.155(
79.621(
80.997( 4

160.605(25)

34.8
7

223.110(35)
H 7)

37
512

10.5
7.1

276.397( 7) 113
302.850( 5) 292
356.005( 9)1000
383.849( 9) 145

ADOPTED

FIDUCIAL

GAMMA

RAY

ENERGIES

See Footnote 89

(7)
(9)
(4)
(3)
(2)
(2)
(3)
(-)
(2)

1332.479(18)
569.690(10)

1063.637(14)
1770.185(26)
583.179(10)

2614.473(35)
889.259(12)

1120.518(14)
1115.520 qu
204.117( 6)
252.950(15)
582.069(14)
7S6.183(15)
820.607(15 )
835.133(15)

1039.25 ( 2)
661.645
898.022(13)

1836.016(27)
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APPLICATION OF STATE-OF-THE-ART MONTE CARLO METHODS
TO GAMMA-RAY (AND ELECTRON) SOURCES AND DETECTORS

N. Vagelatos, N. A. Lurie, and J. P. Wondra

IRT Corporation
P. 0. Box 80817

San Diego, California 92138

Introduction

Advances made in recent years make it possible —
and more importantly, practical — to perform photon and
electron transport in complex three-dimensional geom-
etries. The purpose of this work is to acquaint the
user community — experimenters and applied scientists —
with the kind of calculational information which can be
generated with present codes and computers. The central
discussion involves the solution of coupled photon-
electron problems using Monte Carl^ methods in general,
and the code SANDYL1 in particular. The examples we
present are results of such calculations obtained with
this code. The emphasis on SANDYL is not intended to
imply superiority over other codes, but is simply due
to our greater familiarity with this code which we use
routinely in our laboratory. It should be viewed as
representative of currently available codes.

The Monte Carlo Method

Systematic development of Monte Carlo methods
began in about 1944 with the work of Fermi, von Neumann,
and Ulan on neutron transport.2 Since then, as large,
high-speed computers developed, Monte Carlo methods
have been used to solve an increasingly larger number
of complex problems. Indeed, many of these problems
cannot be solved by any other means.

A general description of Monte Carlo methods is
clearly beyond the scope of the present work. However,
there are a number of good reviews of this subject
which adequately fill this need and provide generous
references to the literature.2*5 Rather, we intend to
illustrate the use of Monte Carlo methods for problems
involving the detection and measurement of radiation
from electron and gamma-ray sources.

There have been many photon and electron transport
codes written with varying degrees of sophistication.
Space limitations prevent us from describing the opera-
tion of the various codes. Instead, we will concen-
trate on SANDYL which is one of the most complete,
general codes. Like many of the transport codes, SANDYL
uses the physical approach which consists of random
sampling and simulation of individual histories which
are used to construct the solution to the physical
problem. A transport equation is never explicitly
written and solved. The only information needed to
simulate a history is the probabilistic description of
all events which may occur at each point in the history.
The random, probabilistic nature of particle/radiation
interaction with matter renders Monte Carlo methods
particularly well suited to problems of particle/radia-
tion transport. The necessary information in this case
includes a description of the geometrical boundaries of
the different regions through which transport occurs,
the material composition of each region, and the cross
sections (differential in energy and direction) of the
constituent isotopes.

A simulation consists of generating a large number
of particle histories one at a time,with primary parti-
cles starting at the source, and secondaries starting
at their generation points along the trajectories. As
the particles traverse the different regions of the
system, the contributions to the quantities of interest
are tallied following each collision to generate the
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desired information. The average of these quantities
for a number of primary, and their induced secondary,
particle histories represents a statistical approxima-
tion of the solution.

Photon histories are generated by tracing their
trajectories from collision to collision. At each
point of photon-medium interaction the type of inter-
actions, secondaries and the new photon energy, direc-
tion, and distance to the next collision are determined
on the basis of probability distributions characteristic
of the medium composition. Photon collisions can result
in photoelectric absorption, Compton scattering, or pair
production. Secondary photons include bremsstrahlung,
fluorescence, and annihilation radiation.

Electrons are treated in a slightly different
manner because, as a result of being electrically
charged, they suffer a much larger number of collisions.
The method used for electron transport is known as
condensed-hisr.ory Monte Carlo.6 Accordingly, an elec-
tron history is generated by following the trajectory
in spatial steps of pre-computed length, so that the
electron energy and direction at each point may depend
on a number of different collisions which may have
occurred in the previous step. Therefore, electron
energies and directions are determined on the basis of
multiple scattering discributions. Within a step,
secondary photons and electrons are generated according
to the corresponding probability distributions. Elec-
tron interactions include electron-electron collisions,
bremsstrahlung radiation, and medium polarization.
Secondary electrons which are followed include knock-on,
pair, Auger: Compton, and photoelectric electrons.

Three-dimensional geometries with a high degree of
complexity can be treated. The problem geometry is
divided into zones of homogeneous atomic composition
bounded by planes and quadrics. Options are available
for splitting or biasing to improve the statistical
uncertainty in certain problems. The code calculates
flux or energy deposition (dose or spectrum) in any
desired zones.

Photon and electron transport are followed in an
energy range from 1 keV to 1 GeV or higher. The lower
energy limit is a result of inadequate cross-section
information for electrons below 1 keV. For most gamma-
ray problems, a 1 keV lower cutoff is not a severe
limitation.

In addition to SANUYL, there are a number of good
codes which are similar; comparisons between the dif-
ferent codes are difficult to make with any generality.
Potential users should consult the code centers at Oak
Ridge National Laboratory and Argonne National Labora-
tory for information on available codes and their
properties.

Examples of Results

The most sensitive test of gamma-ray transport cal-
culations is comparison with measured pulse-height
spectra. The first example is a calculation of the
spectral energy response of an NE-213 organic liquid
scintillation detector.7 The liquid is contained
in a pyrex glass cylinder and surrounded by an iron-
nickel alloy magnetic shield. The purpose of these



calculations was to obtain a gamma-ray response matrix
for this detector to be used for spectral unfolding.8

The lack oi" monoenergetic gamma-ray sources with ener-
gies in a range sufficiently wide to determine the
response matrix accurately, convinced us that the only
practical means to generate this matrix was by calcula-
tion. However, in order ;o verify that our model of
the detector and the computer code were satisfactory,
measurements were made using available sources. A com-
parison of the measured pulse-height distribution for
a 13?Cs source with the SANDYL calculated spectrum is
shown in Fig. 1, Calculations were made of the energy
deposited in the active region of the detector which is
proportional to the light output and, hence, to the
measured signal. The results were resolution broadened
by folding the energy deposition spectrum with a gaus-
sian resolution function. The low energy cutoff of
this spectrum is approximately 100 keV, imposed by the
noise of the detector electronics; the agreement is
remarkably good. Similar results were obtained for
other laboratory sources such as 60Co and 22Na; the
former is shown in Fig. 2.

In most cases we found a minor discrepancy at ..he
lowest energies where the experimental problems (back-
ground subtraction, noise, etc.) are most severe. Part
of that discrepancy may be due to the energy degrada-
tion of the source radiation. It is rarely possible to
obtain monoenergetic gamma rays from standard labora-
tory sources without some secondary or degraded primary
radiation present. Fortunately, our Monte Carlo methods
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can also examine this problem. An example is presented
in Fig. 3, which shows a rather crude calculation of
the leakage spectra of a weak 60Co source. Although

.a
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o
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Figure 2.
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CHANNEL NUMBER

Comparison of measured and calculated pulse-
height spectra from a 60Co source. Complete
source spectra (shown in Fig. 3) were used
in the calculations.
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Figure 1. Comparison of measured and calculated pulse-
height spectra for a 137Cs source

Figure 3. 60Co source leakage spectra showing both pho-
tons and secondary electrons emitted from the
top of the source
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this was considered to be a very small, thin source,
the energy-degraded or secondary radiation still repre-
sents about 5% of the total number of gamma rays. The
effect is amplified by the fac: that the lower energy
part of the source spectrum is detected with higher
efficiency than the primary source radiation. The s0Co
spectrum shown in Fig. 2 included the contribution of
source secondaries. More detailed discussion of these
results is given in Ref. 8. For large (kilocurie)
gamma-ray sources, the problem can be much more signifi-
cant. For a 5000 Ci 60Co source at the Salk Institute,
we found that approximately 35% of the source photons
are energy degraded. Similar results can be obtained
for electron sources.

Another comparison of calculated and measured
pulse-height spectra using a different radiation detec-
tor is shown in Fig. 4. The detector in this case is
a fully depleted silicon surface barrier detector which
is surrounded by 1 cm of silicon;9 the source was 137Cs.
As before, the energy deposition spectrum was broadened
by a gaussian resolution function. Again, the agree-
ment is quite remarkable. In formulating a model for
this detector we learned a great deal about its

principle of operation, especially the spatial varia-
tion of the charge collection efficiency in the sensi-
tive region of the detector. The interested reader is
referred to Ref. 9 for additional details.

The purpose of showing comparisons for the two
rather different detectors is twofold: (1) to display
the remarkable quality of the calculated responses
achievable by careful modeling and with presently avail-
able codes; and (2) to demonstrate the gensral nature
of the calculations.

An example of a detector response to an electron
source is shown in Fig. 5. The measurements were nude

i 10"

SILICON DETECTOR

1-HeV
ELECTRON
SEAM

10 no DIAMETER

0.4 0.6 0.8

RELATIVE PULSE HEIGHT

Figure 5.

40 60

CHANNEL NUMBER

Figure 4. Measured and calculated pulse-height distri-
butions for a 137Cs source on the silicon
surface barrier dosimeter

Pulse-height spectra for a 1-MeV electron
beam or. a silicon detector. Circles are
measurements of Berger et al.,10 and solid
line histogram is thtdr ETRAN calculation.
Black points are SANOYL calculation.

by Berger et al.,10 who also performed a calculation
using the one-dimensional code ETRAN.11 In this experi-
ment, a 1-MeV electron beam, produced by a d.c. acceler-
ator and collimated to 3-mm diameter, impinged on a
10-mm-diameter by 0.53-mm-thick diffused silicon detec-
tor. The experimental conditions constituted a good
approximation to a one-dimensional slab. The results
for both the ETRAN and SANDYL calculations are in excel-
lent agreement with measurements. Similar agreement
was found for the other detector thicknesses and source
electron energies investigated by Berger et al.
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The examples discussed so far have been compari-
son:; between calculated and measured pulse-height
spectra for photon and electron detectors. These pro-
vide the most sensitive tests of the calculations.
There are, however, many other applications for which
it is not possible or necessary to obtain energy spec-
tra. These include the whole class of dose-measuring
devices. The final example we wish to show is an
application of thermoluminescent dosimeters (TLDs) in a
device known as a depth-dose spectrometer.12 It was
constructed for the purpose cf measuring bremsstrahlung
spectra consisting of short, intense bursts of photons
in the energy range of SO to 1000 keV. The device con-
s\sts of 13 layers of TLrs separated by metallic foils
graded in Z and thickness, so that the responses pro-
vided a unique measure of photon energy.

A response function for the spectrometer was cal-
culated using SANDYL. The response in this case con-
sisted of the total dose in each of the 13 TLDs. As a
check on the calculations, measurements were made for
four monoenergetic gamma-ray sources; the results are
shown in Fig. 6. As with the other examples, we find
excellent agreement.

100

1.0 241

O 57Co

137,
Cs

RT-1?092

6 8 10

TI.D POSITION

l-'igure 6. Responses of TLD-based depth-dose spectrom-
eter for four gamma-ray lines12

Additional Applications

The examples shown above are just a few of the
many applications we have found for these powerful cal-
culationai tools. The results demonstrate the general-
ity of the Monte Carlo methods, and the remarkable
accuracy with which they simulate experimental situa-
tions. The degree of precision and the range of reli-
ability having been demonstrated, additional applica-
tions become apparent. Ail obvious, but extremely
useful application, is the simulation of experiments,
or parts of experiments, intended to detect or measure

radiation spectra or doses. The results of such simu-
lations can be useful in optimizing the design of the
experiment, thus possibly saving time and redesign
expenses. A second application is the calculation of
detector response to a source or different sources for
actual source-detector configurations. This informa-
tion can be useful in new detector development, and as
an aid in selecting the best detector for a measure-
ment in order to extract the most useful data. Another
very important application is the prediction of dose
enhancement phenomena which occur at the interface of
materials with different atomic numbers.13"15 Doses very
close to the interface can be many orders of magnitude
larger than the bulk dose. This effect is very impor-
tant in studies of radiation damage in electronic
devices. Other applications include design of gamma-
ray shielding and bremsstrahlung converters, and pre-
diction of doses in structures, devices, and systems.

There are likely many other applications of Monte
Carlo photon-electron transport calculations. On the
basis of the examples presented in the previous sec-
tions, and many others which we have not been able to
include, we are convinced that SANDYL, or any similar
transport code, is a highly versatile and reliable
experimental/analytical tool.
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A WORKING MODEL FOR Ge(Li) DETECTOR COUNTING EFFICIENCIES*

R. Gunnink and J. B. Niday
Lawrence Livermore Laboratory, University of California

Livermore, California 94550

A practical model has been developed that is
capable of describing the overall Ge(Li) detection
efficiency as a function of several known or meas-
urable parameters such as gamma-ray energy, source-
to-detector distance, detector dimensions, source
extension (area and volume), source composition, and
external absorbers. The algorithms of this model
permit the evaluation of a large variety of sample
shapes, sizes, material compositions, and source
strengths with a single initial detector calibration.
Sources of small volume generally can be measured to
within 1 to ZZ regardless of energy or source-to-
detector distance. Even large volume sources placed
at cluse-in geometries give results within 10% of the
correct values.

Introduction

Absolute gamma emission rates and quantitative
analyses by Ge(Li) gamma-ray spectrometry can be
obtained only with detectors that have been cali-
brated for photopeak detection efficiency. A common
approach is to make such a determination for each
counting configuration used. However, this procedure
is very restrictive and the effects of small uncon-
trollable variations in the source cannot be compen-
sated for easily ind errors result. To handle the
many and varied samples routinely analyzed, we have
developed a model that adequately describes the de-
tection efficiency as a function of energy as well as
a function of source and detector parameters.

Some of the pilncipal source parameters taken
into account ave source-to-detector distance, source
extension in area and volume, self-attenuation by the
various materials of a volume source, and attenua-
tions by external absorbers that may be interposed
between the sample and the detector. The attenuation
of low-energy radiations by the Ge(Ll) dead layer is
also considered.

Description of the Model

A basic premise of the model is that the overall
efficiency can be treated as the product of two com-
ponents: the intrinsic efficiency of the detector
(defined in Eq. 1), and the source-to-detector geom-
etry. Calculation of two hypothetical points in
space, one at which the detector is said to reside
and another at which all of the sample is said to be
concentrated, determines the latter component. When
this is accomplished, a basic rule of physics is
invoked; namely, that the detection efficiency Is
Inversely proportional to the square of the source-
to-detector distance. The fundamental equation used
by the model is

where
e = counting efficiency for gamma ray of energy

E, normalized to 1 cm

CF = net counts per unit time in peak

Y_ " source emission rate of gamma energy E

d = source-to-detector distance.

Ones; a calibration curve (£ vs E) has been de-
termined, the equation can be transposed to yield
photon emission racios, YF> for sources of unknown
intensity.

A typical configuration for a cylindrical de-
tectov and a point source is shown in Fig. 1. To use
Eq. (1), the parameter d must be assessed by using
measured or calculated values for:

x - distance from source to window

w = distance from window to active detector
surface

p = effective penetration of gamma ray into
detector

r - effective interaction radius in the
detector

r = limiting" value of r at low energy

d = dis-tance from source to effective zone of
interaction

T = detector thickness

R = detector radius

Active
detector
surface-

Window—/

Ge(Li)
dead layer

Source

Fig. 1. Point source and cylindrical detector used In
the model.

This work was performed undjr the auspices of the U.S. Energy Research & Development Administration, under
contract No. W-7405-Eng-<.S.
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From simple geometry we have

d2 = (x + w + p ) 2 + r2. (2)

Of these, x is the only easily measured parameter.
The others must be empirically determined. Our
studies of these parameters were made or. a variety of
detectors ranging from small x-ray detectors to de-
tectors as large as 70 cc. Obviously, the model is
tested most severely in the case of large detectors.

The first parameter we consider is the penetra-
tion value, p. It is dependent on the gamma-ray
energy and has limiting values of zero at low energy
and Dne-half the detector thickness, T, at very high
energy. The following equation-1 describes the pen-
etration

if.. yT exp(-uT) 1
u L 1 - exp(-uT)~J • (3)

where u is an appropriate energy-dependent absorption
coefficient. This relationship is depicted in Fig. 2.

Although the form of Eq. (3) appears reasonable,
we must decide on appropriate absorption coefficients.
Quite precise values can be found for the photo-
electric, Compton, and total attenuation coeffi-
cients.2 However, it is not clear which, if any, of
these should be used in the above equation because we
are concerned only with the interactions that even-
tually result in full energy deposition in the de-
tector, whether by photoelectric or multiple Compton
scattering processes. Since the latter process is
complex, no rigorous meaning should be assigned to
the penetration parameter, p, or to the absorption
coefficient, p. However, we have found an empirical
function thar adequately describes the total absorp-
tion:

In V = -2.3.1.6 + 4.2 sxp[-0.478 In E - 1.434]. (4)

It is important to consider the dependence of
gamma-ray penetration on energy even when establishing
relative efficiency curves. These variations in pen-
etration result in efficiency curves of different
shapes for different detector geometries. This
effect becomes very pronounced at clo3e-in counting
geometries.

The effective interaction radius, r, is more
difficult to characterize. A rigorous meaning can be
attached to it only for low energies, when the inter-
action Is primarily photoelectric and occurs at the

100 1,000
Gamma energy — keV

10,000

Fig. 2. Measured effective penetration of various
energy gamma rays into a 38 cc coaxial
detector.

surface of the detector* In this case, r and rP are
equivalent and can be used interchangeably In the
following discussion. This case can be used for nor-
malizing purposes since the exact detector efficiency
and the effective radius can be computed from simple
geometry (see Fig. 1). That is.

Physical geometry = l/2[ (5)

where I - x + w. However, in our model, the geometry,
G, is described by:

(6)

A value of k = R /4 is determined by normalizing the
two expressions as SL goes to infinity. The relation-
ship between the effective interaction ra'dius, r, and
the detector radius, R, can now be gj-en by

- cri/c

where

(7)

(8)

However, a study of experimental data indicates
that the effective interaction radius decreases from
the initial value of r as the gamma-ray energy in-
creases. Although the determination of the radius
parameter is very sensitive to statistical and other
sources of error, a definite trend of r with energy
Is demonstrated in Table 1.

This trend may be qualitatively explained by the
increased importance of multiple Compton scattering
within the detector producing full-energy pulses from
the higher energy gamma rays. Compton gamma rays
escape from the detector more easily after inter-
action near the outer surface than after interaction
near the centor of the detector. Thus, the ?"fective
radius of interaction for production of photopeaks
decreases as the penetration depth increases. This
is shown in Table 1 and as curve A-B in Fig. 1. The
magnitude of the trend indicates that other surface
and edge effects also modify r. The empirical algo-
rithm we have found to describe this trend is

= rQ(1.2 - (9)

The distance from the window to the active de-
tector surface, w, is the final p£T -neter to be dis-
cussed. Since detector design specifications do not
describe w accurately enough, its determination Is
always the first requirement in calibrating the total
detector efficiency. This is accomplished by counting

Table 1. Data from a 38 cc coaxial detector showing an
inverse relationship between energy and
radius parameter, r.

Source

241
Am

1 3 7Cs

Energy
(ke V)

60

91

122

279

661

r

1.49

1.38

1.28
0.61

0.35
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sources o= different energy at several distances. The
sees of d ta at each energy are used to calculate
(w + p) values, which are plotted as show.i in Fig. 2.
The idealized curve derived from Eq. (3) is fitted to
these data points and the y axis intercept is taken
to be the window-to-active detector surface distance.

There is a lack of standardization of Ge(Li)
detector sizes or shapes and thus, care must be taken
in applying this model to each defector. At times,
estimations or adjustments of the model parameters
must be made to obtain a better fit with the observed
data. For example, slight adjustments may have to be
made in the thickness, T, for coaxial detectors, de-
pending on the siza and position of the inactive core.

For most larger Ge(Li) detectors, an additional
correction related to the dead layer must be made for
low-energy gamma emissions. Although the efficiency
curve accounts for the attenuation of gamma rays
entering the detector in a direction perpendicular to
the detector surface, many gamma rays from sources
counted at close-^n geometries enter the detector at
oblique angles. Low-energy gamma rays especially
will suffer greater attenuation than indicated by the
efficiency curve. If there were no attenuation ''i.e.,
no dead layer), a detector's efficiency would not
vary with energy and its efficiency at low energies
would be determined solely by its area. Thus, the
dead layer thickness can be estimated by using the
slope of the efficiency curve in such a low-energy
region. Once this thickness has been calculated, a
correction can be applied that will approximately
account for the additional attenuation suffered by
gamma rays entering the detector obliquely.

A typical test of the model using a point source
is shown in Fig. 3. Our experience indicates that
the geometry contribution to the counting efficiency
can be described to within ±1 to 2% of correct values
for all energies and usable source-to-detector
distances.

-2

Energy — keV

e 60 o 134 o 1115
a 87 D 392
A 105 o 662

1.0 10

Source distance from detector window — cm

Fig. 3. Deviation from correct results using a point
source and a "SO cc detector.

however, most samples extend in two or three dimen-
sions. Not only must the change in geometry be con-
sidered, self-attenuation in volume sources also must
be properly calculated.

Our approach was to use approximate formulas to
reduce the sample fo an equivalent point in space.
The location of this po'r.t depends on the energy of
the gamma ray and on the physical dimensions and
composition of the sample. To avoid the extreme
complexity of volume-volume geometry calculations, we
have assumed that the detector is adequately repre-
sented by an equivalent point (Fig. 4).

It can be shown t. -t for disk sources placed on
axis at distances that are large compared to the
source radius, the counting efficiency decreases by
the ratio

Measurement of the Intrinsic Efficiency Curve

The intrinsic efficiencies as defined in Eq. (1)
are determined by counting absolute standards at rela-
tively large distances and normalizing these effi-.
ciencies to a 1-cm distance. These values may be
described by a fifth- or sixth-order polynomial
equation of the form

N

V
Cj-D

(10)

where
E. = efficiency at the ij:h energy

E = gamma energy

a. = coefficients of the polynomial.

We found this single function to be inadequate over
the full range of interest (0.05 to 4.0 MeV). Thus,
we used two polynomial equations that overlap in the
100 to 200 keV energy region. After the data were
fitted by a least squares analysis, the resulting
curves were examined in the region of overlap and a
crossover energy which gave the same efficiency by
either equation was chosen. In this way, the effi-
ciency data can be fitted to within ±1 to 23! of the
correct values.

Correcting for Sample Extension

In the discussion thus far, we have assumed that
the sample activity resided at a point. In practice,

where

Gd / Gp (11)

C. = disk geometry,
a

G = point—source geometry,

a = sourca-to-detector distance,

R = source radius.

Detector

Disk source

Fig. 4. Detector and volume or disk source. Here,
a •» source-to-detector distance, b = distance
from detector to mid-point of source,
£ = one-half the effective sample thickness,
r = effective source interaction radius, and
R = scurce radius.
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This equation can be used t-o correct the point
source calculations. Tests of the .siodel were made
using oources up to 50 cm in are«-'. Some asomslaus
behavior was noted at low energies, as Fig. 5 shows,
but otherwise, this description appeared to be quite
adequate for most applications.

Volume sources can be thought of as multilayered
disk sources. Gamma ray attenuation in passing
through the upper layer of the source poses an addi-
tional complication. The effect on the counting
rate, n/n<j, for a linear element of 2 Hdx dimensions
is expressed by

n/n
/

x (1 - x/b)" 2 dx, (12)

**"* ̂ -
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Energy — keV
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1 105 ° 662

134 » 1115

0 5 10 15

Source distance from detector window — cm

Fig. 6. Deviation from correct results using a 240 ml
aqueous sample of 62 cm? area.

where
Z » one-half sample thickness,

U " absorption coefficient,

b » distance from detector to midpoint of

When this integrand is expanded and integrated term
by term, we obtain:

a/a

(13)

If either ]i or S./b are small when compared with 1.0,
the higher-order terms can be disregarded. The aver-
age sample thickness that gamma rays must penetrate
to reach the detector is calculated at an effective
sample radius approximately R/vT. (See Ref. 3 for a
more complete discussion.)

Figure 6 illustrates the application of these
corrections for sample extension in which a large
volume sample was counted in several positions.

For these calculations, as well as for those dis-
cussed in the previous section, it is necessary to
know the composition of the absorbing materials and
to determine the absorption coefficient at each
energy. Values corresponding to the logarithms of
the cross section' and energy can be fitted to a
seventh-order polynomial. The resulting coefficients
can be used in subsequent analyses to compute absorp-
tion coefficients at any given energy.

A problem arises with a discontinuity In the ab-
sorption curve at the K-shell binding energy. Ws
have found that the magnitude of the discontinuity
can be represented empirically by

(i£Ai = 0.1027 + 0.0068\/E~+ 0.000654 E , (14)

where us, and Up are the respective mass absorption
coefficients just below and above the absorption
edge, and ER is the K-shell binding energy. The
slope of the absorption curve is assumed to be the
same just below and just above the absorption edge
and Eq. (14) is used, together with the polynomial
equation, to describe the absorption coefficient
below the absorption edge.

Corrections for External Absorption

It is also necessary to correct for gamma-ray
attenuation by external absorbers. These absorbers
may be an unavoidable part of the sampie container
or environment or deliberately used to attenuate Che
lower-energy gamma rays.
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Fig. 5. Deviation from correct results using a 50 cm
disk source.

Application

The above description of detector efficiency has
becone an integral part' of our GAHANAL code which Is
the general—purpose program used to reduce and inter-
pret over 5000 spectrn yearly. Admittedly, many
approximations aro being made, but fortunately, in
most cases where high accuracy is required, the cor-
rections are small and results within a few percent
of the correct values can be achieved.
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Summary Table I. Decay data of radionuciides and ac-
tivity uncertainty of the standards
used in the efficiency calibrationTn this paper we discuss the accuracies

which may be attained in the efficiency cal-
ibration of semiconductor detectors in the
energy range from 13 to 2800 keV. Paak effi-
ciency curves for two coaxial Ge(Li)- and a
planar high purity Ge-detector were estab-
lished using standard sources of about 20 ra-
dionuciides, the activity of which was deter-
mined absolutely by sophisticated 4irB(x)-Y
coincidence methods. An uncertainty of 0.5 to
2% +, depending on energy,was obtained.

Fast though less accurate calibrations
can ba performed by using multigamma sources.
For some suitable radionuciides relative y-
ray emission probabilities have been deter-
mined.

The reduction in calibration accuracy for
measurements at low source-detector distances
and at high counting rates is discussed.

Calibration with High Accuracy

In this paragraph we report on efficiency
calibration measurements in the energy range
from 13 to 2800 keV performed with three
semiconductor spectrometers.

Detectors

Gl Ge(Li), 30 cm3, resolution 2.9 keV
at 1.33 MeV

G2 Ge(Li), 70 cm3, resolution 2.2 keV
at 1.33 MeV

G3 high purity Ge, 16 mm diameter, 5 mm
thick, resolution 1.7 keV at 1.33 MeV
and 220 eV at 6.4 keV

Standard Sources

Nearly all sources used in the calibra-
tion were prepared in our laboratory. The ra-
dioactive substance was deposited between two
0.25 mm thick polyethylene foils. The activity
has been determined absolutely by simple and
more sophisticated 4wg-Y" coincidence
methods?,3 for sources which were prepared
from the original one by gravimetric dilution.
These method3 ha/e been checked over the last
ten years within the framework of interna-
tional and bilateral intercomparisons.

Radionuciides from which standard
sources have been produced are given in
Table 1, along with the decay data and uncer-
tainties AA/A of the activity determination.
Half-lives Ti/2, energies E and photon emis-
alon probabilities (intensities) I are

• Throughout this paper uncertainties are
always given at the 68 % confidence level.
Eitimat«d maximum systematic uncertainties «i
and random uncertainties <J£ at ".he 68 %
confidence l«v*l are combined, following a
iugg«»tion by Wagner1, to a total uncertainty

2 ^ 1 _. 2'

Nuclide
1/2

E
[keV)

Iw
Ha

Sc

2,

15,

60a

0 h

127*.5 99.95

83.7

1368,
2754.

889.
1120.

100.
99.

99.
99.

0
85

98
99

57
Mn

Co

312

272

834. 8 99,98

0.0

0.0
0.0

0.0
0.0

0.0

0.3

14.
122,

60
CO

85
Sr

88,

5,27a

64.8 d
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which haa a confidence level of about 68 %.

either PTB-recommended values, or taken from
the Nuclear Data Sheets and more recent
original publications. Only those energies
are listed and used for which the uncertain-
ty AI/I of the emission probability is less
than or equal to 2 %.

A fe" sources by other suppliers have
been used in addition. Discrepancies in the
ratio counting rate/nominal activity was
largest for 2 0 3 H R (3 %) but this was found
to be due to continuous activity losses by
diffusion and sublimation. No losses were
observed for our 203Hg-source.

For low energies (<30 keV) self-absorp-
tion in the radioactive substance may lead to
errors in the efficiency calibration as was
pointed out just recently by Campbell et al.u.
For our sources errors due to self-absorption
ape assumed to be less than 1 % for energies
above 13 keV.
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Measuring Conditions

Measuring conditions were chosen such
that any corrections for real and randoa
summing effects were low, and that they did
not contribute to the uncertainty of the
calibration points. Total counting rates were
less than 1000 s"1. The pulse generator
method was applied for deadtime and pile-up
corrections. Uncertainties due to variations
in source positioning were less than 0.1 t.
The stability of the complete spectrometer
set-up was ensured by regularly checking for
efficiency constancy with a l-?Eu source.
Numerous spectra were taken for each cali-
bration point, in part with two or three
sources of different activity. The uncertain-
ty due to counting statistics has always been
less than 0.3 %.

For measurements with the Ge-detector G3
and enemies be how 100 frnV, lead diaphragms
of 2 mm thickness and 10 mm hole diameter
were mounted in front of the detector and
iust behind the source. Thus, peak-shape
distorting contributions from the detector
edges and contributions of scattered ra-
diation to the recorded spectra are reduced .

Peak analysis

Peak areas were obtained both by fitting
analytical functions and simply summinp. up
the counts in a well-defined region around
the peak. In the latter case background was
subtracted by extrapolation of the spectrum
above the peak. Of course, the efficiency
curve depends on the type of peak analysis
since, due to the asymmetric peak shape, sev-
eral definitions of peak area are conceivable.
But if the calibration and all later emission
rate measurements are evaluated in the same
manner, it is unimportant which method is
applied, so long as isolated peaks are con-
sidered. The attainable accuracy does not
depend upon it. Only when multiple peaks have
to be resolved, peak fitting procedures
should be used.

500 1000 1500 2000 2500 kew 3000

Fig. 2, "Reduced" efficiency curve for
detector Gl (cf. text).

Efficiency Curves

In Fie.l the efficiency curves of detec-
tors Gl and G3 are given in a double loga-
rithmic plot. The curve for Gl ir almost a
straight line in the energy region froi
to 2000 keV, i.e. e(E) w E0(E) = aE"

b

with c efficiency,
E o approximate value of efficiency,
E energy,
a,b constants.

The double logarithmic representation
does not allow clear judgement of calibration
accuracy. Hence, in Fig.2 we give the ratio
e(E)/eo(E) on a rather large scale, where one
unit on the ordinate corresponds to 1 % de-
viation of e from e o. The solid line was ob-
tained by fitting an analytical function,
similar to that used hv McNelles and
CanpbellB., to the calibration points. For
detector G3 the double logarithmic efficiency
plot is almost linear down to 120 keV.

For the energy region below 120 keV we
dive in Fig.3 an efficiency E* which is de-
duced from e by correcting for absorption
losses in the source foil and in air, and bv
adding the escape peak to the full energy
peak areas. The detector is almost black for
photons with energies below 60 keV. The ob-
served drop at low energies is due to absorp-
tion losses in the thin beryllium windov, in
the gold contact layer and possibly, in a

W
«10-3

1.2

1.0

«• 0.8

06

04
10 20 50

£ —
100 keV 200

Fig. 1. Efficiency curves for detectors Gl
and G3.

Fig. 3. Efficiency curve for detector G3;
• primary calibration points
A secondary ?1>^Am calibration points
O commercial emission rate standard
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thin germanium dead layer on the effective
volume of the crystal. The solid line is a
physically established function7 with tour
free parameters fitted to the calibration
points.

Calibration Accuracy

In the energy region between 550 and
1600 keV, where the density of calibration
points is high, we estimate the calibration
accuracy to 0.3 to 0.5 %. The small scatter
of nearby points obtained from different in-
dependent standard sources encourages us to
give such low figures. The interpolation be-
tween 1836 and 2754 keV is believed uncertain
to 1.5 %. Below 30 keV the interpolated line
deviates from the calibration points by up
to 2 %. This may be due to the uncertainties
of the X-ray emission probabilities, but it
cannot be ruled out that particularly the
scatter of the triplet at It keV is partly
caused by variations in self-absorption. In
Table 2 we have Riven estimated accuracies in
specified energy regions. The figures taken
as valid at the 68 % confidence level, are
considered to be pessimistic estimates.

In order to maintain this accuracy in
emission rate measurements based on the effi-
ciency calibration, it is important that the
sources under study, and the calibration
sources, are similar in construction. This is
particularly true for low energies where
thick backings, for example, give rise to
considerable contributions of scattered radi-
ation to the full energy peak^ and render the
results incorrect.

Table 2. Calibration accuracy obtained in
the energy rane;e 13 to 2800 keV

Detector Energy region
(keVj

r 13
30

G3 < 70
1 1 0 •

{ 180 -

n i CO

110 -
180 -
250 -
550 -

1600 -
1900 -

- 30
- 70
- 110
- 180
• 250

180
250
S50
1600
1900
2300

Calibration with Sets
Standard Sources

Accuracy

hi
2
1
2
0
1

1
1
0
0

0
1

Of

7

5
7
5
8
5

Commercially available sets of standard
sources for the energy region above 60 keV
usually consist of 2'1»», 5 7 C O ) 2O3 H g, 2 2 N 3 i
1 3 7 C s , ^ M n , 6 0Co and 8 8Y. One may achieve
similar efficiency calibration accuracies as
quoted in Table 2 in the immediate neighbour-
hood of the calibration points. On account of
the larger interpolation ranges, however,
accuracy will be less by at least a factor of
about 2 in The intervals between the points.

Care should also be exercised in using
so-called "emission rate standards". Here
the emission rate may have been calibrated
with scintillation or gas detectors of low
energy resolution. Since scattering events
are more likely to fall into the broad peak

region obtained with these detectors than
into the narrow peaks of semiconductor detec-
tors, errors can occur in the efficiency cal-
ibration of the latter. These will be small,
but not negligible, for sources on thin
plastic foils.

Calibration with Multigamma S.-urces

Fast efficiency calibrations can be per-
formed by using sources of radionuclides
emitting Y-radiat.ion with different energies
spread over the energy region of interest.
Several nuclides have been proposed in the
literature. With regard to half-life, number,
distribution and relative abundance of pho-
tons, 1 5 2Eu is particularly suited for the
energy region from 100 to 1500 keV. The uncer-
tainty of interpolation is largest between
122 and 2«5 keV and between 444 and 779 keV.
The details of this nuclide have been pub-
lished elsewhere8. We reproduce here in
Table 3 the relative Y-ray emission proba-
bilities of 1 5 2Eu which we have determined.

Table 3. Relative Y-ray emission probabili-
tie& of 1 5 2Eu taken from reference8.

E
i!kevl
121.
244.
344.
m i .
444.
778.
964.

1085.
1112.
1408.

8
7
3
1
0
9
0
8
1
1

I

137
35

128
10
14

62
70
48
64

100

r

.5

.8

.3

.79

.90

.0

.0

.0

.8

.0

4I/I
[%]
1.6
1.7
1.0
1.5
1.0
0.8
0.8
1.5
0.9
0.7

One of the irsin disadvantages of multi-
gamma sources is the enhanced background
under the lines of low energy which gives
rise to additional statistical and, in some
cases, systematical uncertainties. Moreover,
it often happens that the calibration lines
are not sufficiently isolated fro.n neighbour-
ing small lines, thus leading to l'urther un-
certainties. Nevertheless, the attainable
accuracy of efficiency calibration with a
l 5 2Eu standard source is estimated to be
less than the figures given in Table 2 by no
more than a factor of two.

tn some fields of application, e.g.
burn-up determination, extended sources are
needed which can easily be produced by neutron
activation of silver foils. In the enerzy
region from 600 to 1500 keV a calibration
accuracy of 1 % can be achieved by using a
llOAg">-Source. The relative emission proba-
bilities we determined are given in Table 4.

Sources of !33Ba, 182 T a a n d 75 S e a r e

suitable secondary calibration standards in
the energy region below 400 keV. The accuracy
attainable is slightly poorer than that given
in Table 2. Results on emission probabilities
of 133 B a a nd 182 T a w i t h u n c e r t a i n t i e s o f t h e

order of 1 % are or will be published else-
where 9* 1 0.

For energies above 1500 keV 56Co or
2 2 6Ra may be used as multigamma sources.
Owing to the lack of primary calibration
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Table 4: Relative Y-ray emis probabili-

1505.0

points, y-ray emission probabilities cannot
be determined to better than • 2 to 3 %.

Calibration at low source-
detector distances

In many practical applications source-
detector distances cannot be chosen as large
as has been assumed in the preceding para-
graphs. For low-level measurements for exam-
ple where the source is placed directly on
top of the detector summation corrections for
radionuclides emitting two or more coincident
photons (e.g. 60Co, 88y , 152Eu) are no longer
small but may reach values of 20 to 30 %.
This is very often not realized by workers in
application fields of Y-ray spectrometry. An
"inexplicable" scattering of calibration
points can frequently be traced back to such
summation effects. In principle, the correc-
tions, may be calculated11 from the decay
scheme, angular correlation coefficients and
the total efficiency. The determination of
the latter as a function of energy, howevor,
is a new problem. An uncertainty of 5 to 10 %
for the correction factors is regarded as
typical. This introduces an additional uncer-
tainty of 1 to 3 % in the efficiency cali-
bration.

For the calibration of Ge(Li)-iatectors
in the energy region between 100 and 1200 keV
one may find some radionuclides emitting
photons which are either not accompanied by
any other quanta or where the detection prob-
ability of these quanta is negligibly small
(e.g. "Hn, 57C 65Zn, 85Sr> 9s£b> f37CSi
1 3 9Ce, 198Au, 2 0 3Hg). For these radionuclides
no, or only small, summation correction fac-
tors have to be applied and the calibration
accuracy may reach that given in Table 2.
This is, however, of limited value If the
source under study emits coincident photons.
In that case high accuracy can only be
obtained if a source of the same radionuclide
is used for calibration. In addition, differ-
ences in source dimensions have to be avoidad.

We caution against the use of nultigamma
sources such as ^^Eu or 11"Agm in calibra-
tion at low source-detector distances. On
account of tho complex decay scheme and in-
complete knowledge of the angular correla-
tions of the photons, any calculated summa-
tion correction factor, are of low confidence.

Measurements at high counting rates

Up to now all statements on the attain-
able accuracy were valid tor low counting
rates. It was tacitly assumed that correc-
tions due to dead time and pile-up losses
were small, and did not give rise to addi-
tional uncertainties in the efficiency cali-
bration.

One often comes across the opinion that
a multichannel analyzer, operated in the live
time mode, suitably accounts for any counting
losses. This is particularly untrue for pile-
up losses which may amount to one or more
percent, depending on the shaping time con-
stant T of the amplifier, even at counting
rates as low as 1000 s"l. For counting rates
up to 3000 s"1 (T=2US) the pulser timing
method*? is considered the most reliable to
correct for each kind of counting losses.
It should be applied repularly in all meas-
urements aiming at hieh accuracy. The limi-
tations of this method were pointed out by
Bolotin et al.13, for example. We have ob-
served that the method also fails for asym-
metrical peaks at counting rates above
3000 s"1 if inadequate peak evaluation rou-
tines are applied1"1. Additional uncertainties
of 1 to 5 % may arise for counting rates
between "̂ 000 and 10000 s"1.
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Data Acquisition and Analysis System

A data acquisition and analysis system has been Hardware
developed for high resolution coincidence spectrometry.
The system hardware and software are described together
with the system capabilities. The sensitivity and
selectivity of Nal(Tl)-NaKTl), NaI(Tl j-Ge(Li) and
Ge(Li)-Ge(Li) coincidence detector systems have been
experimentally evaluated. The NaI(Tl)-Ge(Li) system was
found to have about the same sensitivity, based on a
5000 minute count, as the all-Nal(Tl) system with im-
proved selectivity. The applications of Ge(Li)-Ge(Li)
detectors are limited by their low efficiency. The
utilization of time as a third parameter was investi-
gated by correlation studies of the coincidence event
energies and the time interval between signals from the
two detectors.

Introduction

X- and gamma-ray spectrometric methods are being
used to investigate and regulate the impact of nuclear
and conventional power generating facilities upon the
environment. Both radioactive effluents and non-
radioactive effluents are measured by nuclear detection
techniques. Currently high resolution diode
detector systems and two-parameter Nal(Tl) coincidence
systems are being used for high-sensitivity measure-
ments.1"8 The Nal(Tl) coincidence systems are useful
for some measurements of those trace radionuclides
whose emissions tend to be obscured by other radioactive
compounds in the sample matrix or by natural background
levels. However, more sensitive, selective, and versa-
tile methods are required for the instrumental measure-
ment of trace radionuclides in complex mixtures encoun-
tered in activation and environmental analyses.

Abundant short-lived radionuclides can often
interfere with the detection and measurement of signi-
ficant longer-lived activities. The natural and fallout
radioactivity in soil, silt, and other environmental
samples interferes with normal gamma-ray spectro-
metric analyses for nuclear industry produced effluents.
Highly selective detection for many radionuclides can be
achieved by exploiting unique and extremely specific FIGURE 1.
correlations between decay emissions. Multidimensional
spectrometiic analysis methods utilizing x-rays, gamma-
rays, particles and time relationships between coinci-
dent emissions are being developed for radionuclide
measurements.9"13 The high resolution of diode
detectors requires the use of large arrays for data
storage if full advantage of the detector resolution is
to be utilized.

A megachannel, multiparameter analyzer system
coupled with two or more detectors permits simultaneous
high resolution measurements in many coincidence
modes.13 This is especially advantageous for low
radioactivity-level samples when it is not known before-
hand what nuclides to expect.

This paper discusses the hardware and software
used for data acquisition and analysis of megachannel,
multiparameter coincidence spectra. The capabilities
of several high-resolution coincidence spectrometry
systems are compared with the more conventional Nal(Tl)
coincidence spectrometers.

The data acquisition and analysis system used in
these studies is illustrated in Figure 1. The system
consists of a commercial, computer interfaced data
acquisition system with added peripheral components.
One of the several possible detector arragements is
also shown in this figure.

Diagram of 4-Parameter Data Acquisition
and Analysis System

The system allows the accumulation of event de-
scriptions (ADC addresses) on magnetic tape at low
count rates. After acquisition, selected data may be
read at maximum tape reading speed by the computer.

List mode data storage on magnetic tape is used
for coincidence spectrometry data acquisition. The ADC
multiplexer accepts data from up to four ADC's. The
multiplexer then generates sequential 16-bit words cor-
responding to data from each ADC. Thirteen bits (8192
channels) are used for data from each ADC. Two bits
are used to identify the ADC being stored and one bit
indicates whether ADC rejection of a conversion occur-
red (as opposed to address zero due to no input). Data
can be acquired in several different modes including:
1) a four-parameter coincidence configuration, 2) a
three-parameter coincidence configuration and one inde-
pendent ADC, 3) two dual-parameter coincidence configu-
rations and 4) various other combinations of coin-
cidence and independent configurations. Provision for

* Work performed under ERDA, Contract E(45-l)-1830.
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rejection of noncoincident (singles) events is provided.
This reduces data storage requirements w."ien only coin-
cidence events are of interest.

Either hardware or software list-mode operation
is possible. The multichannel analyzer memory is used
for buffer storage of the data in hardware list-mode.
Data accumulation is interrupted and the data recorded
on magnetic tape when the 4096-word buffer is filled.
The computer is completely available for other uses
during hardware list-mode data acquisition. This
feature is especially valuable, since week-long counts
may be taken and the computer is only required for
short intervals for analysis of the acquired data.

In software list-mode the multichannel analyzer
memory is used for accumulation of preselected portions
of any of the ADC outputs as a function of any other
ADC coincident events while the computer memory is used
for buffer storage of all the raw data. When filled the
computer memory buffer is written to magnetic tape
along with a four decimal digit experiment identifica-
tion tag. The pulse-height analyzer and the data
acquisition are controlled from the computer teletype
in software list-mode. A total of 6.4xlO6, 16 bit
words can be stored on a 2400 foot reel of magnetic
tape.

Software
Software supplied by the multichannel analyzer

manufacturer has been previously described.13 These
routines required considerable operator interaction and
were not written for use with the added peripheral
equipment such as the disk system and the printer/
plotter. Additional programs which operate under the
RT-11 (DEC) operating system have been written to fit
our experimental needs.

Detailed analysis of the list mode, meqachannel
data stored on magnetic tape is accomplished by reading
the magnetic tape data file under computer control and
constructing spectra in computer memory or on disk
files. Portions of the spectra may be viewed on the
pulse height analyzer display for rapid data scanning
or the data may be listed or plotted with the printer/
plotter. Several data selection modes are available
depending on the experiment requirements and how the
data was accumulated. The system allows analysis of
up to four-parameter data. The data can be examined
by reading the list mode data file and accumulating
spectra from one ADC gated by a channel or range of
channels from the other ADC's. Since the list mode
data file contains all of the coincidence data from
a particular experiment, the data can be examined for
different coincidences after all the experimental data
has been accumulated. As many spectra coincident with
any combination of ADC gates may be examined as are
required to completely analyze the data. The spectra
can be further processed using peak location, energy
computation, area computation, nuclide identification
and nuclide estimation programs. These computer rou-
tines greatly reduce the man-hours required for data
analysis.

Specific programs which can be used in various
sequences as required are described below:
XYLP Constructs a spectrum on the disk file from
list mode data of all events from a specified ADC in
coincidence with any events from a second ADC.
XYLP3 Constructs a spectrum on a disk file of all
events from a specified ADC in coincidence with any
events from a second ADC and in coincidence with a
lecified range of channels from a third ADC.

XYPLOT Plots and lists spectrum constructed on disk
files by XYLP and XYLP3, locates peaks in spectrum,
lists peak energies on plot, and prepares table of peak
energies.

NSSORT Constructs spectra on a disk file from list
mode data from a specified ADC in coincidence with
events of specified energy ranges from a second ADC.
NSS0RT3 Constructs spectra on a disk file from list
mode data from a specified ADC in coincidence with
events of specified energy ranges from second and third
ADC's.
NSPLOT Locates peaks in spectra constructed on disk
files "by NSSORT, prepares table of peak energies loca-
ted in each spectrum, lists and plots each spectrum
with peaks labeled with energies.

NSTABL Lists by channel number, energy and peak
area each peak found in each spectrum constructed by
NSSORT, also prints out two-dimensional summary table
containing the energies and area of each coincidence
peak.
L00K2 Constructs from list mode data a compressed
two-parameter coincidence spectrum and produces
printed output.
L00K3 Constructs from list mode data a compressed
two-parameter coincidence spectrum in coincidence with
events of a specified range of channels from a third
ADC and produces printed output.
XYLIST Constructs from list mode data a specified
50x20 channel region of a two-parameter coincidence
spectrum and produces printed output.
XYGEM Sorts list mode data, performs specified
summing and prepares punch card output for further
processing.

NS6P Prepares a plot of data displayed on pulse
height analyzer display.

Experimental

Detector System Comparison

Data from two parameter Nal(Tl) coincidence
spectra are normally reduced to radionuclide analyti-
cal results by use of weighted least squares computer
programs. i^-'B These programs require calibration
information obtained using the same counting geometry
for each nuclide present in the sample. The method
gives good quantitative results when proper calibra-
tions are available but can yield spurious results
when unsuspected components or differences between the
sample and the calibration standards exist. The coin-
cidence photopeaks resulting from minor constituents
in the sample are often obscured by radiations from
other sample components. The analyst must then depend
on the quantitative weighted least squares data analy-
sis. The improved resolution obtained by using one or
more diode detectors in a coincidence system
improves the coincidence spectrometer's nuclide identi-
fication capabilities. The effect on the spectrometer's
detection sensitivity has been investigated.

The detection limits for the major long-lived,
coincidence-detectable radionuclides present in environ-
mental river sediment samples have been compared for
three detector configurations. The radionuclides used
in this investigation were 60Co, 10GRu, 131(Cs, 152Eu,
151tEu, 226Ra plus daughters and 232Th plus daughters.
The coincidence photopeak detection efficiencies for
the nuclides studied are listed in Table I. The
detector configurations consisted of the following
three systems;
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1. A pair of opposed 15-cm diameter by 13-cm thick
Nal(Tl) detectors with Nal light pipes and an
anticoincidence shield.

2. A 28-cm diameter by 15-cmthick Nal(Tl) detector
opposed with a 120-cm3 Ge(Li) detector.

3. A pair of opposed 60-cm3 Ge(Li) detectors.

TABLE I

COINCIDENCE PHOTOPEAK DETECTION EFFICIENCIES

DETECTION ~

SYSTEM ""Co

NsllTII + NaKTI) .023

NaKTII • GelUI .0029

GelLil* GeU.il .00012

COUNTS PER DISINTEGRATION

_ _ _

.008

.0006

.00008

___. __Eu __Eu _____ f_Th

.045 .019 .012 .0096 .0059

.0099 .010 .0050 .0015 .0015

.0005 .0007 .00(3 .00006 .00012

The detection sensitivities of the three detector
configurations were calculated from data obtained by
counting pure radionuclide sources mounted to simulate
a 5-cm diameter by 1.3-cm thick sample geometry. The
calculations were performed for an inactive sample
matrix and a sample matrix containing only the natural
radioactivity fromatypical silt sample. The GEM pro-
gram1'* was used to calculate the la level detection
limits for a 5000 minute counting period. The results
of this investigation are presented in Table II. The
data shows that the measurement sensitivity of the
NaI(Tl)-Ge(Li) coincidence spectrometer is at least as
good as the NaI(Tl)-NaI(Tl) coincidence spectrometer.
The detection limits for the Ge(Li)-Ge(Li) system were
about a factor of ten higher than the other systems.
The NaI(Tl)-NaI(Tl) detector background levels limit
the improved sensitivity which can be obtained with
longer than 5000 minute counts while the detector back-
grounds for systems containing one or more diode
detectors are sufficiently low that improved detection
sensitivities would be expected with longer counting
times.

TABLE II

DETECTION LIMIT (la) AS A FUNCTION OF DETECTOR
SYSTEM AND SAMPLE MATRIX FOR A 5000 MINUTE COUNT

tdpnti sample)

NUCLIDE

«fco
I 0 6 Ru

WCs
I 5 2 Eu

1 5 4£u

K 6 R a

232Tf1

NO SAMPLE BACKGROUND ACTIVITY

Nal • Nal

.14

.8

.2

.8

.8

.8

1.5

Nal * Ge

.16

1.0

.09

.2

.16

.7

L8

Ge*Ge

2.

7.

.6

.9

LO

6.

5.

NaH

.2

2.

.9

i.

I

NATURA

•<

SILT SAMPLE

Nal Nal * Ge

.16

3.

.19

.3

.3

LRADIOACTIVI

C e ^

:

9.

L

L

^

TV INS

The radionuclide estimates calculated from a
gamma-ray spectrum are correlated with each other due
to the overlap of portions of the spectrum of indivi-
dual nuclides. The correlations between pairs of
nuclide estimates as calculated by the GEM program111
are listed in Table III. An absolute correlation value
of 1. is the maximum and values close to 0 are low
correlations. A considerable reduction in correlations
between nuclides was found for the detector systems
which used one or more high resolution detectors. Also
the positive correlations which indicate a possible
over estimation of a pair of nuclides were reduced.
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Negative correlations indicate over estimation of one
nuclide and underestimate of the other nuclide in a
pair.

TABLE III

CORRELATION BETWEEN PAIRS OF NUCLIDES AS A FUNCTION
OF DETECTOR SYSTEM AND SAMPLE MATRIX

1 5 2 E

NO SAMPLE BACKGROUND ACTIVITY

-.009

-.015

-.017

-.0)

-.15

-.M

-.07

-.06

-.007

-.24

SILT SAMPLE

Nal « Nal M in i

-.02

-.03

-A

-.5

-.05

.2

-.8

.02

-.7

.3

.3

.5

-.09
-.12
-.05
-.03
-.0001
.001?

-.17

-.03

-.03

-.06

-.13

-.17

-.08

-.07

-.03

-.11

-.017

-.26

The detector calibrations and data analysis methods
were evaluated by analyzing a standard river sediment
sample (NBS-SRM-4350). The results of these analyses
are listed in Table IV for the nuclides measured by
coincidence spectrometry. A comparison with the values
reported by NBS was found to be generally within the
range of the NBS certified and uncertified (other
measurement results reported by NBS) values.

TABLE IV

RESULTS OF A COINCIDENCE SPECTROMETRIC ANALYSIS OF
NBS STANDARD REFERENCE MATERIAL 4350

NUCLIDE

60Co

«ku

l«Eu

Delayed

(NUCLEAR TRANSFORMATIONS PER SECOND PER GRAM OF MATERIAL)

NBS

CERTIFIED UNCERTIFIED

.15 ± .01

.24 ± .01

.0521.08)

Coincidence

.14

.16

.044

COINCIDENCE DEfECTOR SYSTEM

Nal * Nal

.15 ±.01

.16 ± .01

.040 ±.003

Nal + Ge

.15 ±.01

.18 ±.01

,M2±.O02

Ge* Ge

.17 ± .02

.17 ± .01

.049 ±.005

Radionuclides which decay through an intermediate
isomeric state can be selectively detected by means of
delayed coincidence methods. The megachannel analyzer
can be used to record the energy of each gamma event
and the time interval between events with the arrange-
ment shown in Figure 1. The data can then be simultane-
ously analyzed for the presence of both prompt and
delayed gamma-ray emitters. An example of the appli-
cation of this technique is the determination of "Co
in the presence of 152Eu. The 122 keV gamma-ray from
152Eu interferes with the measurement of S7Co especially
when the less abundant 57Co 136 keV gamma-ray is not
detectable due to the presence of other radioactivity.
A source consisting of a mixture of 57Co and 152Eu was
counted between a 60-cm3 closed coaxial Ge(Li) detector
and a 500-mm2 planar Ge(Li) low-energy photon detector.
The energy and time data were recorded with the mega-
channel analyzer. Figure 2 shows the coaxial Ge(Li)
spectra observed both in prompt and delayed coincidence
with the low energy photon detector. By'gating off
the prompt time peaks one can totally discriminate
against all prompt events. Moreover, another degree of
discrimination, although not needed in this case, can
be obtained through conventional energy gating techni-
ques.



Conclusion

High-resolution coincidence spectrometry has appli-
cations to a variety of radiochemical analysis problems
including low-level environmental sample analysis.
Sensitivities equivalent to all-Nal(Tl) detection
systems can be obtained, with increased selectivity by
use of high-resolution coincidence spectrometric tech-
niques. Data acquisition and analysis of the large
arrays associated with high-resolution detectors can
be accomplished with relatively modest equipment invest-
ments. Software has been developed to aid in the
examination and reduction of the spectral data. The
use of time as well as radiation energy in coincidence
spectrometry has been shown to provide a further means
for radionuclide measurement selectivity. It merits
further investigation End development.
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FIGURE 2. Ge(Li) Spectra of a Mixture of "Co and
152Eu in Prompt and Delayed Coincidence Modes with
a Coaxial Ge(L1) Detector and a Planar Ge(Li)
Detector.
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A HPGe COWTON-SUPPRESSION AND PAIR SPECTROMETER*

David C. Camp
Lawrence Liverraore Laboratory, University of California

Livermore, California 94550

A HPGe detector incorporated into a Compton-
suppression and pair spectrometer yields a continuum sup-
pression factor of over 30. Cryostat bousing require-
ments to obtain such suppression are discussed, sample
spectra are presented, and several experiments making
use of the HPGe dual system are discussed.

Introduction

Early Ge(Li) detectors were small. Consequently, the
signal-to-noise or peak-to-Compton-continuun: values were
poor, and ways to improve peak identiflability were
sought. Pulse-shape discrimination, Compton scattering-
summing spectrometers, Compton-suppression spectrome-
ters, and three-crystal pair spectrometers were all
tried. The first two methods proved unsatisfactory, but
the latter two have been more successful. These methods
are more fully discussed and referenced in an earlier
review.1

Compton-suppresslon and pair spectrometers are useful
in measuring gamma-ray spectra. They improve upon the
peak-to-..ontinuum ratio of a Ge detector alone. Also,
they simplify the spectrum, remove interferences, and
lead to improved accuracies in determining transition
intensities. Compton continuum suppression factors have
varied from 4 to 12 depending on the geometry employed.
Pair spectrometers can lead to dramatically simplified
spectra, but generally they require longer data accumu-
lation times.

Over the past five years, the efficiency of Ge(Li)
detectors has increased from 10X to alrcost 50% relative
to a 7.6 cm x 7.6 en Nal(TJt) at 1.33 MeV. Excellent en-
ergy resolution ('V 2.0 keV @ 1.33 aeV) has been main-
tained. Thus, the necessity or desire for continuum
reduction appears to have lessened. This is unfortunate
because suppression and pair spectrometers can always
improve the signal-to-noise ratio regardless of the
Ge(Li) detector size. The use of Ge(Li) detectors of
15% to 45Z relative efficiency in combination with ap-
propriate anticoincidence geometries can result in Co-60
peak-to-minimum ratios of from 100/1 to perhaps 500/1.
Unfortunately, these larger Ge(Li) detectors no longer
function effectively as three-crystal pair spectrometers
because of the reduced amount of annihilation radiation
that escapes. However, if careful attention is paid to
the experimental arrangement, it is possible to achieve
excellent continuum suppression and use the spectrometer
simultaneously as a three-crystal pair spectrometer.
This papsr describes the use of a high-purity-germanium
(HPGe) detector and large anticoincidence Nal(TJl) detec-
tors in combinations which lead to simultaneous use of
the system as a Compton-suppression and pair spectrom-
eter.

Principles of Operation

The two Best common anticoincidence geometries used
for Compton-suppression spectrometers are illustrated in
Fig. 1. Another geometry is discussed by Konijn, et al.2
Generally, a Ge(Li) detector within its own vacuum hous-
ing is placed within a scintillation detector {usually
Nal(TJt) or plastic scintillators with a split-annulus or
split-halves enclosing geometry). Gamma rays from a

Fig. The two most common geometries used in Compton-
suppression spectrometers.

This work was performed radec the auspices of the U.S.
Energy Research & Development Administration, under con-
tract Ho. W-7405--Eng-48.
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source positioned outside are collimated to strike the
central Ge(Li) detector. Those gamma rays scattering
between G-min and 0-max have a vlnite probability of in-
teracting with the survounding scintillator. If these
scattered gamma rays can be detected above the scintil-
lator noise level, they can be used as anticoincidence
gates for the corresponding central Ge(Li) detector
events. In principle, then, only full-energy events
should remain in the Ge(Li) detector spectrua.

In practice, however, the Compton continuum is not
eliminated, but only partially suppressed. Those gamma
rays having scattering angles less than 9-min will net
be suppressed, while those having backscattering angles
greater than 0-max escape detection. The latter contrib-
ute high-energy photoelectrons to the Ge(Li) spectrum
concentrated near the Compton edge. Contributions to
die Compton continuum also come from gamma rays that
scatter from Inactive Ge, the cryostat housing, or the
collimator walls and then interact completely with the
Ge(Li) detector and from gamma rays that scatter out of
the Ge(Li) detector and are totally absorbed in Inactive
Ge, cryostat walls, or the scintillator housing. There-
fore, the extent of continuum suppression will depend on
the completeness of enclosure by the anticoincidence de-
tectors, the active to total volume of. the Ge detector,
and the materials enclosing and surrounding the central
detector.

In three-crystal pair spectrometers, source gamma
rays are collimated to strike only the central Ge detec-
tor. Those Interacting with Ge via the pair production
process produce electron-positron pairs, most of which
lose their kinetic energy within the central detector.
If the two oppositely directed 511-keV annihilation
quanta escape the Ge detector and deposit their full en-
ergy in the surrounding scintillators, a triple coinci-
dence will allow recording of only the double escape or
pair peaks. AH the central detector volume Increases,
the probability of both 511-keV quanta escaping de-
creases rapidly. Thus, large-volume Ge detectors make
poor central detectors for pair spectrometers, but ex-
cellent detectors for Compton- suppression spectrom-
eters. A more detailed discussion can be found in
Ref. 1.

The HPGe Central Detector

The availability of HPGe offers the possibility that
both the n- and p-junctioiis required to make a detec-
tor can be made vanishingly thin (0.1-100 pm); thus
the active to total volume ratio can approach 1.0.
With Inactive Ge reduced to a minimum, the next require-
ment is to reduce the amount of total mass surrounding
the detector. Figure 2 is a schematic drawing of the
detector-holding arrange): ent. The detector Is 31 sn

(cont. on p. 285)
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NUCLEAR APPLICATIONS OF CdTe DETECTORS

Gerald Entine
Radiation Mrnitoring Devices, Inc.

6 Silver Lake Avenue
Newton, Massachusetts 02158

Introduction

During the j>-~.t year, CdTe detectors have been
used by diverse groups needing compact, sensitive,
room temperature instrumentation for nuclear measure-
ment ,

These applications are interesting both in them-
selves and as a means of understanding more about CdTe
detector behavior. The applications which will be dis-
cussed include nuclear medicine, communications, satel-
lite spectroscopy, heat shield ablation and reactor
monitoring.

OdTe detectors are usually made from chlorine-
doped or indium doped crystals with metallic or aquadag
(carbon) contacts. Despite differences in the operat-
ing parameters of the two types of devices (such as
bias voltagp, and leakage current), both types of detec-
tors perform comparably well. As I am more familiar
with detectors from chlor?ne-doped material, I shall
focus, predominantly on uses of that detector.

A typical chlorine-doped detector consists of a
1 cm dia. crystal, ?. m thick, with symmetrical plati-
num disc contacts of 7.5 to 8.0 mm dia. Bias voltages
run from 10 to 100 volts with leakage currents of 10 to
^00 nA. While the wide band gap (1.44 eV) reduces the
signal pulse height slightly with respect to silicon,
it reduces the noise even more, so that the signal to
noise ratio of a CdTe detector at room temperature usu-
ally exceeds that of a comparable Si device. In addi-
tion, the high atomic number provides excellent stop-
ping power. A 2 mm thick CdTe detector stops 8% of
the 100 keV rays hitting it and 8.5% of the 661 keV
rays. Of particular Importance is the fact that below
150 keV, over 80?S of the absorbed rays can be in the
photopeak.*

One of the nicest features of the detectors is the
ease with which they can be handled. They can be
stored indefinitely, handled by tweezer without clean
room precautions, and can be used in non-hermetic pack-
ages if the humidity is kept low enough to avoid the
formation of a temporary conductive moisture film.
They cannot be permanently damaged by overvoltages or
changes in temperature "oetween -30 C and +70 C. Strong
lead attachment is (straightforward because the plati-
num is chemically bonded to the crystal.

In addition, it is possible to epoxy bond the de-
tectorj to a printed, circuit board to form very compact
arrays. Some problems have been encountered, however,
when epoxies were used to totally encapsulate the sen-
sors. 2 Apparently the epoxies will occasionally cre-
ate a surface film en the detector which can alter its
leakage current and noise characteristics. Control ex-
periments have indicated that the effects do not arise
from the heating of the detector during the curing
Cycle. Rather, it is the chemistry of the epoxies that
is most suspect. In general, the overall handling as-
pects of the CdTe detector have proven quite nice.

Nuclear Medicine

The first use of CdTe detectors for nuclear medi-
cine involved the development of subminiature detectors
small enough to fit into hypodermic needles. These
have been used for both brain research and lntracavit-

ary exploration.3 More recently, larger sensors have
been used for instruments which rely or. external sens-
ing for non-invasive detection of disease.

One clinical application of CdTe detectors is now
under test at the V.A. Hospital in West Roxbury, Massa-
chusetts.'* A recognized screening procedure to identi-
fy patients with a high predisposition to pulmonary em-
bolism is based on the early detection of venous throm-
bosis of the legs. 1-125 labeled fibinogen, injected
into the patient will collect at the clot over the
course of several days and create a hot spot which can
be detected externally.

The detection equipment standardly used consists
of a Nal prc-be over J cm in diameter and almost 23 cm
long. This large probe is particularly inconvenient
for bedridden patients of limited mobility, especially
since one of the most common clot sites is high between
the thighs. A OdTe probe consisting of a 1 cm dia.
crystal and a miniaturized preamplifier was developed
with overall dimensions of less than 5 cm. This small
size not only provides greater comfort for the patient,
but also allows the sensor to be positioned more pre-
cisely over the index marks which are put on the pa-
tient to aid in placement reproducibility.

At this time all patients in the study are being
measured with both the Nal and the CdTe probes in or-
der that a direct comparison can be done. The proce-
dure consists of measuring the count rate over several
points along the leg and comparing those rates to that
measuved above the heart which serves as the nomaliza-
tion site. A clotted site shows a significant increase
in count rate over 3 days while an unclotted site
shows little change. In all, over 200 patients will
be studied. The initial results show tliat the CdTe
probe is performing as expected - namely that it pro-
vides convenience, comfort and precision with at least
as good and possibly better clinical sensitivity as
the Nal probe. This convenience is essential if the
fibrinogen screening procedure is to be widely used.

Another nuclear medicine instrument using CdTe de-
tectors is being developed by the U. of Cal. S. F. Med.
Center.5 The instrument will be capable of measuring
the absolute density of a patient's lung as an aid in
detecting pulmonary edema. The system consists of a
collimated Gd-153 source and two CdTe detectors separ-
ated by a small fixed angle. The source is first
placed opposite detector 1 which measures the transmit-
ted beam while detector 2 measures the scattered beam.
The source is then placed opposite detector 2 and the
measurement is repeated. Finally the instrument is
moved to different positions to scan various parts of
the lung. The use of CdTe detectors allows the system
to be quite compact. In particular the tight shield-
ing of the detectors which is necessary because of the
low intensity of the scattered beam is made much easier
by the elimination of the phototube associated with Nal
detectors.

The development of such a non-invasive clinically
useful instrument for measuring lung density will per-
mit significant advances in the evaluation of pulmon-
ary edema. The simplifications of the mechanical and
electrical aspects of the system through the use of
CdTe should help to make the system cost effective and
convenient to operate. This particular application
will be described in detail at tomorrow's session.
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Current Mode Communication System

While most detector applications are presently
based on the pulsed mode of operation, the current
mode will surely be used in many future applications.
One such development effjrt by the Navy is now under-
way. An x-ray communications system is being designed
based on a pulsed x-ray source and a CdTe sensor. The
x-ray source has a peak voltage of ̂ 0 kV, an average
t̂ nerfiy of 25 keV, and a pulse width of 5 microseconds.
The GdTe detector is required to operate at tempera-
tures of up to 70°C with as little noise as possible.
An Interesting approach to the problem of reducing the
leakage current at the higher temperatures is being
used, namely to run tb^ detectors at only 10 V bias.
The reduction in signal level is more than compensated
for by the reduction in noise and leakage currents.
In addition, this voltage is extremely compatible with
the requirements of the solid state electronics so that
the system is greatly simplified.

Present Navy results indicate that the quiescent
leakage current of the detectors can be taken into ac-
count by subtraction, reduction with low bias voltage,
or by source modulation, and that CdTe detectors will
perform well in this mode.

Satellite Spectroscopy

Nowhere is detector size and efficiency of more
central importance than in space satellites where each
cubic centimeter is worth thousands of dollars. It is
therefore not surprising that work is under way to use
CdTe sensors for gamma ray spectroscopy above the at-
mosphere. In this application, both long term stabi-
lity and resistance to radiation damage are a necessi-
ty. Because of the polarization effects which occured
before the development of the modern platinum contact,
several long term studies wer» done on recent detec-
tors to measure the change of signal pulse height with
time. In one of these, a platinum contacted, chlorine-
doped detector was operated continuously for over 100
da.ys with no measurable change in peak position,' This
particular detector had energy resolution of 7 keV at
122 keV.

In a program undertaken to measure the effects of
proton bombardment, detectors were subjected to fluxes
of between 10° and 1011 33 MeV protons per cmz.° No
significant degradation was observed until a flux of
10? per cm2 was reached, at which dose the energy re-
solution degraded rapidly with further irradiation.

The main focus of these programs at present is to
provide relatively large - 10 cm2 - assemblies of de-
tectors for launches in the next two years. In parti-
cular, valuable 'jiformation about the performance of
the detectors at temperatures near -15 C is resulting.
Here, the leakage current and noise are reduced enough
to allow large areas to be practical while the carrier
mobilities are still quite good. It is expected that
this cooling approach may be applicable in other areas
as well, where the small added bulk of thermoelectric
coolers can be accepted in exchange for Improved per-
formance .

Heat Shield Ablation Studies

At present, the largest use of CdTe detectors in
the world is in an Air Force program which studies the
ablation of spacecraft heatshields during their pas-
sage through the atmosphere. Heat shield materials are
difficult to test because the extremely high tempera-
tures and friotional forces of reentry are impossible
to duplicate on the ground. Thus, new materials are

tested on very small rockets with measurements taken
of tip recession during flight. The shield material Is
impregnated with radioactivity and a sensor, located
far enough behind the tip to stay at room temperature,
measures the decrease in cuunt rate as a function of
time. This decrease can be directly correlated to the
ablation of the tip while the velocity and height of
the rocket can be used to estimate the forces of the
atmosphere.

Very stringent instrumentation difficulties arise
here because of the small time interval over which the
measurements must be made (seconds). The sensor pack-
age has to be as sensitive as possible so thai, suffi-
cient counts are received to provide the required sta-
tistical accuracy. In addition, as the top of the
shield sees much different conditions than the bottom,
the package must be as small as possible so that sever-
al sensors car. be put in one rocket tip. To do this,
the previously used bulky seintillator-photoraultiplier
tube detectors were replaced with the CdTe sensors. As
a result, a great deal has been learned, not only about
heat shields, but about the performance of the detec-
tors and how, Jhey behave under conditions of rugged en-
vironments • *''°

One finding concerns the sensitivity of detectors
to vibration. CdTe detectors are microphonic but do
not generate spurious signals under ordinary laboratory
or field use. However, the extremely high shock and
vibration levels of the test flights requires that the
detectors be packaged in a highly sophisticated isola-
tor of foam and rubber. One of the packages for this
Air Force program which isolates the crystal from vi-
brations as high as 10,000 g's at 21* kHz is less than
6 cm long by 2 cm dia. Included in the package with
the detector is a complete preamplifier. Another of
the preamplifiers developed under this program has
noise of below 6 keV and is a hybrid circuit of post-
age stamp size. These circuits could bo ve:?y useful
if they were made generally available.

Over 100 detectors have been used in Ihe Air
Force program. All were used in the counting mode with
bias voltages between 35 sad 67 volts. Variations
among the sensors in sensitivity were small enough that
it was not difficult to exchange one for another with
only minor changes in calibration. Leakage currents
were variable but always below the design maximum of
250 nA.

At this time CdTe sensor packages have been used
successfully on several flights and have resulted in
significant improvement in measurement precision. The
instrumentation packages are becoming more perfected
and should provide engineering data uhich will allow
other OdTe users to progress at a rapid rate.

Techniques To Improve Energy Resolution

The major limitation to the energy resolution of
CdTe detectorr. at present involves the difficulty of
applying large bias voltages to the detector. While a
few detectors have been made which can operate at
several hundred volts, the typical bias is about 60
volts. Significant efforts are being directed Into
this area, both in the United States and Europe, which
should result in deterter: spsrsting at up to 1000 V.
Iii the meantime, two electronic techniques have been
developed to circumvent this problem.

One of these techniques involves the use of an
MIS-type contact,*0 The uncontacted crystal is sand-
wiched between two thin, metallized mylar films with
the metallic side outward. An e]sctronic timing cir-
cuit applies one to two thousand volts of bias tc the
sandwich for tens of seconds, and then short circuits
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the device for about one second. Because the device
is thermoelectrlcally cooled -to -20°C, its Internal Im-
pedance is high enough that it will not self-discharge
during the on timej thus, excellent charge collection
is achieved. During the off period, a pulse of light
from an LED discharges the detector so that no Isng
term charge buildup occurs, The spectrometer head
which contains the detector sandwich, the thermoelec-
tric cooler and the praamp is only 11 cm long by 7 cm
in dia. Resolution of 3.0 keV at 30 keV and 6.0 keV
at 122 keV with the large fraction of the counts in
the photopeak were obtained with crystals 2 mm th<cfc.
The system is now being developed for use In several
areas of application.

A totally different slectronlc approach to lm -
proving the resolution of the detectors has been de-
veloped in conjunction with work on reactor monitor-
ing. * Here pulse snaps discrimination is used to se-
lect those pulses which arise near the negative con-
tact of the detector. This results in the rejection of
pulses which do not have 100$ charge collection effi-
ciency, and is effective if the corresponding decrease
in count rate can be tolerated. For example, using
Radium 226, resolution of 13 keV at 295 ksV and 17 keV
at 1765 keV were obtained at room temperature with a
1 mm thick detector operating at 200 volts. Cooling
the detector to -20°C further improved the results.
For Os1-5', the 661 keV peak was resolved to W keV at
room temperature and to 8 keV at -20°C with a peak to
compton ratio of 6 to 1.

This resolution, sven at room temperature, is
sufficient to readily distinguish the isotopes and fu-
sion products relevent to reactor monitoring. The
small physical size of the detectors will allow the
measurements to be made in situ despite the narrow con-
strictions dictated by reactor design, thus overconing
one of the- major drawbacks of the cryoganically cooled
solid state detectors.

Future of OdTe Detector Applications

It has always been difficult to predict the most
probable applications for CdTe detectors. The detec-
tors were initially developed for reactor monitoring
and fuel analysis. For reasons as y6t unclear, tUs
area for CdTe has developed extremely slowly, while the
field of heat shield 'blation measurement, which was
entirely unknown to ajjiost everyone in the CdTe field
a few years a^o, is now the largest by far.

At present the users who are displaying the most
interest are those in nuclear medicine. Clinical in-
struments such as the lung densitometer and blood clot
detector appear to be stimulating researchers to con-
sider using CdTe In other medical Instruments. In
particular, there are several instruments being con-
templated which will use fairly long linear arrays of
CdTe sensors in order to reduce measurement time in
present scanning systems.

Research groups In reactor monitoring, process
control and safeguard surveillence are aLso beginning
to show interest in CdTe. Although many industrial
development engineers are reluctant to make a major
commitment to usage until they can be assured that
there will 1» an Inexpensive version of the CdTe detec-
tor suitable for counting applications. This should
be forthcoming in the near future.

The rate at which CdTe detectors become widely
used will depend upon several factors, only some of
which are in the hands of the producers of these de-

vices. The producers must necessarily develop detec-
tors, which are either larger, have better resolution,
have lower leakage current, or are.much cheaper and in
a short enough time that the momentum built up over the
past year is not lost. This requires that Government
funding agencies continue to provide development money
so that the technology gets to the point that it is
commercially viable. Finally,, application groups must
strive to keep continuous direct contact with the pro-
ducers so that their short term development efforts
can be Interfaced with needed long term research em-
phases. With the cooperation of these three segments
of the field, CdTe detectors should become the basis
for a large number of useful instruner.ts in the nuclear
Instrumentation field.

During the coming two years, the place of OdTe
detectors in the nuclear instrumentation field should
become clear. Detectors will be available in a large
enough quantity and at a low enough price that engin-
eers will be able tc consider them on their technical
merits and on their cost effectiveness rather than on
their promise for the future. Already prototypes for
large linear arrays, small clinical Instruments, and
new flight packages for both satellites and ablation
studies are being tested. Operating parameters are
being pinned down, and compatible microcircitits are
well along in development. As a result of the Inten-
sive activity now being carried out both by detector
development groups and by application groups, CdTe de-
tectors should produce a significant, beneficial im-
pact on the field of nuclear instrumentation.
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ADVANCES IN MERCURIC IODIDE SINGLE CRYSTAL NUCLEAR DETECTORS*

P.T. Randtke, C. Oitale, R.C. Wliited, and L. van den Berg
EG&G, Santa Barbara Operations

Abstract

The preparation ol crystalline detector material
of high perfection, the methods used for its character-
ization, and the fabrication of Individual detectors
are described. Hajor progress has been made in the
uniformity of large-area (1 cm * 1 cm x 0.5 ran) deteu-
tors manufactured from crystals having a low disloca-
tion density. An array of nine Individual matched
detectors has been built and evaluated.

crystal growth have largely eliminated this type of non-
uniformity, figure 1 shows three crystals with severe,
medium, and minimal growth ring structure, and Figure 2
sliows uncollimated "'Am gamma-ray spectra from three
identical size detectors fabricated from these crystals.
The FWHH of the 60-keV peak decreases with increasing
dislocation homogeneity. In addition to being more
homogeneous, recently grown crystals also fca""e a lower
average dislocation density of about 10" cm"2.

Introduction

During the past several years mercuric iodide has
been studied as a potential room temperature, high-Z
semiconductor, gamma spectrometer detector material.
It hat been reported1 that thin (0.1-0.4 mm) small area
(~10 mdi2) Hgl2 detectors work very well for low energy
(<60 ksV) gamma-rays. Efficient high energy (0.4-1.0
MeV) gamma-ray detectors, however, require thicker,
larger volume devices. An Integrated effort, starting
frpm commercially available Hgl2 povdt ? and extending
through to packaged detectors, is being made at this
laboratory to produce su<-h detectors.

In this report, preparation and selection of the
crystalline material and the consistent manufacture of
1 tot x 1 cm x 1 mm detectors with 20 mm2 active contact
area are described. With continual improvements in the
qualify at the crystals, the uncollimated gamma-ray
spectra now obtained 'are equal to those prevloujly ob-
tained on significantly smaller detectors. Nine indi-
vidual detectors have been combined ^nto a 3 by 3 arrays
and the resulting spectra are reported.

Material Selection

The use of thick detectors with a large area re-
quires that the detector material is uniform, and that
the mobility-trapping time (pT) product of the charge
carriers is sufficier*"ly large. Crystalline uniformity
is reflected in the resolution of uncollimated nuclear
spectra, and UT determines the trapping occurring for a
given thickness and electric field. The crystals used
fur detector fabrication are selected and tested by
five procedures.

Etch Pit Count

A single crystal is cut in halt perpendicular to
the c axis. One of rhe sawed surfaces is etched in
either methanol for 1 to 6 minutes or in 10% KI solu-
tion for 1 to 3 minutes, in order to reveal dislocations
sci'csa the surfsc-3 S3 evidence by etch pits. Writer
crystals were aonuniforni, containing growth rings
generally perpendicular to the direction of growth.
Density of dislocations in the growth rings was usually
about 106 cm"2 and between the rings about 10s cm"2.
The presence of the growth rings has been correlated
with changes in the ambient teiry.erature in the crystal
growing room, which was alsr observed independently by
Scholz.^ Correction of temperature variations during

*This work was performed under the auspices of the U.S.
Energy Research and Development Administration. NOTE:
By acceptance of this article, the publisher and/or
recipient acknowledges the U.S. Government's right to
retain a nonexclusive, royalty-free license in and to
any copyright covering this Tjaper.

Fig. 1. Three crystals with (left to right)
severe, medium, and minimal growth
ring structures.

c)

Fig. 2. Uncollimated 2<tlAm gamma-ray spectra for
a) severe, b) medium, and c) minimal growth
ring structures; FWHK are 22 keV, 9 keV, and
5 keV, respectively; pulser FWHM 2.6 keV.
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Optical Homogeneity Check

A raster pattern light scanner has been used to
look for inhomogeneities in Hglj using both He-Ne
(63281) and He-Cd (4416&) lasers. Such scans should
reveal inhomogenelties not visible on the surface by
etch pit densities. Details of the measur/nenta
will be published later.

UT Product

T.he UT products are determined from changes in the
pulse height of an 55Fe gamna-ray spectrum (5.9 keV) as
a function of the bias voltage.3 Since Hgl2 detectors
have low noise at low ^smma-ray energies, 55Fe with its
2-micron penetration depth can be used, which permits
separation of U eT a and Uh

Th while avoiding the plasma
effect associated with alpha particles. To insure
stability of th*s detector response, 12 to 24 hour1", are
generally allowed to elapse after the bias is applied
before a measurement is mada. Table 1 lists the
products measured on several recent large single
cr>stals.

Table 1. UT products for several Hgl2 crystals

Crystal
Batches

Sl-6
S5-4
S5-8
S5-9
S6-8

1.
2.
2.
1.
0.

Je
(cm'1

5
0
0
5
8

X

X

X

X

X

re
/V)

io-"
10-"
10""
10-*
10""

2
1
3
5
2

(c

.0

.5

.0

.0

.0

Jh
a*

X

X
X
X
X

rh
/v)

io-6

io-5

io-6

10"6

:.cr6

Experimental'* and theoretical5 studies indicate
that the values of the mobility for electrons, y e, and
holes, |ij,, a r e lattice scattering limited. Therefore,
increasing the UT product necessitates increasing the
trapping time, which is directly related to the cross
section-and density of the traps. Since UT is measured
using an electronic shaping time of 10~" seconds,
shallow traps with a detrapping time much less than
10"6 seconds do not affect- the measured trapping time
(unless a high density of shallow traps results in a
multiple trapping-detrapping process).

Polarization Effects

800

700

600

« 500

2 400
c

3 300

200

100

S&-tS

S5-2

?n 40 60 80 100 12')

Time After Bias Applied (sec)

Fig, 3. Count rate as a function of time for
Crystals S6-8 and S5-2.

Detector Preparation

One half of a crystal is cut into approximately
1 cm2 blocks. One block is mountpd on s j :.g and the top
face is polished and etched with 10% KI solution. A
20CA thick palladium contact is evaporated onto this
surface and a platinum lead wire is attached. The top
area is then covered with Kumiseal, and a glass cover
plate is attached to the Humiseal with epoxy. The
upper part of the block is then cut off to about 1 mm
greater than the final thickness, and the surface is
again polished and etched. The thickness is periodi-
cally checked with a non-contact gauge which monitors
absorption of the 59.5-keV photopeak of a JI|1Ara source.
The contacting procedure is repeated, and the entire
detector is finally encapsulated in Humiseal (Fig. 4).

The presence of polarization effects is checked by
measuring the count rate as a function of tine at low
bias. Figute 3 shows a recently grosm crystal (S6-8)
with minimal polarization, while an earlier crystal
(S5-2) has substantial polarization effects. The data
were taken with a source count rate of 700 counts/sec.
The time to reach stable conditions depends on the count
rate. Polarization effects are present in recent
crystals only at low fields and therefore do not affect
detector performance under usual conditions.

TSC Measurements

To increase the trapping time it is necessary to
understand in detail Che nature of the traps Involved.
The most straightforward method to obtain information
about the shallower traps is provided by thermally stim-
ulated conductivity (TSC) measurements. In Tfc~ measure-
ments on recent crystals, major hole traps have been
observed at 16S°K and 180°K; other traps are present at
81° K, 98°K (electron trap), 102°K (hole trap), 116°K and
138°K. The energy level of the 165DK trap as determined
by the Garllck-Gibson initial rise method'' was 0.32 eV.
Details will be published later. Fig. 4. Photograph of a finished detector.
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Detector and Array Performance

Figures 5a, b, and c show the unco1limated gamma-
ray response for 2t|1Am, 5 7Co, and 1 3 7Cs, respectively.
The^detector, 1 cm x 1 cm x 1 ram with a 20 mm2 area and
200A thi;k palladium contact, was biased with 2500 V,
2nd the amplifier shaping time was 3 .isei.. Table 2
lists the peak to valley ratios for detectors from dif-
ferent crystals. These values show an improvement com-
pared to previous large-area detectors.

Figure 6 shows the array setup. Figure 7a is the total
array output for unco.lllaated •''•'Am, and Figs. 7b-d are
the outputs of each preamplifier. The FWHM of the
60 keV photopeak in Fig. 7a is 11 keV. Figures 8a and
b show the uncollimated 1 3 7Cs and 2 3 9Pu spectra (log
scale) for the 3 by 3 array.

Fig. 6. Photograph of array arrangement.

Fig. 5. Uncollimated gamma ray spectra of
5 7Co, and 1 3 7 C S .

" A n ,

Tsbla 2, Peak-to-valley ratio of several detectors

Detector
Number

Sl-6-4-2
Sl-6-3-2
S3-8-5-J.
S3-8-5-4
S3-8-7-1
S5-8-3-1
S5-8-3-2

Peak-to-Va
Ri'tto ( ' 3

1.8:1
2.1:1
1.9:1
2.5:1
2.4:1
1.9:1
1.7:1

iley
as)

Twelve planar detectors were fabricated from
crystals Sl-6 and S3-8 as described above. The detec-
tors were 1 cm * 1 cm * 1 ram with a 20 mm2 Temporel con-
tact. Three detectors vere wired to a Tennelec 161A
preamplifier with three preamplifiers used to form a
3 by 3 array.

The preaisp' U'ier outputs were summed by a linear
amplifier and passed to an Ortec 450 shaping amplifier.

Fig. 7. Uncollimated gamma-ray spectra of
2l"Am for a) array output, b-d) three
individual preamplifiers.
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Pu

Fig. 8. Uncollimated spectra from array for
a) 137Ca (linear scale) and
b) 239Fu (log scale)

Summary and Conclusion

Recent improvements in crystalline homogeneity
allow better resolution for large area Hgli detectors.
A FWHM of 5 keV for an uncollimated 2vlAm spectrum has
beer, achieved with a 20 mm2 by 0.5 mm detector at room
temperature. A prototype array which increased the
active volume to approximately 0.1 cm3 had a FWHM of
11 keV for 21>1Am, which is comparable to the resolution
of a Mai detector.

Further improvements in UT products and crystalline
uniformity will allow larger active detector volumes
with resulting increases in detector efficiency and
resolution.
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X-RAY DETECTOR C^XIBRATIONS IN THE

280-eV TO 100-keV ENERGY RANCH*

J. L. Gaines, R. W. Kuckuck, and R. D. Ernst
Lawrence Livermore Laboratory, University of Cal i fornia

Livermore, Cal i fornia 94550

The absolute sensitivity for several different types
of radiation detectors has been measured using x-rays
in the energy range of 280 eV to 100 keV. The photons
in this energy range are produced using three separate
x-ray-generating facilities. The detectors Include
a silicon semiconductor, two photoelectric dicde detec-
tors employing aluminum and gold photocathodes, and
three detectors incorporating plastic sclntillacors
and photodiodes. The plastic scintlllators were MEL-
150C, Pilot B, and NE102.+

Experiment

Detectors. The silicon semiconductor detector,
•in R series ruggedized surface barrier detector with
a 500-ym depletion depth, had a nominal 40 pg/aa2

aluminum front electrode thickness and was obtained
from Ortec. The active area was 25 «i2, and during
the calibration a 0.51-cm-diameter collimator was
used. This detector Is illustrated in Fig. 1.

Introduction

The measurement of Intense, low-energy x-ray pulses
has received a significant degree of attention in the
last few years, primarily because these measurements
are Important for laser-plasma interaction studies.
To perform these measurements requires a detector whose
time response and whose sensitivity as a function of
photon energy aro both well known.

The detector sensitivity is generally deterslned
using x-ray flux levels, where a small steady-state
output current can be accurately measured and where
counting techniques can be used to determine the inci-
dent x-ray flux absolutely. Thus, for the measured
sensitivity to be meaningful when measuring much larger
x-ray Fluxes, the linearity of the detector must also
be considered. It is Important therefore that the
detectors be operated only In those ranges of incident
flux where Che output current Is directly proportional
to the incident flux, i.e. where the sensitivity is
constant. Since previous studies1'2 have examined
both the time response and the linearity of detectors
similar to the type used in the present work, we were
concerned only with the sensitivity as a function of
photon energy. The absolute sensitivity S of an x-ray
detector is here defined by the expression, S « I/hv<t>A,
where I is the detector output current, $ is the inci-
dent photon flux of energy hv, and A is the area of
the x-ray I.earn incident on the detector. To determine
the sensitivity, the detector is placed behind a col-
limator of known area in a known x-ray flux of energy
hv, and the output current is measured. A correction
is usually made to the measured current to account
for the presence of contaminant x-rays in the cali-
bration spectrum. This is achieved with the aid of
computer codes 3*l< able to account properly for these
contaminants. The absolute sensitivity as defined
above was measured for the following detectors: a
silicon semiconductor, three plastic sclntillator-
photodiode detectors, and two photoelectric diode
detectors.

Work performed under the auspices of the U.S. Energy
Research S Development Administration, under contract
No. W-74O5-Eng-48.

Reference to a company or product naoe does not imply
approval or recommendation of the product by the Uni-
versity of California or the U.S. Energy Research and
Development Administration to the exclusion of others
that may be suitable.

Fig. 1. Silicon semiconductor detector.

The plastic sclntillators, HEL-150C, Pilot B, and
ME 102, were coupled to an FW--128 photodiode using Dov
Corning 20-057 optical coupling compound. For MEL-
150C and the Pilot B, the photodiodes used had S-20
responses, while for the NE102, the photodiode used
had an S-': response. The HEL-150C and the Pilot B
were 2.5 cm in diameter by 2.54 cm thick. The NE102
was 2.54 cm in diameter by 0.519 cm thick and was
coupled to the photodiode via a 2.54-cm-diameter by
0.476-cm-thick Lucite light pipe. All the scintilla-
tors were colllmated with a 1.27-cm-diameter colli-
mator. Figure 2 illustrates one of those detectors.

2. Plastic scintillator-photodiode detector.
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Positive bias

• Collimator Insulators

Fig. 3. Schematic view of conical aluminum cathode
vindowless photoelectric diode detector.

Nickel wire mesh grids

X-ray

Gold foil

Tantalum
collimator^ L

Bias supply Bias supply

Electrometer

Fig, 4, Schematic view of gold foil cathode window-
less photoelectric diode detector.

Tne photoelectric diodes were both windowless detec-
tors. The first <r these had a conically shaped alumi-
num cathode with a truncated conical shell surrounding
it acting as the anode. X-rays enter the detector
through the truncated end after passing through a
1.59-cm collimator as shown schematically in Fig. 3.
The other detector consisted of a thin gold foil, 0.95
ng/cm2 thick, spaced between two wire-mesh grids having
optical transmissions of 96%. The x-ray beam enters
the detector through a 0.95-cm-diameter collimator,
passes through the front grid, and interacts with the
gold foil, producing electrons that are collected by
the grids as shown schematically in Fig. 4.

X-ray Generators. Three separate x-ray generators
were used for the calibrations reported in this paper,
and all have been described in greater detail else-
where. " For the sub-kilovolt energy region, the
x-rays were produced using an ion accelerator that
generates fluorescent x-rays via proton bombardment
of the target materials. An overall vi' * of this
facility Is shown in Fig. 5. Figure 6 3 an overall
view of the x-ray generator used in the 1.5- to 8-keV
energy range. In this machine, an electron beam is

Fig* 5. Tie sub-kilovolt x-ray calibration facility.

Fig. 6. The 1.5- to 8-keV x-ray calibration facility.

Fig. 7. The 8-keV to 100-keV x-ray calibration facility.

used to excite the target materials, producing fluo-
rescent x-rays, which are absorption-edge-filtered
for additional beam purity. In both of the above
x-ray facilities, the calibrations are carried out
in evacuated chambers. The x-ray generator used for
calibrations from 8 keV to 98 keV uses photon bombard-
ment of the target materials to produce fluorescent
x-rays. The spectral purity is further improved by
using k-cdgc absorption filters. Calibrations on
this machine are carried out in air. An overall view
of thi3 calibration facility is shown in Fig. 7.
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Electronics, The current from the detectors was
measured usln^ an electrometer in conjunction wi,~h a
digital voltmeter and a chart recorder. A phase lock
amplifier was also used in some of the semiconductor
calibrations where the x-ray source was modulated at
1080 Hz with a 50% duty cycle using a mechanical beam
chopper. The bias voltages were obtained from a var-
iable supply incorporating a series of dry cells and
exhibiting a very low leakage current.

Procedure

The calibration procedure was very straightforward.
The detectors were placed behind a collimator of known
area and irradiated with x-rays of known energy and
intensity in a manner similar to that shown schemat-
ically in Fig- S for the sub-kilovolt x-ray facility.
It was necessary to place a 600-vig/cm2-thick, cali-
brated carbon foil over the collimator on the scintil-
lation detectors while they were being calibrated using
the subkilovolt x-ray facility. This was to eliminate
the light produced at the target from entering the
detector and creating a large background signal. This
was not necessary on the 1.5- to 8-koV x-ray generator,
since the calibration chamber could be completely dark-
ened. While using the 8-keV to 100-keV x-ray machine,
a O.OO127-cm-thick beryllium window was used on the
scintillation detectors to eliminate the effects of
the room light. To calibrate the windowless photoelec-

Rotary table

Scintillator-
photodiode
detector

•-Beam monitoring
proportional
counter

trie diode detector on this latter facility required
that a 0.0254-cm-thick beryllium window be added and
the detector evacuated, since the calibrations on this
machine are carried out In air. The x-ray transmis-
sion of all the various windows used were accounted
for by the computer code used in reducing the data.

Results and Discussion

Semiconductor Detector

The absolute sensitivity of the silicon semicon-

ductor detector described above is shown in Fig. 9.

Fig. Schematic view of calibration geometry on
the sub-kilovolt x-ray generator.

Energy - KeV
Fig. 9. Sensitivity versus energy for a silicon semi-

conductor detector with a 500-ym depletion
depth.

The solid line is a calculated value* for a detector
with a 500-ym depletion depth and a 40-vg/cn2 aluminum
front electrode. For the calibrations from 280 eV
to 6 keV, we were able to calibrate this detector in
a dc mode. For any particular calibration run, the dark
current of 10~ 7 A varied only by lO"11 A. The signal
was in the 10 9 -A range and also varied by only lO"11 A.
The measurements were repeatable to within 2%. The
digital voltmeter connected to the electrometer output
allowed these small changes in current to be precisely
measured. Although the signal-to-noise ratio was only
0.02 to 0 04, the uncertainty in the measurements is
estiuated to be within the error bars shown in Fig. 9,
due lo the stability of the signal and the noise. A
phase look amplifier was used for the calibrations
on the 8- to 96-keV x-ray generator due to the smaller
signals. The agreement between the calculation and
the experimental points is quite good, with the excep-
tion of the lower-energy points. Here, the difference
might be attributed to the low-energy secondary elec-
trons from the aluminum being collected.

Photoelectric Diode Detector

Figure 10 shows the absolute sensitivities as a
function of x-ray energy for the gold and aluminum
cathode photoelectric diode detectors. The gold
cathode detector' was only calibrated on the two lower-
energy x-ray machines, where it could be placed in a
vacuum. There was no convenient way to evacuate it
for calibration on the 8- to 100 keV machine. The
aluminum cathode photoelectric diode detector was
designed so that beryllium windows could be attached

77



10',-19

70,-20

10.-21

I
>>

10-22

10-23

10-24

Gold photocathode

10"

Aluminum photocathode

1 10
Energy - keV

Fig. 10. Sensitivity versus energy for the gold and
aluminum cathode photoelectric diode
detectors.

and the d<;cector evacuated for calibration on the 8-
to 100-keV x-ray machine. Thus, the calibration shown
in Fig. 10 for this detector goes from 280 eV to
98 keV. The darkcurrents for these detectors were
very low (<2 )t 10~*15 A) while the signals varied from
10"'1 to 10"1M A. The uncertainties in the calibrations
come primarily from the uncertainties in determining
the x-ray flux and the output current, and the error
bars shown are believed to be for the worst possible
situation.

Plastic Scintillator-Photodiode Detectors

The absolute sensitivities of the photodiodes used
together with the MEL-150C, Pilot B, and NE1O2 plastic
scintillators are shown in Fig. 11. The uncertainties
in the measurements are indicated by the error bars
shown on the graphs. The error bars at 282 eV repre-
sent an uncertainty of 25%. This uncertainty, results
from taking the estimated uncertainty of each of the
variables that enter into the calibration in quadrature.
For the calibrations from 1.5 to 98 keV, this uncer-
tainty is within 10%, being determined in a similar
manner.

The MEL-150C and Pilot B scintillators are thick
enough to be 100% absorbing below about 10 keV, while
the NE102 is totally absorbing only below about 4 keV.

10

10

-20

-21

Pilot
<JEL-150C ,

"NE102-*

10',-1 1 10

Energy — KeV

Fig. 11. Sensitivity versus energy for the scintillator
photodiode detectors.

The difference in absolute sensitivity between the
NE102 and the other two scintillators shown in Fig. 11
is due primarily to the difference in sensitivity of
the S-4 response ard S-20 response of the photodiodes.
At the lower energies, the shapes of all of the curves
are very similar, whic.i is what might be expected.
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SUB-KEV X-RAY CALIBRATION OF PLASTIC SCINTILLATORS

P. B. Lyons, R. H. Day, D. W. Lier, T. L. Elibcrry

Lt» Alamot Scientific Laboratory

Lot Alamo,, NM

INTRODUCTION

Several types of x-ray detectors have found widespread use for
plesma diagnostic applications in the energy range below a few keV.
Silicon diodes, photoelectric diodes, and plastic scintillators have
been used to obtain diagnostic information in this region. In this
paper we will report sub-keV calibration data for plastic scintillator
detectors and contrast the advantages and limitations of thirse three
detectors in diagnostic measurements.

In a previous paper1 we presented calibration data for plastic
scintillators from 1.5 to 20 keV. In this paper the data are extended
totheC-K,, line (277 eV). These data represent one application of a
new sub-keV x-ray calibration facility at the Los Alamos Scientific
Laboratory.

CALIBRATION SYSTEM

The system is shown schematically in Fig. 1. The detectors view
the x-ray tube anode2 through a filter window that also acts as a
vr.uum isolation window between the high vacuum tube (<2ilO7
Torr) and the low vacuum detector region (~lu).

Walei
Cooling
Jacket

Gala
voive —

Voc Ion
Pump

The x-ray tube is shown in Figs.2 and 3. The demountable anodes
are either machined from the bulk metal of interest or vacuum
deposited on Cu anodes. The filter windows are thin metallic or
metal coated plastic. Beam purity is controlled by limiting the tube
high voltage to about twice the absorption edge of each anode
material. The filter is used to provide additional optimization of
beam purity.

rFlloment Leod

Ceramic Vacuum
Feed Through

To Detrctor-

Fig. 2. Schematic of "Henke" x-ray tube.

Of particular importance in thr»e filters is the limitation of C-K
radiation that is evident despite the low system pressure. The source
of this contamination is Btill under investigation.

Additional calibration data were acquired with two conventional
calibration systems similar to that described in Ref. 1. The systems
used Cu and Al anodes, respectively, to fluoresce secondary targets.
Filters were used to enhance spectral purity. The anodes utilized in
the present study are listed in Table I. Also listed are beam filters,
tube high voltage, and tube emission current. Currents were kept
below the onset of space charge limitation. In some cases (the oxygen
anode using vacuum deposited Li 2O ), the current was limited
by anode deterioration.

Fig. 1. Schematic of the ultrasoft system.
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DETECTOR FABRICATION

Thin plastic films were placed directly on the faceplate of an ITT
FW114 diode behind a light-tight entrance window of either
aluminized polycarbonate film (Kimfoil3) , or 150 mg/cm2

magnesium foil . NE1114 plastic films of 0.57 and 11.51 mg/cm2

were used. An entrance collimator of 1.59 cm was used.
In previous work1, the importance of diode faceplate response was

stressed in cases where the fraction of energy absorbed in the plastic
film was very low and a special glass substrate was used to limit this
response. However, since most of the beam energy is absorbed in the
plastic fur the energies aiid plastic thicknesses used in this report, a
glass substrate was not used; most practical applications of the plas-
tic films should utilize the special substrate.

DETECTOR CALIBRATION

A Cary model 401 electrometer was used to record the photodiode
current (>2ilO15 A). An in-line, 30 volt, battery provided bias to
the photodiode. The overall calibration of the current measuring
system utilized a Keithly model 261 precision current source.

Beam normalization was done with a thin window flow propor-
tional counter with a 0.5 mm entrance aperture. The gas path length
was 2.5 cm. Fill gases were propane, methane or P-10 at atmospheric
pressure. The entrance window was either 80 ug/cm2 polypropylene
(with 50 A Nichrome overcoat) or 150 pg/cm2 magnesium foils. At
most energies, the transmission of both the counter and scintillator
windows was measured.

Fig. 3. The "Henke" x-ray tube, showing the demountable anode.

Element

C

Ti

0

F»

Ni

Ni*

!.'a»

Mg*

Al*

Si*

Line Energy

277 eV

1.52

525

679

852

852

10U1

1253

lkBT

17*41

TABLE I

X-RAr SOURCE PARAMETERS

Anode

C on Cu

solid Ti

LigO on CM

Al

Ni on Cu

Al

Al

Al, Cu

Cu

Cu

Filter

250 ug/cm2 Kimfoil3

+ 38 ug/cra2 Al

600 WS/cm2 Ti +
150 ug/cm Mg

370 ug/cm2 Cr

600 Ug/cm2 Ni or
590 ue/cm CF2

1.15 mg/cm2 Mi

600 ug/cm2 Ki

2.7 mg/cn2 Mg

2.7 mg/em2 Mg

1.7 mg/cm2 Al

370 ug/em JR>

High Voltage

600 V

1000

1000

2600
2*400

1600

2800

2800

2I4OO

3000

3I4OO

Emission Current

10 mA

35

10

350
350

50

350

350

350

600

600

•Secondary fluorescence mode
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DATA ANALYSIS

From current and fluence data, the response R(E) of the detector
(photodiode current per incident MW of x-ray energy) was deter-
mined. The plastic conversion efficiency C(E) (photodiode current
per MW of absorbed x-ray energy) is defined by

R(E) C(E) T(E)

where <(E) is the plastic absorption efficiency (1 • exp(-px)), T(E)
is the measured window transmission. X is the plastic thickness and
u is the aboorption coefficient for NE1II6 6 .

The four configurations, two windows and two plastic foil
thicknesses, all lead to different values of the conversion efficiency,
due to differences in foil optical quality and window reflectivity. To
obtain data on a common scale, a normalizing factor was applied to
all conversion efficiencies measured in a given configuration to bring
the value of C(E) at E=Mg-K into agreement with the value ob-
tained with the Mg window and the thin plastic. Thus, for example,
C(E) values meeiured with the highly reflective Kimfoil window
were scaled by 0.76 to agree with the less reflective Mg window data.

For cases where data from all configurations were available, agree-
ment (after the above scaling) was excellent. The resulting conver-
sion efficiencies are tabulated in Fig. 4. In Pig. 4, distinction is made
only between the direct and secondary fluorescer data; the various
configurations are not shown separately. It should be noted that the
agreement of the data at Ni-L(where both system types were used) iB
excellent.

5 IOO

•̂  120

~~ 100

c

a eo

Ultrosoft n-roy system
Secondory fluorescer syste

Ti-L 0-K
I t ! I '

f-K Ni-L No-KUg-KAt-K S>-K

O 02 04 06 0 8 I 2

Energy (KeV)

Fig. 4. NE111 conversion efficiency. The solid line is an extrapola-
tion of the data from 1.5 to 10 keV (Ref. H.

Corrections for beam impurities were made where necessary. Such
corrections were made with a minor effect on the overall uncertain-

ty. However, on the Cu anode fluorescent system the thick plastic
data necessitated much larger correctiont, and was not used. The
largest impurity correction was \B% at the F-K energy (with a CF2
filter). All other corrections were less than 10%.

One uncertainty is not included in Fig. 4. For the K x-ray lines,
data are plotted at the K-lim; energy. For the Ni-L line, the data are
plotted at 810 eV instead of 852 eV. For the Ni-L line, we have
evidence that the average energy iB well below the line energy. This is
probably due to the filtered bremsstrahlung continuum present in
the final beam. Other L lineB, and contaminant lines, may be pre-
sent. With the present syBtem we must admit to the possible ex-
istence of auch contamination at energies somewhat below the actual
energy cf interest. Such problems would be more severe for L x-ray
lines, but may also be present in other spectra. Energy-dispersive
measurements will address the beam purity in subsequent work.

DISCUSSION

The straight line shown in Fig. 4 is an extension below 1 keV of an
approximate power law dependence that was observed to fit the data
of Ref. 1 in the 1.5 to 10 keV energy range. This dependence is MS) =
aE», where x is about 0.46. Such a power law, with a somewhat
different exponent, follows from the semi-empirical ionization
quenching model discussed in Ref. 7. This model relates the light
output from a particle to its energy loss rate. To apply this model.

values for dE/dx must be known for all election energies below the
primary photoelectron energy. A*, some low energy, the Bethe-Bloch
energy loss formula must become invalid, but several references
suggest that it has Borne validity down to energies well below one
keV. Using the parameters suggested in the literature for NE1027,
and assuming the validity of the Bethe-Bloch formu'a down to
energies below 100 eV; a value for the exponential power i, of about
0.35 is calculated for the 1 to 10 keV range. Such a treatment is ad-
mittedly f "proximate and several other effects may complicate such
a simple interpretation.

One effect that can be dismissed is loss of energy from the plastic
from electron escape or gain of energy by the plastic from primary
electrons leaving the substrate or window. Using an approximate
value for dE/dx of 130 eV/pg/cm? below 1 keV (measured8 for AD,
negligible upper limits for such effects in this study are readily ob-
tained. For different energies, or thinner foils, such effects should be
considered (see Ref. 1).

In Fig. 4 the data indicate a rise in C(E) at low energies, but the
character of that rise (whether a continuous increase, Or with some
discontinuity at the C-edge) is not known. The form of dE/dx is suf-
ficiently uncertain that a test of the ionization quenching model
much below 1 keV is not possible. However, a comparison of the C-K
and 0-K data values suggests that mechanisms other than simple
ionization quenching are operable. In the C case, interactions are of
photoelectric origin with C L- or K K-shell electrons — thus yielding
an ~ 260 eV photoelectron. In the O case, interactions are virtually
all with the C K-shell yielding an ~ 250 eV photoelectron and a K
shell vacancy that decays to yield an Auger electron of ~ 250 eV.
Thuii (he C and 0 cases yield similar electron energies. This suggests
that the conversion efficiencies should be equfil.

Several effects could possibly explain the observed difference. One
such explanation would involve the much greater attenuation coef-
ficient of 0-K x rays as compared to C-K x rays. But such an ex-
planation leads to the suggestion of a dead layer that must be ~- 30
ng/cro2 to explain the C/O data. This is unlikely since it is not sup-
ported by the data of Fig. 4 or Ref.l, or by reports9 of heavy particle
detectors using plastics of 10 ug/cm2 thickness.

Still another effect involves the observation tltst 0-K interactions
are with inner shell electrons, while C-K interactions are with outer
shell electrons. It ean be speculated that a molecule that undergoes
an inner shell interaction is sufficiently perturbed thai it cannot par-
ticipate in subsequent emission processes, while an outer shell in-
teraction may be sufficiently gentle that the molecule may be useful
in subsequent light production. It should be noted that only about
0.5 photons per 0 x ray are being emitted from the plastic, so any in-
creased emission probability for an evant becomes significant. This
explanation, while certainly speculative, would lie in greater favor if
subsequent data showed a discontinuity at the C-K edge.

Perhips the most likely hypothesis is that qufnchisig interactions
between the ionization clouds of the two electron) generated in the O
case are important. Without further information, a choice between
poss ib le hypotheses wil l not be made.

Through these calibrations sub-keV x-ray conversion efficiencies
for plastic scintiUators have become available. The plastic scin-
tillators offer several advantages Tor plasma diagnostic work. The
plastic foils are inexpeasve and are availcble in a wide range of
thicknesses. Commercial foils as thin as 150 (ig/Vm2 have been
received and techniques exist9 to fabricate much thinner foils. By
using foils of various thicknesses and filters, the iresponse of a detec-
tor can be tailored to peak at a desired energy. NE111 scintillfl.ora
are quite fast (1.3 nsec FWHM) and new quenched plastics with a
FWHM below 200 DSCC have been demonstrated >°. No special
vacuum requirements must be met. Light tight windows are needed,
but these are common to virtually all detectors. Gain is readily possi-
ble with photomultipliers and output is directly compatible with
fiber optics.

Photoelectric diodes can be built faster if enough effort is expend-
ed, 30 psec response ha£ been demonstrated11. If time response in
the nsec range is desired, the detector can be very simple. Photoelec-
tric diodes are more sensitive than plastics below - '00 tV12. while
the plastic is much more sensitive at higher energies. However, they
require excellent vacuum conditions.

PIN diodes have dead layers that restrict their use down to a few
hundred eV. They are very slow (several nssc), fairly expensive and

81



sensitive to visible light. However, they do not require stringent
vacuum conditions and are simple to use.

In conclusion, plastic scintillators offer sevsral advantages in low
energy x-ray diagnostics. A number of these detectors are in use in
the Los Alamos laser-produced plasma diagnostics program.
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Introduction

In nuclear fusion research It Is important to

measure the impurities in the plasma and the total

energy being radiated. The sensitivity of silicon

over a broad spectral range makes it very attractive

and when configured as a CCD it is even more attrac-

tive because of its relative insensitivity to strong

magnetic fields associated with plasma containment.

The Fairchlld 201-CCD has been illuminated with X-rays

from a copper target to explore its applicability for

X-ray imagery. The Retlcon 512 B/24 self-scanned lin-

ear array has been evaluated using copper, aluminum

and carbon targets.

Experiment ContlRuratlon

The measurements were made in a vacuum uBing a

high intensity electron source to illuminate the tar-

gets as shown in Fig. 1. Both the CCD and the lin-

ear array were cooled to minimize the dark current,

beryllium or aluminum filters blocked the visible

light from the electron gun filament. The tosts for

the CLD were conducted at a pixel clock rate of 61 Khz,

which resulted in frame rate of 3 3/4 frames per sec-

ond. In order to obtain data over the X-ray energy

range shown in Figs. 3 and 4, the period of integra-

tion was varied from 0.25 seconds to 5 minutes. Data

vas displayed as a single line (100 pixels) of video

information on an oscilloscope and polaroid photo-

graphs made to record the Information. The full scale

signal for the CCD of approximately 5 X 10 electrons
per pixel is used as a means of calibrating the detec-
tor sine* the CCD has a linear response. The Recticon
was calibrated la a similar way, its full scale signal

is approximately 2.5 x 10 electrons per pixel.

Falrchllr) 201-CCD

The photosensitive area of the 201-CCD is cov-
ered by about 1.5 microns of silicon and silicon diox-
ide that is "dead" In terms of visible radiation.That
is, photons absorbed in this layer do not contribute
to the signal. The shift registers are covered by an
additional layer of aluminum 1.2 microns thick that is
opaque to visible radiation. Figure 2 shows the trans-
mission characteristics of the aluminum and silicon
layers in the soft X-ray spectral region. As can be
seen by the aluminum transmission characteristics, the
shift register circuits behind the aluminum are also
exposed to the X-ray photons. We have found that the
problem of the X-ray sensitive shift register can be
circumvented by rapid scanning the shift registers
during the exposure tine. Large doses of X-rays also
cause permanent damage. A back illuminated CCD would
protect the circuits from the X-ray damage and also
allow a thinnr-r dead layer with corresponding improve-
ment In long wavelength response.

Retlcon RL 512 B/24

The Reticon linear array of 512 one mil wide by

24 mil tall photosensitive elements has a dead layer

of 50 A of silicon making it potentially quite sensi-

tive in the soft X-ray region. The signal is scanned

out by 4 sets of interleaved shift registers that are
an integral part of the silicon chip located on each
side of the photosensitive area. This geometry al-
lows the shift registers to be masked from the X-rays.

The disadvantage of the Reticon aside from its-
one-dimensional characteristics is that its readout '
noise is about 10,000 electrons rms compared to 250
for the Fairchlld 201. However this readout noise
could be reduced to about 1000 electrons by redesigning
the Reticon preamplifier. The Reticon is, of course,
well suited for spectral readout with its 1 x 24 mil
elements.

X-ray Sensitivity

For light elements the equation for the continu-

ous X-ray intensity can be written

(E - E)

Where: N £ is the number of photons per unit energy

interval; E Q is the high energy limit of the spectrum

(ev); E is any energy between E and 0 (ev).

Z is the atomic number of the element and K is the
continuous X-ray efficiency constant of the element

(ev ). Taking into account the beryllium filter

attenuation, and the polysilicon and silicon dioxide

laye-s on the CCD, the equation for the number of

X-rays per unit energy interval reaching the active

silicon is

N E I- K Z V E

E

,E'Y1 „ »
E~Y2

(2)

where e U1 X1 is the transmission function for the
Beryllium and the Silicon transmission is expressed
by a similar term.

The silicon has a conversion efficiency of one
electron-hole pair per 3.5 electron volts of energy.
And for a given electron accelerating voltage E , the

response of the CCD is

I N
K Z

(3.5) (4TO J O
V I O W C * ' e *

Signal electrons steredian electron . (3)
The characteristic X-ray spectra of interest for the
copper target are the t shell lineB ^ 2

 a n d Lgi a c

at 0.928 and 0.948 Kev respectively.The other L series

lines are either weak compared to these lines or are

sufficiently attenuated by the beryllium filter so that

they are negligible in these measurements

The empirically derived equation:

n (EQ - E*) ' photons electron"N • n C E Q - E») """ photons electron " (4)

gives the characteristic line strength where E* is the

line of interest (Kev) and "n" is the efficiency coef-

ficient. Efficiency coefficients for Lot, are pub-

lished for heavier elements and have been extrapolated

to yield a value of 3,4 x 10 for copper. The ratio
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of L0t^ 2 t o ''Al *s ^' Therefore, the combined charac-

teristic Jtae strength is Eiven by the equation:

V n* (c«-(Eo-h<(
 )1>63 % + W E L )1-63EL

Signal electrons steradian"* electron"* (5)

where C^and Cjgare the attenuation factors for the
filter and dead layer at the characteristic line
energy and

n x 10
(6)

(3.5) 4TT

Similar equations for the characteristic lines of
carbon and aluminum were solved. The characteristic
lines of Interest for aluminum are K cCj> (1.487 Kev),

Kec2. (1.486 Kev), and K# x, (1.553 Kev), and the car-

bon line of interest is K ^ , (.282 Kev).The charac-

teristic efficiency coefficient, n, used for the cal-

culations was 6.3 x 10 for aluminum and 2 x 10 for

the carbon target.

TeBt Results

Figure 3 shows fhe sum of equations (3) and (5)
plotted as a solid line. For a copper target and the
Fairchild 2O1-CCD the experimental results are plotted
as points. There is a close agreement between the
experimental data and the calculated response from
1.7 to 6 Kev. The roll off in response at lower ener-
gies is readily attributed to a somewhat thicker
beryllium filter and/or thicker layers of polysilicon
and silicon dioxide on the CCD.

The actual CCD signal current when converted to
signal electrons in the silicon per steradian per
incident electron on the copper X-ray target agrees
with the calculated value when one uses a value for
the continuous X-ray efficiency constant ( K ) of

"2
—9 —1 2

1.3 x 10 ev and an active CCD area of 7 mm out of
a total area of 12 mm . Figure 4 shows similar data
for the Reticon RL 512 B/24 linear silicon array.
Aluminum,carbon,and copper targets were tried and the
predicted responses in each case is plotted on solid
lines. For the carbon and aluminum targets, the con-
tinuous X-ray efficiency constant

(IC)used was 1.82 x 10 x 10"9ev"1 and 1.55 x 10~ ev"1

2
respectively. Here again there is fairly close
agreement between the measured and predicted response
and the differences are easily attributable to un-
certainties in tiie filter thickness and/or target
contamination.

Fe 55 Calibration and Resolution Test of CCD
The Fairchild 201-CCD was exposed to a radio-

active Fe-55 source emitting 5.9 Kev X-rays. The
measured CCD signal current when converted to units
of input flux indicated a quantum efficiency of 100%,
assuming a conversion factor of one electron hole
pair per 3.5 volts of incident X-ray energy.

A metil aperture type test pattern was placed in
contact wtv.h the silicon dioxide coated surface of
the CCD and illuminated by the Fe-55 source. One
aperture was 3 pixels (90 microns) in diameter,
another aperture was 21 pixels in diameter. The
results showed that the 3 pixel signal amplitude and
the 21 pixel signal amplitude was approximately the
same. This implied that there was little smearing
of ctiarge into adjacent pixels.

Phosphor Wavelength Cor.vei.ter

As a means of extending the sensitivity of the
CCD co weaker energies we have measured the X-ray
response of a red emitting phosphor that is a good
match to the CCD response in the visible. The phosphor,
RCA 33-Z-237A, was deposited on a glass slide and in-
serted in the X-ray beam near the CCD. Using the CCD
as the detector,the effective phosphor efficiency in
the region from 1.6 Kev to 5 Kev was measured to be
between 8 and 15%. In the region from 0.6 to 1 Kev
the effective efficiency was considerably higher. This
increase at lower energies is not understood and may
be due to some experimental error. As a next step we
plan to coat the CCD photosensitive surface with the
phosphor, as it would actually be used in an instru-
mental application.

Visible Light Excitation

Ir. addition to Ui<= X-i.ay testing, the dynamic
range of the CCD was evaluated with visible light
exci'.ation. The CCO was exposed to various levels of
illumination and the data was stored on digital tape
for analysis by digital computer. It was found that
the predominant noise was coherent. This coherent
noise was assumed to be caused by the gain variations
in the silicon detectors and charge transfer in-
efficiency. A straighc line equation, ax + b, seems
to adequately fit the individual pixel data. The "a"
term corresponds to the gain or sensitivity of each
pixel and the "b" term corresponds to an initial
"zero exposure" offset. A computer program was
written to find the a's and b's of each pixel element.
This full frame set of a's and b's were then used tj
process other data files. For a quantitative compari-
son of raw and processed data, the standard deviation
was computed over a 50 x 50 pixel patch and for 100
pixels along a single line.

Tables 1 and 2 show the improvement in signal-to-
noise ratio after point-by-point calibration of the
data. This Is compared with the predicted signal-to-
noise that one would calculate, assuming that the sig-
nal-to-noise in the calibration files is Gaussian, i.e.

a « (number of electrons) .

TABLE 1

S/N CHARACTERISTICS (50 X 50 PIXEL AREA)

Exposure S/N S/N S/N Ideal
Level Raw Processed Predicted (Miotoelectrons)
% Full Data Data
Scale

1/2

24

84

62

71

195

313

236

446

380

710

TABLE 2

S/N CHARACTERISTICS (100 PIXEL LINE)

Exposure S/N S/N S/N Ideal
Level
X Full
Scale

Raw Processed Predicted (Photoelectrons)
Data Data

...

24

84

62

116

207

438

236

446

380

710

The discrepancy between Table 1 and Table 2 for the
84% file may be due to a small number of pixels in
the 50 x 50 pixel patch that were several sigma away
from the mean.

The processed data S/N is reasonably close to the
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predicted S/N. Therefore the assumption of (photo-
electron)1 noise is valid. This implied that by
averaging calibration data frames to achieve higher
S/N in the calibration frames one can closely ap-
proach the ideal case. This makes the CCD uniquely
attractive for low contrast applications. With the
large gain associated with the X-ray photon con-
version into signal electrons one can expect that the
CCD will be quantum noise limited in the X-ray region.
Our examination of raw X-ray data substantiates this
conclusion. Computer reduction of X-ray data is
planned for later this year.

Acknowledgements

The authors wish to thank Dr. Martin Green for
his assistance in understanding th? characteristic
X-ray production efficiency.This work was supported by
the Energy Research and Development Administration

VACUUM CHAMBER

l ^ '^^TTJr BCTVU.M* T'ML
H i iJl^cOLtt MX

X-
11!

UTS

," FILAMENT
;' CATHOCE

" _ELECT_ROIIj _ j.^—

a w a coNTjei
TARGET GRID

CCD VIDEO

—

——•

OSCK.LOSCOPE

i

TV
MONITOR

CCD X-RAT EXPERIMENT BLOCK DIAGRAM

Figure 1

PHOTON ENEMSY |
TRANSMISSION CHARACTfRISTICS-AI.Si.B*

Figure 2

Ca(K«VI

Fairchild CCD-201
Response to Soft X-rays

Figure 3

• I 1.9 2 3

E« IKiv)

Reticon Linear Array
Response to Soft X-rays

Figure 4

85



Proceedings. ERDA X-»nd Gimm*Hiy S»mp. Ann Artior. Ml, thy 19-21. 1978 (Conf 760639)

GAMMA, X-RAY DATA REDUCTION SYSTEM
VOLUME 1 - GAMMA

William H. Zimmer
Chemical Technology Leboratorv

Atlantic Richfield Hanford Company
Richland, Washington 99352

SUMMARY

The starting premises for this data reduction system
were (a) the individual researcher needs all the accu-
racy that can be achieved but he has neither the time
nor the inclination to learn how to achieve it, and
(b) if the data reduction system is to be centralized
the people operating it will want to minimize conver-
sation with the computer.

This is a working system. We put the detector/
analyzer system where the work is: in the field, in
the operating plant, in the research laboratory, or
in the counting room. All spectral data are stored
on Data General 4234 discs afcer background normali-
zation and strip. Storage is initiated from magnetic
tapes loaded by detached pulse height analyzers or
directly from Scorpio pulse height analyzers. The
only restrictions placed on the individual researchers
are that the pulse height analyzer energy scale be
set up consistently, that a recovery standard be run
at least once avery day of use, and the total acquisi-
tion system be calibrated to its range of use. In
many instances, and if desirable, the latter is pro-
vided as a service.

At the time of writing this gai a data reduction sys-
tem is actively being used to calculate net peak
areas, activities with or without time correction,
activations analysis results, counting precisions,
and dynamic limits of detection for the spectral data
output of 17 detached pulse height analyzers. To all
modes of data reduction are applied background subtrac-
tion, random summing correction, detector recovery

factor correction, peak interference correction
(second-order product interference for activation
analysis), geometry function correction, acquisition
time decay corrections, external and internal sorber
correction. All of this is accomplished and a cus-
tomer report typed in a readable format after a half-
line of noninteractive instruction.

Still being programmed are the data reduction of 0000
channel spectra, correction of irrradiation and decay
time for cyclical activation analysis, and.the calcu-
lation of accuracy, instead of counting precision.

CONCEPT

The basic concept of the GXDR system is to extend to all
Atlantic Richfielu1 Hanford Company (ARHCO) semiconductor
detector users the accuracy, time, and labor-savings
available through the use of modern automation tech-
niques. Control of the detectors and their calibra-
tions, control of the data acquisition equipment, and
the timing of its use are left in the hands of the user.
Data reduction is performed on the GXDR system. In
this way each gamma unit can perform data reduction for
up to 120 acquisition systems and neither type systen
need be purchased at the price of a stand-alone unit.

The detached or satellite analyzer consists of a mini-
mum-priced pulse height analyzer interfaced to a Tracor
Northern NS-111 magnetic tape cassette deck. The
attached analyzers consist of ADC's and memory attached
to a Scorpio Processor (see Figure 1). Spectra from
magnetic tape and via the Scorpio Unibus interact in
the Scorpio PDP-11/05 32K x 2 1 6 Central Processing

FIGURE 1

GAMMA, X-RAY DATA REDUCTION SYSTEM

oCASSETTE
MAGNETIC TAPES

MCA MULTIPROCESSOR
COMMUNICATIONS
ADAPTOR

SCORPIO
TOP 11/05

32K

CAMAC
CFK

TRANSFER
CONTROL

\ /

PULSE HEIGHT ANALYZER'S

PULSE HEIGHT *,K (ILVZS

PULSE HEIGHT ANALYZER'S

SATELLITE
PULSE HEIGHT

ANALYZERS
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Unit (CPU) with background spectra stored on floppy 2. W. H. Zimmer, "Gamma, X-Ray Data Reduction
disk. Here the backgrounds are normalized on the System, Volume 2 - Gaiima," ARH-ST-114-2,
basis of acquisition time and stripped from the sample Atlantic Richfield Hanfo,-<! Company, May 1976.
spectra. The data are then routed through a Data
General 1220 for storage on a 4234 disc system.

CAPABILITIES

Figures 2 and 3 illustrate the capabilities and
mechanics of GXDR-Gamma data reduction. The calcula-
tions used are as follows. Variables are called out
by name in Figures 2 and 3 or specifically identified.

CALCULATIONS

Activity =
net area-BN-GEO-eAT

UF

where = In 2 J half-life
T = time difference in days between Time of

Count and Time Zero

= Activity e
x'TOR'e*-TC

where
In 2TC = ozr-jpc- • time difference in days

between Time of Count and 252Cf
Time Zero (for californium multi-
plier neutron source)

F = neutron flux density

Q = e-*-T!J
TQ = (TR + TOR * acquisftion Clock Time)

The first item entered under "Sample Identification
Input" is the customer's proper name followed by a
carriage return and line feed. When the report is
read to TI733 cassette magnetic tape, this portion of
Identification will act as the search code in assem-
bling a'l item reports into a total report. The cus-
tomer name is not typed when the report 1s read from
the tape. The average reading time of the sample
spectrum from the disc plus typing time for the
full identification and the instruction line
(Figures 2 and 3) is 10 seconds. The automatic data
reduction plus typing and magnetic taping of up to
30 peak analyses takes less than 20 seconds. Output
for each peak analyzed consists of a floating point
activity or concentration, the units specified in the
Instruction line, the isotope or element name, and
the 2a percent counting precision, soon to be
accuracy.

For additional details, references 1 and 2 are
recommended.

REFEKcKCSS

1. w. H. Zimmer, "Gamma, X-Ray Data Reduction
System, Volume 1 - Gamma," ARH-ST-114-1, Atlantic
Richfield Kanford Company, Richiand, Washington,
December 1974.
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(CNTRL) X

SAMPLE IDENTIFICATION INPUT (CNTRL) A

FIGURE 2

ACTIVITY ANALYSIS

11020.611 46 10X 7.05 0000 R 500 1000 10000

TIME ZERO IN DECIMAL DAYS FOR TIME CORRECTION

ACQUISITION TIME IN SECONDS - CORRECTED FOR DECAY

ERROR TIME - CHECK OF SPECTRUM

I - ERROR CHECKSUM • CHECK OF THREE CALIBRATION TABLES

ISOTOPE TABLE

• NAME OF ISOTOPE ! 3 O r . 2 BAEMSSTRAHLUNG)

• RANGE OF CHANNELS IN WHICH PEAK IS LOCATED

• (EFFICIENCY y ' d ) " 1 • BN

• HALF-LIFE IN DAYS

• 2 » UNCERTAINTY OF COMBINED EFFICIENCY, y / d AND HALF-LIFE

ACQUISITION SYSTEM IDENTIFICATION

L> OT TABLE

• NORMALIZATION FACTOR

• NUMBER OF CHANNELS INTEGRATED FOR GROSS PEAK AREA

• CHANNEL SEARCH SPAN FOR PEAK NOISE LEVEL

• RANDOM SUMMING FACTOR
• PEAK INTERFERENCE CORRECTION (3)

RECIPIENT PEAK LOCATION
DONOR PEAK LOCATION
CORRECTION CONSTANT

• RANOOM SUMMING MODE SELECTION
INTEGRATION
P'JLSER
ISOTOPfC

• la COUNTING PRECISION CALCULATION

• 2ff UNCERTAINTY OF NORMALIZATION FACTOR

• 2<r UNCERTAINTY OF PEAK INTERFERENCE CORRECTION CALCULATION

• 2 7 UNCERTAINTY OF RANDOM SUMMING CORRECTION CALCULATION

GU TABLE: CHANNEL vs GEOMETRY FUNCTION OR SORPTION FACTOR
UNITS MANIPULATION TABLE: SELECTOR DIGIT/CHOICE OF REPORTING UNIT/
CONVERSION FACTOR FROM d/s (UF)

2 7 UNCERTAINTY OF GU TABLE CALCULATION

"WV" FACTOR (WEIGHT • VOLUME - CONSTANT FACTOR APPLIED BY DIRECTIVE)

>— LIMITS OF DETECTION REQUEST FOR ACTIVITIES WITH COUNTING PRECISIONS GREATER THAN
THROWOUT LIMITS

THROWOUT LIMITS -ACTIVITIES FOR PEAKS WITH 2<r COUNTING PRECISIONS GREATER THAN VALUE
ARE NOT CALCULATED

SELECTOR DIGIT FOR UNITS MANIPULATION TABLE
APPLICATIONS DIRECTIVE FOR GU TABLE ANO "WV" FACTOR

TENS DIGIT DIRECTIVE FOR GU TABLE (GEO) DIRECTIVE FOR "WV"
SUBSTITUTE • IFOR CONTEXTS

. OU
Jll I N » « > "

g - ' FROM Oil TABLE • (W() «

• (WV)-1

• (WV)-'
• (WV)-'

I IN EXPRESSION

• (WV)-'

l - . - l "

TIME OF COUNT IN DECIMAL DAYS FOR TIME CORRECTION

SAMPLE IDENTIFICATION NUMBER - USED IN CONJUNCTION WITH ACQUISITION SYSTEM IDENTIFICATION LETTER
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FIGURE 3

(CNTRL,z ACT IVAT ION ANALYSIS
SAMPLE IDENTIFICATION INPUT (CNTRL) A

11234.485 SO 1OX 15.012 0003 E 900 100 131 30 110 10

NUMBER OF CYCLES: M

TIME OF IRRADIATION IN SECONDS: TR

TIME OUT OF REACTOR IN SECONDS: TOR

ACQUISITION CLOCK TIME !H SECONDS

ACQUISITION LIVE TIME IN SECONDS - CORRECTED FOR DECAY
ERROR TIME - CHECK OF SPECTRUM

- ERROR CHECKSUM - CHECK OF THREE CALIBRATION TABLES
- ISOTOPE TABLE

• NAME OF ELEMENT
• RANGE OF CHANNELS IN WHICH PEAK IS LOCATED
• B N . EFFICIENCY-1 . h WHERE: k « ATOMIC WEIGHT • 102"

r'1 <r AVOGAORO'S No. • ISOTOPIC ABUNDANCE
<r > CROSS-SECTION IN BARNS

• HALF-LIFE IN SECONDS

• 2 r UNCERTAINTY OF COMBINED EFFICIENCY, y/t>, HALF-LIFE
AND CROSS-SECTION

- ACQUISITION SYSTEM IDENTIFICATION
- QT TABLE

• NORMALIZATION FACTOR

• NUMBER OF CHANNELS INTEGRATED FOR GROSS PEAK AREA

• CHANNEL SEARCH SPA>1 FOR PEAK NOISE LEVEL

• RANDOM SUMMING FACTOR

• PEAK INTERFERENCE CORRECTION <3)

RECIPIENT PEAK LOCATION

DONOR PEAK LOCATION

CORRECTION CONSTANT

• RANDOM SUMMING MODE SELECTION

INTEGRATION

PUISER

ISOTOPIC

• 2<r COUNTIMS PRECISION CALCULATION
• 2o- UNCERTAINTY Of NORMALIZATION FACTOR
• 2<r UNCERTAINTY OF PEAK INTERFERENCE CORRECTION CALCULATION
• 2<r UNCERTAINTY OF RANDOM SUMMING CORRECTION CALCULATION

GU TABLE: CHANNEL it GEOMETRY FUNCTION OR SORPTION FACTOR
UNITS MANIPULATION TABLE: SELECTOR DIGIT/CHOICE OF REPORTING UNIT/
CONVERSION FACTOR FROM d/ l (UF)
2 <r UNCERTAINTY OF GU TABLE CALCULATION

"WV" FACTOR (WEIGHT - VOLUME - CONSTANT FACTOR APPLIED BY DIRECTIVE)

LIMITS OF DETECTION REOUEST FOR ACTIVITIES WITH COUNTING PRECISIONS GREATER THAN
THROWOUT LIMITS

THROWOUT LIMITS - ACTIVITIES FOR PEAKS WITH 2<r COUNTING PRECISIONS GREATER THAN VALUE
ARE NOT CALCULATED

SELECTOR DIGIT FOR UNITS MANIPULATION TABLE
APPLICATIONS DIRECTIVE FOR GU TABLE AND "WV" FACTOR

TENS DIGIT DIRECTIVE FOR GU TABLE (OEO) DIRECTIVE FOR "WV"

SUBSTITUTE • 1 FOR CONTENTS
• OU

pa IN • a f *

fl-1 PROM GU TABLE • <WV> •

. (WV)- '
• <wv>-'
. (wvr1

> IN EXPRESSION

• (wvr1

TIME OF COUNT IN DECIMAL DAYS FOR TIME CORRECTION
SAMPLE IDENTIFICATION NUMBER - USED IN CONJUNCTION WITH ACQUISITIOK SYSTEM IDENTIFICATION LETTER
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GERMANIUM DETECTOR EFFICIENCY CALIBRATION WTTH NBS STANDARDS

A. T. Hirshfeld, D. D. Hoppes and F. J. Schima
Radioactivity Section, National Bureau of Standards

Washington, D. C. 20234

The efficiency calibration of two complementary
germanium detectors has provided a means of comparing
the gamma-ray emission rates of all suitable radioac-
tivity bcandards currently available at the National
Bureau of Standards. This procedure has not only
checked the activity calibrations and the accepted
gamma-ray probability per decay for each gamma ray,
but has served to illustrate precautions necessary fcr
the use of the standards in accurate detector calibra-
tions. Our approach has been initially to use rather
idealized conditions (low rates, geometrical efficien-
cies of about 0.1% of 4TT, well-separated peaks) to
establish the characteristics of the detector systems,
then to observe discrepancies as these conditions are
relaxed. A constant-dead-time pulse-height-analysis
system allows monitoring of the operating parameters
during data collection and statistical evaluation from
repeated measurements. An expansion of the logarithm
of a detector efficiency in powers of the energy fits
extensive energy regions with only small systematic
deviations and provides an interpolation function. The
calibration curve for a 30-cm3 coaxial Ge(Li) detector
contains 24 points between 88 and 2754 keV, with an
average deviation from a fitted function of about 1/2Z.
The detector systems have been used to measure direct-
ly a probability per decay for many gamma rays from
standards of 7 5Se, n o m A g , and I 5 2Eu whose activities
had been determined by methods essentially independent
of decay-scheme parameters.

Spectrometer Systems and Data Analysis

Two germanium detector systems designed to check
radionuclidic purity and the gamma-ray emission rates
from current and proposed NBS radioactivity standards
were calibrated for efficiency as a function of ener-
gy, with care taken to avoid some of the errors that
may be responsible for discrepancies observed in the
values for gamma-ray probabilities per decay, Py.

Detectors. For the energy region from 100 keV to
2 MeV, a coaxial Ge(Li) detector 34 mm in diameter and
33 mm long is used. With 2-us amplifier time con-
stants, the full width at half maximum (FWHM) is now
0.84 keV at 122 keV and 1.70 keV at 1332 keV. There
has been a general improvement in resolution, with
some fluctuations, over the past 2h years, with an
accompanying increase in efficiency of 1 to 1.5%.
Peak-to-total ratios and peak shapes have remained es-
sentially constant, as have pulse heights observed
relative to that of a stable pulser.

In the region below 100 keV, the coaxial detector
peaks have a low-energy tail that makes an area deter-
mination uncertain. A pure germanium planar defector
with a 200 mm2 nominal active area and a thickness of
5 mm is used for energies from a few keV to 400 keV.
One such detector showed erratic and dramatic losses
in efficiency and was replaced by another which lost
less than IX efficiency in almost a year. The detec-
tor is maintained at liquid nitrogen temperatures to
avoid small efficiency changes that were observed when
it was allowed tu return temporarily to room tempera-
ture. The detector is equipped with a resistive-
feedback preamplifier and has a resolution of 290 eV
at 14 keV and 840 eV at 392 keV, when a 6-MS amplifier
time constant is used. An original pulsed-optical-

feedback preamplifier had a few percent better resolu-
tion, but was replaced because higher-energy gamma
rays were selectively rejected. The pulse which trig-
gers a reset of the FF.T, after the equivalent of 2 MeV
of charge have been accumulated, is lost, and fever
higher-energy gamma rays are required for triggering.

Both the coaxial and planar detectors show effi-
ciency variations of. several percent for different
possible bias voltage settings. Constant bias voltage
and gain settings are used and both spectrometer sys-
tems are kept operational at all times.

Data Collection. Data are collected In 8192 channels
with a fixed-dead-ticae, multiple input ADC under com-
puter control. The use of the direct access mode for
data storage in the computer permits concurrent peak-
fitting and data analysis. The data required are
collected and processed in cycles of preset duration
for as long as necessary to allow statistical assess-
ment of the accuracy of the determination of the col-
lected peak areas. In this manner, the effect of
possible gain shifts can be minimized, particularly
when the counting extends beyond a day.

Stable 50 or 60 Hz pulsers are used for measuring
counting losses, which are primarily due to pulse
pile-up. Low pulse amplitudes permit the overshoot
due to the finite pulser decay times to remain hidden
in amplifier noise. The pulser peaks are analyzed in
the same manner as spectral peaks, and provide a nor-
malization good to 0.. ', for total rates under 1000 s~'.

Data Analysis. A computer program based on the method
oi first differences (four channels in a row have con-
tents at least one standard deviation above the local
background) locates peaks to the nearest half-channel
and gives a rough measure of their area. We can then
select those peaks whose areas are to be accurately
determined. A linear background is fitted to a region
starting above any channel containing significant
counts due to the peak and extending upward for 40
channels or until a non-linear region Is encountered,
as observed with an oscilloscope display. This back-
ground is extrapolated under the peak and subtracted;
a Gaussian function is then fitted to the peak region
extending from the half-maximum height on the low
energy side to the 0.1 maximum point on the high energy
side. For isolated peaks on a background that changes
slowly with energy, the fitted Gaussian locates the
peak and determines the FWHM accurately for both de-
tectors. The area of the Gaussian can be taken as the
peak area, for both calibrants and unknowns, but a
more reproducible area is obtained by summing the net
channel contents between points 1.55 tines the FWHM
above and below the peak center. The ratio of the
Gaussian area to the summed area averages about 0.975
for the coaxial detector for energies greater than
300 keV and Is greater than 0.99 for the planar detec-
tor for energies greater than 40 keV. A statistically-
significant ratio which differs by more than 1Z from
those values indicates a complex peak or incorrect
background subtraction.

The above simple analysis suffices for the cali-
brants used, and for most of the gamma rays of radlo-
uuclides to be Investigated. If a decomposition of a
complex peak into components must be made, more compli-
cated analytic peak shapes are used or known peak
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shapes arc used to synthesize the complex peak graphi-
cally or numerically. The uncertainty increases con*
•slderably. This lias special significance for x-rays,
where techniques suitable for eeasuring the usually
complex peaks are still being Investigated.

Source Mounting and PositionlnR. All of our sources
use the usual low-absorption NBS configuration,
naoely, a 2-co-8 mm diameter dried deposit of the
radlonuclide between two layers of polyester tape
0.006 cm thick mounted on an aluminum annulus with a
3.8 cm Inside diameter. Source holders use spring-
loaded plastic discs to press thti' source tape against
a raised plastic ring about 2 ca In diameter and are
located at reproducible distances froa the detectors
by light, but rigid, plastic tubes. The positions of
the detectors inside their cryoatats were determined
by x-ray photography, and source-detector distances
arc quoted with respect to the front face tif the de-
tector.

A large source-detector separation reduces errors
due Co source size and positioning. It also reduces
Che possibility of the loss of peak counts due to sua-
ning with coincident radiations, Including bora parti-
cles and x rays. Our most-used calibration positions
(25 C D for the coaxial detector and 10 en for the
planar) correspond to geooetrical efficiencies of less
than 0.7.X and the largest correction for any of the
callbrants is 0.17J. However, at 10 CB froa the co-
axial detector, the 1064-kev peak of a 207Bi source
oust be corrected by 0.96S. For soaller separations,
larger detectors, or several radiations in cascade,
the corrections become lsrgcr.

Efficiency Calibrations

Callbrant Data. The pertinent data for all NBS
standards ased In the present efficiency determina-
tions are shown In Table 1. The energies. ,P.f values
and uncertainties are chose published by Li, or ob-
tained directly from, the Nuclear Data Project at the
Oak Ridge National Laboratory (except for the case of
^ Bi, where NBS values and uncertainties ate given).

The uncertainties to be considered In each cali-
bration point include, in general, that associated
with Py, those Involved In the calibration of the
sources, and the standard error of the counting (maxl-
DUB 0.32). The errors quoted for P-, represent one
standard deviation plus, perhaps, the experimenter's
estimate of systematic errors. The source uncertain-
ty, in colum S, Includes the statistical error, quoted
at the 99Z confidence level, plut a correspondingly
conservative estimate of the conceivable systematic
errors. In obtaining » least-squares fit of the effi-
ciency data, we have arbitrarily taken the quoted Py
uncertainty plus 1/3 the source activity calibration
uncertainty plus the standard error of the counting,
to arrive at a standard deviation to be used in weight-
Ing each point. However, for those cases where a y
appears in column 5, our sources were calibrated dir-
ectly in terms of emission rate at the particular
gsana-ray energy, so that the P values and their un-
certainties do not enter Into the efficiency calcula-
tion.

Interpolation Functions. Although analytical expres-
sions which have some physical basis are more satisfy-
ing for describing the energy dependence of a detector
efficiency, we have found that, for the present cali-
brations, truncated power f.erles in IL give satis-
factory fit* with non-iterative computer programs. An
expansion of the logarithm of the efficiency in S
powers of the energy yields curves with few systematic

Calibration Oats

Snort* Sad lie
K

Value Uncertainty
Z

Ca!tbrai!on
Uncertainty

88. CO 7

122.04)3

140. M>9

165.653

279.189

320.07B

364.680

391.688

411.795

513.990

569.689

60.-..699

702.627

795.84!,

834.827

S7i.099

1063.635

1173.208

1274.540

1332.460

1368.53

1836.040

2754.09

109_

'Co

139,

203,

51

131,

U3

198

85

207^

134,

'Cr

94,

207

60,

22,

60,
Co

Na
88y

2««

3.72

85.59

88.96

80.06

81.5

9.8

91.2

64.9

95.47

98.0

97.84

97.6

100

85.4

99.98

100

75.3

99,90

99.9',

100

100

99.35

99.86

3.0

.22

.27

.16

.25

1.0

1.47

.31

.US

1.02

.10

.31

.3

.47

.00

.3

1.0

.02

.02

.00

.00

.03

.01

Y 2.91

1.6

1.6

1.0

r 1.37

1.5

1.S0

r 2.2

!.5

2.3

1.4

.93

1.5

.93

» 1.0

1.5

1.4

1.22

y 1.53

1.22

2.0

Y 1.9

2.C

departures and no disturbing undulations within regions
of interest. Where there Is a paucity of points, such
expressions may not give a reasonable approximation to
the efficiency; the region between 166 keV and 279 keV
eu>y be ill-defined for thl* reason. But emission rates
determined using the two detectors in that interval
agree to better than 1.51, despite the quite different
energy dependences involved.

Calibration Results. Tables 2 and 3 show the present
results for the coaxial detector. Although a tingle
fitting with the same five pavers of E produced a nax-
imun divergence from « point of 1.4t, there were
regions with several consecutive points diverging in
the same direction. Fitting in two separate regions,
which is justified by the available degrees of freedom,
produces a morn acceptable distribution of the signs of
the residuals. The figure displays the quality of the
fit from 411 to 27S4 keV. Plotting the product of the
efficiency and the energy shows the deviations over an
extended range, while permitting «asy interpolation of
the calculated efficiency.

A similar fitting for the efficiency of the planar
detector, at 10 cm. Is shown in Table 4. An extension
of the curve to lower energies will require the devel-
opment of consistent evaluation techniques for x-ray
peaks, for the best calibration points will Involve
x rays.
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PERFORMANCE OF A LARGE MULTI-DETECTOR ARRAY OF INTRINSIC GERMANIUM GAMMA-RAY DETECTORS

K.W. Marlow, G.W. Phillips and F.C. Young
Naval Research Laboratory, Washington, D.C. 20375

A twelve detector array of coaxial intrin-
sic germanium gamma-ray detectors is
described. At one-meter source distance, the
array has full energy peak efficiencies of

5.5 x 10"« at 60 keV and 6.9 x 10"s at 1332
keV. The energy resolution (FH'Kll) at 60 keV
is 1.0 keV and at 1332 keV It is 2.07 keV.
The efficiency and energy resolution of
individual detectors are given for comparison.
The array has been thermally cycled many
tines between room temperature and the
operating temperature of liquid nitrogen with
no apparent degradation of performance.

Introduction

Hi thin the past few years the availabil-
ity of high purity (intrinsic'; germanium has
led to the development of coaxial intrinsic
germanium gamma-ray detectors. Since such
detectors can, in principle, be warmed up
without damage to the detector, it is possible
to assemble a large volume array of high
resolution germanium detectors without the
risk of losing all as a result of a minor
vacuum leak or failure to replenish liquid
nitrogen.

In the sections below, results are
reported on the performance of a twelve detec-
tor array of intrinsic germanium coaxial
detectors.

System Description

The detectors, preamplifiers, cryostats
and dewar were obtained on contract from
Princeton Gamma Teet', Inc. The detectors
range in diameter from 44 to 46 nut and in
length from 23 to 25 mm. Each is mounted in
its own vacuum enclosure and all are
connected to a common copper cold plate
attached to a single dowar. Figure 1 shows
the completed detector assembly mounted on a
dolly. The cold plate can accommodate up to
18 detectors, however only twelve are
currently installed.

Electronics

Preampl1flera. Each detector has its own
preamplifier, the first stage of which is
cooled and contained inside the respective
detector cryostat. The remaining portions ox
the preamplifiers are mounted together above
the detectors as shown in Fig. 1.

Amplifiers. Commercially-available
amplifiers have been used, ORTBC Models 451
'.r.i 4 71. The latter are decidedly more stable
than the former. The 2 microsecond time
constants are adequate, but 4 microseconds
would give slightly improved performance as
indicated below.

Multiplexer. The commercially-available

multiplexer. Model 459D of Northern Scientific,
Inc., accepts as inputs the amplified detector
signals. Each input channel possesses a
discriminator and a linear gate. The linear
gate is normally closed and the outputs of all
of the linear gates are summed and amplified
at the output of the multiplexer. If a signal
appears at one of the inputs, the discrim-
inator is triggered, vhich in turn opens tne
linear gate for that channel. The gated
signal then appears at the output. This kind
of operation avoids summing the noise from the
detectors and therefore preserves the energy
resolution. When two or more signal:, arrive
at the multiplexer inputs within the pulse
duration, a coincidence circuit detects such
events and rejects their analysis. This is
acceptable since the count rate is assumed to
be low; otherwise one would probably not need
an array of detectors. The single output of
the multiplexer is applied to a conventional
pulse-height analyzer. In order to provide a
"super-fine" gain control, a variable
resistance (0-3.3 a) was placed in series
with each multiplexer input.

Performance

Individual Detectors

Energy Resolution and Efficiency. Cali-
brated sources of 341Am and 60Co were tested
on each detector at 25 cm dlstar.ee (source to
detector housing"). A Canberra Model 1412
amplifier with 4 microsecond time constants
was used for these measurements. The results
are shown in Tuble 1. The first six detectors
in the Table have a dead layer of germanium
of approximately 1 mm. The later detectors
have a smaller dead layer (0.5 - 0.6 mm) as
evidenced by the higher efficiency to 59.5 keV
gamma rays.

Array

Alignment. Radioactive sources of 241Am

and 60Co are used to adjust the baseline and
gain, respectively, of each of the detectors.
Measurements utilizing the array have been
made with amplifier time constants set at 2
microseconds.

Energy Resolution. A portion of a S0Co
spectrum is given in Fig. 2, showing the
region about the peak at 1332 keV, as well as
a peak fit by the computer program HYPERMET.1'2

The full-width at half maximum (FWHM) of 2.07
keV and full-width at one-tenth of maximum
(FWTM) of 4.0 keV are also shown. The resolu-
tion (FWHH) Is approximately 1.0 keV in the
region 60 - 120 keV.

Efficiency. Since the detector array
spans a" distance of approximately 40 cm, an
efficiency measurement made at 25 cm wculd
not be useful for scaling purposes.
Efficiency measurements, therefore, have been



made at one meter. At least on a semi-
quantitative basis, the efficiency for larger
distances can then be inferred using the
Inverse square law and air attenuation. The

efficiency for a*lAia and 80Co gamma rays are
shown in Table 2.

Stability. There are several possible
concerns on stability of the system. Some of
these have been investigated and are reported
here. The largest instability problem
encountered has not been given a detailed
quantitative treatment; namely the tempera-
ture induced change in gain and baseline of
the amplifiers. Host importantly, the
amplifiers do not have the same temperature
coefficients, leading to distorted peaks when
large ambient temperature changes occur
(« 10 - 20 dee C). Small temperature changes
(a 1 - 2 deg C) have a much smaller effect on
the system as exemplified by the fact that
spectra recorded for a duration of 2 x 10*
seconds on each of five successive days

showed that the *°K gamma ray line at 1461
keV changed in position by less than 0.1 keV
in the first three days and the resolution of
2.35 keV changed by less than 0.05 keV. A
change of room temperature upwards by 2 deg C
during the last two days resulted in the peak
position decreasing by 0.15 keV and the
resolution worsening to 2.5 keV. No
realignment or changes in the electronics was
made during this five day period. Measure-
ments made on a single detector of the system

indicate that the 60Co gamma ray peak posi-
tion changed by -0.08 KeV/deg C. The same
detector and associated electronics has been

shown to drift 5.4 x 10"3 keV/hour for 30
hours at constant room temperature. Other
amplifiers have temperature coefficients of
the i?ame order, but not necessarily of the
same sign.

As a test of the capability of the
detector to operate in the down-looking mode,
the system as shown in Fig. 1 was tipped over
and then elavated so that the faces of the
detectors were 20 cm above the laboratory
floor. A background spectrum was recorded
in this position and is shown in Fig. 3.
Prominent garana ray peaks are identified by
their energies in kiloelectron Volts. SE and
DE refer to single escape and double escape
peaks of the indicated gamma ray. *°Co
spectra recorded before and after tipping
over gave resolutions of 2.0 keV and a peak
shift of less than 0.1 keV.

The spectrum shown In Fig. 4 was recorded
while the array was mounted in a stationary
truck and operating on the power supplied by
a motor-generator set. The spectrum of Fig.4
is that of a typical background. The
resolution for the system is the same
whether operating in the truck or the
laboratory; however with the truck in motion,

the S0Co resolution was degraded by approxi-
mately 0.2 keV.

Reevelability. The array has been
recycled many times over a six month period.
No change in efficiency or resolution has been
observed.
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Table 1

Energy Resolution and Efficiency of
Individual Detectors

Absolute Efficiency
59.5 keV 1332 keV

V.K-4)* 7.3(-5)
7.6(-4) 7.6(-5>

7.9-5)
8.7(-5)
7.9(-5
8.3(-5)
8.4(-5)
8.3f-5)
8.2(-5)
6.9J-5
8.6(-5)
9.3(-5)

This notation Beans that 7.1(-4) B 7.1 x 10~*

Table 2

Energy Resolution and Efficiency of
the Detector Array

Photon Energy Resolution Absolute Efficiency
(keV) (keV) at one k«i-r

Detector
Number

217
218
219
227
228
229
237
259
260
261
270
271

Resolution
at 1332 keV

1.77
1.91
1.90
1.86
1.95
1.90
1.90
1.81
1.87
1.94
1.75
1.80

7.5
7.6
7.7
7.5
8.8
8.3
8.7
9.6
9.0
10.1

-4)
-4
-4
-4
-4
-4
-4
-4
-4
-4)

59.5
1332

1.0
2.07

5.5{-4>
6.9f-5)
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S' -10

10'-.

CO-tiG RESOLUTION TEST

CMfiNNEl NUMBER
saec U7O

Figure 1. The twelve-detector array of
intrinsic permanlum detectors, including
cryostat, preamplifiers and dewar.

Figure 2. Resolution of the array for the
1332 keV gamma-ray iron *°Co. The solid
lines show a compute:- fit to the data points
which are represented by small squares.
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LfiBORflTORT BFCKGROUND Y<> DETECTORS DOWN LOOKING

TPIGWORD 17010000

COUNTING TIME 4096 SECONDS

Figure 3 . Background spectrum taken in the laboratory with the array suspended and
pointing downward.

BACKGROUND IN TRUCK

TRGWORD 30160000

COUNTING TJKE 2048 SECONDS

o :so « o no IOOO ino isoo ITSO moo nsa 2su ?7SD aooo 32so 3500

Figure 4. Background spectrum taken with the array in a stationary trucK and the
electronics powered by a motor generator.
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MEASUREMENT OF HIGH GAMMA DOSE RATES OY
MEANS OF CONVFRSiOM ELECTRON COUNTING

Jost-ph J. law
Department of Natural Sciences

Lonnwood Co 11ego

Farmvi I le, Va. 2390!

The induced activity of the internal conversion

electrons emitted from the indium nuclei exposed to

Co gamma radiation can be used as a measure of the

high dose rate delivered bv the irradiation source.

The sensitivi+y of measurement under the experimental

conditions is calculated to be 5.6 krad hr"'. It can

be i'icre^sed to about 8.0 X 10? rad hr*' if the

irradiation period ?o incrp^sed to 4.5 hr and the

counting period to I hr. Thare is no upper limit of

determination.
Introduction

Upon irradiation with gamma-rays the tarcet nuclei
of the elements having metastable iscmers are excised
and, consequently, release induced rad'aticn which
often includes Internal conversion electrons. The
induced gamma activity has beer: used as a measure of
the dose rate, flux density, or activity of the
irradiation source, when all other parameters are

fixed. 1-5 The induced activity has been found linear
with these quantities. There is no theoretical upper
limit of the measurement. Dosimetry based on photo-
nuclear excitation has advantages over chemical
dosimetry as it !c simple, rapid, and independent of
temperature. Photonucleer doslmetrv is specially
usefuf in the comparison of strenqths of different
sources of the same radiorpjcl ide in a standard
conf i guration.

The highest sensitivity of the dose rate

measurement by pliotonuclear dosimetry was 2.75 X 10

rad hr"', reported by Ware e_t aj_. However, the
sensitivity can be increased If the efficiency of
counting the induced activity is improved. This goal
can be achieved by a better cojntina geometry such
as the 4-pl counting. In this study the feasibility
of using th9 liquid scintillation method (4-pi
counting) for measur'ng the induced activity of
conversion electrons and the high dose rate response
of the photonucleas" dosimeter were explored. The
sensitivity of the nathod was calculated.

Materials and Methods

An indium dosimetric system was chosen for this

study as indium has an isotopic abundance of 96? for

ll5ln and the cross-section for 'l5ln(T.T'>'l5mln Is

comparatively 'arge. The rnetastable isomer has a

half-life of 4.5 hr and emits 308 and 331 keV

corversion electrons. The ratio of the conversion

electron activity of n ! i mln to that of l l 3 mln is

calculated to be about 20:i after 1-hr irradiation

with 6 0Co source. This ratio increases as The

irradiation period increases. Therefore, the

contribution of '•3mIn to the total induced activity
is minor.

The dosimetric systems investigated were aqueous
InCt3 solution with (I) 10 ml of Insta-Gel (Packard

Instrument Co., Inc.) as the liquid scintiMator; (2)

10 p of anthracene as the suspended scintiilator. The

concentration, of the solution was 11.7 g of InClj in

10 ml of solution. This concentration is slightly

lower than the solubility of lnC!3 at 0 C so that

phase separation can be avoided when the dosi?neters
are prepared and placed in the llnuid scintillation
spectrometer for countinn at a temperature c* slighMy

above 0 °C.

l,;n mil I iliters of ! rCI j soiut ion was iivadiaJcd

for I hr with the 1.7 X IOA Ci 6 0Co source installed

at the Atomic Reactor facility of the L'ncversi+y of

Viroinia. Calibration of the dose rato delivered fcy

the source was by 'Vlc.ke dosimetry. After irradiation

the solution was transferred into a ?2-ml boroslIicrtte

glass counting vial containing the scintiIlator. The

vial had been chilled in ico-wator before it was

placed in a Packard Tricart 3330 liquid scm«:,iation
o

spectrometer tor lO-rrwn counting at 5 C. The
activity from the dosimeter containing anthracene was
counted in the same way without chill inn. The gain
control and discriminator settings of the spectronxjter
were optimised for recordinc no noise pulse and
obtainina the maximum countina rale, ftackcrouod rates
Mere obtained &v counting the blanks for I hr. The
blanks were the same materials as those used in the
dosimeters without irradiation. The time elapsed
between the end of irradiation and the start ol
counfma n-as 3 min. Three identically prepared
dosimeters were >"3de for each measurement.

and Discussion

The scintillation mixture containing lnsta--'">el

became a thin gel and appeared transluscent. It was

not mi I kv unti no suspension was seen. The average net

count of the conversion electron activity was 4.8b X

10 counts. Since the dose rate determined by Fricke

dosimetry was 1.03 ",-ad hr"!, each count *as equivalent

to ^1 rad hr"'. The background rate was 463 counts per

10 min. The lower limit of determination, which was

arbitarily taken as 14.1 standard deviations of

background rate, was calculated to be 294 counts.

This is ecuivalent to 6.0 krad hr"'. For the

dosimeters containing anthracene the average net count

was 3.81 X to"1 counts. Each count was equivalent to

27 rad h r " . The background rate was 270 counts per
10 min. The lower limit of determination was
calculated to be 209 counts. It is equivalent to 5.6

krad hr'-I The dosimeter is about 50 times as

sensitive as the one developed by Ware et a?. The

Iimit can be increased to about 8.0 X 10 rad hr"' if
the irradiation period Is Increased to 4.5 hr and the
counting per loo to I hr based or the calculation using
the activation equation.

The sensitivity of measurement for sources other

than Co will chanqe as the extent of photonuclear
excitation changes with the spectral energy

distribution of the radiation field.^ It is necessary
to calibrate the photonuclear dosimeter for each
system studied,

Photonuclear dosimeters using cadmium solution as

the target material are less sensitive than the

corresponding indium system as the cross-section for

the production of '''mCd is considerably smaller than
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thai' of ! In and the isotoplc abundance of Cd is

inly U*.
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GAMMA RAY DETECTOR OPTIMIZATION FOR MOBILE DETECTORS

Thomas E. Sampson
Los Alamos Scientific Laboratory

University of California
Los AlaEos, New Mexico, 87545, USA

Introduction

The Energy Research and Development Adminis-
tration supports a program " enabling a rapid
response to situations requiring a mobile, detection-
at-a-distance capability for locating lost or stolen
nuclear materials. For this application, man-
portable, vehicular-borne, t'.nd airborne detection
systems are used. For gamma ray detection, Nal
detectors are usually used. Because weight is a
serious constraint, many systems employ unshielded
detectors.

This paper presents results of optimization
studies to determine a suitable thickness for
12.7cm diameter Nal detectors that are commonly
used in these applications.

Measurements

Detectors. Table I displays the characteristics of
the detectors used in this study. The optimization
was directed toward the 1.27cm to 7.6cm thicknesses
of Nal. The FIDLER and two Ge(Li) detectors were
included because they are often mentioned as
candidates for detectors for this scenario. All
detectors were unshielded because shield weight is
usually prohibitive for these applications.

Source. The source used for all measurements was
819g of PuO? doubly enclosed in "tomato can"

geon.etry. The PuO was contained in a right circu-
lar cylinder geometry of about 8.6cm diameter by
11.3cm high. For all measurements the source was
placed 9.14m (30 ft) from the detectors. The Pu

contained about 6.5% Pu.

Source Shielding. Several thicknesses of different
types of shielding were used around the source in
4TT geometry. The shielding was chosen to be typical
of low Z (140mm concrete), medium Z (25mm, 50mm
Iron), and high Z (3.2-.; 6.3mm, 12.7mm Pb). A
"bare" spectrum was ex<»..ined with 0.79mm of Cd

2A1
shielding to remove the Am 60 keV line that is
usually not a factor when any shielding at all is
present.

Data Accumulation and Analysis. Pulse height spectra
were accumulated from four detectors simultaneously
using a four-input mixer-router with a 4096 channel
PHA. The 5x1 Nal was used with both sets of four
Inputs to provide normalization.

The spectrum of the net signal was isolated by a
point-by-puint background subtraction. The net
and background spectra were computer searched to
find the energy window that maximized the ratio

(Net Signal)2/Background (S2/B). The S2/B figure of
merit is appropriate when detection is based on the
ratio of the net signal to the background standard
deviation. The minimum count time for detection Is

2
also related to S /B by

min S2/B

where n is the number of standard deviations or "o
level" used for detection. One must be careful in
using the expression for t in situations involving

a small number of counts since exact Poisson statis-
tics must be used. In this case the usual false
alarm probabilities derived from the normal distri-

2
bution approximation are not valid. This S /B
figure of merit was used to rank the detectors.

Results. Some typical spectra are illustrated in
Figs. 1 and 2. Figure 1 shows the PuO source

spectra *'or a 5xli Nal with four source shielding
confip- :ions. In Fig. 2, the background spectra
for a-- sectors — except the LEPS — are
displayed. Table II summarizes the results for four
shielding configurations. The results for the other
iron and lead thicknesses studied are qualitatively
similar to those listed. For the optimum energy
windows listed, differences of a f^w keV are not
significant. Window limits below T< 20 keV should be
interpreted as "above noise". The two listings in
Table II for the 5x1 Nal illustrate the reproduci-
bility between the two sets of four detector data
for each shielding configuration. From Table II
the following comments are made:

1) For high Z (Pb) shielded sources thicker Nal
detectors improve detectability. The hardening
effect of the Pb (Fig. 1) accents the high energy
region of the Pu spectrum that makes thicker
detectors more useful.

2) For "bare" (0.79mm Cd), low Z (concrete), and
medium Z (Fe) shielding, detector thickness in the
range from 1.3cm to 12.7cm has no significant
effect on detectability.
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3) The FIDLER Is poorer Chan thicker Nal detectors
in all cases but approaches thicker detectors for
thick low Z shields. This is In general agreement
with previous measurements at this laboratory. We
find whenever the shield is thick enough to degrade
the spc-.crum enough to make the FIDLE5 "competitive",
it is thick enough to make detection impractical
for realistic counting times.

4) For thicker detectors (> 2.5cm) and high Z
shielding, a window on the 400 keV complex maximizes
2

S /B for this PuO source.

5) For "bare", lou Z. and medium Z shielded sources,
a wide open window from above noise to '̂  450 keV

2
maximizes S /B in most cases. Our experience finds
that this usually holds for other sources and
spectral shapes where the upper edge of the window
is set just above the principal energy emitted by
the source.

6) Even for the high resolution Ge(Li) a wide open
detector window offers superior detectability
compared to narrow windows on a photopeak —
except for 6.35mm Pb shielding. The use of a
larger Ge(Li) detector might change this result.
However, the 127mm diameter Nal detectors will
still give superior detectability because of the
brute force effect of detector area. **

Table I

Quartz
Detector Entrance Window Light Pipe Resolution

5x3 Nal
12.7cm diam
7.6cm thick

5xl£ Nal
12.7cm diam
3.8cm thick

5x1 Nal
12.7cm diam
2.5ca thick

5xi Nal
12.7cm diam
1.27cm thick

FIDLER Nal
12.7cm diaffi
0.16cm thick

0.25 mm Be

0.25 mm Al

0.51 mm Al

0.25 mm Al

0.25 mm Be

2.5 cm 7.25Z at
662 keV

2.5 cm 8.1% at
662 kev

1.27 cm fc.1% at
662 keV

cm 6.82 at
662 keV

cm 26% at
22 keV

Conclusions. These results indicate that the
detectability of a PuO source in various shielding

configurations is insensitive to I'̂il defector
thickness in the range from 1.27cm to ?.6cm. This
means that outside factors such as cost, weight,
geometry, and data analysis techniques can play the
dominant role in selecting Nal detectors for
mobile detection-at-a-distance applications.
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Ge(Li)
42mm diam
31mm long
7.9%,

LEPS Ge(Li)
16mm diam
5mm thick

0.51 mm Al

0.127 mm Be

1,72 keV
at 1332 keV

550 eV at
122 keV
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Table II

Maximum S /B [Window (keV)]

Detector

5x3 Nal

5x1.5 Nal

5x1 Nal

5x1 Nal

5x0.5 Nal

FIDLER

Ge(Li)

LEPS

0.79mm Cd

1576 (8-456)

1688 (7-450)

1567 (8-453)

1582 (13-454)

1513 (6-446)

689 (5-414)

132 (9-416)

14 (10-270)

6.35005 Pb

50.7

26.8

17.8

20.0

15.9

4.74

1.66

0.093

(353-448)

(328-444)

(330-447)

(18-480)

(8-484)

(5-481)

(414 peak)

(14-424)

25mm Fe

68.1

71.7

65.0

65.8

55.2

17.7

6.19

0.38

(16-457)

(7-461)

(10-460)

(7-453)

(6-452)

(3-422)

(22-423)

(10-381)

140mm Concrete

19.2 (0-447)

21.3 (7-443)

20.6 (0-446)

23.4 (7-440)

23.7 C6-440)

13.2 (6-227)

1.76 (16-415)

0.16 (9-180)
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Fig. 1 PuO source spectra with four source

shielding configurations compared with

background spectrum — 5xl£ Nal detector.

Fig. 2 Unshielded background spectra for six

different detectors.

102



Procacdingt, EROA X-«nd Garram-Rty Symp. Ann Artoor, Ml. May 19-21. 1970 IConf 760639)

FABRICATION OF GAMMA RAY DETECTORS FROM HIGH PURITY GERMANIUM*
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The Ohio State University

Department of Nuclear Engineering
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Columbus, Ohio 43210

I• Summary

The distinguishing characteristic of high purity
germanium (HPGe) detectors, as opposed to the lithium-
drifted variety, is their ability to be cycled between
ambient and liquid nitrogen temperatures without
degradation of operating characteristics. Since the
commercial introduction of HPGe crystals in 1972,
several important applications of this unique material
have been under development by the authors and by
other investigators. The purpose of our research
has been to develop detector fabrication techniques
which are appropriate for the construction of gamma
ray detector systems which have applications in nuclear
medicine, portable gamma ray spectrometers, and
orbiting satellite gamma ray telescopes. Over the
past three-year poriod, approximately two dozen gamma
ray detectors have been fabricated from high purity
germanium in our laboratories. This paper gives a
detailed discussion of the detector fabrication and
testing process as it has evolved in our laboratory,
presents some theoretical considerations which have a
direct bearing upon proper fabrication ?nd successful
ope.ation of HPGe spectrometers, and illustrates the
above discussions with experimental results obtained
in the operation of typical detectors.

II. Fabrication and Testing

The detector fabrication process involves the con-
struction of an n+pp+ semiconductor structure which
can be reverse biased with electric fields of suffi-
cient strength to sweep out electron-hole pairs
(generated by radiation interactions) without appre-
ciable ch3rge recombination. In addition, the
reverse leakage current at full bias voltage must be
maintained below some maximum value above which it
degrades energy resolut" •x. Fabrication of HPGe diode
structures is similar ti. making lithium-drifted diodes
but is considerably less difficult because the time
consuming drift process is unnecessary. There are,
however, several important differences between the two
methods which are largely due to the very pure nature
of the HPGe starting material. Consequently, in all
process steps considerable care is taken to avoid
contamination of the HPGe crystal.

All of the detectors which we have constructed
have been planar devices from p-type crystals as large

as 20 cm in volume and 1.0 cm thick. We begin with

a HPGe wafer which has a purity of about 2x10 net

acceptors/cm . The following process steps are
employed:

1. The planar crystal is initially lapped
lightly on both sides and cleaned by an
acid etching solution (2 minutes in 3 parts
HHOj plus 1 part HF) followed by a dis-
tilled water or methanol quench.

2. The crystal is mounted in a vacuum
system and lithium metal is vacuum

This research has been supported by Contract
No. NO1-NS-2-2323 with the National Institutes of
Health, Department of Health, Education and Welfare.

evaporated on one side through a mask
which prevents lithium from reaching the
sides.

3. The crystal is heated in an argon atmos-
phere at 275° for about 5 minutes. This

forms the n contact by thermal diffusion
of lithium to a depth of about 0.015 inch.

4. The crystal is subsequently etched in
acid (3HNO3:1HF) for 30 seconds.

5. The lithium contact is covered with etch-
resistant black wax and the wafer is
etched for 2 minutes in acid and quenched
in methanol.

6. The black wax is removed and the wafer is
again mounted in the vacuum system.

7. Palladium metal is vacuum evaporated onto
..the reverse side of the wafer to a thick-
ness of 500-1500 Angstroms. This forms

the p contact.

S. Both detector contacts are masked with
black wax and the wafer is acid etched for
2 minutes with a methanol quench.

9. The wax is removed; the detector is boiled
in methanol for 10 minutes, and quickly
mounted in a vacuum cryostat.

After evacuating the cryostat and cooling the
detector with liquid nitrogen, the initial electrical
characteristics of the diode are evaluated. This
includes measurement of the reverse current-voltage
curve and the capacitance-voltage curve. Following
this, energy resolution values are measured. Some
representative current-voltage curves are shown in
Figure 1 along with the structure of electric fields
in the intrinsic region of the detector under various
bias conditions. The theory which predicts electric
field and bias current characteristics for both good
and poor detectors is developed more fully in the next
section. It is seen from Figure 1, however, that the
upper limit for reverse leakage current at full over-
voltage is about one nanoampere. Planar detectors
fabricated using the above process have exhibited
acceptably low leakage current and energy resolution
of the order of 2 keV.

III. Theory

The objective of this section is to review the
structure and depiction characteristics of HPGe radi-
ation detectors giving a basis for some of the observed
experimental results. The analysis should begin with

the examination of the n pp diode structure.

The n pp diode structure commonly used in the
construction of radiation detectors consists of a

lithium diffused n p junction C+ indicating highly
doped) on one surface and a metal to semiconductor
surface barrier junction of palladium (or other
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suitable metal) on the other surface as shown in Figure
1. The high purity germanium used is generally p-type
with an impurity concentration of approximately

2x10 impurities/cm .

Detector operation involves the application of a

reverse bias to the n p junction forming a depletion
region which starts from the lithium side and extends
all the way to the surface barrier contact. The
depleted region should have sufficient electric field
Cabout 100 V/min) to impart saturation velocity to the
charges produced by radiation interactions, thereby
minimizing charge collection time and the possibility
of recombination and trapping. The overvoltage
criterion requires that the surface barrier contact
remain noninjecting at least for electric fields which
just produce saturation velocity of charge at this con-
tact. For proper operation, these detector biasing
conditions must be achieved with very low leakage
currents, otherwise serious degradation of energy
resolution will result due to leakage current noise.

The electric fielj structure of a depleted radia-
tion detector is of interest. As expected, depletion
of the electrically neutral p region results in a
charged region, sometimes called the intrinsic region,
where the potential and electric field distributions
are obtained by the application of Poisson's equation.
The charge density on both sides of the depleted
junction is a constant consisting almost entirely of
fully ionized, fixed donor and acceptor atoms. Thus,
the electric field is linear as a function of distance

from the n junction and the potential is parabolic.
Due to the very heavy doping of the lithium diffused
region, the junction voltage drop occurs almost entirely
in the depleted p-region. A representation of this
situation is shown in Figure 2 for an overvoltaged
detector.

Assuming that the potential changes only in the
direction perpendicular to the surface, expressions
for the electric field, potential, and depletion
depth are obtained from Poisson's equation in one
dimension for p-type germanium,

d2V

dx
CD

where Cper-•• electric potential in x direction
pendicular to surface)

• distance from the n p junction (+ toward

p region)
net impurity concentration for p-type
Ge
dielectric constant of p-type Ge

Some simplifying assumptions used for the solution of

Poisson's equation are:

1. The n p junction is abrupt.

2. The undepleted region is neutral (potential
is constant).

3. The doping is much heavier in the n region
than the p region.

4. The applied bias voltage is much gieater
than the junction voltage.

5. There is r.o appreciable leakage current.

With these simplifying assumptions, Poisson's equation
is readily solved by integration and is v:ilid for the

depleted portion of the p region.1

The electric field distribution is given by

E(x)
2e

where d = depletion depth

Va = applied potential (reverse bias).

The potential distribution is given by

2

V(x) = - (-^ + ^- > x + Va . (3)

By taking into account charge conservation, the
depletion depth as a function of applied reverse bias
is found from Equation 3,

j (4)

Of course, the depletion depth cannot be greater than
the detector thickness so that a reverse bias greater
than that required for full depletion will produce a
constant component of electric field across the entire
depleted region provided the surface barrier contact
remains noninjecting. This is shown in Figure lb. The
reverse bias voltage required for full depletion and
two overvoltage conditions (100 V/mm at the surface
barrier contact insures saturation velocity everywhere
in the depleted region, whereas an electric field of
50 V/mm at the surface barrier contact probably results
in negligible recombination) as a function of detector
thickness and impurity concentration is shown in Figure

The depleted region gives rise to a detector
capacitance of

where

EA
: T

A = electrode surface area.

(5)

By substituting into Equation 5 the expression for
the depletion depth we obtain the detector capacitance
as a function of applied reverse bias for bias voltage
less than full depletion (for bias voltages exceeding
full depletion the capacitance remains constant).

M 1/2
C = A

With the aid of Equation 6, the depiction voltage is
indicated when the capacitance becomes constant during
a capacitance versus bias voltage measurement.

IV. Illustration of the Theory
with Experimental Results

With an elementary understanding of the electric
fields in a radiation detector provided in the pre-
vious section, some aspects of the current-voltage
curve can be readily explained. Experimental current-
voltage curves may exhibit one of the shapes illus-
trated in Figure 1c.

An acceptable diode will maintain low leakage
current beyond the depletion voltage Vd. This is shown
in Figure lc along with the other cases that Hill be
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discussed. Such a good diode current-voltage curve

implies a rectifying u p junction, negligible surface
leakage current, and a noninjecting surface bar.ier
contact. At full depletion an injecting surface barrier
contact will allow a sudden increase in leakage
current. This is due to the electric field reaching
the surface barrier contact. Such detectors cannot
be overvoltaged and rework of the surface barrier
contact is indicated. In some cases defects and con-
tamination on the sides of the detector contribute an
increasing surface leakage current (Figure lc) as the
depletion region becomes deeper with the application
of reverse bias. This situation is usually corrected

by re-etching the detector sides. A poor n contact
will result in current through the bulk of the detector
immediately upon the application of bias. Correction
of this defect is usually accomplished by lapping

off the relatively thick n contact and reprocessing
the detector.

Verification of the depletion voltage calculated
from the impurity concentration provided by the manu-
facturer of HPGe can be accomplished by taking a
capacitance voltage curve. A typical experimental
curve is shown in Figure 4. The leveling off of the
capacitance indicates that full depletion voltage has
been reached. Figure 4 also shows a current-voltage
curve for a detector that can withstand a minimum over-
voltage. The current shows a sharp increase just
after depletion.

Although current-voltage curves of experimental
devices may not exhibit the same shapes as presented
in this section, a good indication of the basic
problem can be surmised with the aid of Figure lc

V. Conclusion

Some basic considerations necessary for the
understanding of high purity germanium detector oper-
ation have been reviewed. The detector fabrication
procedure has been presented in detail as a means of
approaching experimentally the ideal detector charac-
teristics discussed. Experimental curves of radiation
detector characteristics were interpreted in terms of
theoretical considerations presented earlier with
specific suggestions for repairing unacceptable
detectors.

Reference

1. G. Bcrtolini and A. Coche, Semiconductor
Detectors. John Wiley 6 Sons, 19fc8, p. 106.
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Figure 1. Typical electric fields and reverse
current-voltage curves for various
reverse bias conditions in high purity
germanium detectors.
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Figure 3. Depletion and overvoltage as a function
of detector thickness and impurity
concentration.

Figure 4. Experimental current-voltage and
capacitance curves.
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PHOTON SOURCES FOR ABSORPTIOMETR1C MEASUREMEHTS

Robert M. Witt, John M. Sandrik, and John R. Cameron
Medical Physics Section
University of Wisconsin
Madison, Wisconsin 53706

After defining photon absorptloraetry, the paper
describes the requirements of photon sources for these
measurements. Both x-ray cubes and radlonuclide
sources are discussed Including the advantages of each
in absorptiometric systems*

Introduction

photon absorptiometry is a non-invasive method of
determining the masses of body components by direct,
piioton--transmission measurements _ln_ vivo* The method
employs colllmated, low energy (20 to 100 keV) photon
beams from either radionucllde sources or x-ray tubes.
The transmitted beams are monitored by colllmated,
electronic detectors including those used with nuclear
counting Instrumentation, such as Nal(Tl) crystals,
Ge(Li) and Si(Li) diodes, and multiple vlre propor-
tional counters, and also image intensiflers coupled to
TV chains. Photon absorptiometry has been used to de-
termine the masses of the following body components:
bone mineral content (BMC), Iodine, llpid, and fluid.
In theory as many components can be simultaneously an-
alyzed as there are photon energies. One, two, ind
three energy systems have been devised. The single
energy method can determine the mass of one component
in a two component substance, but the requirement of
constant total thickness of the components usually
limits Its application to measurements on the limbs.
Dual energy absorptiometry allows measurements of the
masses of two components (e.g. BMC and soft tissue),
permitting measurements on any site of the body.
Photon absorptiometry, especially the single energy
method, has become widely accepted for the precise and
accurate determination of BMC and for the evaluation
of skeletal status in biomedical research and in clin-
ical practice.1"" This report will re"iew the radia-
tion sources that have been used for photon absorptio-
metry.

Desired Characteristics of Radiation Sources

To be useful for photon absorptiometry the photon
sources should have the following characteristics:

1. Suitable energies at fluence rates to allow
measurements to be completed in short times C- min),

2. Adequate monochromaticity of the radiation
beams (energy spectrums),

3. Small dimensions to minimize the geometric
effects of the collimation,

4. Stable and reproducible outputs.

The choice of photon energy and the source inten-
sity are related to the statistical precision of the
method and have been described by others.5"8 The sta-
tistical precision depends upon (1) the energies of
the photons, (2) the tissue mass and the proportions of
the components, and (3) the total and relative inten-
sities of each radiation beam.

For simulated measurements, analyses of the sta-
tistical errors allow prediction of the optimum ener-
gies for given tissue masses and component proportions.
Optimum energies have been calculated for the single
photon determination of BMC5(Fig. 1), and for dual-
photon determinations of fat fractions5* and BMC10

(Figs* 2 and 3). For Jjn vivo measurements, however,
the proportions of the body components v«ry with posi-
tion such that there is no one photon energy or energy

pair optimal for the determinations of the masses of
the tissue components. A compromise can be made by
choosing the energies to be optimum for either the max-
imum or average amount of the tissue components
encountered across the measurement site.

Fig. 1 The relative
error function of BMC
determined by the single
energy method as a
function of the photon
energy.

Fig. 2 The standard
deviation of the fat
fraction determined by
the two-energy method
as a function of the
high energy for differ-
ent low energies.

i'*
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Fig. 4 The coefficient
of variation of the soft-
tissue mass determined
by the two-energy method
as a function of the relr
ative Intensities of
28 and 60 '•eV photons.

0 20 40 10 10 KK)
WGHCR PHOTDM ENERGY (HV)

Fig. 3 The coefficient
of variation of the BMC
determined by the two-
energy method as a func-
tion of the high energy
for different low energies,

For specified bear energies, source intensities to
achieve a given statistical precision can be estimated.
With the single energy method a desired precision can
be obtained with smaller source intensities or shorter
measurement times than with the dual-energy method. Io
dual-photon absorptiomrtry, the precision of the meas-
urement depends on the relative Intensities of the
radiation beams. For beams of 28 and 60 keV there is
little improvement in the precision If the intensity of
the low energy beam is four times greater than that of
the high energy beam10 (Fig. 4 ) . Similar ratios would
be expected for other energy pair*.

Mass determinations from photon absorptlonetrlc
measurements assume that Lambert's Law relates the in-
cident to the transmitted intensities. Deviations from
exponential attenuation may be due to detection of
scattered radiation and the lack of monochroBaticlty of
the radiation beams. For monochromatic sources if 103.
of the detected beam is scattered radiation there is no
effect on the measurement of BMC or soft-tissup
mass 1 0' 1 1 If multiple photon energies are present in
the spectrum or the energy spectrum is continuous, as
with x-ray tubes, the radiation beam will exhibit.
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hardening as It passes through the body tissues. Hard-
ening has been investigated for single photon absorpti-
ometry wich 125jl 2 antj d u ai photon absorptloinetry with
125I/21(1Am.10 The results of these studies have indi-
cated that hardening can be predicted by models and can
be corrected by calibration.

An error is uade in scanning transmission measure-
ments when a photon heam of finite size crosses or
overlaps the boundary between two substances with dif-
ferent attenuation properties. This geometric effect
depends on the size of the radiation beam relative to
the size of the object, geometry, photon energy, at-
tenuation properties of the substances at the boundary,
and the scan velocity of scanning systems. The effect
has been theoretically analyzed for BMC measure-
ments. s»' 3" 1 5 For BMC measurements the absolute error
is negative and approximately constant provided that
the bone diameter is about three times the beam dia-
meter. The error is larger for slit sources. For
large bones the errors can be as large as 20% as the
beam diameter approaches the bone diameter. Geometric
effects, however, do not affect the precision of photon
absorptions try.

The output of radiation sources should be stable.
A radlonuclido source has stable output that decreases
according to its half life. -a x-ray tube provides
stable output if supplied by a constant potential gen-
erator; however, all types of x-ray generators have
been employed. In some cases reference detectors21**33'
•<0,•.•.,•. 7 o r band-pass filters

20'33 have been included
in the detector system to correct for output fluctua-
tions.

X-ray Sources

This discussion of x-ray sources concerns genera—
*ors of electromagnetic radiation in which the primary
photon source derives from the deceleration of elec-
trons in a target material. Radiative interactions of
the electrons with the nuclei of the target atoms yield
a continuous spectrum of radiation, called bremsstrah-
lung, with x-ray energies ranging from zero to the max-
imum energy of the Incident electrons. Characteristic
radiation is emitted at discrete energies when incident
electrons Interact vlth the electrons of the target
atoms. X-rays striking a second target material can
produce monoenergetic, fluorescent radiation character-
istic of the 3^eondary target by means of photoelec-
tric interactions. Finally, Bragg diffraction can be
applied to an x-ray beam to produce monoenergeflc
radiation of an arbitrary wavelength.

Application of Monochromators

In 1525 Glocker and Frohmayer16 described a dual
energy abserpCloaetrlc system in which the x-rays emit-
ted from a conventional, tungsten-anode Coolidge tube
were passed through a crystal to produce monochromatic
radiation by Bragg diffraction. Insensitivlty of the
output energy to fluctuations of the input spectrum Is
an advantage of crystal diffraction; lack of Intensity
is its main disadvantage. Analysis of a 1 cm thick,
iS. vitro saople required 2 to 3 hr of exposure time to
achieve an accuracy of + 10*.

In vivo measurements with sonochromator x-ray
sources nave been limited to the determination of BMC
of finger bones. Fronahold and Schokneclit" applied
stabllited current «nd high voltage supplies to a mo-
lybdenun anode tube and selected Its K ^ x-rays (17.5
keV) with a calclun carbonate oonochroaator. A tE-IC dc-
terslnatlon for the middle phalanx of the fifcl> finger
required 3 oln. Zwlcknr and Gobhart18»'3 described
dual energy systen* Incorporating tsonochronjtors.
Using various diffraction crystals they selected the
Kr,i radiation produced In several x-ray tubes with dif-
ferent anode materials. A copper-anode tube piavidcd
the low energy radiation (8.1 kcV) and either a sllvcr-

(22.1 keV) or tungsten-anode (59.3 keV) tube provided
the high energy radiation.

Fluorescence Sources

Jacobson et al. 2 0" 2 5 developed fluorescence x-ray
sources Intended fcr absorptiometry of thicker body sec-
tions. Three such sources were developed between 1953
and 1964. Only the most recent version will be
discussed here.

The anode of the tube was a cylinder of gold-plat-
ed copper foil. The secondary radiators, shaped like
the frustum of a cone, were placed within this cylinder
to minimize the distance between anode and secondary
targets and maximize the fluorescence output. The
entire ai.cde plus secondary target structure was rotated
at 25 rps to provide heat distribution in the anode and
switching of the output energy. The secondary radiator
consisted of three sectors, allowing the simultaneous
analysis of three body components. For the quantita-
tion of iodine, bone mineral, and soft tissue the sec-
ondary sources were iodine (Kai»28.6 keV), cerium
(Kgi-34.7 keV) and tungsten. The secondary radiation
from this source was of high spectral purity with the
non-characteristic radiation accounting for less than
5% of the total output fluence; but the x-ray yield was
in the range of 10 8 to 109 quanta/mA-s-sr.23 A two
component system (bone and soft tissue) could be ana-
lyzed in less than 2.5 s; but three component analysis
required at least 20 s.21*

Atkins et al. 2 6 described a fluorescence source for
imaging and quantitatlon of iodine Jtn vivo. The prima-
ry source was a water-cooled, end window, tungsten-
anode tube connected to a constant potential generator.
External to the tube were pellets containing the three
elements used as secondary sources—barium (K(,j-32.2
keV), cerium, and neodymium (Kai-37.4 keV) . The three
secondary radiators emitted simultaneously and the ener-
gies were separated using a Si(I.i) detector and a three-
channel analyzer. With this system thyroidal iodine
measurements required at least 10 s per measuring point
at a count rate of 'I'lOVs.

Non-specialized Bremsstrahlung Sc-ces

Measurements with absorptiometrlc systems incorpor-
ating conventional, continuous-spectrum x-ray tubes are
typically extensions of clinical fluoroscopic examina-
tions. An effort is deliberately made to obtain quanti-
tative Information with the least modification of the
standard equipment. Determinations of lung ventila-
tion 2 7" 3 3 and perfusion31"33 by fluoroscopic pulmonary
densltometry and applications of videodensitometry31*"39

exemplify this type of measurement. Source modifica-
tions are generally limited to Increased filtration31'33

small field sizes,32 and stabilization and filtering of
the high voltage supply.39 BUrsch et al. 3 6 investigated
the validity of the assumption of exponential attenua-
tion of a continuous spectrua x-ray beam as applied to
the vldeodcnsltometric determination of contrast medium
concentration. The range of thickness over which the
assumption was valid was a function of filtration of the
x-ray beam. With 2cm of copper filtration the assump-
tion was valid up to a thickness of 5 cm of 21 gZ
Urografln contrast medium.

Specialized Bremsstrahluna Sources

Other Investigators have constructed more special-
ized systeas for absorptioaetric aeasuveaents. Smith1"0

described a system for BMC determinations of the oa cal-
cla In which the photon source was a SO kV x-ray micro-
scope. Heiss1*- developed a dual energy system for di-
ccmination of BMC and soft-tissue mass in which the
x-ray tube potential wa* (witched between two values

(typically 70 and ISO kVp) by a thyrtstor circuit at a
rate of t<S Hz. Copper filtration of 1.5 to 4.5 on waa
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added to balance tlie intensities of the two spectra. A
narrow beam geometry was used for quantitative meas-
urements that required %10 s.

Jacobson et also developed a dual energy
system in which varying potential was applied to the
x-ray tube. Two spectra were obtained by using a high
voltage waveform consisting of both AC and DC compo-
nents. The magnitudes of both components were inde-
pendently adjustable. A filter wheel placed in the
output beam had sectors of samarium (Kabs-46.8 keV) and
either lead (Kabs«88.0 keV) or thorium (Kabs=109.6 keV).
Typical operating conditions for BMC measurements on
adult humans were 110 peak kV, 65 kV DC level,
1.7 -/cm2 of lead and 0.5 g/cm2 of samarium. The fil-
ter wheel was rotated synchronously with the pulsation
of the applied voltage such that the samarium filter
was in the beam when the voltage was low and the lead
filter was in the beam when it was high. Count rates
at the detector of ̂ 5xlO5 for each energy permitted
precise (+1%) BMC determinations of the femoral neck
in 25 s and of the distal'radius ,in.3 s.

Another class of specialized absorptions trie sys-
tems are the computerized transverse axial tomographic
scanners.1|5 Few details are known about the x-ray
sources in these systems. The filtration has been es-
timated from half value layer measurements as being 4
to 5 mm Al.'*6''*7 The typical operating characteristics
of 120 kVp, 32 mA or 140 kVp, 27 mA are -lacessitated
by the requirement for low statistical noise. The use
of a constant tissue thickness bolus system is one
means of compensating for the polychromatic spectrum of
tiie output beam.1*7 Other compensatory mechanisms,
particularly those used with non-bolus systems have rot
been disclosed, but seemingly might exist in the soft-
ware rather than the hardware.

Radionuclide Sources

The increased use of radionuclldes as sources for
photon absorptiometry over the last 35 years has par-
alleled the increased acceptance of the absorptiometric
method to determine BMC as developed by Cameron and
Sorenson."*8"1*9 The Dumber of radionuclides suitable as
sources is limited (Table I . ) . 1 * 8 . 5 0 - 5 8 Radionuclides
emitting a single energy were used for single energy
absorptiometry. For dual energy methods the sources
were composed of either two radionuclides each emit-
ting photons of a different energy or radionuclides
that emit at two discrete energies. Some of the radio-
nuclides useful for BMC determinations have been in-
vestigated.51 The conclusions of taese investigations

Half Decay Type of
Radionuclide Life Mode Radiation

agree with theoretical determinations of optimal ener-
gies. For single energy BMC determinations 1 2 5I is al-
most the ideal source for measurements of small bones
in the hands and forearms. Al'hough the photon energy
available from II<5Pm makes it a better choice for meas-
urements of larger limb bones such as the humerus and
femur, J1<1Am has been used more commonly perhaps be-
cause of its availability and long half life.13.59,60
For dichromatic absorptiometric BMC determinations the
125j/2m A m combination is well suited for measurements
on forearms and hands^0 while 1 5 3Gd is preferable for
measurements of large limbs, the spine and whole body
BMC measurements.61 For soft cissue analysis by di-
chromatic absorptiometry 1 0 9Cd is better at a measure-
ment site where the total soft-tissue mass is small,
such as the hand, while 1'5I/2'*1Am combination is the
choice for measurements of the limbs.

lo minimize measurement times the radionuclide
sources should have high activities and small self-
absorption. Sources of 1 2 5I and ' 5 3Gd are available
with high activities (>10 GBq) in a size of a fev (^4)
mm. High self-absorption limits the amount of 2tt!Au!
and 2 1 0Pb that can be placed in a small volume.

The discrete levels of radioactive decays make the
radiation beams from most radionuclides monoenerge^ic.
Sources such as 2LliAm with y-rays widely separated in
energy, at least in the region below 100 keV, are most
desirable. Characteristic radiation emitters such as
1 2 5 I , 0 9Cd, and 1 5 3Gd emit Ka and Kg x-rays over a
small energy range (̂ 5 keV). High resolution detectors
can separate the characteristic x-rays but the more
commonly used scintillation detectors can not resolve
the separate energy peaks; they detect all the x-rays
as a single energy beam. Lower energy characteristic
x-ray sources such as 1 2 5I and 1 0 9Cd have a sufficiently
large separation between the Kd and the Kg x-rays trat
the radiation beams exhibit hardening as they pass
through large amounts of tissue.12 The monochromatici-
ty of these sources has been improved by using K-edge
filters: 0.06 mm tin for 125I-2 and 0.01 mm palladium
for l^Cd. 6 2

The active volume of a radionuclide source is small,
usually only a few mm in any dimension (Table 1 ) , They
can be enclosed in amall source capsules making radio-
nuclide sources compact and easy to collimate. The
nature of radioactive decay makes radionuclide sources
inherently stable with emitted intensities that only
decrease as a function of their half lives. Sources
with long half lives are desirable to minimize the fre-
quency of source replacement. An exception may be 1 2 5 I .
Its other desirable properties such as its nearly

Principal Source
Energy Size
(key) (mm)

Typical Activity
(mCi)

Actual "Eff" Applications Ref.

2"*Cm
125I+

>"5pm
;io P b
2 1 ( 1Am
"Co

17.6y
58.5d
17.7
22y
463y
270u

a
EC
EC
6-
a
EC

Table la. Radionuclide

I09Cdtt

>" X e

l''3(5d

'"i/^ABt

2J"W137C«

'.53d

5.3d

240d

60d
463y
46 3y
26.6y

EC

8-

EC

EC
a
a
8-

Table lb. R.idionucllde

^Filtration: 0.06 m

Pu L
Te K

Nd K

Y
Y

Fe K

Sources

Ag K

Y
Cs K

Y
Eu K

Y
To K

Y
Y
Y

Sources

n tin

x-ray
x-ray
x-ray

\-ray

18
28
37
47
60
122

for Single Photon

x-ray

x-ray

x-ray

x-ray

22
88
31
61
44

97,103
28
60
CO
662

3
2

1x5x1

3
0.2x1

100
200-400
25
100
45

Absorptiometry

<4

3

3

2
3
7.2
3

10-30

500-
2000

so
4S
100

for Dual Photon Absorptiometry

20
same
same

15

sane

50
15
30

t+Fllcration: 0.

BMC, hand, small animals
BMC, hand, forearm.
BMC, humerus.
BMC, vorearm.
BMC, femur.

Soft tissue analysis.
thin sections (hands).
Bone mineral and soft
tissue analysis, limbs

Bone mineral, larger limbs
spine, and whole body
Gone mineral and soft tissue
analysis, forearm, upper arm,leg.
Bone mineral, spine.

10 nn pnlIndium

50
48
50
5.'.
52
53

54

55

56

57

58

lost



optical photon energy, high activity, and commercial
availability as sealed sources apparently offset the
necessity of frequent replacement. Typical 1 2 5I
sources have initial activities of 20C mCi, are used
for two half lives (120 di, and require replacement
three times per year.

Conclusion

Both radionucltde and x-ray sources have been u-
tilized in photon absorptiometric measurements of body
components. Radionuclide sources are compact, rugged,
easy to collimate, and require no auxilliary power
supply, making them particularly well suited for com-
pact and portable instruments as needed for field
studies and space flight applications. These sources
emit discrete monoenergetic radiations which do not
vary in energy. Their energy fluence rate is deter-
mined by the decay rate and is therefore predictable;
monitor detectors are unnecessary.

The main advantage of the x-ray tube as a photon
source is its high output, which allows rapid mea.ure-
ments in the thicker body sections. Beam energy is
selectable; the optimum energy for a particular meas-
urement can, in principle, be obtained. Although the
output of most x-ray tubes is polychromatic, filtra-
tion can be added to achieve exponential attenuation
over a useful range of subject thickness. An Image
intensifier can be used for visual verification of the
measurement site to aid repositioning of serial meas-
urements, with a concomitant increase of radiation
dose to the subject. X-ray sources in absorptiometric
systems are durable, do not require frequent replace-
ment, and cost less per photon than radionuclide
sources. The h*gh intensity radiation beams necessary
for computer'.tied toznographic data acquisition Jn times
of 5 to 20 s currently demand that the photon source
be an x-ray tube.
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PROGRESS IN PHOTON ABSORPTIOMETRIC DETERMINATION

OF BONE MINERAL AND BODY COMPOSITION

R.B. Mazess, R.M. Witt, W.W. Peppier and J.A. Hanson

Department of Radiology (Medical Physics)
University of Wisconsin Hospitals

Madison, Wisconsin 53706

Single-photon absorptiometry, with low energy radio-
r.uclides, has become widely accepted for measurement
of bone mineral content in vivo. Dual-photon absorp-
tiometry is a newer approach which overcomes previous
limitations and allows measurement of total body and
spinal bone mineral with high accuracy and precision
12% error). Dual-photon absorptiometry als^ permits
measurement of the lean-fat composition of soft-tissue
and the monitoring of shifts in body composition and/
or fluid balance.

Introduction

Single-photon absorptiometry has become a widely
accepted non-Invasive method for the precise and accu-
rate measurement of bone mineral content ^n vivo, and
has proven useful in biomedical research and clinical
practice!'10'11'18 The basic technique was developed
over a decadp ago by Cameron and Sorenson2'' '•* and in-
volves use of a highly collinated beam of monoenerge-
tlc radiation from a low-energy (20 to 100 keV) radio-
nuclide source. The beam intensity is monitored with
a colliroated scintillation detector and conventional
nuclear counting instrumentation. Hie source (most
often 1 2 5I or ^'Am) and detector are mechanically
linked and are passed across a body area, usually a
limb such as the forearm. Changes of beam attenuation
are proportional lo the mass of bone mineral in the
scan path. Several studies have shown that single-
photon scans accurately indicate the local bone miner-
al content?'9*12 Measurements on long bones also pro-
vide accurate estimates of the weights of long bones,
total skeletal weight, and total body calcium?"6'9

The high accuracy and precision of the method compared
to other methods!3 together with ease of measurement,
have, fostered Its use In evaluation of skeletal dis-
orders11* (osteoporosis, renal bone disease, anticon-
vulsant osteomalacia, cortlcosteroid demlneralizaelon,
etc.) as well as in assessing normal changes of bone
with growth and aging.

"ual-piioton Absorptiometry o£ Bone

In recent years there has been an Increasing inter-
est in dual-photon abf.orptionecric methods for measur-
ing both bone mineral content and soft-tissue coopobi-
tionf'17 This approach uses a beai. from two nonoeaer-
getlc radinnuclldes (>-sI/2*1Aia; "'An/ 1 3 7C») or
radionuclides which emit at two discrete energies
(153Gd; 1 0'Cd). The dual-photon approach eliminates
the need foi Hur round Ing tile limb In a constant thick-
ness of tissue equivalent material and poralrs aeae-
ureoent of hone mineral in ott.crvisc inaccessible
areas, such as the hips or spine. Dual-photon proc«-
durcK and the sources of error have been detailed?*1*'
16•20 in o u r laboratory ve have concentrated on use
of 15JGd (44 and 100 k»V; 2*2 day iulf-llfc) for do-
tcrmlxeiclon of spinal and total body bone aincral,
and on usn of IJjI/;1'''Aa (27.4 and 60 kcV) for exami-
nation of uoft-tlsttuc cosjiosltlon (fat versus lean)
and annltorfrg of fluid shifts.

A modified Ohio Nuclear rectilinear scanner was
usfcd with a 1-C1 (4 tm bead) source of 1S3Cd to aeaa-
urc spinal and total boey done alneralS The source
ami detector aove In a raster pattern and covur a
10-cn length of the spine in 1.25 c*t ntens for deter-
Qinatinns on the luaisnr spine or in 2.5 en steps for

total body mineral. The dose from a spinal measure-
ment was 2 mrad and for total body-mineral 0.1 mrad.

Precision of vertebral scans was evaluated on a
phantom measured 35 times over 3-months (1.7%) and on
i. subjects mea-jured 4 times over 6 weeks (2.3%)? The
accuracy in estimating vertebral phantoms of known
mass was very high (1*2%). Measurements on living sub-
jects showed that aging bone loss occurred in the
spine at half the rate of tha: in peripheral bones.
This confirmed anatomical observations though it is
contrary to prevailing clinical belief. The spine has
b^en shown to demineralize and remineralize more
rapidly than long bones in response to disease, immo-
bilization, and therapy17 and therefore is of clinical
interest.

The precision of total body ttneral was 2% over two
weeks on an isolated skeleton and on a living subject.
Long-term precision on the skeleton was 2% while on
the living it was 3%. Measurements were made on nor-
mal subjects and patients and the bone was found to
comprise about 4% of the lean body mass. There was
also a very high correlation (r - 0.96) between bone
mineral content of the radius and total body mineral
(n - 16). The scan results have been outputted to a
gtaphics display (Figure 1) to provide a quantitative
"radiograph". Computer analysis allows assessment
of any anatomical region (spine, hips, head, limbs)
as well as information on the distribution and symme-
try of bone.

Dual-photon absorptiometry can be utilized in many
nuclear medicine departments with existing rectilinear
scanners. The method permits for the first time
detailed evaluations of the spine and total bone min-
eral and promisee to be of great utility In skeletal -
disorders.

Dual-photon Absorptiometry of Sof^ Tissue

Dual-photon absorptiometry with a congruent source
of I2sI/21<lAm has been used for measurlrr soft-tissue
composition on the limbs?1 The precision of these
determinations was evaluated on 5 subjects over 5
weeks and on phantoms. The precision for soft-tissue
mass was 22 or. the subjects, wh'.le the j.recision for
the fat-fraction was absuc 2X fat.. On phantoos the
precision for soft-tissue mass was C.57. The "fat"
percentage of known mixtures was estimated with snail
error (1-2S). Measurements were made on 160 elderly
voaen (oean age - 7 1 + 1 5 years) and thr bone mineral
content oi the limbs correlated sore highly with lean
oass of the limb <r "- 0.6) than with height, weight or
limb circuafarence (r v 0.4).

Soft-tissue neasurfftwnts were also done to follow
fluid shifts in surgery patients';1 Validation was
provided by experiments on dogs that «ere exsanguin-
ated, and infused while absorptlonetric changes were
recorded In the hind limb. These was high temporal
correspondence (r - 0.96) between actual fluid shifts
.<nd absorptlonetric changes. Fluid shifts were
followed In 20 patients during and after surgery and a
post-operative fluid loss was found in cany patients.
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Figure 1. Computer graphics display of
total body bone mineral. Specific
areas may be selected using a cursor
for determination of regional bone
mineral content.
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ABSOLUTE LUNG DENSITOHETER INCORPORATING A Gd-153

SOURCE AND CdTe DETECTORS

Leon Kaufman, Gordon Gamsu, Charles Savoca and Sybil Swann
University of California, San Francisco, CA 94143

ABSTRACT

A low-cost portable non-invasive densitcmeter is
described. While the present system is optimized for
lung densitometry, similar configurations can be used
for bone densitometry and in industrial applications.

INTRODUCTION

The measurement of absolute lung density by a non-
invasive technique is of importance in assessing the
status of patients with pulmonary edema. Radiographic
methods suffer because of the difficulties associated
with calibration of the x-ray source-patient-film-
developer system, and provide information only when
large relative changes of density occur.

Figure 1. Conventional absorp-
tion densitometry cannot sepa-
rate effects due to chest wall
•and varying path lengths
through the lung.

Transmission densitometry (Figure 1) provides an
accurate relative value of density, but because chest
wall thickness and path length in the lung are not known
this method cannrt be used to measure absolute density.

While the new body computerized x-ray scanners can
provide a measure of lung density, the need exists for
serial bedFide sampling, and the cost, radiation dose
and central location of these large scanners would make
se,"ial measurements impractical. There is also a need
for measuring lung density n normal volunteers during
pulmonary physiology experiments, and the same objec-
tions to the use of the x-ray scanners would preclude
their use in this application.

Me have developed an inexpensive system that
measures lung density within a small volume, the
results being independent of the thickness and respira-
tory movements of the chest wall and ribs.

FORMULATION

Density is obtained following two sequential
measurements. A collimated source (S/\) is directed for
a time ti at a co-linear collimated detector Di and
the transmitted beam intensity through the subject, Tj,
is measured (Figure 2). Another co-planar collimated
detector (D?) detects a scattered beam intensity Sj.
For the second measurement a second source (SB) co-
linear with D2 is directed for a time t2 at tne subject
and the transmitted and scattered beam intensities, T2
and S2, respectively, are measured (Figure 3). If S^
and S(j represent the same radioisotope (i.e., same
energy emissions), we can write l'z

TiT, go2 V2 62 eq. (1)

uration of the coilimators, a is the differential
Compton cross-section, V is the effective volume and 6
is the maan electron density within that volume. Since
the first three terms are constant, the electrons
density can be written as

5 = K, eq. (2)

While K can be calculated from first principles, it is
easily measured using a water phantom.

Figure 2. Arrangement for absolute
densitometry, showing the first
measurement of scattered and trans-
mitted beams.

Figure 3. Second measurement of
scattered and transmitted beans.

Electron density can be transformed to gravimetric
density p through the relationship

p = 0.5566 eq. (3)

where g is a geometric factor dependent on the config-

where Zj and A-j are the atomic number and atomic
weights of constitutent elements of the sample, and
ai is the average number of such atoms per molecule
of the material. The constant 0.556 represents
1 Zfa-j/ sAfaf for water. For lung tissues and the
accuracies desired, we assume p % 6.

Equation 2 is only an approximation to 6. The validity
of Equation 1 is dependent on the equality of the exit
absorption paths (paths 2 and 4 in figures 2 and 3)
seen by the transmitted and scattered beams. Since in
Compton scattering the primary beam energy is decreased,
the assumption of equal paths is not exact. Since at
high (low) energies the change in energy is large
(small), but the change in absorption cross-section is
small (large), it can be estimated that for biologic
tissues the error in equation 1 is minimized for
primary beam energies in the range of 80 to 100 keV.
This error can be eliminated if two different sources
are used, choosing the energy of the second source to
match the energy of the first source's scattered beam3.
While exact, this approach is less convenient in that
the system becomes more complex, source choice is more
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restricted, and since geometric configuration depends
on source availability, it becomes less versatile.

The scattering angle of 20-deg in this densi-
tometer is chosen because the narrow angle is better
adapted to measurements accross the eliptical chest
cross-section. Also, narrow angles are advantageous
because of the increased forward-scattering cross-
section {which increases statistics), and because the
change in energy due to the scattering process is
smaller (minimizing the error of equation 1). Also,
the sensitive volume is elongated, thus increasing the
count rate.

HARDWARE

Configuration

The system is configured at a 20 deg angle with a
30cm working span between col limators. The assembly is
part of a rigid plate which can be displaced vertically
and rotated through a 180-deg angle. The densitumeter
is shown in Figure 4.

Figure 4. The densitometer shown in a horizontal
position. On the left are the detector col 1imators
and ireamplifiers. On the right are the source colli-
mators, in the movable source mount. Electronics are
shown in the background.

To obtain a compact configuration while producirg
a relatively wide beam with> narrow angular dispersicn
each -ollimator consists of'19 tantalum tubes, each of
0.224 m outside diameter, 0.010 cm wall thickness and
6.3b cm length, contained in a cylindrical lead holder
of 3.3 cm diameter and 6.35 cm length. Figure 5 S'IOWS
the end view of one of the four collimator assemblies
used in the densitometer.

Figure 5. End view of a
tantalum tube collimator.

Radiation Source

Gd-153 was chosen for the densitoi,.eter because of
its spectrum, ready availability, adequately long half-
life, and high specific activity1*. Emitted photons at
100 keV as well as 41 keV are both adequate for lung
densitometry. The source in use consists of 10C1 of
Gd-153 in a steel capsule of 1.2 cm active diameter.

It is moved between positions A and B (Figures 2 and 3)
to obtain the two measurements necessary for each
density determination, fhe resultant skin radiation
exposure is less than 15mR per measurement.

Detectors and Electronics

Two Tycho CdTe detectors of 1 cm diameter (0.7 cm
contacts), operated at room temperature are used in the
densitometer. Their thicknesses are slightly different
(2.35 and 2.15mm). The detectors are encapsulated in
aluminum cans, as shown in Figure 6. Tennelec elec-
tronic components are used throughout the system: two
TC 161A preamplifiers, two TC 203 BLR amplifiers, four
TC 441 single-channel-analyzers, four TC 540A sealers.,
one TC 541 timer and one TC 911 NIH bin. Bias voltage
Is obtained from a battery pack.

Figure 6. CdTe room tempera-
ture detectors used in the
densitometer.

Operation of the CdTe detectors has to be set so
as to optimize energy resolution, couni-rate capability
and charge collection. The first condition minimizes
detection of multiple scatter photons which tend to
produce a non-linear response vis-a-vis density, since
they enhance the scattered beam intensities from dense
samples. Count-rate capability has to be high because
the transmitted beam has an extremely hiah intensity
when compared to the scattered beam (M0':l), and a
rate-dependant response would introduce systematic
errors. Finally, charge collection has to be
maximized so as to collect as many events as possible
within the photopeak region. The parameters of inte-
rest are dependent on bias voltage and amplifier shap-
ing time, and they were optimized using the 122 keV
peak of Co-57. The behaviour of peak-to-plateau ratio?,
i.e., charge collection, and energy resolution are
shown as a function of bias voltage and amplifier time
constant in Figure 7.
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Figure 7. The dependance of peak-to-plateau ratio on
amplifier time constant (7A) and on detector bias (7B)
as well as energy resolution dependance on time constant
(7C) and bias (70) are shown for the two detectors used
in the |densitometer, measured for the 122 keV peak of
Co-57. Peak-to-plateau ratios for the "100 keV" qamma-
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rays of Gd-153 are also shown (7B).

As can be seen, operation at 100V with a t^me constant
of 0.5 ysec offers an adequate compromise in perfor-
mance at 122 keV, where conditions are more stringent
than those necessary for the detection of 100 k«V
photons. Under these conditions count-rate response is
linear with beam intensity when more than 5 cm of
tissue absorber are present between source and detector
coliimators. The spectrum of Gd-153 measured with one
of the CdTe detectors through 5 cm of absorber is shown
in Figure 8.

Figure 8. Gd-153
spectrum from a
CdTe detector used
in the densitometer.

41 47 97 103 E -

The use of CdTe h?s allowed us to realize a
compact system, with adequate energy resolution and
drift-free operation.

PERFORMANCE

Characterization of the densitometer included
measurement of the count-rate / SjS2 as a function of
scattering angle (Figure 9) and definition of the
sensitive volume (Figure 10). Both were in close
agreement with expected values.

Figure 9. The count
rate /SiS2 is shown as
a function of scatter-
inq anqle. The in-
crease at narrow angles
is due to the increases
in sensitive volume and
scattering cross-section.

10 20 30 40 SO 60
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The effects of increasing tissue absorber were
measured at 41 keV and 100 keV. For this purpose the
beam traversed a 10 cm water path and tissue absorber
was added first along one :xit path up to 7.5 cm
thickness, and then along the second exit path, for a
total of 15 cm of absorber. The 100 keV measurements
showed no significant shift, while at 41 keV a devia-
tion of +856 was observed at the extreme range (Figure
11). Since the variation in chest thickness is not
large (except for extreme cases), both beams are con-
sidered adequate for lung densitometry.

The response of the system to materials of diffe-
rent density was tested with blocks of wood surrounded
by a 2.5cm-thick "chest wall". Response in the range
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Figure 10. Measured response of the densitometer along
an axis bisecting the two photon beams, centered at
their intersection point (major axis); and an axis
transverse to the previous one, also centered at the
intersection point (minor axis).
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Figure 11. The effects of increasing tissue absorber
in the exit paths from a 10cm water bath on measured
density are shown for the 41 keV and 100 keV beams.
Least square fits show a maximum +8? deviation at 41
keV, and no significant deviation at 100 keV.

of 0.14g/cm3 to Ig/cm3 is linear with standard devia-
tions of 5.4% and 7.4S at 41 keV and 100 keV, respec-
tively (Figure 12). These values are approximately
twice as large as those expected from statistical
considerations alone. Because the 41 keV and 100 keV
measurements show an internal agreement of the order of
1.0% we believe that the measured standard deviations
are due mainly to the fact that the average density of
a 1500 cm3 wood block will certainly differ from the
local density in VlOcm3 regions. Subsequent calibra-
tions where the sensitive volume was positioned over
different regions of the wood blocks, and the measure-
ments averaged, yielded standard deviations of 2.0% at
both energies.

The reproducibility of results depends on the
number of counts Sj and S2, which in term depend on the
absorption paths and on density in the sensitive volume.
Figure 13 shows reproducibility for an "average chest"
as a function of density and counting time. As can be
seen a reproducibility of 5% or better is readily
attained.

The effects of respiration, which brings different
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amounts of absorber into the path of the beams, was
determined by placing a birch block (p = 0.589g/cm3)
within the chest cavity of a dead dog. The chest nas
closed and density within the wood block was measured
with the chest still (p(41) = 0.602 and p(lGO) = 0.596),
and under forced respiration (P(41) = 0.598 and P(10 0 )
= 0.599). The differences of these three-minute
measurements were not statistically significant.
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Figure 12. Response of the densitometer to blocks of
wood of gravimetrically determined density, with water
as the density standard.
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Figure 13. Reproducibility of measurements depends on
count rate /S1S2, which is in turn dependent on density
within the sensitive volume and beam absorption. For
an "average chest", the reproducibility is shown as a
function of lung density for different single-measure-
ment times.

O.321g/cm , witn a mean of 0.302 s 0.019g/cm . This
indicates that the volume spanned by the system is
sufficiently large to adequately average artifacts that
could arise from loca'i inhomogeneities produced by large
blood vessels.

Initial density measurements in twelve sitting
healthy young humans under normal tidal respiration
have yielded a mean density of 0.296 ± 0.065 g/cm3.

CONCLUSION

A low-cost portable non-invasive lung densitometer
has been assembled and evaluated. The system is now
being used to follow the progress of experimental
pulmonary edema.
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ABSTRACT

An automated x-ray fluorescence system has been
developed for application in clinical and investiga-
tive practice. The optimization of its major components
permits the rapid and accurate quantitation of low
levels of selected tracers in a cost-effective manner.

INTRODUCTION

The measurement of body compartments (such as
extracellular fluid volume, red cell mass, plasma
volume), and of organ function (for instance, glom-
erular filtration rate, hepatic metabolism) ;an be per-
formed by studying the dilution volume and clearance
of purposefully administered tracers'. The concentra-
tion volumes of these tracers in easily accessible
fluids such as blood, urine and bile provide the infor-
mation from which the physiologic parameters of inter-
est can be calculated. Other physiologically signifi-
cant information is found by analysis of the kinetics
of the contrast agents used in conventional radiography
as well as in computerized tomography.1

These tests provide data necessary in the diag-
nosis and therapy assessment of a diverse number of
diseases, including cardiovascular and renal failure,
malnutrition, anemia, hepatic dysfunction and metabolic
disorders. They also provide daia necessary for under-
standing the healthy state and for designing improved
contrast agents and radiographs procedures.

The tests have certain common characteristics: The
tracer is introduced by intravenous or oral routes and
timed samples of the fluid of interest are assayed in-
vitxo for tracer concentration, the study rarely
lasting more than 24 hours. In all cases serial
determinations are needed, and studies encompass such
critical population groups as children, pregnant women
and normal volunteers.

Radiolabelled tracers offer a convenient and accu-
rate method for performing the tests of interest, and
have been successfully applied in such context2' . On
the other hand, they suffer of some basic disadvanta-
ges. There often exists interference between different
tracers in closely spaced studies, as well as inter-
ference from radioisotopic imaging studies. More
importantly, even a low radiation exposure per test
becomes sinnificant 1n serial studies, in children and
in pregnancy, and their use in normal volunteers is
being increasingly curtailed by stringent human experi-
mentation guidelines. Finally, in animal experimenta-
tion radiolabelled tracers require expensive quarantine
and disposal procedures.

Because of these factors, alternative chemical
analysis methods for stable tracers have been used
alongside radioisotopic techniques'"5, although they
are costly and lengthy: Often only a few samples per
day can be accurately quantitated by a trained techni-
cian.

As an alternative to the above, the technique of
x-ray fluorescence (where an atomic species is excited
into emitting relatively penetrant *-rays through ex-
posure to higher energy photons) can be combined with
the use of stab'ie tracers to provide medical tests
synthesizing the sinplicity, speed and accuracy of
radioisotopic techniques with the safety and conven-
ience associated with the use of stable indicators'"'.

DESIGN CRITERIA

Foremost in the application of fluorescent excita-
tion analysis (FEA) to medicine is the simultaneous
need for large signal-to-background levels and for high
count-rates of fluorescent x-rays, since these are Vtp.
limiting factors in low level quantitation. The source
of these limitations can be better understood a'ter
inspection of a typical spectrum obtained by fluores-
cence with Am-241 of an iodine-containing sample
(Figure I).

SACKOCUKDS

Figure 1. The spectrum resulting from fm-241 fluores-
cence of an iodine-containing sample.*

Compared to the Conipton-scattered contribution, fluores-
cent photons can be equally abundant at very high
concentrations, or account for less than V out of every
1000 detected photons at very low concentrations. Thus,
count rate is limited mainly by the Compton contribu-
tion from the sample, and not by tracer levels.

The interaction of Compton-photons with the detec-
tor assembly also produces the background "valley" seen
in Figure 1. This tiackground decreases signal-to-noise
levels, degrading quantitation accuracy. We have found
tnat for a well designed FEA system most of the back-
ground counts arise in the detector assembly itself.
This was varified by placing a hafnium filter in front
of the detector entrance window, with thickness such
that the absorption of Lackground photons was increased
30 fold over that of Compton photons. If background
arises outside the dutector, the observed reduction in
background to Compton counts should have been dramatic,
while in actuality w<> observed a 10'i reduction in this
ratio. 8y counting w thout a sample in position, we
also observed that cross-talk effects from the high
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ewryy emissions of to-24! account for 1«Si than Vs of
the tmckgrsuftd count-rate sn the K.» channel. A further
confirmation of "tie Intern* t of 'gin 0? background (4
!ii4t tht» parameter « t ! l Viry twenty five-fold when
using th« identical lest set-up with different detec-
tors. Thus, tc atniai is background an;} 10 increase
effective count-rates, the detection syiSes fes to
sj j tnu'e the r»t(o of detected fluorescent la Csep'.on
photons. Milh)o 1 iatts tnis c»fi be <seceej)t is»wd 6y
ut i l is ing 4 X)-<Jtg scatter <je*»etry. By wi*tv} col l isa-
!or cuter ia's SIMJ desiyns tft*5 »&53r5) rather than
se4tler it-rays, a«!l by ul inf "thin" ifcMcters which *re
proportfondti/ sere transparent 19 C«sjst«ii *-r«;/s.
Anoitr-r (jrwaistiss) approach, the sue of (wlariwo c-*« s-
141inn sources-'', (which su i to r s i preforenlis! ««g!ci)
is naw vr.der ifivestl?4£ion *is-*-vis its 4(»|>!tc«&ftf 1/
to practical lysiesa. A successful «««Btie w back-
ground reducefoo hat Seen the devcletetsnl for 11*5 wor*
of "tow-background" de*«lsrs by the KeVft?. tor parti ion.

of

where S • KK/'iC for 0 water sacple and £ is a constant
that yields concentrations in the desired units, e.g..
«}/3, pm, e£«t/l. K can fee obtained by oeasuring !fK
and !(C for a »spu> of t.n»m cotr.entratlon M. We have
fund that the sysicsi is linear, that i s . K and S are
coiiiHB':, foe tr*c*sr concentration in the range f>'
to JJ.4S. The error in M c*n Be ifr i t ten as

ti.

He
(2)

particular (tovelojnenut effort.

Sc«" lo the-

i *l

Another isj>orunt need in a cast-effective is
involves its ability to assay unprepared sanples

(i.e., samples requiring no ashing, pressing or
ing), since nearly 10.0CO sacples per year are
by FEA at our institution. Sarnie preparation would
increase labor co'.ts, delay turn-around siee mi de-
crease accuracy. Results independent of sample voluse
can be obtained if that volueo is larger than the
sensitive voluoe itself (the sensitive volurae is de-
fine by the source and detector co11iea tors). Since
the site of seal I animals and infants [<isiJ also serial
sampling in large subjects) lisiit sj~')le VQIUK*, the
approach described above is severely limited. On the
other hand, use of a region of fcht Cotsptor. peak to
normalije the fluorescent counts yields concentrations
that are independent of exact saraple position, dead-
time, source strength and counting tiae, while allowing
for sensitive volume; of si2e comparable to that of
the sample. Two ml dis^isable vials, filled with 0.5
to 1.5ml of sample, offer an adequate compromise.

Finally, because fluids such as whole blood tend
to settle in the period prior to counting, a totally
automated system h»s to bo .able to mi>. the sample prior
to assay, and because the F£A system has to be used in
a medical environment it should be drift-free, easily
calibrated1 and easily operated. The resolution of
these requirements is discussed below.

TRACER QUANTiTAnOH

Referring to Figure 1, and t'rom the considerations
of the previous section, it can be seen that if the
counts In the Ka and Compton windows are given by NK
and NC, respectively, the concentration W cen be
expressed as u K

W = K {jj~ - 8) , equation (1)

"his «Kj!*»tiOK hilds for KK •• SC, which is typically the
case for U •• 55. it e*o JNJ seen th*t the fractional
error .-, is no lonjer propBrt'afttl to 1/ <%K, but that
it is; ir.cre.ss*d hy E.he usrei .'T'* KH/5J". Note ^h*t the
s«ro*»ct KB H tn» ̂efc^roufid in absolute units of con-

and 8 y
become iiK^arUnl. Typic4ily, 4Si»«HlSu'.l«r,
high csicsnLrstion arise froo csant«rate l i e iU ' i ons in
the electroniei «n4 free se!f-4tserj)ti«n ef fcr ls in Ihe

i Keakcr excitat ion sources and wa l l e r i o n i i -
n i l ) intrt»5e Ihe hi^h contentratioo

range, twt at the expense of 4lso raisssvsj ctw ainfsaa
working lev t i i i . For the tracers of interest {breeine
<sniS higher a!«>aic nwabcra), wiin )cft-d!*aet#r v i i l s the
present FEA systcft spans 4 I <near range of nearly JO''
in concentration response. U eattt be pointed oat that
tit is ts r.jr-sinjSly Adequate, since in 4 ly r ica l Study
bi le a»y contain JOsg lodinc/o KhiSe fc!oo<J l«velf esjy
be 4$ tow as 0.001 ogt/g.

0 c « I've- fctriafltre p»r«cettrs are fi«e<J, data pro-
ccssi'sg cesu'ri* can fee set to opticije system perform-
ance, for i«t#fice 6y setting ?iK window widths to catch
the concentration r/ioge of interest. For high traces
concentrations, »S - a, wide windows are preferred,
since statistics *re icproved and signal-to-noise
SevsU are (ist iicitirij factors, far law tracer concen-
trations, KS • U, Mi-row wiftdews increat^ accuracy by
Sec reaving the 5*ra i'M. Figure 2 shows the sSependancc
of optiisus wltido* width on the ratio W/K8.

figure ;?. The optiisfs
•JK window width (1- *
fMitM) is s,*totm as a
function of H/KB (for
iodine (KE--8 pps}.*

tn a software-controlled systes the calculation of
<i could be perfoifsed in a ixo-step process: First W
would le calculated using a standard set of parameters
an:* based on this vilae A new window would t>e used to
recalculate W, extracting the appropriate K and 3 fro.T.
4 table. While such an approach would not be difficult
to Implement, the gain at the high concentration end
would not be significant, and the systeo wight as well
be optimised for the lowest concentrations of interest.
Unfortunately, the lower limit on window width is set
by another consideration: Over the conranly found
aabient temperature ranges, commercial analog-to-
digital converters (ADCs! will drift one or two chan-
nels per 2,COO channels of digitization. The effect of
this drift on quantitation accuracy is shown in Figure
1. It can be seen that to obtain quantitations free of
systei-atic errors windows of 1.5 to 2<s (lc = FWHM) need
to be used. Ncte that for elements such as iodine this
window has to be widened to account for the Kaa - Xi;

Figure 3. Measured sys-
tematic quantitation
errors thai are intro-
duced by spectral shifts
of one and two channels
are shown as a function
of Kn window width (let
* FKHM)
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HARDWARE

The automated FEA system consists of the
following:

The central component is a 80mn2, 5nm-thick KeVex "low
background" Si(Li) detector with pulsed optical reset
preamplifier, followed by a KeVex 4510P amplifier with
a 2usec pulse-shaping time constant.

Data storage and analysis is effected in a Ino-Tech
Ultima programmable analyzer with 2,000 channels of
display memory. The analyzer combines the simplicity
and sase of operation of hardwired analyzers with the
versatility allowed by programming all necessary func-
tions through a paper tape.

The sample changer was designed expressly for this
work". It contains a removable tray with 48 dispos-
able vials. Upon command each vial is raised to the
sensitive volume through a mechanism that also has a
mixing option. The basic functions of the changer are
up {with or without mix), down, advance, return to home
position and repeat, under analyzer or manual control.

In normal use the operator rnters the six con-
stant: associated with a tracer: .he NK and NC limits,
K and 8. The number of samples is entered, either for
single or repeat analysis. Preset conditions include
time, NK count, or combinations such as termination in
no less than a time ti, and then termination in either
preset count or time t2. whichever of the two comes
first. Mix and repeat options are set at the sample
changer. Printout for each sample includes sample
number, counting time, NK and NC counts, and W and M
as given by equation 1 and 2. At the end of the cycle
the counting period 1s printed and the sample changer
returns to home position.

Radioisotopic excitation sources were selected for
this system because compared to x-ray tubes they are
compact, reliable and comparatively inexpensive, while
they provide count rates that easily reach the maximum
operating range of the electronics. The main tracers
of interest are presently bromine, iodine and cesium.
A 60 mCi Cd-109 is used for excitation of the first and
a 600 mCi Am-241 source filtered with 0.025mm of haf-
nium is used for the latter two. Source energy is
selected by reaching a compromise between two conflict-
Ing requirements' Since excitation cross-sections drop
as T-E"3, the exciting photon «hould be close in energy
to the absorption edge of the tracer. On the other
hand, if its energy is too close Compton-scatterd
photons overlap the region of interest and background
increases. Other important considerations in selecting
an excitation source involve the half-life, availabil-
ity, spectral and radiopurity, self-absorption and cost
of the radfoisotope. Cd-109 has been found adequate
for excitation of bromine, and Am-241 is quite ideal
for iodine, and only slightly less so for cesium. A
problem with Am-241 is posed by the presence of lower
energy emissions, which are partially filtered by self-
absorption and the hafnium. Even with this filtration,
the 33 keV photons from Am-241 increase background for
cesium by 65* over the value for iodine.

Detector and source collimatorj for Cd-109 are
surfaced with cadmium, since fluorescence induced in
this material by the source have an energy lower than
the fluorescence of the tracers of interest. Cadmium
is also attractive because of Its high density, easy
availability and nachinability. For the same reasons
Mallory 1000 (a tungsten alloy) is used far the Am-241
collimator. In botn cases the Compton-scattering
cross-section is low. since L-edge absorption dominates.
To further reduce Compton-scattering in the collima-

tors, they aie configured as shown in Figure 4.
5 shows the complete system.

Figure

STIAIOHT I O M

HACK MOU BAFFLE IOX

Figure 4. Collimator configurations that reduce scatter
when compared to straight-bore designs.

Figure 5. The automatef FEA system. On the left is the
sample changer with KeVex "low-background" detector and
Am-241 source in place. The Ultima programmable ana-
lyzer is on the right. Sample vials are shown on the
analyzer shelf.

PERFORMANCE

The automated analyzer has been previously charac-
terized12. The principal performance parameters are
shown in Table I. "Sensitivity"13 is shown because it
is a parameter used widely in the industry, but its
significance vis-a-vis quantisation is not great. A
definitive indication of performance is given by the
system's ability to quantitate tracer concentrations
with a certain accuracy within a given time. Tables
II, III and IV show experimentally determined quantita-
tion accuracy for three tracers of interest.

CONCLUSION

The use of compact radioisotopic sources and
specially designed "low-background" Si(Li) detectors,
together with versatile electronic and mechanical
peripheral components, has allowed the development of
a FEA system suited for routine clinical and investi-
gate work.
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Further reductions in minimum working tracer
levels together with the development of labelling
techniques optimized for FEA will permit further
diffusion of this powerful technology.

TABLE 1

SYSUM PERFORMANCE PARAMETERS

Tracer

Bioiniiu1

Iodine

O , i

Excitation
Source

Cd 109

Am?41

Am?4l

Net Count Rate
(counts/sec/ppm)

0?09

0 38?

0 3/3

Background
(ppmr

13 3

81

I ! ?

"Senvitwitv"
(pprpi

0 71

0 44

BROMINE

TABLE II

CMnuna
Tim

tOKt

30 »£

1 -

!.„
IS mm

CtK**trati»it
RHtilliim)

40.000 1.400

40.000 - 2.200

1000
190

100

C

RltwfeciWitv

0^1%
a^l\
o*2%

T A R L E III

IODINE

TABLE IV
CESIUM

Couittini
Imi

10 set

3D sic

imi.

5 mm

30 mm

1 hr

Canctntiitian
Rvuja l»ml

20.000 1 700

20.000 - 550

300
75

30

~3

- 1

KtiroawiUiry

0>1H

o£i *

>1X
I '2S
o»2S

0^i'3S

CnurtJiii
Tirt

10«c

30 sec

Imin

15 mm

30min

I h r

CeiKaitntitn

RaatalHrn)

20.000 - 1.600

751

370
100

6

3

1

RllilteciUity

0*1%

oSlN

o»1%
0»2*

O»3%

o » 1 0 *

4. Cheek 0B. Estimation of the Bromide Space With
a Modification of Conway's Method. J. Appl. Physiol.
5: 639V 1953.

5. Dodge WF, Travis L8 and Daeschner CN. Comparison
oi" Fndogenous Creatinine Clearance with Inulin
Clearance. Amer. J. Dis. Child. 113: 683, 1967.

6. Kaufman L and Wilson CJ. Determination of Extra-
cellular Fluid Volume by Fluorescent Excitation
Analysis of Bromine. J. Nuc. Med. 14: 812, 1973.

7. Price DC, Swann SJ, Hung S, et al. The Heasure-
mei of Circulating Red Cell Volume Using Non-
Radioactive Cesium and Fluorescent Excitation
Analysis. J. Lab. Clin. Med. 87: 535, 1976.

8. Guesry P, Kaufman L, Orloff 5, et al. Measure-
ment of glomerular Filtration Rate by Fluorescent
Excitation of Non-Radioactive Meglumine Iothalamate.
Clinical Nephrology 3: 134, 1975.

9. Nelson JA, Pepper HN, Goldberg HI, et al. Effect
of Phenobarbital on Iodipamide and Iopanoate Bile
Excretion. Invest. Radiol. 8: 126, 1973.

10. Kaufman L and Camp DC. Polarized Radiation For
X-Ray Fluorescence Analysis. Advances in X-Ray
Analysis 18: 247, 1975.

11. Camp DC, Voegele AL, Friesen RD, et al. Auto-
mated Sample Changer for X-Ray Fluorescence Analysis
of Bio-Medical Samples UCRL-76740, July 1975. Chem.
Inst. (In Press)

12. Kaufman L, Guesry P, Hruska B, et al. An
Automated Fluorescent Excitation Analysis System for
Medical Applications. Invest. Radiol. May/June, 1976.

13. Sensitivity is defined as the tracer concentra-
tion for which NK is 3 standard deviations above back-
ground in 1000 seconds.
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A radlj(?raph i i f f e r s ;':-.-m a p.^t^raj-h in that
•ill Jet a i l s within a sut.'ect re^crj .::, a raJicprapn
but r.ot or. a rh : t^sr:*ii-h. Suppose ne' 'xl r.itirkery are
j: Lace j or. a .skull > :.e ~-ii the t'orer.eti i anJ the other
at, the bad', cf the head, ana then tw, underexposed
radiographs are made o:' the skull :*roa s l ight ly dif-
t'trer.*. d i rect ions . H-'.th metal .Tiarkers would be v i s i -
ble on each of the two r'aji .>-ra;hs, however., it. would
fee possible to superimpose the images :f only one
marker at a time because the *.ŵ  radiographs were not
ideiit- "a l , Ail de ta i l s lying in the layer containing
the superimposed marker wculd -icpear with normal con-
tr-tst --.irl density and w-̂ uld appear " : n fjous." Ail
other de ta i l s wculd bo t : t h 'or.ierexposed and of low
contrast to begin with, arid in addition, would be
superimposed on nor.-matcMr.c; i e t a i l s displaying both
low density and contrast . Frop^r movement ;-.-f the two
radiographs would cause the ima^er c :' the second mar-
ker to superimpose and be "in focus." Thus, ether
orientations of the two radiographs could brine inf;
fee us de ta i l s iyintr in any other paraili-I plane. Un-
wanted i e t a i l s car. be blurred out mere effect ively,
i f instead of having the final image buil t up from
two underexposed radiographs, eight underexposed
radiographs are used.

A high degree of accuracy i s necessary to make
a su< :essful dynamic tomography examinaticr. of a sub-
j ec t . ITach de ta i l must display the same amount of
enlargement on each of the several radiographs used
in the ejiamination. The following expression des-
cribes the relat ionship between the factors that
control enlargement:

Fercent enlargement = 100 x Detail-to-film distance
Source-to-detail distance

Hx.*«,- : i *.•;;•. -ijrrixsi.: t^ar-^riif. 'hy s u r v e y s of d bi;
ro- . b r a n t e by ucr)iiT. ' . lu.l l y fxvui] (,:ift e i g h t f i l n a ,
..,<• ii i ! Of '%it i . i ,tz JT, . . ;.Jo:i;T viUri Jtf* .nf* tKj5*..bU!

POSITIONS OF X-RAY SOURCE

POSITIONS OF FILM HOLDER

Figure 1. Both the source and film holder move
along circular paths in parallel plares between
exposures.

After exposure and processing., the eight radio-
graphs are assembled as a sandwich on an illuminated
viewing device. Turning the control knob on the viev-
er causes each radiograph to move radially tovard or
away from the center of the viewer to focus on details
lying anywhere within the subject (Figure £ ) . Details
in a j.ayer only C.5 nnn thick are displayed routinely.
The thinnest layer of details examined to date has
been 0. 3 mm.
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Figure 2. Eight 6" x 12" radiogruphs located
. v-.'r the 6" diameter i liur.iriti'ed urea of the
Liyr.ar.ic Tc.r.ogruphy viewer. Contra! kii';b :a
iri lower rigiit-hand corner. ^Jaail circuitir
ai*ea .it. *L.OI î* viewer is w sctLie which i:i-
lit,-:teE Jeith of the layer ..•!' detail.- with-
in T.;:c- -ub.'ect that is currently in focus.

A few of the infinite nur.ber cf j-ossible
sa^if.'vl sections cf u skuil are displayed in
Figure .-,.

fb; ] . Soccr.d snndibuiur oricary color

?7.-'.!: bu-.i of Erindib-alrir second
bicucr l i

(c) 1. First mandibular primary molar

2. Calcified crown of nandibular
first bicuspid

Calcified crown of the mandibular first
molar.
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(i) 1, PrSr.nry sar.dituUar cuspid ff! I. rrtcary ear.eiJHilnr .-oiitrn

(e) I . Primary mandibuiar la teral incisor

.-.•iccvss: :: tv ff.-w.r - * ftrv exi- .auren. Trhr.s. i . K 'i-

? ich'irtii;, A. 0. Vnri nble iep t : . 'amirmgr'ti y. F̂ i o-
ri'i'i. Sc i. IriL-'. rur.'-u'... , 6 : I 9 J J - 1 99, i9^9 .

?<;i 1 i ',-r , K. ••. t McCurry» K . K. nri'i rirusKa, : J , : ' . An

Midler, -.*«.» MfCurry, £.!•'. nu-i H T M ^ K R , i'.b.

iir.p;jrifi'i pr-.ce.l'jre f^r vi-.-vir;,: nultiplt- i'iir-; t

11C: 'tS- J>6", r'ebr'i'iry I 97**.
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Smssary

Since taitS-l9?2, n number of investiKJtors have
been studying the properties of ceded iiperturcs as
applied tci iaaginR diutributiorts of g-awsa-eKinitting
r:nHt>t racers tn the hucutn body. Aperture codes in-
cluding the zone plat?, annulus, stationary and time
cx>uul.itcd r.indos hole patterns and the rotating slit
have been employed with a variety of detectors rang-
ln« '•.j-a X-ray filra to oulti-wire proportional count-
ers. ThcHe methods are described and discussed.

Introduction

In Nuclear Medicine, inages of the in vivo dis-
tribution of radiolabolcd compounds administered to
patients arc used for diagnostic purposes. Tra-
ditionally, a pinhole In lead or a collimating aper-
ture is employed to form a gamma ray Image of the
rudlotracer distribution on a position sensitive de-
tector. The Image Is transferred to film or to a
computer for viewing and analysis. Collimators and
pinhole apertures subtend a small solid angle, and
the resulting images are corrupted by statistical
noise arising from the limited number of collected
photons. The solid angle can be increased, but only
at the expense of spatial resolution. For this rea-
son, great Interest was initially sparked when Barrett
first demonstrated high quality gama ray lnages ob-
tained with a lead Fresnel zone plate aperture In
mid 1972.' This aperture subtends a much greater sol-
id angle than a pinhole for a given spatial resolu-
tion, and it was hoped that image signal-to-noise
could thereby be iaproved. Coded apertures also give
three-dimensional Information about the source dis-
tribution and place a different set of restrictions
on detector design than do conventional apertures.
The potential advantages have been only partially re-
alized as will be described later, but the ensuing
research has developed a mature understanding of the
gamma ray imaging problem and the many very inter-
esting approaches to Its solution.

Coded Aperture Imaging

Figure 1 illustrates a zone plate used as a cod-
ed aperture. The encoded image is shown for two rep-
resentative points in the object. Of course the aper-
ture transmission function need not be a zone plate
and It may vary with time. To the extent that vari-
ations In aperture solid angle over the object can be
Ignored, the shadow image, or coded image, Is a con-
volution of the object distribution 0 with the scaled
coding function, T.

C (x,y,t) - 0 (x,y,z) * T (ax.ay.t)

The scale factor alpha, is a function of z and the
aperture-detector spacing.

In order to recover an image which has some like-
ness to the object the coded image must be operated
on with some decoding function. The results depend
critically upon both the selection of the coding func-
tion and the means employed for decoding.

The only restriction on the coding function Is that it
be real and positive since it represents the gamma ray
transmission of the aperture which lies between zero
and one.

Figure 1. Example of coded aperture shadow casting for
a zone plate aperture.

With two exceptions, namely the anulus 2* 3 and
Tanaka's rotating slit, pS the coding functions which
have been investigated are characterized by time aver-
aged autocorrelation functions which have sharp central
peaks and relatively flat sldelobes. Time averaging
is included to encompass time varying code functions.
When the autocorrelation function is peaked and the ob-
ject is not a function of z, then the decoding is read-
ily performed by correlating the coded image with the
aperture function.

I(x,y,Zo) = C (x,y,t) * T (-ax,-ay,t) (2)

- 0 (x,y,zo) * T (ax,ay,t) * T (-ax,-ay,t)

- 0 (x.y.z.) * A (x.y)

The bar denotes time averaging, and the delta repre-
sents the peaked autocorrelation function with wings.
The resulting Image is a smoothed version of the object
distribution plus a constant bias. The decoding func-
tion is not constrained to be real and positive as Is
the encoding function) nor is it constrained to be i-
dentical to the encoding function.

Injthe event that the object is not planar, then
the above reconstruction will yield the object at zo

with additional terms composed of

I 0 (x.y.zj) * T (a.x.a.y.t) * T (-atx.-aiy.t). (3)
i+o

Planes in the object distribution at different distances
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from Che aperture are enumeraceed by L. The character
of this out-of-focus information is determined by the
cross correlation of the aperture functions at differ-
ent scales.

When the autocorrelation function of the encod-
ing function is not sharply peaked with flat sidelobes
but has, for instance, 1/r tails as does a rotating
slit and an annulus.then further processing is required
to obtain a reconstructed image with usable concrast
and resolution."'5 In this event equation 2 becomes:

I (x.y.z.) - 0 (x,y(Zg) * Ps (x,y) * n (x,y). (4)

s is the point spread function corresponding Co the

time averaged autocorrelation function of che aperture

code, and h is a filter function such that

Ps (x,y) * h (x,y) - A <x,y) (5)

Tanaka 5 points out that this additional step can ad-
versely affect the Image signal-to-noise.

Image Reconstruction

Correlation of the coded image with the encoding
function may be performed using either coherent or In-
coherent optical methods, digital computers, or analog
electronic methods. Zone plate coded images are readily
reconstructed by diffraction as originally pointed out
by Mertz and Young.6 A reduced scale transparency of
the coded image is illuminated by coherent light and
che required correlation with Che zone place funccion
results from the diffraction integral and the nature of
the free space propagation of light. Additional fil-
tering may be performed in the Fourier transform plane
of the optical system, and the resulting image viewed
on a ground glass. Codes other than the zone place may
be optically reconstructed wich coherenc lighc using a
matched filcer in the Fourier plane of the optical sys-
tem.7'8'9 The matched filcer is the complex conjugate
of the Fourier transform of the encoding function.

Incoherent optical correlation is very simply per-
formed by diffusely illuminating a transparency of the
coded image and reimaging it back through the encoding
aperture. Incoherent reconstruction is not very prac-
tical, however, since a bias term proportional Co the
mean transmission of the real, positive mask is super-
imposed on the Image in the process of reconstruction.

The major attraction for optical processing is
the speed at which the correlation is performed. The
laboratory technique is fairly demanding, however, and
even Chough computation is performed at the speed of
light, film processing takes from twenty to forty min-
utes. Digital computers can readily compete with these
times for the number of resolution eltments involved,
and they furthermore offer ready quantitation and sub-
tractive processing steps. Although grid coded subtrac-
tion as described by Barrett, Stoner et ai * nay be used
to accomplish subtraction on an optical processor,there
renain the ever present problems of film dynamic range,
grain noise, and fingerprints. Digital processing also
offers a signal-to-noise advantage by avoiding conver-
sion of amplitudes to intensities. For these reasons
digital processing is often used even for zone plate
images.

Survey of Methods and Results

Fresnel Zone Plate

The most well known and diligently studied of the
apertures Is the Fresnel zone plate. Its use as an i-
maging device was first proposed by Hertz and Young in

1961s for x-ray stars and later by Barrett' tor Nuclear
Medicine imaging. Both optical''*'*''""" and digital
26T 3 » , 5 5 reconstruction methods have been employed .is
well as electronic pulse compression. Difficulty was
encountered because reconscruet ions from a single on-
axis zone plate aperture contain a .strong DC component
plus virtual and out-of-focus higher order images which
greatly degrade the desired image. The DC component
has been removed using a Schlieren scop in the Fourier
plane1 and by means of a Smith's polarimeter.25 Also,
Tipton16'23 described a means of forming a dark image
on a DC background by causing che two components to in-
terfere destructively. These, methods proved of limited
value for DC removal, and che higher order out of focus
images remained a problem until the off-axis zone plate
with half-tone scieen was used in conjunction with an
x-ray film detector.t!

With this combination, diagnoatically useful i-
mages of both large and small organs have been obtained.
22'21< Quality was exceptionally good. Two optically
reconstructed examples made using a. zone plate half-
tone screen are shown in Figure 2(t> and d) compared to
standard images (a and c) made using a collimator on an
Anger camera.

figure 2. Anger camera (a) and zone plate/film cassette

Images (b) of normal liver. Zone plate exposure is 20

oin-5mCi Tc s.colloid. Anger camera (c) and zone plate

(d) images of lung perfusion. Zone plate exposure is

12 min.-lOmCi Tc microspheres. Bar pattern at upper

right from scratched lens. (Courtesy of H.H.Barrett,

University of Arizona)

The off-axis zone plate camera, however, is limited by
the following problems:

1. The detector resolution required for a given
resolution is a factor of three higher for the off-
axis zone plate compared to the on-axis zone plate
or pinnole. This dictates the use of x-ray film

as a detector with a resulting single photon de-
tection efficiency about ten percent that of a stan-
dard gamma camera for the 140 KeV gamma rays of

9 9 mTc.

2. The signal-to-noise performance of this combin-
ation is limited by poor detection efficiency, the
50% attenuation by the halftone screen, and reduc-
ed harmonic content of the first order diffraction
pattern.
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Extensive signal-to-noise analysis has been per-
formed; by Barrett and DeMeester 2 0 for a single zone
plate, aperture limited system; by Lundgren et al 3 2

for an off-axis zone plate with zone plate halftone
screen and detector limited system; and by Joy and
Houle 3 3 who compared the performance of an optimized
off-axis zone plate camera with an optimized plnhole
camera. Houle and Joy3'' have also examined the small
signal performance of the off-axis zone plate camera»

The results vary widely depending upon the as-
sumptions. The first two references examine the rel-
ative performance 'j£ the pinhole and zone plate for
viewing uniform sources of varying size under the con-
dition of identical geometry. For a source filling
the field of view, Barrett shows that the signal-to-
noise ratio of the pinhole is a factor of Tr times zone
plate for optical decoding and n/2 JT~ for digital de-
coding. Lundgren, assuming optical reconstruction,
calculates a signal-to-noise advantage of the pinhole
for the filled field to be a factor of five greater
than the off-axis zone plate with halftone screen.
Slgnal-to-noise is taken as the ratio of mean to stan-
dard deviation, and it has been assumed that tiie pho-
ton detection efficiency of the two cameras is the
same for both sets of results. When optimum cameras
are compared,33 the conclusion is rcched that the de-
tector space-bandwidth product must exceed that of the
object by a factor of twenty, and the detector size
must be 2 1/2 times the object size in order to obtain
improvement with an off-axis zone plate camera and op-
tical reconstruction.

These analytical results spurred interest in dig-
ital reconstruction and alternate aperture codes in-
cluding time modulated apertures which will be de-
scribed later. However, the on-axis zone plate dis-
carded earlier was destined to be resurrected. The
key to this resurrection was based on the knowledge
that DC bias could be eliminated from the reconstruct-
ed image by taking a coded image with a positive zone
plate and subtracting from it an image taken with a
negative ( 180° out of phase ) zone plate. Macdonald
and Chang26 demonstrated this technique using digital
processing of coded Images from a multlwire propor-
tional chamber detector. Results were obtained equiv-
alent to those from a hypothetical bi-polar aperture.
Barrett, Stoner, Wilson and DeMeester extended this
method to remove conjugate image background by using
a sequence of four zone places 90° out of phase. Grid
coding of the multiple zone plate Images was used in
order to perform the subtraction step optically. They
also described grid coding phase information for spi-
ral zone plates, inverse zone plates and the Girard
grill, all of which posess peaked autocorrelation func-
tions.

More recently Moore 3l has obtained some excell-
ent images using four sequential on-axis zone plates,
an x-ray film with intensifying screen detector, and
digital reconstruction. Figure 3-a shows these results
while 3-b shows the results obtained when only two zone
plates were used. The background In 3-b is that of the
out-of-focus conjugate and higher order images. Houle
and Joy s s have reported computer simulations of this
method.

Digital processing and elimination of the half-
tone screen and off-axis zone plate are two very im-
portant improvements since a gain of at least 2/F~is
made in signal-to-noise 5 5 in addition to reducing de-
tector resolution requirements by a factor of 3. This
makes it feasible to use an Anger camera as a detector
with approximately a gain of 10 in single photon de-
tection efficiency over x-ray film cassettes.

Figure 3. Digitally reconstructed images of a thyroid
phantom using A on-axis zone plates 90° out of phase
(a) and 2 zone plates 180° out of phase. X-ray film
was used as detector. (Courtesy of F.E. Moore,Searle
Radiographlc)

Figure 4. Reconstruction of image shown in Figure 3-a
at varying focal depths. Note changes in polarity of
defects. (Courtesy of F.E. Moore)

Zone Plate Out-of-Focus Response

One of the advantages cited for zone plates and
other coded apertures is a tomographic response, that
is, the ability to focus on a place at a given depth in
the source. Unfortunately it has been recognized for
some tine l e that, in the case of zone plates, out of
focus information can interfere with in-focus data to
produce spurious structure. The effect is worse with
objects containing high spatial frequencies. Figure 4,
which is also the work of Moore31, illustrates the prob-
lem. The defects in the thyroid phantom actually re-
verse sign as the image is defocused. This problem is
discussed by Gaskill et al ls and by Whitehead9 who
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have attempted matched filtering in an attempt to elim-
inate both the spurious structure and out of focu» in-
formation. They point out that the crosscorrelatlon of
different scale zone plates results in annoying ring
structure plus an out of focus image.

Webb and Parker29 have obtained isolated tomograms
of simple objects from simulated data for a 4 ring zone
place by matrix inversion. The equations are ill con-
ditioned so the solution is very sensitive to noise.
Figure 5 shows results for the letters H and T con-
tained in separate planes. In this example 8 x 1010

counts were recorded. Images (a) and (b) are the un-
processed reconstruction while (c) and (d) are the re-
sult of matrix inversion.

Random Arrays

A purely random array of pinholes will have the
desired autocorrelation function if the array is large
enough. Dicke36 described the properties of such arrays
and suggested both coherent and incoherent methods for
decoding them. Both coherent7'53 and incoherent5* de-
coding for simple objects have been shown.

Non-redundundant Arrays

Golay33 has described finite, non-redundant arrays
of pinholes with compact autocorrelation functions.
These are similar to Dicke's random arrays but have a
much lower mean transmission. For this reason Chang
et al37were able to obtain rather good images using in-
coherent optical reconstruction as described by Dicke36

and demonstrated by Wouters.52 See Figure 6 for an il-
lustration of the method and result.

2C--3

Figure 5. Computer simulation of 4-ring on-axis zone
plate images of letter H at 10 and letter T at 8 cm.
from aperture. T is double strength and 8 x 1010

counts collected, (a) and (b) ar<*. raw reconstructions,
(c) and (d) after response matrix inversion.
(Courtesy R.P. Parker and S. Webb, Royal Harsden Hos-
pital, Sutton, Surrey, U.K.)

Solution for the isolated tomograms for any of
the coded apertures is likely to be very difficult and
sensitive to noise particularly when the objects have
predominantly low spatial frequencies. This is be-
cause the limited cone of view angles employed severely
restricts the volume in Fourier space for which infor-
mation is directly available. Noise greatly hampers
attempts to compute the missing coefficients.

Other Stationary Apertures

Annulus

An annulus has peaked autocorrelation function
with approximately 1/r tails and a bump at the annulus
radius. It was first suggested as an aperture code by
Walton2 who performed analog reconstruction by means
of a spiral sweep read-out of the coded image from A
scan converter. More recently3, digital processing
has been used with good sucess to remove the 1/r tails
from the response function. The filter required for
this purpose is the same 1/p filter employed for trans-
axial tomography. The bump remains, however, causing
a ring In the reconstructed image which limits the
field of view. The annulus is a dilute aperture being
much less than 50% open. This should give better sig-
nal-to-nolse performance in cold regions of the object
than Is obtainable faith the zone plate.

OB-

CtDfO SHIDMHIII

Figure 6. Non-redundant pinhole aperture used with
aultiwlre proportional counter. Incoherent reconstruc-
tion scheme is illustrated. (Courtesy of B. Hacdonald,
Lawrence Berkely Laboratory)

Random Phase

A random phase code with remarkable out-of-focus per-
formance has been described by Whitehead." The aper-
ture code is a focused image hologram of a ground glass
made using an off-axis reference beam. Optical recon-
struction with a holographic matched filter is employed.
The unusual feature of this approach is that, as a
point source image is defocussed, the core image van-
ishes before there is any appreciable blurring. Un-
fortunately when extended objects are imaged, a half-
tone screen is required which prevents the object spec-
trum from shifting out of the passband, and the core
image does not disappear. Instead it expands with uni-
form blurring. This in itself is a desirable feature
although not as desirable as having the image disappear
altogether.
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Time Modulated Apertures

The last group of apertures to be described are
those whose transmission is a function of time. With
these apertures it is necessary to record a sequence
of coded image?. In this sense the multiple phase zone
plate is also a time modulated aperture, but in per-
formance it has more in common with starionary aper-
tures. By varying the aperture transmission so that
the transmission at one point on the aperture isi un-
correlated in time with the transmission at all other
points, it is possible to calculate the object distri-
bution seen by each detector element through each point
on the aperture. Three methods of modulating the aper-
ture to achieve this have been suggested: random mod-
ulation36 "', pseudorandom modulation"0"1*5, and fre-
quency modulation.l*6 Random aperture performance has
been computer modeled and pseudorandom apertures, which
are simpler to realize, have been experimentally im-
plemented. Decoding is accomplished by digital corre-
lation. Figure 7 illustrates ^ pseudorandom aperture
on an Anger camera and two tomographic images of a hu-
man thyroid compared to a standard pinhole image taken
for the same time duration. Figure 8 shows the tomo-
graphic response of this aperture for three 99mxc fill-
ed letters. Images defocus smoothly with no high fre-
quency structure.

Figure 7. Human thyroid images obtained with a pin-
hole (a) and pseudorandom aperture (b and d) . Image
(h) is focused at 1.6cn and (d) at 2.3cm below skin
surface. Motor driven aperture on Anger camera is
depicted in (c).

Two key features distinguish these time modulated aper-
tures from the stationary apertures. Since the corre-
lation is performed in time, the shape of the.point
response function is independent of the amount of the
aperture shadowed onto the detector,and objects may be
positioned as close as a centimeter from the plate to
maximize efficiency. For the same reason, the spatial
distribution of the hole pattern over the aperture
plate is completely arbitrary and may be specified to
give optimum tomographic response or to tailor the sig-
nal-to-noise response in some manner. Work is now un-
derway to calculate the isolated object nlane using a
matrix inversion technique described by Chang."7

Figure 8. Illustration of tomographic response of pseu-
dorandom aperture for 99mrc filled letters. Note smooth
out-of-focus behavior.

A variation of the above aperture geometry is under
investigation by Knoll and Williams."6 The pseudoran-
dom code is distributed on a cylinder which is free to
rotate. A detector ring outside of the code cylinder
views the object distribution inside the code cylinder.
The prototype is illustrated in Figure 9 with the de-
tectors removed.

Figure 9. Prototype of pseudorandom coded ring aper-
ture. The 2TT geometry permits construction of trans-
axial' section images. (Courtesy of G.F. Knoll and J.
Williams, University of Michigan)

This geometry permits information to be gathered over
a range of 360° so that transaxial tomogr.'.phic slices
may be reconstructed of the object distribution. An-
other version of this type of device is described by
Price"9 who has simulated its response digitally using
iterative reconstruction.

Rotating Slit

Figure 10 shows images of a thyroid phantom made
with quite a different type of time varying aperture;
a rotating slit."'5 Tills aperture is distinguished from
all the others by not offering tomography since the
slit rotates about its center. In view of the problems
posed by tomographic response this need not be consid-
ered a deficiency. As mentioned earlier, the rotating
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slit has a 1/r autocorrelation function similar to the
annulus so that the appropriate filter is also 1/p.
The images illustrated in Figure 10 compare two sets
of pinhole images and two sets of rotating slit images.
Each column of images is processed to have Gaussian
point spread functions of equal FWHH. The noise tex-
ture of the slit images is seen to be quite different
from the pinhole images, and the slit images have a
very pleasing appearance.

mm 6 3mm 8 7mm

Figure 10. Rotating slit images of thyroid phantom
compared to pinhole Images at varying resolution. Im-
aging time is constant and total counts collected are •
indicated at left. (Courtesy E. Tanaka and T.A.IInuma,
National Institute of Radiological Sciences, Anagawa,
Chiba-shi, Japan)

Discussion and Conclusions

Amidst the welter of various apertures, detectors,
and processing schemes run two main themes: improve
the signal-to-noise and obtain tomography without ar-
tifacts and preferably without out-of-focus background.

The nature of signal related noise is such that
gains in signal-to-noise are achieved with coded aper-
tures when the object distribution is not well matched
to a compact, round detector. Thus when the object is
either sparse or has a shape much different from the
detector, gains in signal-to-noise can be realized by
spatial multiplexing of the data. Digital processing
appears to yield the best signal-to-noise.

Tomography with smooth defocussing has been accom-
plished, but actual decoupling of the depth information
from different planes has been complicated by noise and
the limited range of view angles. Any widespread med-
ical application of coded apertures will likely depend
on the solution of these problems coupled with fast,
real-time decoding schemes.
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Introduction

What is a coded source? The conventional
approach to transmission imaging is to use a rotating
anode x-ray tube, vt.ich provides the small, brilliant
v.Tay source needed to cast sharp images of accep-
table intensity. Stationary anode sources, although
inherently less brilliant, are more compatible with
the use of large area anodes, and so they can be made
more powerful than rotating anode sources. Spatial
modulation of the source distribution provides a way
to introduce detailed structure in the transmission
images cast by large area sources, and this permits
the recovery of high resolution images, in spite of
the source diameter. The spatial modulation is
deliberately chosen to optimize recovery of image
structure; the modulation pattern is therefore called
a "code."

A variety of codes may be used; the essential
mathematical property is that the code possess a
sharply peaked autocorrelation function, bpoause
this property permits the decoding of tfcc raw image
cast by the coded source. Random point arrays,
non-redundant point arrays, and the Fresnel zone
pattern are examples of suitable codes. This paper
is restricted to the case of the Fresnel zone pattern
code, which has the unique additional property of
generating raw images analogous to Fresnel holo-
grams. Because the spatial frequency of these raw
images are extremely coarse compared with actual
holograms, a photoreduction step onto a holographic
plate is necessary before the decoded im^g'e may be
displayed with the aid of coherent illumination.

Advantages of Coded Sources

There are two potential signal-to-noise ratio
advantages of a coded source: a throughput or
Jacquinot advantage, and a multiplex or Fellgett
advantage. These terms are borrowed from the
field of spectroscopy, where such gains were first
recognized.* '^ In diagnostic medicine, the need for
improved image quality must always be weighed
against the additional x-ray exposure needed to pro-
vide the improvement. For this reason, neither the
throughput or the multiplex "advantages" are appro-
priate in diagnostic radiology. Indeed, the potential
for a multiplex advantage occurs only if an image is
to be obtained in the presence of a parasitic radiation
background, or if the detector system introduces an
objectionable noise background. These types of
situations are simply not tolerated in diagnostic
radiology. The potential for a throughput advantage
only occurs with very special object structures
which define the incident flux into largely non-
overlapping beams; moreover, this "advantage"
arises because a large area source can generate
more radiation than a smaller area conventional
souroe. Obviously, the throughput advantage is not
applicable in situations where it is important to
minimize the x-ray exposure of the object under
study.

An analysis of the throughput and multiplex gains
in coded source imaging is contained in a later

section; this analysis points towards two areas
wh^re coded sources provide images with higher
signal-to-noise ratios than conventional sources:

1. x-ray imaging in the presence of a substan-
tial, undesired x-ray background

2. imaging of voids or cracks in radiation
shields.

Additional virtues of coded sources are depth discrim-
ination and the feasibility of using fluorescent radia-
tion instead of bremsstrahlung. The depth discrim-
ination of a coded source allows a series of images
to be reconstructed from a single transmission
image.

Holographic Reconstructions

Some of the characteristic properties of such
holographically decoded images are demonstrated by
the series of images shown in Fig. 1. The 1,2,3

FIGURE 1
series demonstrates that a single raw image cast by
the Fresnel zone pattern source can be holographi-
cally imaged at successive depths. Unfortunately,
the out-of-focus point spread function (which will be
treated analytically later on) does not adequately
wash out the high spatial frequency image content,
and so the utility of this focusing feature depends
critically on the extent of the operator's a priori
knowledge of the image content. The hand image was
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made of a dummy hand, composed of genuine bones
encased in plastic which simulateu the x-ray trans-
mission of flesh. This image illustrates that the
range of x-ray transmission covered by the plastic
and the bone is translated into an acceptable varia-
tion in grey level by the holographic decoding process.
The resolution chart image illustrates two facts.
One, the resolution limit (in this case 1 line pair per
millimeter) is determined by the usual geometric
factors, and by the width of the finest zones on the
Fresnel zone pattern source. Two, the noise in the
image varies spatially in proportion with the trans-
mission of the object; since the source is extended,
the noise pattern is smeared out over a width deter-
mined by the diameter by the source. Therefore, the
noise is greatest in the transmitting proportions of
the image, and lowest well inside the opaque areas,
gradually increasing in the vicinity of the trans-
mitting border. The worst case situation is that of a
just resolved opaque element surrounded by a trans-
mitting region; Fig. t shows an example of this

SOURCE otrecr

(C) ON-FOCOS 8ACK-
PfioM

(f) OUT-OF-FOGVS
U fST

FIGURE I
unfavorable situation - the noticeably noisy image of
a 2 millimeter lead strip in air. In each instance,
the raw transmission images were recorded on
DuPont Cronex 4 film, exposed in a cassette with
detail speed intensifying screens. These radiographs
were then photoreduced onto Kodak high resolution
plates, which were processed as phase holograms.

The Imaging Process

The imaging process can be fully understood in
terms of the concepts of projection and backprojec-
tion, as depicted in Fig. 2. In the projection step,
the volume around each point in the object attenuates
the incident x-ray flux in accordance with the aver-
age absorption coefficient over the volume. This
attenuation modulates a component of the flux over a
Fresnel zone pattern region of the image. This pro-
cess is most easily analyzed by thinking in terms of
an object (such as that shown in Fig. 2a) consisting
of a few pinholes in an opaque sheet. The lateral
position of the Fresnel zone pattern images clearly
corresponds to the lateral position of the pinlioles,
while depth is recorded by the scale of the Fresnel
pattern image.

The raw image cast by a Fresnel zone pattern
source obviously suffers from poor registration
among the various spatial frequency components,
because a pinhole is rendered as a scaled image of

the source. This places the high spatial frequency
components (the finer rings of the Fresnel zone
pattern image) far away from the center of the image.
To reconstruct a sharp image, it is necessary to
shift each frequency component the appropriate dis-
tance back towards the center. One way to accom-
plish this is to backproject the raw image onto the
source, as is shown in Fig. 2b. Since the detected
image carries no trace of the direction from which
each detected x-ray arose, each detected x-ray
photon must be uniformly backprojected over the
entire Fresnel pattern source. This creates an
objectionable background in the reconstituted image.
Nonetheless, backprojection definitely sharpens up
the image, since the "density" of the backprojection
increases twofold within the resolution volume about
the pinhole images. This peaking occurs, because
outside of the resolution volume corresponding to the
pinhole, the backprojection is mismatched to admis-
sible source regions (Figs. 2c, d and e). Viewed in
two dimensions as in Fig. 3, the backprojection

BACKPR07ECTI0N
ON - FOCUS ; OFF-FOCUS:

COMPLETE OVfBLAP PARTIAL OVERLAP

FIGURE 3
procedure is recognized as an autocorrelation of the
raw image with the source function, and the sharp-
ening of the raw image arises because the source
pattern possesses a sharply peaked autocorrelation
function.

The objectionable background which detracts
from the backprojected image arises because the
Fresnel zone pattern source behaves, in part, as a
large, uniform disk source. The background can
therefore be reproduced by recording an additional
image cast by a uniform disk source. If the proper
proportion of this additional image is subtracted
from the raw Fresnel zone image, the background
component is removed from the backprojectec image.
Later we shall see that this background subtraction
may be implemented by replacing the on-axis Fresnel
zone pattern source by an off-axis section of a
Fresnel zone pattern, and by interposing a (properly
scaled and oriented) lead grating between the off-axis
source and the dstector.

The Imaging Process MTF

It is worthwhile to analyze the operations of
projection and backprojection through the frequency
domain concept of MTF (the modulation transfer
function). First, notice that the "output" of the pro-
jection is the "input" for backprojection, so the MTF
for the overall imaging operation is the product of
the projection MTF with the MTF for backprojection.
This observation leads directly to a demonstration
that the MTF for the overall "in focus" imaging pro-
cess is positive. (A positive MTF indicates that all
of the sinusoidal image components are properly
registered with one another; a negative MTF corres-
ponds to components which are misregistered by half
a cycle, or "phase reversed".) The demonstration
goes as follows: When an object slice is projected
onto the detector and then backprojected onto the
original slice plane, the MTFs for both operations
turn out to be identical, so the overall MTF is just
the square ol the projection MTF. In the language of
electrical engineering, backprojection is a "matched
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filter" for the raw projected image.

The first job in calculating the overall MTF is to
find the point spread functions (PSF) for projection
and backprojection. As usual, the projection and
backprojection MTFs are calculated by Fourier
transforming the corresponding PSFs. It is tempting
to accept the projection PSF in its form on the detec-
tion plane: (See Fig 2.)

projection PSF(r) S1
as found on the = cos [" (g— '
detector 2

£> J i
I.J- £=) (1)

2

(The notation is as follows: R, outside radius of the
sourcei r j , inside radius of the smallest source
zone; s j . object slice to source distance; Sj , object
slice to detector distance; D = Sj + s2 .) However,
we are really interested in resolution within a given
object slice, so a factor of (D/ sj) must be included
as a scale parameter, to account for the magnifica-
tion of an object slice on the detector plane:

projection PSF(r)
(interpreted on an D
object slice a dis- = cosfffta-
tance s2 from the °2
detector)

r 2
—) ]

Dcirc U--
2

(2)

PSF(r) of back-
projection a
distance s i inside
object space from
the detector plane

D
cos[7r(^r

2

r 2
—) ]
r

r•=)

(3)

As anticipated, if S2 = s j , the PSFs (and hence the
MTFs) are identical; if s2 # s 2 , the overall MTF is
no longer a square, and hence the out-of-focus
imaging is degraded by misregistrations among the
frequency components.

The Fourier integral calculation of the exact
MTFs is straightforward, but tedious, because of
the large number of parameters, r^, s 2 , . . . etc; in
order to emphasize the concepts, these details are
relegated to the Appendix. In the Appendix it is
shown that the projection (and the backprojection)
MTF has the following approximats functional depen-
dency on spatial frequency f:

projection MTF
(or backprojection)

s i n {/3f2} . ( f / , ,
' 1

(a "DC" spike) (4)

The spike at f = 0 arises, because of the bias factor
of 1 / 2 present in the projection (and the backprojec-
tion) PSF. The circ function cuts off the MTF at a
limiting frequency f̂ , which is determined by the
width of the finest rings of the source. The param-
eter (3 varies with the distance s2 of the object
slice from the detector. If the previously discussed
background subtraction step is applied - to both
projection and backprojection - the "DC" spikes are
removed from the MTFs. The overall MT1' then
takes the form:

overall MTF
after back-
ground sub-
traction

«-> sin Of2) sin (0'f2)
.Hrc(f/f)-circlf/f^ . (5)(5)

In the case of in-focus imaging, P
overall MTF becomes a square.

/31, and the

In a noise-free imaging situation, the ideal MTF
would be unity; noise is always present in radiologic
imaging, so the MTF must be cut off above the highest
frequency of interest. An in-focus MTF like sinz(/3f2)
circ(f/fi> is deficient, because it completely fails to
image the spatial frequencies at the zeros of the sine
function. A much better MTF would be (sin2(0f2> +
cos2Of2))circ(f/fi)), because sin29+eos2 9 = 1. This
MTF can be synthesized by including an additional
Fresnel zone pattern source with a sine (in contrast to
a cosine) deptndency. With the addition of a term from
a sine source, the out-of-focus MTF takes on the form

out-of-focus M1F+*cos(8-/3')^) circ(f/ f, )circ(f/f!).
(6)

It would be quite a nuisance record raw images cast by
a sine source, a cosine source and a uniform disk
source. The ne;rt section explains how this nuisance
is avoided by using an off-axis section of a Fresnel
zone pattern for a source, and by introducing a lead
grating between source and detector.

Imaging with an Off-Axis Fresnel Source

Figure 4 shows the imaging configuration used
with an off-axis Fresnel zone pattern source. A peep-
hole is shown in the detection plane; from this vantage

The backprojection PSF does not pressnt this problem
because it is directed wiihin the object space:

SOURCE GffATING-
DETECTOR

sin(2or-"rc + |r£|2> and cos(2o?-r*c + liv!2) mo
by onraxis Fresnel zone patterns, sin(<*fn2 and
cosH"?!2):

FIGURE 4
point, the source is seen masked by the lead grating,
and the moire between the grating and off-axis source
is - an on-axis Fresnel zone pattern source? This

carriers,
modulated

(7)

Masking an off-axis Fresnel pattern with a lead grating
having the same spatial frequency as the carriers,
2*r£. therefore exposes the on-axis Fresnel zone pat-
tern modulation. The phase of this on-axis Fresnel
pattern source varies with the phase or registration of
the lead grating.

Returning to Fig. 4, note that the frequency of
the lead grating is chosen so that, as viewed from the
detector plane peep-hole, it matches the carrier fre-
quency of the off-axis source. Because the grating
and source are in different planes, as the peep-hole is
scanned across the detector, the phase of the on-axis
Fresnel pattern moire rapidly varies because of
parallax between the grating and the source. By using
a sufficiently far off-axis Fresnel zone pattern source
and a sufficiently fine grating, this change of phase in
the source pattern can be made to occur more rapidly
across the detector than changes in the projection
image due to the object structure. Because the phase
of the source does not vary as the peep hole is scanned
parallel to the bars of the grating, the raw images cast
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along a discrete set of narrow strips on the detector
sam jle the projection of the object from a fixed source
pattern, for example, (1/2 + 1/2 cosfar2))-circ(r/R>.
Interleaved halfway between these strips is another
set of strips which correspond to the projection of the
object with the source pattern (1/2 - 1/2 cos (orr2)) •
circ(r/R). The difference between these two sets of
sampled projection images isolates the image corres-
ponding to a cosine Fresnel source, without a back-
ground component. Similarly, the projection image
corresponding to a sin Fresnel source, without a bark-
ground, may also be isolated. Thus, the raw image
cast with the off-axis system provides the same data
base as the on-axis system collects with three sepa-
rate raw images.

In terms of the holographic analogy, the on-axis
system corresponds to Gabor holography, the off-axis
system to Leith-Upatnieks holography.3

Fluorescent Sources

The intrinsic efficiency of fluorescent x-ray
emission is quite high; for targets with atomic num-
bers jrreater than 40, more than 75 percent of the x-
rays absorbed by a K shell photoelectric process
result in the emission of K^ or K(J fluorescent x-rays.
This is high compared to the efficiency (about one-half
percent) of bremsstrahlung production iii conventional
rotating anode tubes. Consequently, there is no heat
dissipation problem associated with fluorescent targets.

Although the intrinsic efficiency of fluorescent
x-ray production is high, a conventional, small area
fluorescent source collects only a fraction of the total
emission from an excitation source. Since a coded
fluorescent source can be made much larger in area,
the overall conversion efficiency is more practical. A
detailed calculation shows that a coded Baiium source
with 20 percent emission purity attains an average
output of one K x-ray for every 10,000 electrons (125
KeV) incident at the primary target.

If alternate zones of the Fresnel source pattern
are composed of two different fluorescent materials,
for example, BaO and CeO2, the radiation from both
sets of rings is absorbed equally well by all chemical
elements except iodine and xenon, because these ele-
ments have their K edge between the Barium K<, and
the Cerium KJJ emissions. Therefore, this source is
specific to iodine and xenon. Other elements are not
imaged in the reconstruction.

Noise Considerations

Consider once again the view of the object and
source from a peep hole on the detector (Figs. 2b and
4). Imagine that the object is partitionti into many
resolution volumes. A large area of the object, con-
taining many of these resolution volumes, is within
the line of sight with the source. Each detected x-ray
photon is relatively valueless in measuring the x-ray
absorption in any given resolution volume; in fact, it
is most likely that the photon did not even pass through
the resolution voluThe of interest, because there are so
many other rays leading through the object to the
detector!

In short, although a large source can generate a
proportionately large flux, this is completely offset by
the proportionately large increase in the section of
the object a detected photon may have traversed -
unless:

defined, in spite of the large source area. Or
unless:

2. a background noise source dominates the
imaging process.

In case (2), the quantum noise from the background
dominates the image unless the transmission source
is powerful enough to provide a larger flux over the
entire projection area on the detector. If a conven-
tional source cannot provide enough flux, a more
powerful, larger area coded source is the answer.

The PSF of the projection is given in Eq. (2) as
the product of two factors. By the convolution
theorem, its Fourier transform (the MTF of the raw
projection image) is the convolution between the
Fourier transforms of each factor:

the projection =
MTF(f)

S,r, 2 S R 2
<-D~> sin f i

S r 2

S R
( ) )

S7R
4

(8)

2irf

The spatial Fresnel factor transforms into a Fresnel
factor in frequency; the circ factor transforms into a
familiar Bessel factor. The Bessel function factor is
sharply peaked, and so for small values of frequency,
f, the convolution between the Fresnel factor and the
Bessc-1 factor merely reproduces the oscillations in
the F'resnel factor. These oscillations, however,
increase rapidly with f, and they are ultimately
washed out at frequencies greater than those corres-
-.onding to the finest zones of the PSF. This frequency
fj, is given by:

limiting frequency R , D .
... — ^ - -J (g-)

g q
of the PSF, f

(9)

The MTF can be written in the approximate
functional form:

projection MTF(f>4_>sin Of2) • circ(b/be> +

(a "DC" spike) (10)

The DC spike is added on here for correctness. It
arises from a f.erm of 1/2 • circ(D • r / s , • R) which
belongs in Eq. (2) unless a background subtraction
has been performed to the projection image.
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A prototype gamma ray camera system has been ccn-
structed based on high purity germanium detectors
fabricated with orthogonal strip electrodes. Position
sensitivity is obtained by connecting each contact strip
on the detector to a charge dividing resistor network.
The camera requires only three amplifier channels to
measure the energy and location of gamma ray events.
Excellent energy and spatial resolution have been
achieved by cooling the resistor networks to 77°K and
by proper selection of noise filtering parameters
in the pulse shaping amplifier circuitry. This paper
presents theoretical and experimental results obtained
in the investigation of the charge splitting camera
concept. These restuls indicate that it is possible
to construct a high resolution germanium camera system
which has sufficient field of view and sensitivity
for routine use in nuclear medicine.

I. Introduction

In nuclear medicine the principal gamma ray imaging
instrument is the Nal(Tl) scintillation camera, often
referred to as the Anger camera. This instrument,

which was first introduced by H. 0. Anger1 in 1956, has
proved to be a powerful diagnostic tool and has led
to the development of man> innovative nuclear medical
techniques for the diagnosis of disease. However, as

has been shown by Anger2, the in vivo resolution of
the scintillation gamma camera is inherently limited
by its energy resolution (about 20 keV for the 140 keV
gamma rays of 99m-Technetium).

The scintillation camera is capable of resolving
line sources and point sources in a nonscattering
medium which are separated by less than 6 mm. For
the same sources 7 to 10 cm deep in a scattering
medium, however, the resolving distance widens to

about 15 to 20 mm. Anger2, Beck3 and others have
shown that the degradation of resolution is due to
photons which Compton scatter with smail energy loss
in the patient to a trajectory allowing them to enter
the collimator of the camera and be accepted in the
pulse height analysis window. If the energy loss of
the photon in the Compton interaction is less than the
energy resolution of the imaging system, then the
scattered photon will be recorded in the image as a
false event originating at the point of the Compton
interaction. With energy resolution of about 20 keV,
photons which directionalise by Compton scattering
at angles from 0° to 70° are recorded in the scintil-
lation camera image and lead to significant loss of
image contrast.

In order to improve the diagnostic capability of
nuclear medicine, it has been suggested that german-
ium'*'5>6 be employed as the radiation detector in a
gamma imaging instrument, since germanium detectors
exhibit a factor of S to 10 improvement in energy
resolution. With energy resolution of 3 keV or less

for photon energies of interest, semiconductor
detectors offer a fundamental solution to the problem
of image quality and contrast. The importance of
energy resolution for the improvement of nuclear
medicine images has been documented in both theoreti-

cal1* and experimental'*8 studies.

II. The Charge Splitting Detector Concept

Our reseaixh has focused upon the development of
position sensing germanium detectors which operate
in the charge splitting mode. These detectors are
based upon an orthogonal strip detector structure

which has been studied previously by Parker9'10 and

Detko11'12 and is shown in Figure 1. Both Parker and
Detko have used a separate preamplifier-amplifier
channel to read out each strip on the detector.

Recently, Kauffinan, et al.13'1"1, have used a delay

line readout method. Our work15"18 has involved the
investigation of orthogonal strip ietectors which
are read out using the resistor-dii'ider network
illustrated in Figure 1. The grooves between strips

Figure 1. The charge splitting orthogonal
strip detector.

"This work has been supported by the National Insti-
tutes of Health, National Institute of Neurological
Diseases and Stroke, Contract No. NO1-NS-2-2323.

create a matrix of relatively isolated diodes which are
addressed in row and column fashion by the orthogonal
set of electrodes. The function of the resistor net-
work is to electronically locate the ruw and column
positions of individual gamma ray interactions, using
just three amplifier channels. In this sense, a pulse
of charge which emerges from a given electrode will
divide into the resistor network in relation to its
location along the resistor string. The amount of
charge, Q. or Q,, which arrives at either end of the

upper resistor network fixes the original location
of the gamma ray event in one dimension and Q, provides

the position in the second dimension. Energy infor-
mation is obtained by summing Q and Q.,.

Six orthogoanl strip detectors have been fabri-
cated and evaluated in our laboratories. A photo-
graph of one of these is shown in Figure 2, which is
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a 14 x 14 strip detector measuring 3 cm x ?. '-m
x 0.5 cm thick. The methods used in fabricating

Figure 2. Photograph of the 3 era x 3 cm x
0.S cm thick detector which has
14 electrode strips on each side,
spaced on 2 mra centers.

these detectors are outlined in a paper presented
by Zolnay, et al. at this symposium.

I H . The Electronic Readout System

The electronic readout and image display system
for the charge splitting detector is shown in Figure
5. The detector and charge dividing resistor string
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Figure 3. The electronic signal processing
system which was used to
evaluate charge splitting
orthogonal strip detectors.

can be modeled" as a two-surface diffusive trans-
mission line. Analysis of the noise properties of
the model show that the minimum spatial resolution is
obtained by using antisymmetric Gaussian Trapezoidal
filtering. The FKHM spatial resolution is given by

4X
3.11 wL
Eq

where T_ is the detector temperature, L the length

of the detector, E the energy of the incident gamma
ray in keV, and T is the peaking time of the Gaussian

Trapeioulal filter. For minimum spatial resolution
the peaking time is set equal to .1 RnCp. where R

is the resistance of one charge dividing string.

The best energy resolution is obtained by using
a Gaussian filter operating at a long peaking time.
The FM05 noise resolution in keV is

.".ElkeVl = 7.1 x 10
-3

•88
4kW"D

1/2

(2)

where i,. is the detector leakage current. If the

leakage current is less than 1 nA and T is limited

to a raaximun of 6-8 useconds, the leakage current term
in Equation (2) can be neglected.

IV. Experimental Results

Several small prototype camera systems have beer
evaluated. The first one incorporated a position
sensing detector which is 2 cm x 2 cm x 0.5 cm thick.
This detector was grooved by cutting 10 parallel
electrode strips on one side orthogonal to 10 parallel
strips on the reverse side. The strips were placed
on 0.080 in. centers and the grooves measured 0.015 in.
wide and 0.050 in. detp. This 10-strip by 10-strip
detector had 5.5 keV (FKHM) energy resolution and 1.66
mm (FWKM) noise limited spatial resolution at a gai.ima
ray ;nergy of 122 kcV. A second prototype employed
a 9 x 9 strip detector having strips on 0.10 in. cen-
ters. The detector had a noise limited energy
reduction of 5.4 keV and a spatial resolution of 1.7
mm at a gamma ray energy of 122 keV. The measured
results of these two and other detector systems
correlates well w?th those calculated from the analyt-
ical model.

Imaging experiments were performed with each
prototype camera. These experiments, illustrated in
the images of Figure 4, demonstrated that two-point
radioisotope sources with a center-to-center spacing
of 2.IS am could be clearly resolved. A number of
other phantoms were also used to demonstrate the
energy and spatial resolving capability of the 2er-
manium gamma ray camera concept.

V. Conclusions

The results of this research program have demon-
strated the feasibility of constructing a germanium
gamma ray camera for us? in clinical nuclear medicine.
This has led to a proposed design of a large scale

clinical demonstration camera.'7 The proposed clinical
camera will have an approximately 36-square-inch
detector array (shown in Figure 5 inside of the usable
field of view of an 11-1/2-inch scintillation camera)
and is projected to exhibit an energy and spatial
resolution of 3.S keV and 3.8 mm, respectively. The
camera detector element will be assembled from sixteen
3.8 cm x 3.8 cm x 2 cm strip electrode detectors
electrically connected in quadrants measuring 7.6 cm
x 7.6 cm.

The assembly of the proposed germanium camera head
is illustrated in Figure 6, which shows a cutaway
view of the shell of the head containing the detector
array and environmental support system. The camera
head encloses the vacuum chamber, preamplifier section,
closed cycle detector cooling unit, and vacuum pump.

In summary, the feasibility of constructing a
clinical semiconductor gamma camera employing an array
of charge splitting orthogonal strip detectors has
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been demonstrated. Energy and Spatial resolution
values of .less than 4 keV and 4 mm, respectivelyf
are possible in such a system and would result in a
significant improvement over scintillation cameras in
image quality and clinical resolution.
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circle) of a scintillation camera.

Figure 6. Cutaway view of the mechanical components
of the proposed germanium camera head.

140



Proceedings. FRDA X-and Gamma-Ray Symp. Ann Arbor, Ml. May 19-71, 1576 (Conf 760639)

A PORTABLE MULTIWIRE PROPORTIONAL CHAMBER
IMAGING SYSTEM FOR HIGH RESOLUTION 1 2 aI IMAGING

J o e l L. Lazewatskyt Richard C. Lanza,* ° Brian W. Murray*

Craig Bolon , Ronald E. Burns, Masdimilano Szulc

Department of Nuclear Engineering* and the
Laboratory for Nuclear Science0

Massachusetts Institute of Technology
Cambridge, Mass. 02139

Physics Research Laboratory*
Massachusetts General Hcapital

Boston, HA 02114

A dedicated multlvire proportional chamber
system designed to image 125j labeled venous
thrombi is described. The chamber is filled
with a Kr-CO2 gas mixture at one atmosphere
pressure and utilizes an externally mounted
delay line readout. A pair of crossed x-ray
grids form a colllmator which yields an
optimum system efficiency of 3.1 x id for a
fixed spatial resolution of 0.74 cm. The
chamber is further designed to be light-
weight and portable for in-hospital use.

Introduction

Despite the long history of the propor-
tional chamber in the measureaent of ionizing
radiation, position-sensitive multiwlre
proportional chambers (MWPC) date only from
approximately 1968.1 l t quickly became
apparent that not only were such devices
practical, but they offered as well a number of
advantages over other position-sensitive radi-
ation sensing devices in terms of cost, flexi-
bility and spatial resolution.

Early in the era of renewed proportional
chamber instrumentation development, it was
suggested that the MWPC would have signifi-
cant imaging applications in nuclear medicine
aad radiology. The prospect of medical
application remains undiminished and develop-
ment has proceeded in many laboratories tc
solve the attendant technical problems
associated with in-hospital use.3 Most de-
vices reported to dace, however, have been
primarily laboratory instruments designed for
general nuclear medicine applications.

The major advantages of a MWPC as com-
pared with conventional scintillation cameras
are low cost and flexibility in design, allowing
a dedicated MWPC for a particular radioisotope
and/or clinical application. The clinical
advantages of a dedicated specialized MWPC
include around-the-clock availability, bsdside
operation and inherently digital image infor-
mation so that diagnostic information can be
readily quantified.

Clinical Applications

The detection of deep venous thrombi by
means of external detection of 125I-labeled
fibrin concentrations has provided useful
clinical data.*'5 The usual

detection method Involves the repeated moni-
toring of a number of locations on the
patient's leg performed using a hand-held
2" x 2" Nal(Tl) detector. This simple techni-
que has significant drawbacks in detecting
small thrombi (1-2 C B in length) or thrombi
near healing surgical wounds' when compared
to advanced X-ray venography.& Clearly the
problem is a result of the poor spatial
resolution of a single 2" % 2" Nal detector
given the relatively low ratio of thrombus
activity to blood pool or wound activity.
Obtaining a one or two-dimensional image
with a resolution better than 1 cm in both
dimensions would enable the visualization of
small thrombi by improving the spatial signal
to noiSJ ratio.

A tailored multiwlre proportional chamber
seems a reasonable approach to the achievement
of such improvement. It has been shown2 that
spatial resolutions of the order of a few
millimeters are readily achieved with distri-
butions of low energy photon emitters such as
125i (primarily 27 KeV Kai x-rays). Moreover
a light, portable instrument possesses advant-
ages in that it may bs brought to the bedside
of a post-surgical patient and positioned vith
a minimum of discomfort. Also, the relatively
low cost of this sort of instrument (as com-
pared with presently available scintillation
cameras) makes the dedication of an imaging
system to this one measurement quite attractive.

Chamber Construction

Figure 1 depicts the general arrangement
of the electrodes and the overall dimensions
of the assembled and electrically shielded
detectcr In its ultimate form. Table 1 lists
the characteristic dimensions, materials
and' electrical parameters of the chamber-
delay line system. Not shown in Figure 1 are
the delay lines which are mounted on a printed
circuit board beneath the backplane and out-
side the chamber volume. Connections are
made from the upper and lower cathodes tc the
delay line board via four fifty-conductor
Scotchflex cables and card-edge connectors.
The construction of each frame is by means
of four layers of G10 glass-epoxy strips
laminated with Shell Epon resin and overlap-
ping at the corners in a technique described
elsewhere." The anode and spacer frames, are
an exception to this in thai substituted for
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Figure 1 (above) External View of Chamber
Including Shielding But Without
Collimator and (below) Exploded View

the second layer beneath the wire-side of the
frame is a layer of 0.8 mn brass protruding
3.2 mm Into the gas forming a guard strip.

Delay lines: ESC Electronics, #2001401-10*
200 "Dm lmpedence, 40 taps
10 ns. per tap

Delay line-chamber coupling: direct

Krypton (Z " 36) was chosen as the noble
gas to be used due to its higher mass absorp-
tion coefficient for photons in the neighbor-
hood of 30 KeV than that of Xenon (Z-54).
This is a result of the energy of the Xenon
K-absorption edge (34.6 KeV), which is above
the energies of the X-rays of 1 2 5I. The
improvement in effective chamber efficiency
is r.ot, however, quite as dramatic as the
increase in mass absorption would suggest.
Inasmuch as Krypton has a 602 K-fluorescence
yield, it may be expected that some fraction
of the fluorescence photons produced will
interact in the chamber. This will ultimately
require circuitry to reject those events which
produce two start pulses within the delay time
of one delay line. Thus it has yet to be
determined what increase in counting effi-
ciency will result from using Krypton rather
than Xenon.

Readout and Signal Processing

The analog readout arrangement presently
being tested is depicted in figure 2. The

PREAMPLIFIERS

IMPLICATION

TIME TO
2CP.0 CROS9JG ANALOG

CONVERTERS

Table 1

Chamber Dimensions. Parameters and Materials

Exterior dimensions: 40.6 x 20.3 x 5.7 cm^

Active volume: 31.1 x 10.6 x 4.0 cm3

Anode-cathode spacing: 0.58 cm

Anode: 0.02 mm gold plated tungsten wire,
2.1 mm spacing, +3.0 KV.

Cathodes: 0.127 mm Cu-Be wire, 2.5 mm
spacing, -300 V, -600 V.

Drift electrodes: 0.127 mm Cu-Be wire,
2.1 mm spacing, -300 V,
-600 V.

Frame material: HEMA G10 fiberglass-epoxy,
1.78 mm

Backplane: NEMA G10, copper clad, 2 oz.,
-300 V.

Window: 0.951 mm alumlnized mylar

Gas: Krypton, 90Z; C02, 10Z

Chamber capacitance: 167 pf

Figure 2 Analog MWPC Delay Line Readout Sys-
tem

delay lines are terminated using modified
charge-sensitive amplifiers with electronically
"cooled" terminations *°. The signal tnec
goes to standard tunnel diode zero-crossing
discriminators (LRL 22X2151-P1). In the
analog version, the time difference is
converted to a pulse height via EG&G
IH200A/n time-to-analog converters which Is
used to position an oscilloscope trace. The
trace Is then brightened only when a true
event has occurred as determined by appro-
priate logic circuitry. The image is allowed
to cccumulate on Polaroid film using a
Tektronix C-27 camera system.

In contrast to the relatively routine
analog readout, the planned digital system
{iigure 3) directly digitizes the iime
difference using 250 MHz HECL counters yield-
ing 4 ns. time resolution. The two numbers
thus produced increment an appropriate loca-
tion in the memory of a 16K minicomputer.
The matrix of numbers which results may then
be stored on tape and displayed on a 32 gray
level CRT display which utilizes ita own CCD
memory to permit an adequate refr«eh rate.
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Figure 3 Digital MWPC Delay Line Readout
System

It is hoped that all relevant programing may
be accomplished via a high-level language
such as FORTRAN which may readily be run on
a machine of chis sort. Subsequent versions
may be further reduced in cost if an appropri-
ate microprocessor-based computer system can
be substituted for the minicomputer. All pro-
gramming may then reside in read-only memory.

Collinstor

Optimization

In order to optimize a system such as
this one for greatest efficiency given the
specified clinical situation, it is necessary
to determine which parameters are dictated by
physics and anatomy and/or feasibility and
which may readily be varied. It is clear
that the depth and size of the thrombus to be
Imaged are given in that they dictate, in
large measure.che resolution (R) and the
souroe-to-collimator distance (b). Addi-
tional quantities are primarily the materials
properties (linear absorption coefficients)
for '.he given X-ray energy.

Beyond these, all other parameters of the
chambert-collimator pystem may be varied in
such a manner as to maximize the ratio of
detected counts to source photons. We have
done this using a straightforward iterative
optimization in BASIC. The program requires
as input the linear absorption coefficients
of all materials involved (sjptum, gas and any
inter-septal material) the depth of the source
and the desired resolution. It then calcula-
tes the optimal dimensions for a square-
hole multichannel collimator given Anger's
criteriall and iterates that optimization to
determine the best chamber thickness consis-
tent with the desired resolution and naxinun
efficiency.

The Optimal Collimator

When one considers a lead collimator with
a spatial resolution of 0.5 cm for a thick
detector (approx. 4 cm) and 30 KeV X-rays,
severe mechanical limitations arise. Septa
ar<> lass than 50 um and channels less than
0.5 mm. It is clear that poured or corru-
gated lead collimators could not readily ba
built to these dimensions while maintaining
necessary tolerances In terns of linearity.

Thus we have investigated a different
construction method which does not have the

disadvantages of the above techniques for this
energy and solid angle. It Is illustrated in
figure 4 and consists essentially of two ortho-
gonal laminated structures of alternating
layers of hlgh-Z {lead, e.g.) and low-Z

MYLAR

Figure 4 Laminated 2-Dimensional MWPC
Colllmstor

(mylar, paper, e.g.) materials. Each lamina-
ted grid behaves as a one-dimensional colli-
mator entirely independent of the other. The
performance of a collimator in terns of trans-
mission, septal penetration and resolution
is entirely independent of its position be-
tween the source and detector. Thus It is
clear that this collimator may be treated in
essentially the same fashion as a square-
hole multichannel collimator. Intuitively,
what has been done is a separation of the two
(orthogonal) dimensions of an "egg crate"
collimator in a dimension over which their
performance does not vary. In actual fact,
there is a slight decrease in performance
due to the additional scurce-to-collimator
distance Imposed by the additional thickness
of collimator. For low energies, however,
this is only a small fraction of the total
source-to-detector distance and has little
effect.

quantitatively, Anger has shown that
the resolution of a square-hole multichannel
colllnator is given by

R -
d(»e + b + c)

ae a - 2W-1 (1)

where "d" Is the septal spacing, "a" the sep-
tuti height, "b" the source-to-colllmator
distance, V the aeptal linear X-ray absorption
coefficient and "c" the detector half thick-
ness. We define "c" not as the central plane
of the detector medium but rather as the
plane at which half of the total absorption
has taken place. For highly absorptive
materials this tends toward the colliaator
side of the detector medium, whereas for less
absorptive materials it tends toward the
center of the detector.

Equation 1 is not strictly accurate for
this type of collimator. The geometric origin
of (I> Is evident In that a + b + c ii sim-
ply the source-to-detector-ehalf plane dis-
tance. Thus the only ae that la to be
changed for our laminated collimator is the
one in the numerator of the right side of
equation 1.

Anger's expression for geometric
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efficiency is

g *SJ_ae(d + t) J (2)

where t is the septal thickness. It is clear
that there is no parameter which will be alt-
ered by separatejn of the layers, since ac is
the septal height, not the collimator height.

Results of running the optimization with
the above modification for lead septa, mylar
spacer and 0.52 cm resolution are given in
table 2 on the first line each of "resolution"
and "system efficiency" for two different
chamber sizes. Column one uses the optimal
chamber as determined by our program.

Table 2

Chamber
Thickneo3

System
Efficiency

Resolution

0: Optimal

0:
F:
M:

0:
F:
M:

F:

5.

1.
4.
1.

0.
0.
0.

4 cm
—4

03xl0~*
27x10

517
835
472

"Fineline" M:
(60/inr.h)

4.

1.
3.
8.

0.
0.
0.

0 cm

— 4
31x10 7
06x10"*
58xlO"3

456
739
418

"Microlina"
(80/inch)

Column 2 is the present chamber which is small-
er in order to reduce its thickness and make
positioning it under the leg of a recuperat-
int patient less difficult and less uncomfort-
able for the patient.

Practical Collimators

Building collimators of this type, al-
though simpler than other methods, is still a
considerable amount of work. However, if the
resolution is not regarded as a precisely
fixed quantity, then it is possible to use
commercially available stationary X-ray grids
with excellent results.

X-ray grids normally used for cleaning up
scatter in medical radiographs are constructed
in essentially the same fashion aa the colli-
mator described previously. We have made reso-
lution and efficiency calculations for two
Stationary X-ray grids manufactured by Liebel-*
Flarsheim. The remaining entries of table 2
give the calculated resolution and efficiency
of these two grids. If we then run the opti-
mization and request the resolution given by
the "Fineline" (F) collimator, the efficiency
result is within 22 of that of the optimum
collimator. That is, given the choice of
spatial resolution, one cannot find a signi-
ficantly better collimator of this sort.

We are presently testing a collimator
made from a pair of "Flnaline" 6:1 stationary
grids kindly donated by Llebel-Flcrshelm.
These have yielded the expected FWHM of 0,75
cm (plus 0.2 cm for the diameter of the *"I
source used)•

*Liebel Flarsheim, Sybron Corp., Cincinnati,OH

Count Rate Considerations

f-lculations yield an overall system
efficiency of 3.1 x 10"4, or approxinately
600 cpm/vCi. Thus a thrombus one inch long
containing 0.3iiCi of 125I would yield 900
counts in five minutes in 4 resolution ele-
ments, or 225 counts/resolution element. The
blood pool background might conservatively be
estimated at 5uCi yielding 15000 counts in
five minutes over all 412 resolution elements,
or 36 counts per resolution element. This is
a signal-to-noise ratio of nearly 6.3 to 1.

Coaelusion

He have described the design and const-
ruction of a highly specialized multiwlre
proportional chamber system for Imaging *2
Preliminary tests using Argon-C02 indicate
that it should perform as expected once the
initial problems are resolved. At present,
we plan to evaluate the system with patients
in collaboration with Dr. W. Harris at MGU
using the analog readout system. However,
it is anticipated that the digital system
will offer a means to record and display a far
wider dynamic range than is possible with
Polaroid film and will permit more sophisti-
cated treatment of the data, including back-
ground substraction and day-to-day comparisons.
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APPLICATION OF A Ga-68/Ge-68 GENERATOR SYSTEM TO BRAIN IMAGING
USING A MULTIWIRE PROPORTIONAL CHAMBER POSITRON CAMERA

R. S. Hattner, C. B. Lim, S. J. Swann, L. Kaufman, D. Chu, V. Perez-Mendez
University of California, School of Medicine

San Francisco, California
and

Lawrence Berkeley Laboratory
Berkeley, California

SUMMARY

A Ge-68/Ga-68 generator system has been applied
to brain imaging in conjunction with a novel coinci-
dence detection based positron camera. The camera con-
sists of two opposed large area multiwire proportional
chamber (MWPC) detectors interfaced to multichannel
lead converter plates. Event localization is effected
by delay lines.

Ten patients with brain lesions have been studied
1-2 hours after the administration of Ga-68 formulated
as DTPA. The images were compared to conventional
brain scans, and to x-ray section scans (CAT). The
positron studies have shown significant mitigation of
confusing superficial activity resulting from crani-
otomy compared to conventional brain scans. Central
necrosis of lesions observed in positron images, but
not in the conventional scans has beer, confirmed in
CAT. The economy of MWPC positron cameras combined
with the ideal characteristics of the Ge-68/Ga-68 gen-
erator promise a cost efficient imaging system for the
future.

INTRODUCTION

Although a Ge-68/Ga-68 generator system with re-
markable properties has been available for a decade,
it has found Tittle clinical utility because of the
poor ability of conventional scintigraphic instrumenta-
tion to image annihilation photons (511 keV), and the
unavailability of practical coincidence based positron
cameras. Ge-68 has a 275 day Jh and Ga-68, the daugh-
ter, has a 1.13 hour T*s. Thus, a single generator
constitutes a 2 year supply of a high purity positron
emitter (184* 511 keV photon/disintegration) with an
ideal Tis for physiologic imaging.

METHODS AND MATERIALS

An economical large area, large solid angle,
positron camera using gas filled multiwire proportional
chambers coupled to lead channel converters has been
constructed and its imaging performance character-
ized. ' Use of the Ge-68/Ga-68 generator, its
eluate formulated as Ga-68-DTPA, in conjunction with
the MWPC positron camera follows.

Ten patients with brain lesions (primary neo-
plasms, 8; abscess, 1; metastases, 1) were studied
1.5-2 hours after administration of Ga-68 DTPA. 100-
200K coincidence events were recorded over approximate-
ly 30 minutes. A single positioning with sagittal
plane perpendicular to the detectors was used. Serial
frontal images were reconstructed from the data set by
determining the intersection of the annihilation
vectors in planes separated by 1-2 cm after field uni-
formity correction, thresholding, and a single center-
weighted smoothing, the images were displayed on the
computers storage oscilloscope, and photographed with
Polaroid film. Corroborative data included x-ray sec-
tion scanning (CAT), conventional Tc-99m-DTPA scinti-
graphy, and surgical pathology in all patients.

RESULTS

Tiie lesions were well visualized in eight
patients. One glioma was poorly seen, and another
glioma escaped detection because of technically sub-
optimal camera performance. The positron images demon-
strated superb tomography. Positron images signifi-
cantly mitigated the problem of interference of super-
ficially increased activity from craniotomy in deter-
mining the presence of an intracranial lesion in con-
ventional Tc-99m-DTPA scans, corroborated by CAT. Cen-
tral necrosis of lesions shown in CAT, not evident in
the Tc-99m-DTPA scans, was observed in the positron
images (see Figure 1). Lesion extent appeared occa-
sionally underestimated in conventional scans compared
to the positron images and CAT. In this patient series
the positron images, although crude, often provided
more information than the conventional brain scans.

DISCUSSION

The MWPC positron camera potentially offers a
number of advantages over the other systems. Some of
these are: 1) low system cost; 2) low cost, large
sensitive area detectors; 3) good efficiency for static
imaging; 4) good spatial resolution; 5) good uniformity
response; and 6) excellent tomography permitted by the
large solid angle of large detectors.

Overall evaluation of diagnostic performance of
the system, including patient factors suggest addition-
al benefits. Ga-68 is conveniently obtained. The
chemistry allows fabrication of a generator system,
elutabla every two hours, requiring replacement every
1.5-2 years. Delivery logistics and economic consider-
ations of such a system permit very wide spread avail-
ability of the radiopharmaceutical. The low injected
dose (1-2 mCi) required and the short th result in a
50% reduction in radiation exposure compare.! to a con-
ventional brain scan using 10-15 mCi Tc-S9m. A data
set is accumulated from a single positioning of the
patient, saving repositioning time. Planned system
upgrading is anticipated to result in improved sensi-
tivity and spatial resolution, the former to a degree
permitting image deconvolution to subtract the influ-
ence of off axil planes.
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Figure 1. Positron images reconstructed in frontal planes at levels indicated from occiput {top five images).
Note lesion (glioma) in sharp focus at 5 cm demonstrating central necrosis. Tc-99m-DTPA scintiphotograph (lower
left image) in posterior projection. Note .ipparent homogeneous distribution of activity in lesion. CAT scan
(lower right) corroborating central necrosis suggested in positron image.
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THE USE OF X- AND GAMMA RADIATION FOR SELECTIVE ANALYSIS
OF BI-COMPONENT MATERIAL
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ABSTRACT

Theme of two monochromatic penetrating beams of appropriate energies
makes it possible to selectively analyze for either fraction of a two component
system. A key quantity a the R value, defined ua: R = Ln (I QJUI) I Ln
(102 Ht) where land 2 refer to the energies of Ike photon beams and "0"
represents unottenuated intensity. For animal tissue, R is directly proportional
to the fraction of either component of the absorber, but in general a linear
transformation relates the two. The components to be analyzed determine the
optimal photon energies needed for the system. Applications of dual photon
absorptiomelry have concentrated on biomedkal measurements. The system
can be extended to diverse applications. Our principal contribution to this work
has been the development of toft tissue component aisay. l09Cd pfeoloiu con
analyze 10cm thick tissue samples, withabsolute lipid fraction assay accuracy
of ± . 015. Further developments have yielded a device for the assay of in
viao triceps tissue.

INTRODUCTION

Equation (5> follows from equations (2), (3), and (4)
plus the fact that F 1+ Ffa

R =
"b2

Inversion gives F

1.

a l (5)

bl

("bl - n
(6)

a2

To selectively analyze a bi-compo:ient material
for the quantitative amount of either constituent, one
may use two beams of monochromatic photons of the
appropriate energies. To accomplish this the beams
are passed through the material and the attenuation
of each energy component is noted. The next step is
to form the following function, known as the R value:

Dividing by i*^ and noting that R =

R b - R
(7 )

( R -
V b

b2

R = Ln (!„ (1)

where IQ1 and l 0 2 are the unattenuated intensities of
the two photon beams, and Ij and I2 are the attenu-
ated intensities. The relationship between the R value
and the fractional proportions, F and F , of the two
substances present in the absorber i s developed in the
following equation. The exponential absorption law
allows equation (1) to be written £.s:

R = Pt / lig pt = (2)

Where p and t are the absorber density and thickness,
and Hj and;*2 are the mass absorption coefficients of
the absorber at the two energies of the dual photon
beam. If the individual mass absorption coefficients
of the two constituents of the absorber are referred to
by subscripts a and b, then one can write:

If, as i s sometimes the case, \i „ =• n ._ . then (7) can
be simplified to:

In the most general form, then, F is a function of R,
which is experimentally measured using equation (1).
For a given pair of substances to be analyzed, the
mass absorption coefficients can be determined from
tables or they may be experimentally determined from
absorbers of known density and thickness. The experi-
mental method is usually resorted to when the element-
al breakdown of either substance is unknown.

In the case where the thickness of each component
is required rather than the fractional proportion, the
derivation proceeds differently. In this case the two
exponential absorption equations are written as:

U, = U , F +
1 al a. 'bl F b (3) LnVV = u , o t

al a o (9)

(4) (10)

where Fa and F b are the fractional proportions of the
individual absorber components.
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The solution will teke the following form:

= K 3 K 4 L n ( I 0 2 / I 2 > U 2 >

Where the K's are constants dependent on +he densities
o snd oij and on the energies of the two photon beams.
Tne relationship between t and F is gi ven by:

o f
a a

+ o, t
b b

(13)

PHOTON ENERGIES

This section deals with the problem of selecting
the appropriate energies for the two photon beams used
for a bi-component analysis. I* is instructive to begin
a general inquiry into this area by examining the way
in which the R value changes from one material to <he
next. For simplication, the materials considered will
be limited to the elements. By use of equation (2) and
a table of absorption values, an R value curve can be
generated for each pair of energies under consideration.

will be the sensitivity of the system to small changes
in composition. Point two is al.so informative. Large
K values mean that the lower energy beam is much
more highly absorbed than that of the upper energy.
As a consequence, to avoid large poi.sson error, the
intensity of the lower energy beam will need to be
greatly augmented.

The greatest limiting factor to the precision
obtainable at a given beam intensity is poisson statis-
tical error. This error will change depending on the
beam energy, substance analyzed, and sample density
and thickness. Thus, it is advisable to determine the
thickness range over which measurements of minimum
statistical fluctuation can take place. Using fhe well-
known formula for propagation of errors and equation
(1) we find that

2
L n H 0 2 / I 2 > 01 1 R" - I •7— n ( 1 - 4 )

Where oR is the standard deviation of H. Given IQ,
and 1Q2 as constants equation (14) can be expressed
as a function of t if Ij and I.j are eliminated by using
exponential absorption law.~

ERROR CURVES 30 - 80 keV

R VALUE Vs Z

5 0 -

R »-

10 20 30 40 SO 60 70 80

Fig. 1. The R value is plotted against elements of
increasing Z number for 3 energy pairs.

Figure 1 illustrates the trend of the R value with in-
creasing Z number for 3 pairs of photons. The dis-
continuities in the graphs are due to absorption edge
effects. There are two items of information to be
obtained from this graph. The first is the difference
in R values between the two elements to be analyzed,
and the second is the absolute size of the R values.
Point one is very important. The greater the differ-
ence in R value between two substances, the greater

100-
i'hotphorm

.01-

.001-
.01

t ( cm. ) -
100

Fig. 2. The standard deviation of the R value is
shown for three elements for an energy pair of
30 and 80 keV. I = I = 106.
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The use of equation (14) in conjunction with the
mass absorption coefficients of the substance to be
analyzed can provide a practical means to determine
the ideai thickness range for measurement. Fig. 2
shows plots of ajj for three elements as a function of
t. A plot can be made separately for each energy pair
under consideration. (Graphs for more complex sub-
stances can likewise be drawn, but for simplicity's
sake we limit this example to the elements). Since
each element attains a minimum at a different point,
it is necessary to impose two criteria to insure an
efficient bi-cornponent analysis, [1) aR*.Ol Ft for
either substance. [2] <rR * . Oil Ra - Rb!. The first
criterion keeps the statistical fluctuations at less than
the 1% level for the E value measurement of either
substance. The second criterion insures that the
sensitivity of the system to a 1% change in comgosi-
tion will not be obscured by poisson fluctuation.

The application of these criteria to a beryllium-
phosphorus combination is shown in Fig. 2. Criterion
[1] applied to phosphorus (R - 7. 2) gives t intercepts
at . 4 and 3. 2 cm. The same criterion applied to beryl-
lium gives t intercepts at . 75 and 30 cm. Criterion
[2] gives intercepts nearly identical with those of
phosphorus. Taking the innermost two intercepts,
the allowable thickness range is . 75 cm to 3. 2 cm
for a Be-P combination.

Graphs can be plotted for composite materials
if the elemental composition is known. As an example,
using the information provided by Omnell and Tipton,
Fig. 3 depicts the error-curves of human fat and
muscle tissue, using 22 and 88 keV radiations.

TISSUE ERROR CURVES

T(cm)

Fig. 3. Error curves for human fat and muscle
tissue using 22 and 88 keV photons in the two photon
method. Initial intensities are 106 for I o 2 2 and
1.7x105 for I0 8 8 .

*This assumes that ^ 2 ="M'b2'
than 9 should be plotted.

R

I f not> t h e n °f r a t h e r

The ordinate is represented by the standard deviation
in the fat fraction, it is evident that at thicknesses
less than 1 cm t'nere will be too much variation for the
measurements to be considered accurate. More pho-
tons would be needed to reduce error or a different
pair of energies used if measurements in that thick-
ness range are to occupy a major portion of the work.
At the other end of the scale a minimum error for
muscle occurs at about 7 cm of tissue, and at 10 cm
the error has begun to increase due to the heavy ab-
sorption. The error curve for fat will not turn up-
ward until 15 cm is reached. Taking into account the
range of fat to lean ratios in human tissue, the prac-
tical measurement range is about 2-12 cm for l o aCd
with the given intensity. Other isotopes, such as
133Xe and 31 and 81 keV photons, will provide a dif-
ferent effective measurement range.

After demonstrating how to select photons by
energy for various kinds of analysis, we would like to
suggest some applications for which the two-photon
system would be useful. The first possibility would
be to monitor metallic alloy composition. Depending
on whether thin foils or thick sheets were being mea-
sured, a different energy pair would be selected ac-
cording to the methods outlined above. The system
could also be used to monitor thickness if this were
desirable.

Another possibility for application is in the chem-
ical laboratory. A two-photon method could provide
swift and accurate determinations of the level of con-
centration of a solution. The advantages of this method
are manifold. For instance there would be no need of
sampling the solution, since nothing is destroyed or
neutralized. Another advantage is that the analysis,
if so desired, could take place through a sealed con-
tainer. On the other hand, one disadvantage is that
the sensitivity of the system is generally restricted
to the neighborhood of parts-per-hundred. Traditional
methods would still be needed for higher sensitivity.

A final possibility touches on the area of bio-
medical studies. As Fig. 3 suggests, the two-photon
method can be used to analyze tissue into its fat and
fat-free components. There are several promising
medical applications. One of the more interesting of
these is a system designed to follow the course of a
muscular wasting disease and thereby perhaps expedit-
ing diagnosis and treatment. In hopes of developing a
system with such capabilities, our experimental work
has been directed to the analysis of tissue into its fat
and fat-free fractions.

Table I presents the results of a two-photon anal-
ysis on a series of beef tissue samples. For this set
of samples the 31 and 81 keV radiations from 133Xe
have been utilized. The results of the photon analysis
are compared with results of a chemical extraction of
the fat. The samples were prepared by blending vari-
ous amounts of lean and fat tissue together until the
mixture was homogenous. The tissue was then packed
into tubes for analysis and a small portion afterwards
withdrawn for the ether extraction. Similar studies
have also been done using 109Cd. Results are compar-
able and slightly more accurate in this thickness
range (4-7cm). These results show the feasibility of
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using a two-photon system to obtain reliable fat-lean
determinations.

ANALYSIS OF BEEF MUSCLE

Sample

1
2
3
4
5
6
7
8

Fat Fraction
(by 133Xe)

. 08

. 19

. 3 0

. 4 2

. 44

. 4 8

. 5 1

. 56

Fat Fraction
(by extraction)

. 0 9

. 16

. 28

. 4 0

. 4 4

. 4 6

. 5 1

. 59

Difference

. Oi

.03

. 02

. 02

. 00

.02

.00

.03

Table I. Experimentally determined fat fractions
from beef tissue using *33Xe.

CONCLUSION

The two-photon system selectively analyzes the
amount of each substance present in a two-component
absorber. The choice of photon energies for the most
accurate application is a function of absorber compo-
sition and thickness. The major limitation is the im-
precision resulting from poisson fluctuation, this being
a function of beam strength, composition, and thickness.
The possibilities for application range from in vivo
determination of tissue lipid level to industrial uses
such as measurement of alloy composition.

Our own endeavors hare been in the biomedical
field. We have successfully measured lipid levels in
beef tissue in vitro, as well >s human triceps in vivo.
In the latter case we have constructed an instrument
for restraining limbs so as to attain a high degree of
reproducibility by reducing positioning error.

From in vitro tissue the next step is to make
in vivo measurements. For this task we assembled
an apparatus to position and restrain the upper limb.
The target was the triceps region which we chose as
being readily accessible and hopefully representative
of the remainder of the body tissue. An integrative
scanning method was used to ascertain the average fat
content of a cylindrical slice of triceps-biceps tissue.
The data in Table II presents a selected sub-set of
normal subjects from a larger initial volunteer study.
All subjects were males and it is seen that although
the weight of each varied considerably, the heights
were all very close to 70 inches. The fourth column
is the skinfold caliper thickness which is a measure of
the thickness of the subcutaneous fat layer. It is there-
fore to be expected that the larger the skinfold reading
the greater the fat fraction measured by photon analy-
sis. This indeed was the case as the correlation co-
efficient between the data of the last two columns is
. 89, indicating a positive relationship. Not shown
here, other body indices, such as arm girth, were
also recorded in this study. A fuller evaluation and
search for possible normative standards is presently
being carried out.

PERCENT FAT BY TRANSVERSE SCAN

Subject

1
2
3
4
5
6
7
8
9

10

Height

69.5
69.5
71
69
70
70
72
70.5
71
71

Weight

130
150
155
160
160
147
200
182
230
183

Skinfold (mm)

6
10.8
15
14
16
14.5
17.6
22
19
20

% Fi

6 . 9
11.9
13
15.6
22. I
23.6
29.9
30
34
3 4

Table [I. A comparison of the fat content values at
the triceps muscle region for six subjects obtained
by skinfold calipers and dual beam x-ray absorption
using 109Cd is shown here.
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GAMMA RAY SCATTERING FOR DENSITY DETERMINATIONS
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ABSTRACT

A method is described which provides an absolute density determination
by measuring the monoenergetic photons Compton scattered through a specif-
ic angle from a well defined volume of a material Theoretically, the method
measures density independent of geometry and surrounding material. A small
geometrical dependence does exist, however, because of the finite cross-section-
al area of the. photon beam, and the degree of dependence changes with sample
size, with density of shadowing material, and with type of collimation. Densi-
ties of organic liquids, water, tacit*1, crystalline materials, and zinc sulfate solu-
tion have been measured to verify the method. Differences betueen Comp-
ton densities and known densities are tvpically less than 3%, Samples of ex-
cised bovine bone have been measured, and density values correlate well
(r = 0.97) with independent methods. In vivo human catcannus determina-
tions are proposed.

INTRODUCTION

Accurate density measurements are of impor-
tance in medicine, industry, and research. In some
cases Archimedes' principle is impossible to apply
and ether methods are inadequate. Some methods,
such as the dual beam absorptiometry technique for
measuring bone density, measure only the related
quantity g/cm . Compton scattering was used to
determine density as early as the mid-1950's (1, 2),
but only recently has the method been investigated in
regard to absolute in vivo bone and lung measurements
(3,4,5,6,7,8).

In Compton scattering, the energy of the scat-
tered photon is given by

E' =
1 +

5 f i (1-cos9)
(1)

where E is the incident energy in keV and 6 is the
scattering angle. The number of photons scattered
through a given angle is proportional to the density
of electrons in the scatterer, and the electron density
is related to physical density, o, by

Electron density = o -5- Nj \ a

where Na is Avogadro's number.

(2)

Fig. 1. Positions of sources (S). detectors (D), and
sample during the required measurements (left). De-
tail at right indicates measured quantities as explained
in the text. The density determination is at the beam
intersection.

this transmission d2) is measured, the sample is ro-
tated by 180°, and scattering from the first source is
again assayed (P ). Starting with the absorption law.

I. = I01
-u, o (a+b)e 1

I 0 2 e

P l =

< C + d )

B e 2
od

• I
0 1

(3)

(4)

(5)

(6)

Measurement of Compton scattering is influenced
by absorption within the material, which can be ac-
counted for by using two monoenergetic beams of pho-
tons and by measuring both transmission and scatter-
ing in the following manner.

A narrow, monoenergetic beam of photons from
a radioactive source is directed at the sample, and
transmission through the sample (Ij) and Compton
scattering at the desired angle (Pj) are measured, as
illustrated in Figure 1. A photon beam from the
second source, with energy equal to that of the scat-
tered photons from the first source, is passed through
the object along the path of the scattered beam. After
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where n is the mass attenuation coefficient, B is a
function of electron density and Compton cross section.
Since the Compton cross section is constant for the
monoenergetic incident photons in a given medium

B ~ o — N (7)
A a

or B = K p (8)

where K is a proportionality constant. Therefore,

Od
Ko e (9)

(10)



Then

o(c-i-d)

• ( 1 1 )

01

So that

02

Constant
1 / ,

(12)

(13)

The constant in equation (13) may be determined by
measuring the scattered and transmitted values for a
sample of known density, such as water. Unless the
half-lives of the two radioactive sources are identical,
this constant will change with time, so the system
must be recalibrated periodically (8).

It should be noted that the derivation applies to
any size or shape sample, independent of surrounding
material, as long as the size and shape are constant
during the measurement.

MATERIALS and METHODS

The optimum photon energy for in_ vivo bone
density measurements, considering both radiation
dose and scattering efficiency, is about 100 keV (3).
Of the isotopic source combinations which could be of
practical use (a), the 153Gd-170Tm pair, with gamma
rays at 100 keV and 84 keV, respectively, was best
suited for bone density detprrr.inations. An instru-
ment was designed and constructed for use with these
isotopes, with source collimators 0. 5 cm in diameter
and 2.0 cm long. The collimator for the transmission
detector (Dj in Figure 1) is 0. 5 cm in diameter and
2. 0 cm long, while that fcr the scattering detector
(D2) is 0. 5 cm x 3. 0 cm long. The scattering angle
is 86° and separation between collimator faces is
typically 10 cm, although both angle and separation
are adjustable. An improved device with greater ver-
satility is illustrated in Figure 2. The detectors are

Fig. 2. De
surements.
position.

vice designed for in vivo human heel mea-
? calcaneus is in the measurement

matched Na I (Tl) 2" x 2" crystals with RCA 4523
photomultiplier tubes, and detection efficiency is ap-
proximately 100% at 100 keV. Analyzer windows are
set at 94-106 keV for the 100 keV gamma of 153Gd,
and at 78-90 keV for the 84 keV photons of 170Tm and
the 84 keV scattered 153Gd photons. The '5 3Gd
source is 100 mCi and was obtained from the Isotopes
Development Center of Oak Ridge National Laboratory,
and the 500 mCi l 7 0Tm source was supplied by Inter-
national Chemical and Nuclear Corporation.

Water samples were "sed to calibrate the device,
after which samples of petroleum ether, ethyl alcohol,
lucite, carbon tetrachloride, quartz, and zinc sulfate
solutions were measured repeatedly. Several excised
ox bones were obtained, from which twenty samples
of trabecular bone were prepared. These were im-
mersed in alcohol which served as both preservative
and crude soft tissue simulator, and were measured
by the Compton scattering method ind by Archimedes'
principle.

RESULTS and DISCUSSION

Results of the measurement of samples of known
density are listed in Table !. The e r r o u are consis-
tently small, the largest being 3. 1% for CCI4. Measure-
ments of CC1. generally consisted of about 103 scat-
tered counts GP1+P2), so statistical deviation is a sig-
nificant fraction of the error. Standard deviations are
usually about £-3% of the density values, with only
slight dependence on the number of measurements.

RESULTS OF KNOWN DENSITY SAMPLES

SAMPLE

Petroleum ether
70% Ethyl alcohol
Water
Lucite
CC14

Quartz

ZnSO, bOlnticns
4

1
1
2

1
1.
I.
1.
1.

0 ± Std. Dev.

.663 ±

.888 ±
.026
.011

Standard
. 195 ±,
.54 ±,
.58 ± ,

. 043 ±.

. 089 i .
, 141 ± .
, 193 ± .
227 ± .

.015

. 0 5
, 0 2

.046
023
029
033
047

1
1
1
2

1
1.
1,
1,
1.

PTrue

.665

. 890

.000

. 185

. 5 9

. 6 5

.050
, 100
, 150
.200
250

Error

0
0

0,
3,
2.

0 .
1.
0 .
0.
1.

.3 %

.2 %

. -

.8 %

. 1 %

.6 %

7 %
0 %
8 %
6 %
8 %

Table I. Results of the measurement of known density
samples. Each sample was measured at least ten
times. Total counts per measurement were:

P I «10°

Table II gives the results of ox bone studies.
Assuming that the Archimedean measurements are3

correct, the bone densities ranged from 1. 13 g/cm
to 1. 58 g/cm3, which is also a typical variability for
human trabecular bone in vivo. In only three cases
did the measurement techniques disagree by more
than 3%. These three samples were near the top of
the density range, and each time the Compton density
was higher than the Archimedes density. Overal!. a

152



linear regression comparing the two techniques
(Figure 3) indicates that

with a correlation coefficient of 0. 977 (p <0. 001).

COMPARISON OF OX BONE DENSITIES

Compton vs Archimedes Methods

Sample No.

1
2
3
4
5
6 1
7 end A

end B j
8 1
9 1

10 1
11 1
12 1
13 1
14 1
15 1
16 1
17 1
18 1
19 1
20 1

Compton Archimedes

1.38 ±
.68 ±

1.23 ±
.59 ±
.15 ±
.36 ±
.20 (4
.39 (7
. 3 6 ±
. 19 ±
. 4 8 *
. 2 0 ±
.50 ±
.59 ±
. 2 4 ±
.30 ±
. 12 ±
.21 *
.24 ±
.22 ±
.44 ±

. 0 1
. 0 2
. 0 1
. 0 2
. 0 1
. 0 1
trials)
trials)

. 0 1
. 0 1
. 0 1
.01
. 0 1
. 0 2
. 0 2
. 0 1
.02
. 0 1
. 0 1
~ 0
01

1.
1 1

1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.
1.

42
53
24
58
17
34
22
35
36
19
45
19
42
53
26
31
13
23
25
22
43

% Difference

- 2.8
+ 9.8
- 0. 8
+ 0.6
- 1. 7
+ 1.5
- 1.6
+ 3.0

-
-

+ 2. 1
+ 0.8
+ 5.6
+ 3. 9
- 1.6
- 0.8
- 0.9
- 1.6
- 0.8

-

+ 0.7

Table II. Results of measurements on vwenty samples
of trabeuular ox bone. Unless otherwise noted, each
bone was measured ten times. Total counts per
measurement were: P, =P_ « 10'. I » 107, I wlO5.

COMPARISON OF ARCHIMEDES AND COMPTON METHODS
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Fig. 3. Plot comparing Compton densities to Archi-
medes densities for the twenty bone samples. A linear
regression of the data indicates a correlation coeffi-
cient of 0. 977 between the points and the best fit.

Bone sample number 7 deserves some comment.
In the course of the measurements, it was inverted so
that the density of a new volume was measured. The
two regions were found to have significantly different
densities, and visual inspection revealed an epiphyseal
seam through the center of the bone. The sample was
divided along the seam, and each end tb?n exhibited
consistent results.

Experimental studies pointed out some factors
that are not obvious from the theoretical coverage of
the method. In practice, the photon Keams have finite
cross-sectional area, and are slightly divergent des-
pite careful collimatlon. It is possible for some of
the incident photons to be scattered through small
angles, yet be accepted by the opposing detector col-
limator and analyzer window to be counted as trans-
mission. The resulting inflated values for Ij and lg
cause an apparent decrease in density. With the broad
beams used in the preliminary studies , effects of
about 0. 5% in density value were predicted. The prob-
lem can be reduced by narrowing the collimation of
both sources and detectors, buT larger sources and
longer counting times are then required.

In addition to small angle scattering, it is pos-
sible that some 153Gd photons may be scattered twice,
ultimately reaching detector D2 to be counted as pri-
mary scattering. At first glance, secondary scatter-
ing seems to be so unlikely as to be a negligible effect.
However, we have observed experimentally lhat it may
be of some import^ce, particularly when sample
size is increased, as discussed below. If secondary
scattering is significant, its effects can be reJuced
by restricting the beam solid angle. The resulting
decrease in scattered count rate can be compensated
for by introducing a slit collimator which follows an
arc around the scattering volume at the desired angle.
The primary scattered count rate is then enhanced in
•proportion to the area increase. The increased trans-
mission from the second source (I2) can be avoided by
interchanging slit and hole coliimators. A simple slit
collimator w. s constructed for our device, and nine
times as many scattered photons were detected. The
slit area was nine times as large as the hole collimator.

A more efficient solution to the problem of multi-
ple scattering is the irclusion on the scattering detec-
tor of a system of soller slits which focus on the scat-
tering volume and follow an arc at the proper angle.
A different focal length coUimator would be necessary
for each sample size if detector repositioning is re-
quired.

Measured density values were found to depend on
sample size. With the hole collimator, increasing the
diameter of a water sample by 50% produced a density
reading 3. 7% higher than the correct value. With the
slit collimator, the same increase in sample size gave
a density value 11. 3% too high, indicating that the ef-
fect may be partially caused by multiple scattering.
This problem can be avoided by calibrating the ma-
chine with a water standard of the same size as the
sample being studied.

An investigation was made of the effect of placing
various iraterials in the impinging photon beam to
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"shadow" the sample. Samples ranging in density from
0. 665 g/cm^ to 1. 59 g/cm were shadowed by mater-
ials varying from 0. 665 g/cm3 to 2. 72 g/cnA In
nearly every case, the measured density was slightly
higher (1% to 4%) than the true density, the larger er-
rors generally coinciding with the more dense shadows.
Since transmission was abcit 0. 5% high due to small
angle scattering, the density errors indicate that the
Pj and P2 scatter values may have been 2% to 5% high
because of the shadowing material.

Coherent scattering, which has been suggested as
a complicating factor, has not been found to be a prob-
lem. The separation between incident and scattered
energies <16 keV) is sufficient for electronic separa-
tion. In addition, coherent scattering at 86° is less
than 1% of the total scattering, and the coherent peak
is barely distinguishable in tha scattering spectrum.
It is conceivable that a smaller scattering angle, such
as that used in the single source method (4, 5), could
introduce a significant fraction of coherent scattering
which could not easily be separated by the analyzer.

Applying the Compton scattering method to cal-
caneus density measurements in human subjects re-
quires knowledge of the radiation dose administered
to the subject. Assuming collimators 2 mm in dia-
meter and 5 cm long for human studies, estimated
source sizes are ICi of 153Gd and 500 mCi of 170Tm,
with two one-minute exposures to Gd and one one-
minute exposure to Tm being sufficient to assure 1%
standard deviation. With these restrictions, dose to
a patient woulH be about 330 mrad during one mea-
surement of heel density.

While this is an acceptable dose, reduction would
be desirable. Since 87% cf the total dose arises from
the 41. 5 keV x-ray of 153Gd (Eu kQ x-ray), filtering
of this radiation will decrease exposure. Cerium,
with K-absorption edge at 40.4 keV, is the most effi-
cient filter at this energy. A foil of cerium metal
0. 25 mm thick reduces <he 42 keV x-ray *o 1. 4% of
its initial intensity while allowing 66. 1% of the 100 keV
gamma to be transmitted. With this degree of filter-
ing, the total radiation dose to the patient during one
heel measurement drops to 33 mrad. Only 1. 15 cm3

of the bone is exposed to this relatively small dosage.

SUMMARY

While current applications of Compton scattering
have concentrated on biomedical measurements, the
method also has potential application in industry and re-
search. It could be used to study liquid densities inside
pipes for determination of composition or flow efficien-
cy, to measure variations in soil composition, or to de-
tect regions of gas or other impurities inside'solid ma-
terials. Mixtures of solid-liquid, solid-gas, and liquid-
gas are amenable to measurement by the technique. In
theory, the Compton mechanism, coupled with the 180°
reversal system, will provide true density at a point in
an irregular object in g/cm3. However, when applying
this to measurements of human bone the several inter-
acting factors of tissue dosage, beam dimension and flux,
source size and distance are coupled to the geometric
factors of the volume under assay. For example, bone
density which is varying rapidly over small dimensions is^
inaccurately measured with a narrow beam and may be
best assayed with a broad "averaging" beam; but ths
broad beam may be subject to error due to scattering
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events outside the assay volume. This is but a single
example of many such interlocking problems of in vivo
measurements. Since Compton densities from living
human bone can be checked only by unacceptable biopsy,
all of the factors of small angle and multiple scatter, rol-
limator geometry, beam and source size, and photon en-
ergy require further investigation and understanding be-
fore the results can be accepted with full confidence.
Nevertheless, the Compton principle in in vivo studies
is most attractive and promising, and its further study
is to be encouraged.
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Summary

A Gd-153 source has been utilized In a number of
medical applications to measure body composition using
photon attenuation techniques. Applications have
included measurements of regional and whole-body bone
mineral content and estimates of regional pulmonary
perfusion pulse size.

Source-Detector Description

The Gd-153 source utilized for those studies was
obtained from the Isotope Developments Division at Oak
Ridge National Laboratory. The source is approximately
2 Ci and is encapsulated as a 1/8" diameter disk source
on the tip of a 3/4" stainless steel cylinder.
Spectra from the source taken with a high resolution
intrinsic germanium detector is shown in Figures la
and lb. The Gd-153 spectrum is characterized by two
primary photon groups. The lower energy group is
usually assumed to have a mean of about 44 keV. The
upper group consists of two lines one at 97 and the
other at 103 keV with relative intensitiy of about 55
percent. Figure lb is an expanded view of the 44 keV
group and shows not only the expected Eu x-rays but
also contains a number of additional lines. These
have been identified as x-rays from Gd induced by
interactions with its own 97-103 keV photons and an
europium contaminant. The Gd x-rays nave been measured
to be approximately 30 percent as intense as the ex-
pected Eu x-rays.

(b)

s—• sr
ENERGY IK.V)

12 S

Fig. 1 (a) and (b) Gd-153 spectra from a high
resolution Ge detector and (c) Nal detector.

For in vivo applications, we use a 2 x V thin
window Nal crystal mounted as an integral unit with
the photomultiplier tube. The detector system is
capable of accommodating count rates of 100 KHz with no
significant losses. The detector energy resolution

has been measured to be approximately 10 percent
at 100 keV (FWHM). The lower energy window for the
Nal (Fig. lc) detector has been chosen from 37-51 keV
and 89-114 keV for the upper window.

All applications employ an opposed source/detector
geometry. For all measurements except
the measurements of the distal radius and ulna we have
used a source/detector separation of approximately 15
inches with both source and detector collimated by
cylindrical cadmium collimators. Cadmium was chosen
instead of lead to minimize the production of lead
x-rays (75 keV). Measurements of the radius and ulna
are made with a source/detector separation of 8 inches.
Different uet^ctor collimators were used, depending on
the application. However, the source collimation is
always 1/8".

Applications

Bone Mineral Content (BMC)

Methods for accurately determining bone mineral
composition in weight-bearing bones are needed in
order that hone demineralizing processes may be
detected and monitored at locations most sensitive to
fractures in patients with osteoporosis.

Photon attenuation measurements in bone density
determinations have been carried out by many groups
since the popularization of this technique by Cameron
and Sorenson. • In the dual photon attenuation tech-
nique one uses the contrasting mass attenuation co-
efficients of the bone mineral and tissue at two
photon energies to determine the amounts of both. The
dual photon transmission equations are shown in
equation 1 and 2. The

-1 - -1 .-"£- «J B (1)

and

xy

refer to the initial and transmitted

(2)

S intensities at energy i; the u refer to the mass

attenuation coefficients of material j (bone mineral-b
or tissue-t) at energy i; where B and T refer to the

^p~ mass thickness (e/cm ) of the bone mineral and tissue,
so respectively. The solution for the bone mineral at the

particular position (x,y) of measurement is given as:

.1 ..1

in (-J-).
Zxy

xy
(3)

We have developed a system utilizing the two
photon attenuation techniques and a modified dual-probe
nuclear medicine whole-body scanner to make regional
and whole-body estimates of BMC. With our system,
signals from the scanner's x and y position encoders,
the single channel analyrer pulses from the two photon
groups and the pulses from a high frequency oscillator
are monitored via CAMAC modules driven by a PDP/9
computer. The data are buffered into core and then
dumped to dick at the end of each line. The recorded
oscillator pulses m.->ke it possible to correct for
scanner speed instabilities. The system was first used



to measure the BMC in the ulna and radius and more
recently has been used for spine and tot£l-body
measurement?. The Gd-153 source was chosen in
particular Cor its suitability for measuring the deeper
lying bones. Including the vertebral coluan and
represents an almost optimum ci.-ice of the two photon
energies where the bone/soft tissue contrast is
optimized with an acceptable total beaa attenuation.

The routine arm scan uses a 256 point x 16 line
scan field corresponding to a 0.5 am x 1.5 am spatial
element. The simultaneous dual photon attenuation
equations shown above are solved by the coaputer at
each point of the scan matrix and intensity modulated
Images of the net bone mineral content are produced.
An example is shown in Figure 2. The first image Is
from the 100 keV window, the second from the 40 keV
and at the far right is shown the cell-by-cell derived
bone mineral content distribution. It is our hypoth-
esis that the mean bone ninsral content determined
from a number of parallel scan lines should be a
more stable quantl~» by being less sensitive to
repositioning errors, than measurements made at a
single selected point or line. Our measurements have
been found to have a precision of 1-22 as determined
from repeated scans and phantom measurements.

REGIONAL
BONE MINERAL

(GD-153;

vertebrae, we have estimated the precision of the
vertebral measurements to be ±5% independent of orien-
tation to the scanning beam. Estimates of the bone
mineral content using rectilinear scan techniques were
made for six individual vertebrae from our reference
spine placed in a 10 cm scattering medium. The bone
mineral content was compared with the measured dry
weight (as shown in Figure 3) and was found to be
highly correlated (correlation coefficient of 0.98).

WIIOHI !••>

100 k«V

Figure 3. Comparison of BMC determined from photon
attenuation to direct measurement of weight In macer-
ated vertebrae.

Examples of intensity modulated images of the de-
rived bone mineral content (gm/cm^) of the T-12 to L-4
region of the spine along with the corresponding bcne
radiographs for a normal volunteer is shown In the
Figure 4.

Figure 2. Rectilinear transmission scans of the ulna
and radius using Cd-153 along with derived BMC distri-
bution.

Rectilinear scanning techniques should prove liost
important when applied to the measurement of irregular
objects such as the vertebral column. For such irregu-
lar objects accurate and reproducible repositioning
techniques are essential since small variations in
position would result In ]arge changes in the measured
bone mineral content and would compromise one's ability
to measure small BMC changes in a given patient. Rect-
ilinear scans allow one to visualize the vertebrae,
thus making it possible to use internally recognizable
and relocatable fiducal structures for locating
regions of interest in the sampled data. With this
technique the linear density (gm/cm)(which presents
some difficulty in interpretation when applied to
irregular objects) can be replaced by an estimate of
the total grams or gm/cm of bone mineral in the
sampled region.

The vertebral scans are collected i- i 64 x 64 Image
matrix corresponding to a 1.5 mm x 1.5 nil square
spatial region. Scan time for a 20 cm segment of the
spine is approximately 25 minutes and delivers an
average radiation dose of _̂ 10 mrad. On repealed
scans of human subjects and also on reference macerated
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Figure 4. Comparison of vertebral x-ray to BMC recti-
linear scan in a normal.

Although the spatial resolution of the transmission
scan is quite poor relative to the x-ray, the images



are sufficiently clear to separate the Individual
vertebrae and recognize their characteristic
structure.

BMC scans of the spine are shown in Figures S and 6
for three patients with varying degrees of osteoporo-
sis. Figure 5 shows the BMC images while Figure 6
shows the total grams per cross sectional area (pro-
portional to density) plotted for each vertebrae from
the T-12 to L-4 level. Our hypothesis is that verte-
bral density Is a normalizing quantity and should
minimize the dependence of body size and sex,
thus allowing direct comparison between patients and
disease states.

SPINE

integrate the bone mineral along each line. All of
the characteristic structure is observed and the
symmetry of the body is apparent. The asymmetry in
the head region is due to rotation, while the
asymmetric chest region resulted from the exclusion of
the left arm from the scan field.

NORMAL

, . * •

Figure 6. Total grams per unit cross sectional area
of BMC for a group of normals and abnormals shown in
Figure 5.

B

Figure 5. BMC scan images (N) normal, (A) premature
osteoporosis after removal of ovaries, (B) and (C)
senile osteoporosis.

In this small sample group, differentiation between
known osteoporotics and normal volunteers is obvious
with mass thickness (gm/cm2) differing by as much as a
factor of 2 in extreme cases. The BMC images are less
quantitative but general demineralization associated
with deformed and compressed vertebrae are easily
appreciated. Since it is well known that demineraliza-
tion takes place primarily within the traebecular
bone it should be possible to detect losses from the
vertebrae much sooner and more accurately than from
measurements of Ihe radius and ulna. An interesting
artifact is apparent In the abnormal patient (A) at
the bottom of the image in the L-5 region. 'The very
dense region at L-5 was subsequently shown to be due
to contrast medium given to the patient that had re-
mained in this region. Observation of spine x-ray
films taken during the same period confirms this.

We have also initiated measurements of total body
BMC. In this application, the images generated are
much coarser, as shown In Figure 7 although the
various osseous structures are still discernible.
Currently, data are collected in a 128 x 32 array.
The individual cell sizes are approximately 1.3 x
1.3 cm. The time for a scan is approximately 30
minutes with an absorbed radiation dose of less than
10 mrads. From the scan we will obtain quantitative
measurements of total body bone mineral as well as
bone mineral In the various regions of the skeleton.
A vertical profile scan is shown in Figure 3. Here
we separate the bod;' into right and left and then

TOTAL BODY

40keV BMC

Figure 7. Whole body transmission scan using Gd-153
and derived BMC distribution.

Pulmonary Perfusion Pulse (PPP) Measurements
Variations in the attenuation of transmitted radi-

ation through the lung provides an index of pulmonary
perfusion and ventilation. A number of investigators

have purported to measure pulmonary ventilation
using densitometric techniques. These investigators
have used both x-ray and radioactive sources. Close
examination of the ventilation densitometric recordings
reveal small fluctuations in the signal. These
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the apex and the other from the base of the lung in a
normal volunteer. The sampling rate was 1/60 second
with the occurance of the QRS gate pulse indicated as
tick markers along the abscissa. The lower frequency
ventilation variations are obvious; whereas, the
cyclic variation due to pulmonary perfusion is obscured.
Using signal averaging techniques, the pulmonary per-
furslon pulse can be extracted from these data as
shown in Figure 10. These data are from measurements
taken over the upper lobe of the right lung of a
normal volunteer during breath holding and are the
result of averaging all of the cardiac cycles sampled
during 30 second measurements. In the presented data,
34 cardiac cycles were included in the average. Zero
time in the figure corresponds to the occurance of
the QRS pulse and is approximately equal to end-
diastole and similarly the maximum density occurs at
the approximate mid-point of the cycle, i.e. end-sys-
tole.

Figure 8. BMC profile derived from image shown in
Figure 7.

fluctuations are known to be the result of density
fluctuations in the lung resulting from the increasing
and decreasing amount of blood in the pulmonary
vasculature throughout the cardiac cycle. The ampli-
tude of this perfusion pulse is related to the amount
of blood ejected into the lungs. Studies are proposed
in patients with pulmonary embolism to monitor the
progress of the vascular block. In addition, the per-
fusion pulse amplitude in the normal upright indivi-
dual increases from apex to base as does perfusion.
However, this gradient in perfusion is often abolished
or reversed in individuals with pulmonary hypertension.
For this purpose, we are developing a computer based
system employing a radioactive source and an opposed
Nal detector to make regional PPP measurements in
persons with suspected pulmonary hypertension.

Preliminary measurements on volunteers have shown
that the change in lung density due to PPP results in
a 1-3 percent change in beam transmission. We have
found that changes of this magnitude can be measured
reliably by signal averaging over multiple heart
cycles using EKG gating information. Signals from
the single channel analyzer and an EKG gating module
are monitored by the PDP-9 computer at the rate of
60 samples per second and recorded on a digital disk
for later analysis.

The optimum choice of the gamma ray energy and
the intensity of the radioactive source to be employed
requires a compromise between the amount of beam
attenuation by the chest that can be accepted and the
change of beam transmission (due to the changes in
pulmonary perfusion) that is required to provide a
statistically significant signal. As the gamma-
ray energy increases, transmission increases, but at
the expense of signal contrast. Preliminary calcula-
tions indicate that the optimum gamma energy is in-
cluded within the range of 60-100keV. Thus, for
these applications we have chosen to use the lOOkeV
line (with preferential filtering of the 44keV) of
our 2Ci Gd-153 source. Preliminary measurements in
volunteers have been for 30-60 seconds (about 30-60
heart cycles) at 3 evenly "spaced vertical positions
along the lung. The exposure rate from the Gd-153
source in this configuration is approximately 75 mR/
minute-
Figure 9 shows two typical traces, one taken from
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Figure 9 (a) Transmitted counts through the lung apex
as a function of time. QRS gate signals shown as ticks
along abscissa, (b) transmitted counts through lung
base.

Figure 10. Signal averaged transmission data.

Conclusion
Gd-153 is proving to be an important new source for

in vivo medical applications of quantitative photon
attenuation techniques. The source is almost ideally
suited for making dual photon measurements of bone
mineral content in deep lying bones. The lOOkeV photon
group (with filtering of the 44keV) is also well suited
for measuring regional pulmonary perfusion. Prelimin-
ary measurements of regional and whole body bone min-
eral content and regional pulmonary perfusion have
been very encouraging.
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Regional Monitoring of Smog Aerosols*
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The atmospheric aerosol consists of a complex
ensemble ot particles in an infinite combination of
physical and chemical states. Despite their importance
in reducing visibility, affecting human health, and
soiling materials, their complexity has hindered
attempts to include detailed information on aerosols
in air quality monitoring programs. Generally, only
the total suspended particulate present at a site
during a 24-hour period is measured. Some information
on chemical composition is extracted from aerosol
samples, but analytical costs limit such analyses to a
few important species on representative samples.

A more complete effort at monitoring the atmos-
pheric aerosol must include some information on the
particle size profile, as health effects, transport
behavior, and light scattering phenomena are all highly
dependent upon the size of the particulate. Yet,
instrumentation that can deliver a sample suitable for
further chemical analysis generally yield very small
amounts of mass for analysis. Thus, extreme sensiti-
vity to the individual clsmental components of the
total mass loading becomes a requirement.

Another factor that must be considered in the study
of the atmospheric aerosol is the wide range of ele-
ments that can be found in a typical sample. For
example, 99% of the mass of an average set of gaseous
pollutants in a city can usually be found in the five
element's, H, C, N, O, and S. However! in order to
inventory 99% of the mass of an average urban particu-
late sample, one would normally require the elements
H, C, N, O, Na, Mg, Al, Si, S, Cl, K, Ca, Fe, Cu, Zn,
Br, Ba, and Pb. More important yet, 88% of the mass
is contained in elements lighter than potassium, so
that any analytical method th.it selects elements or
misses entirely the lighter elements will hinder any
attempt to explain total mass loadings seen at a loca-
tion. Table I illustrates a typical profile of elemen-
tal mass by elemental mass groups.

Table I

Prevalence of Elements in an Average Urbar. Aerosol
(approximate)

Elemental Constituent

Very Light Elements
(H through F)

Light Elements
(Na through Cl)

Medium Elements
(K through Ba)

Rare Earths

Heavy Elements
(Hf through Bi)

Actinides
(Th,U)

Prevalence

uq/m3

68

22.6

12.7

0.1

l.S

« 0.1

%

65%

22%

12%

0.1%

1.4%

« 0.1%

For these reasons, most instrumental methods that
are able to be used at the sampling site are inadequate
for generation of detailed information on atmospheric
particulates. The way is then open for the use of a
central analytical laboratory that can be based upon
the latest analytical methods and the best computa-
tional techniques. Such laboratories can be developed

from existing accelerator laboratories, as the tech-
niques of ion-excited x-ray analysis (I.X.A.) and ion-
scattering analysis (l.S.A.) have proven themselves
capable of performing precisely the type of broad
range analyses covering the entire spectrum of elemen-
tal mass while using only milligrams of total sample.
Ion-scattering analysis is normally used for the very
light elements (H through F) which cannot be quantita-
tively measured by x-ray based methods due to x-ray
attenuation effects in individual particles and sample
layers. It is based upon the kinematic energy loss in
the elastic scattering of protons or alpha particle
beams from accelerators and thus performs a separation
by elemental mass. It can be used in both a back-
scattering mode or a forward scattering mode. Ion-
excited x-ray analysis (also called PIXE, for particle
induced x-ray emission) is used for elements sodium
and heavier, and possesses excellent sensitivity, in
the nanogram per centimeter squared range.

Development of the analysis techniques is of little
use if the samples are collected in such a form as to
destroy the advantages gained by use of advanced tech-
niques. Thus, an integrated system of sample collec-
tion, sample handling, and sample analysis must be
developed, as any error in any part of the entire
scheme will be propagated into the error in the final
result. Once this is done, however, one can visualize
more complete aerosol monitoring efforts, including
information on particle size and elemental content of
aerosols at many locations for extended time periods.

Such a program has been established h>y the Cali-
fornia Air Resources Board, workinq in conjunction
with the University of California, Davis.1 Up to 15
sites were selected at locations that were representa-
tive of large areas of the state. Aerosol samples
were collected in three particle size ranges by means
of Sierra Instrument's Multiday Impactors. These units
are rotating drum impactors of the Lundgren type with
after filters. Once a week, samples were sent to
Davis and analyzed by ion-excited x-ray emission for
elements sodium and heavier and ion scattering analy-
sis for elements hydrogen through fluorine. Analytical
error for elements aluminum and heavier has averaged
less than 3% since January 1973.

The ability to generate large numbers of accurate
elemental values brings with it both problems and
possibilities. One aspect of energy dispersive x-ray
analyses,excited either by ion beams or x-rays,is that
they deliver large numbers of data on elements that
are not generally toxic in ambient concentrations and
normal chemical forms. These may be considered as a
nuisance, and the elements of toxicological interest
can be abstracted and utilized alone. However, tf-i-se
other elements can provide useful information as. tc
sources of toxic elements, transport phenomena,
chemical transformations, and particulate sinks.
Correlation coefficients can be calculated between all
pairs of elements seen during a period,, normally one
month in the California program. These statistical
associations are often very strong, and they deliver
elemental ratios that can be compared with suspected
sources. Table 2 shows such a compilation of common
associations.

Thus, non-toxic bromine is able to prove that
lead at these sites is almost entirely of automotive
origin. Many other such correlations exist for spe-
cific sources, including coal burning power plants and
industrial operations. This type of information is
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Table 2

Examples of Bivariate Elemental Correlations for

Major Primary Aerosol Sources

Element Correlation
Elemental Elemental Ratio

Oceanic
3.6 to 20u

Na

Hg

s
Cl

Soil

0.65 to 20u

Al

Si

K

Ca

Ti

Hn

Fe

Fuel Oil

0.1 to 0.65u

S

V

Ni

Automotive

0.1 to 3.6y

Br

Pb

0

0

.97

.81

0.88

=1

0,

=1,

0.

0.

0,

0.

0.

=1.

0.

0.

0.

=1.

.00

.96

.00

.93

.87

.89

.Bl

.97

00

95

97

95

00

0

=1

0

0

0

0

0

Ratio

1.13

0.26

0.094

=1.00

.28 ±0.04

.00

.095+0.005

.20 ±0.07

.027+0.005

.008±0.001

,285±0.03

=1.00

0.016

0.021

0.30

=1.00

of Presumed
Source (Typical)

Sea

0

0

0

=1

Watur

.56

.07

.047

.00

Crustal Ave.

0,

=1,

0.

0.

0.

0.

0.

Fuel

=1.

0.

0.

.282

.00

.094

.131

• oie-
.00;

, 181

. O;.l

00

013

025

PbClBr

0.

=1.

355

00

results of these studies will hopefully result in

highly specific and cost-effective control strategies

for air quality maintenance.

*Work supported in part by the California Air Resources
Board. For a list of investigators, see reference 1.
Analytical facility developed in part with support
from the National Science Foundation, RANN.
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only available from monitoring-type studies of extended
duration using multi-element methods, and it is prefe-
rable to the use of "tracers" of dubious validity.

Once particulate sources have been established by
these means, one can examine the sources of gaseous
pollutants by fine particulate-gas pollutant correla-
tions. The correlation between oxides of nitrogen and
Pb at California sites possessing only automotive
nitrogen sources averages at about 0.95. Using this
fact, remarkably detailed breakdowns of automotive and
non-automotive contributions to gaseous nitrogen com-
pounds can be derived for comparison with .source omis-
sion inventories.

Finally, studies of complicated effects such as
visibility degradation can be undertaken when parti-
culate data, by size and elemental composition, are
combined with gaseous pollutant and weather data.
Typically, 90 parameters will be generated per site per
day, and thus at least 90 days of data on the depen-
dent variable is required. Rather surprisingly, only
a few parameters (M2) show any significant correla-
tion with visibility in California. Intermediate-size
suspended sulfate particulates, 0.6 to 2 pm diameter,
derived from photochemical conversion of S02,appear
to dominate haze formation at all California sites
during the summer.

Thus, the development of energy dispersive x-ray
detectors and improved methods of excitation have
opened up new vistas in atmospheric science. The
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APPLICATION OF MULTI-STATION TIME SEQUENCE AEROSOL SAMPLING AND PROTON INDUCED X-RAY EMISSION ANALYSIS
TECHNIQUES TO THE ST. LOUIS REGIONAL AIR POLLUTION STUDY FOR INVESTIGATING SULFUR-TRACE METAL RELATIONSHIPS

James 0. Pilotte, J. William Nelson, and John W. Winchester
Depts. of Oceanography & Physics, Florida State University, Tallahassee, FL 32306

Time sequence streaker samplers1, employing
Nuclepore filters for aerosol collection, have been
deployed over the 25-stai:ion St. Louis regional air
monitoring network and operated for the months of July
and August 1975 so as to determine aerosol composition
variations with 2-hour time resolution. Elemental
analysis of the 84 individual time steps per station
for each week of sampling is carried out by 5 MeV pro-
ton irradiation and X-ray counting by Si(Li) detector,
using a Van de Graaff accelerator with a special auto-
mated step drive sample handling device. Computer
resolution of the X-ray spectra-* for the elements S,
Cl, K, Ca, Ti, V, Cr, Mn, Fe Ki, Cu, Zn, Br, and Pb is
carried out at a rate equal to the proton irradiation
rate, five minutes or less for each time step analysis.

The aerosol particle sampling equipment and con-
ditions have been designed to take advantage of the
high sensitivity of PIXE analysis^, in the nanogram
range for the elements determined. An air flow rate
of two liters per minute or less is optimum and per-
mits the use of light weight pumps and samplers which
draw minimum electric current and are suitable for
tower mounting. Nuclepore tilters with 0.4 um pore
diameter are used to collect particles with high effi-
ciency, by impaction for larger sizes and by diffusion
for sizes smaller than the pore diameter. A test
suite of samples from 11 stations and one week of
sampling time has been analyzed for an evaluation of
data handling and interpretation procedures. Stations
selected in this study were #102, 104, 105, 106, 108,
111, and 113 in the Greater St. Louis area, #121 25 km
north of the city center, and #122, 123, and 125 about
50 km to the north, east, and west of the city. From
correlations of elemental concentrations in air with
time and location and interelement time correlations
at a single station we may infer the transport, of
elemental constituents from pollution and natural
sources as well as gas-to-particle transformations of
certain elemenLs, such as sulfur. This study repre-
sents a field test of a combination of sampling, anal-
ysis, and interpretive techniques needed for large
scale aerosol composition investigations. In it we
have given special attention to the relations between
particulate sulfur and trace metal constituents in the
urban atmosphere.

Figure 1 presents the time variations observed
for ten elements measured for a 24-hour period at RAPS
station 111, located in a residential neighborhood
near an industrial area In the southern part of the
city of St. Louis. Two prominent maxima are seen for
all elements. However, when the exact times of the
maxima are determined, they are not the same for all
elements. The first maximum occurs at step 8 (about
0745-0945 in the morning) for S, TI, V, Mn, Fe, and Br
but at step 9 (two hours later) for K, Ca, Zn, and Pb.
The second maximum occurs at step 14 (about 1945-2145
in the evening) for S, K, Ti, V, Mn, Fe, Zn, and Pb
but at step 15 for Ca and step 13 for Br. As of this
writing air trajectory analyses for this time period
are not available. Nevertheless, it appears that the
transport processes governing the sharp fluctuations
in concentrations are complex and may include fumiga-
tion during the late morning bringing pollution-laden
overlying air to ground level, horizontal transport
from pollution sources, and local generation of pollu-
tion. It is noteworthy that both maxima for Pb occur
two hours later than the corresponding Br maxima, and
Pb at its maximum times is much greater in proportion
to 3r than can be ascribed to automotive sources of P̂
alone.

20 40 60 80 0 20 40 60 60
TIWE STEP
Figure 2

* IO is s IO is s io is s IO is 9 io is

In Figure 2 the time variations of S and Ti con-
centrations are given for a full week of two hour time
steps at two nonurban locations north of St. Louis,
station 121 located 25 tan NNW of the center of St.
Louis and station 122 in Illinois 50 km due north of
the city. Also given is an Indication of times when
air flow as measured at a representative city station,
was in the quadrant 135°-225°, SE to SW. These times
are generally when strong Ti maxima are observed, con-
firming a source for Ti in the direction of the city.
A strong pollution source for Ti is known to exist in
the southern part of St. Louis, and this result is
therefore expected. Apparently, horizontal transport,
instead of vertical mixing, is dominant in governing
the Ti fluctuations seen at stations 121 and 122. For
S, however, the time variations do not appear to be
tightly correlated. Although there is a generally
higher concentration of S when air flow is southerly,
suggesting a pollution source in the direction of the
city, the positions of the times for maximum S concen-
trations are in no case the same as for Ti maxima.
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Therefore, horizontal transport alone may not be suf-
ficent to account for time fluctuations in aerosol S.

10 20 30 10 20 30

TIME STEP
Figure 3

A further examination of aerosol concentrations
at the same two nonurban stations is made by comparing
Fe and Ti over the initial 2-1/2 day period. Figure 3,
when air flow was southerly. At station 121 both Fe
and Ti have two precisely synchronized maxima at steps
15 and 26 (about 2145-2345 on July 17 and 1945-2145 on
July 18). The step 15 maximum occurs two hours later
than the corresponding maximum at station 111 shown in
Figure 1. At both maxima the ratio Ti/Fe is several
times greater than the non-peak value around 0.1,
typical of many earth's crust materials. It therefore
appears that the source of Ti at peak times is an in-
dustrial emission, and peak Fe, by virtue of its time
correlation with Ti, may also be of industrial origin.
At station 122 the four Ti maxima correspond to anom-
alous Ti/Fe ratios. The four Fe maxima occur earlier
in two instances and later in the other two instances,
suggesting pollution Fe transport from a different
source point but one In the general direction of the
city.

The results exemplified by Figures 1, 2, and 3
suggest that several trace metals, when examined in
the context of each other and if their principal source
locations were identified, may be used as an indicator
of aerosol transport over considerable distances. It
may be assumed for the trace metals measured here that
no significant Interchange with the gas phase occurs,
and therefore the aerosol transport inferred may be
used as a reference for the more complicated case of
sulfur where both transport of aerosol and gas-to-
particle conversion reactions may occur during trans-
port.

The time sequence trends of aerosol S over a
2-1/2 day period at six stations in or near St. Louis
are shown in Figure 4. Qualitatively, the concentra-
tions of S at the several stations vary in sympathy
with each other, Indicating that the processes govern-
ing the fluctuations are regional in extent. However,
in detail the trends at stations 102 and 104 appear to
lag the others by two to four hours. In no case is
the relative degree of time variation of S as great as
found for trace metals in the city, as shown for exam-
ple in Figure 1 (station 111 a few days earlier). The
shallow minimum at the city stations around time steps
65-70 corresponds to a similar minimum at station 122
north of St. Louis and less clearly to station 121,
located nearer the city. Therefore, it should not be

assumed that the causes of the time variations in aero-
sol S lie exclusively in transport or other processes
associated with pollution sources. Instead, the pro-
cesses may be larger scale than of urbun dimensions and
have underlying natural causes. Further examination of
the matter is recommended.

4000

Sin. 105

Sin.I

S,ng/m3
 Q

Step 55.0645Mon.7/21/75
Step 85.1845 Wed. 7/23/75

3000

65 75 .85
TIME STEP
Figure 4

It was suggested in the discussion of Figure 1
that Pb may originate In both automotive and nonauto-
motive sources. The relative amounts of Br and Pb can
serve as an indicator of nonautomotive Pb, since Br may
be principally from the combustion of leaded gasoline
but Pb may have industrial sources as well.

0.24
Stn. 104 Stn. '.05

10 20 30 40 10 20 30 40

TIME STEP
Figure 5

Figure 5 presents a time record over a 2-1/2 day
period at city stations 104 and 105 for Pb and Br con-
centrations and the Br/Pb ratio. At both stations
step 24 (1545-1745 on July 18) shows maxima for both
Br and Pb and the ratio Br/Pb (0.13 and 0.16 at the
two stations) is not anomalous. Increased automotive
emissions apparently can account for the high Pb
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concentrations. However, at step 20 (8 hours earlier)
for both stations singularly high Pb concentrations
are encountered which are not accompanied by Br maxi-
ma, and the Br/Pb ratios are accordingly very low.
Step 14 at station 105 may be a similar case, aLthough
this is not also apparent at station 104.

The results of this investigation Indicate that
time variations in the concentrations of trace metals
and sulfur In the St. Louis atmosphere are large,
often well over a factor of 10, and occur over time
periods of a few hours or less. Since the variations
among several elements ace often highly correlated, it
appears that trace element associations have consider-
able promise an an indicator of aerosol transport from
pollution sources. Moreover, the ab&ence of a corre-
lation between sulfur aerosol and trace metals may
help in distinguishing between simple transport and
other processes which may Involve gas-particle inter-
actions of sulfur and between local source effects and
regional or larger scale effects. In the special case
of Pb, its association with Br appears to have value
In identifying nonautomotlve Pb in the urban atmo-
sphere. In general, the important associations needed
for inferences of this kind require time resolution of
the order of two hours and area-wide sampling at loca-
tions within the city and In surrounding areas. The
combination of time sequence streaker sampling and
PIXE analysis provides the necessary versatility in
samplers and speed of analysis for this kind of in-
vestigation.
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DENDRO-ANALYSIS: THE STUDY OF TRACE ELEMENTS IN TREE RINGS

W.B. Gilboy, R.E. Tout and N.M. Spyrou
Jepartment of Physics, University of Surrey,

Guildford, Surrey, U.K. GU2 5XH

ABSTRACT

In attempts to study environmental contamination over
long time scales into the past we have been measuring
the levels of trace and minor elements in individual
tree rings using instrumental neutron activation analy-
sis. Most of our measurements so far have been done
on elm tree samples which are widely available due to
a current epidemic of Dutch Elm disease in southern
England. Samples taken from every growth ring were
individually activated for ten minutes in a therm, .
neutron flux of 1.5 » 1012n cm"2sec"Un the 100 klv
London University research reactor. The acivated
samples were counted for ten minutes on a 42 cm3 Ge(Li)
gamma ray detector. These procedures enabled the follo-
wing radioisotopes to be monitored for a large number
of samples: 1 9 0 , 21*Na, 27Mf>, 2 8A1, 3 8C1, 4 2K, ̂ C a ,
56«n, 66Cu, 8°Br, 97">Sr, ^ A r , 1 2 6 I , 139Ba. Some of
the above isotopes show striking systematic variations
both from ring to ring in a radial direction, and also
around individual rings. This paper describes these
results in detail for samples taken from trees grown in
various locations and assesses the potential of this
technique for studying past environmental conditions.

INTRODUCTION

the observed yields. The ULRC reactor has a relatively
high fast neutron flux in the in-core irradiation tube,
and as yet we have no way of checking the magnitude of
these alternative production processes.

RESULTS

Some of the induced radioisotopes listed above show
marked systematic variations, both from ring to ring in
a radial direction, and also around individual rings.
For example 1)2K shows an increase of 80% in passing
from the outer sapwood to the inner heartwood Fig. 1

In an effort to measure environmental contamination over
long periods we have been studying the possibility that
the annual growth rings of trees might contain some
record of past environmental conditions. This approach
has already been used to study radiocarbon levels over
very long periods and it was hoped that traces of other
elements; might also show interesting and useful varia-
tions. We have been systematically evaluating this
idea since 1974 and this paper describes our experi-
ence to date.

EXPERIMENTAL

In recent years the elm tree population of southern
England has been decimated by an epidemic of Dutch Elm
disease. Consequently we have concentrated most of
our measurements so far on this species, since samples
are widely available from trees of useful age grown in
interesting locations. Our most complete results are
for a horizontal slice taken from an elm tree felled
in 1974 which had been growing in a residential area
of Guildford since early this century. Cylindrical
samples 2.5 mm diameter (the width of one ring) and
15 ram long weighing about 70 mg were taken from every
ring using a specij^l steel boring tool. These were
individually irradiated for ten minutes in a thermal
neutron flux of 1.5 x 1012n cm^sec"1 in the core of
the 100 kW University of London reactor (ULRC). After
a one minute cooling period the sample was counted for
ten minutes on a 42 cm3 Ge(Li) detector. The 4096
channel gamma ray spectra were recorded on magnetic
tape for later analysis on the University of London
CDC 6600 computer using the spectrum analysis program
SAMPO plus additional routines for peak identification
and estimation of elemental concentration; each peak
requires an analysis time of about 0.8 seconds.

This irradiation and counting procedure enabled the
following radioisotopes to be monitored from sample
to sample: 1 9 0 , 2"Na, 27Mg, 2 8A1, 3 SC1, "Ur, "2K,
"Ca, SSfta, 66 C u > 80 B r > 8/mSr> 128r snd 139Ba ^ ^
calibrated in a ssmi-absolute manner from a knowledge
of the neutron flux and neutron cross-sections. We
have assumed the (n,y) reaction to be the dominant
production process, but this may be an oversimplifica-
tion for the cases of 2KA1 and * 9 0 , where the 3IP(n,Y)
28A1 and 19F(n,p) 190 reactions may be contributing to

Figure 1 Radial variation of 4 2K content
in the Guildford elm.

which probably mirrors the natural biochemical change
occurring at the sapwood/hearf:wood boundary (about the
1954 ring in this case). In contrast the 38C1 signal
shows a substantial drop on entering the heartwood zone,
and both 27Mg and s6Mn show similar behaviour.

Some isotopes, principally 2<4Na and * 2 8 I , exhibit a
strong oscillatory behaviour mostly in the sapwood zone.
In one or tvo isolated rings the level of some elements
(e.g. Ba, Ca, Sr in 1950) shows an extremely large
increase which nay be due to previous disease attacks.
The persistence of these exceptionally high levels and
their lack of radial diffusion, shows that these ele-
ments at least seam to be fixed fairly permanently
which may allow their historic variations to be reliably
measured.

Measurements within individual rings taken at varying
angles around the tree show strong angular variations
for some elements. For example the 21fNa, 38C1 (Fig. 2)
and 8^Br sapwood levels are much higher on that part of
the tree which faces Che prevailing wind, while the
1 2 8I levels are higher at the leeward side. Most of
the remaining isotopes show little systematic angular
variation in sapwood,and in the heartwood region
angular variations are virtually absent for all iso-
topes measured.

Since Guildford is not a centre of concentrated heavy
industry, we have collected further elm samples from
the city of Stoke-on-Trent which has been the centre of
large scale ceramics manufacture since the Industrial
Revolution and until recent years has possessed a
highly polluted atmosphere. The first elm sample ana-
lysed from Stoke has an unusually narrow sapwood zone
so it was only possible to analyse a range of rings
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over Che heartwood. An indication of the elemental
concentrations in the Guildford and Stoke samples is
given in Table 1. The comparative results show that
the Stoke tree has generally lower levels for the range
of element0 analysed.

Figure 2 Angular variation of 38C1 around

sapwood (year 1960) and heartwood

(year 1939) in the Guildford elm.

The radial variations in the Stoke heartwotid (the
sample goes back to 1930) show no simple correlation
with the large reduction in atmosphere pollution levels
in Stoke-on-Trent which has been achieved over the past
two decades.

DISCUSSION

On the basis of our present results we have not as yet
established any clearcut connection between the levels
of trace and minor elements in tree rings and the envi-
ronmental conditionsunder which they have g;rown.

We have until now only looked at a restricted range of
isotopes in a limited number of samples, and we intend
Co extend these studies to both shorter and kin ger
lived isotopes, and cover a more extensive set of
samples, including soil camples. A few other workers
have published more limited measurements of this type
on other tree species 1 > 2, but the angular variations
we have found do not appear to have been observed
before.

The usefulness of this technique for environmental
monitoring is not yet established but if successful for
certain elements its special value would be for dedu-
cing the pre-industrial levels of environmental conta-
mination against which the significance of modern levels
can be sensibly judged. Since the method if related to
the archaeological technique of dendrochronology, we
suggest the term dendro-analysis to describe it.
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ISOTOPE

(ENERGY) keV
1 90(197.4)

8 7 mSr(388.5)
1 2 8 I ( 4 4 2 . 7 )
80Br(617.O)
27Mg(844.0)
56Mn(846.9)
66Cu(1039.0)
I ( 1M1293.6)
21tNa(1368.4)

"2K (1524.7)
38C1(1642.O)
1<9Ca(3O83)
28A1(1778.9)

Av. Sapwood

29, 300

8.7

2.2

0.6

809

1.9

0.91

5.2

115

3,022

83

930

0.4

GUILDFORD

Range

ND-42,700

7.7-13.2
ND-6.4

0.34-1.1

706-1,095

1.5-2.5

ND-1.43

3.6-9.2

81-162
2,257-3,541

70-89

746-1,151

0.2-0.6

ELM (ug/g)
Av. Heartwood

34,300
17.4

0.4

ND

675

1.1

0.79

4.4

110

5,477

22

1,513

0.6

Range

ND-47,300

12.2-176.5
ND-3.6

ND-0.4

566-2,304

0.64-3.2

ND-1.49

2.1-8.3
84-162

4,749-6,789
16-44

1,151-38,100

0.2-1.5

STOKE-ON-TRENT ELM

japwooc Rin^

38,500

ND

ND

0.32

123

1.0

0.54

4.2

36

2,106

32

838

0.5

(ug/g)
Av. Heartwood Ran^-i

40,100

6 .3

0.07

0.2

140

1.0

0.44

3.0

22

1,888

10.3

1,119

0 .3

26000-45,200

3.8-12.6

ND-0.1

ND-0.3

89-162

0.7-1.5
ND-0.82

2.1-3.6

17-51
1,114-3135

7.8-t9.1

827-2,021

0.2-1.0

Table 1. The average (Av.) concentrations and range of concentrations in the
sapwood and he.irtwood in sections of elm trees from the Guildford
area, and from the Stoke-on-Trent area. Values are in micrograms
per gram.(ND = Below detection limit).
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DETERMINATION OF SULFUR IN WHOLE COAL BY X-RAY FLUORESCENCE SPECTROMETRY

William G. Lloyd and Henry E. Francis
Institute for Mining and Minerals Research
213 Bradley Hall, University of Kentucky

Lexington, KY 405Q6

Total su'>fur in 26 Kentucky coals has been deter-
mined with a conmercial energy-dispersive x-ray fluor-
escence spectrometer, correcting for the interactions
of five other mineral elements by a simple multiple
regression analysis. XRF results are not as good as
properly conducted ASTM analyses, but are superior to
several other fast methods.

ASTM Analyses

The determination of total sulfur in coal has
traditionally been based upon the controlled combus-
tion of pulverized coal samples, followed by the ti-
trimetric, conductimetric or gravimetric measurement
of the resulting sulfur oxides. Two of these classi-
cal procedures, both entailing the gravimetric deter-
mination of sulfur as barium sulfate, have been adop-
ted as standard methods by the American Society for
Testing Materials.1 For both the Eschka and Bomb Wash
procedures ASTM has specified the following:

sulfur content
less than 2%
more than 2%

repeatability
+ 0.05*
+ 0.10*

reproducibility
+ 0.10%
+ 0.20%

Thirteen bituminous coals were selected to pro-
vide total sulfur contents of 0.5-5.0%. Each was pul-
verized to -200 mesh, dried uniformly in a Brabender

Quality of ASTM Analyses

Each laboratory received 24 coal samples, among
which were eleven pairs of blind-labelled duplicates.
(A table of random numbers was used for serial label-
ing.) Analytical repeatability was estimated by ave-
raging the spreads between the duplicate analyses.
These data are shown in the first column of Table 2.

A second test makes use of the "best ASTM" values
of Table 1. These are determined with fairly good
specificity: standard deviations are often below 2%
relative and in all cases below 5% relative. If it is
assumed that these "best" values are close to true va-
lues, an empirical estimate of accuracy can be made by
examining the spreads between individual analytical
values and the "best ASTM" values for the same coals.
Average spveads for these coals are shown in the se-
cond column of Table 2.

Table 2

Quality of the ASTM Sulfur Analyses in Table 1

Repeata- Avg diff from Avg rel error for
Data Set bility* "best ASTM11* NBS standards*

forced-air oven (110°C for 30 min
split by riffle box intc
pies . Six sets of ASTM

a number
. ) , mixed again, and
of analytical sam-

total sulfur analyses were ob-
tained, from four different laboratories (Table
For (jach coal a "best ASTM" value
eluding the
then

highest and lowest of
averaging the remaining four

ASTM Sulfur Analyses

Coal

1
2
3

4
5
6

7
8
9

10
11
12

Lab A

0.62%
0.84
1.09

0.95
1.45
2.26

0.54
1.94
3.08

3.91
3.63
4.98

Eschka
Lab B Lab

Table 1

was estimated
1).
by ex-

the six analyses and

for Thirteen Kentucky Coals

C Lab D

0.63% 0.77% 0.61%
0.83 1.07
1.13 1.26

0.96 1.02
1.4« 1.61
2.23 2.45

0.60 0.72
1.88 2.14
3.00 3.12

3.87 4.00
3.70 3.73
4.88 5.05

0.84
1.09

0.92
1.41
2.22

0.53
1.90
2.99

3.81
3.53
4.81

Bomb Wash
Lab C Lab 0

0.60% 0.59%
0.83 0.83
1.01 0.98

0.93 0.95
1.38 1.33
2.17 2.17

0.54 0.63
1.88 1.67
2.99 2.65

3.66 3.44
3.49 3.49
4.78 4.53

Best
ASTM*

0.62%
0.84
1.08

0.95
1.42
2.22

0.57
1.90
3.01

3.81
3.59
4.86

Eschka
Lab A 0.020% 0.035%

Eschka
Lab B 0.028 0.030

Eschka
Lab D 0.030 0.019

Bomb Wash
Lab C 0.059 0.050

Bomb Wash
Lab D 0.129 0.154

Eschka
Lab C 0.092 0.176

* basis of estimate described in text

1.0%

4.4

Z.3

2.7

13.

20.

In addition, two of the coal samples in each set ;

were blind-labelled NBS standard coals, For which the
sulfur contents are known with confidence. Coals 7
and 13 are NBS materials 1631A and 1631B
{after drying) approximately 0.55% and 2

, containing
03% sulfur,

respectively. The average relative error for these
two NBS coals is shown in the right-hand
ble 2.

column of Ta-

13 2.03 2.02 2.23 2.00 1.96 1.77 2.00

* average of four after dropping highest and lowest

Three quality tests were built into this experi-
mental block. These are described below.

[For this quality study analytical values were
calculated to the nearest .001%. The data of Table 1,
rounded to the nearest .01%, give slightly different
figures.]

Table 2 shows that four of the six ASTM data sets
clearly meet ASTM standards for repeatability and re-
producibility. The presence of the two poorest data
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sets is disturbing. Not every laboratory purporting to
provide an "ASTH sulfur analysis" is capable of doing
so.

Analysis by Energy-Dispersive X-Ray Fluorescence

A recent review2 of the application of modern in-
strumental methods to elemental analysis of coal cites
x-ray fluorescent? as the only relevant irstrumental
method for sulfur in coal, in the pait decade wave-
length-dispersive XRF spectrometry has been shown to
be directly applicable to the analysis of whole coal
for sulfur and for many other elements.3

We have made use of a commercial energy-disper-
sive XRF spectrometer (Finnigan Corp. model 900),
equipped with a 250-watt Rh-targeted x-ray tube. Work
involving sulfur K fluorescence and other low-energy
radiation is carried out under vacuum {0.1 torr),
using a large (6 mm) collimator to minimize the effect
of sample micro-inhomogeneity. In preliminary work we
found better sample-to-sample reproducibility working
with loose pulverized coal than with briquetted or
planchetted coal samples. For the present work loose-
ly powdered coal was loaded to a depth of 9-12 mm
(substantially exceeding infinite thickness) in stan-
dard commercial 1-1/8 in. plastic sample cups with
0.10-mi! mylar windows.

In our instrument the sulfur peak shows an opti-
mum signal-to-background ratio at tube power of about
14 KeV. Data were acquired at this potential and with
a tube current of 0.40 milliamperes, this setting pro-
viding a counting dead time of about 30%. The fluor-
escing x-rays were counted for 1000 sec in 1024 chan-
nels spanning the energy range 0.00-8.00 KeV, with a
detector bias potential of 1000 v. Under these con-
ditions the minimum detectable limits (3a level) are,
for Si, S, Ca and Fe, .006%, .002*. .001* and .00025b,
respectively. The most prominent low-energy fluor-
escent peaks from western Kentucky coals are:^

of Table 3. A general agreement is evident between
these two sets of data.

Si Kag
S Ka
K Ka
Ca Ka
Ti Ka
Fe Ka
Fe KB

at 1.74 KeV
2.31
3.31
3.69
4.51
6.40
7.06

typically 15-60 cps
50-220
5-60
15-60
10-75
100-1200
(not used)

Other elements with fluorescent peaks in this energy
range (Ma, Al, P, C1, Sc, V, Cr, Hn, Ni) are present
in sufficiently low concentrations that their intensi-
ties are insufficient to effect any substantial modi-
fication of the sulfur K peak intensity.

Interelement effects were calculated by an empi-
rical approach similar to that of Lucas-Tooth and
Pyne,5 using a standard computer program for multiple
regression analysis.6 For our instrument under the
conditions described above the coefficients outained
are:

S(concn in ppir,) = I(S)*[111.7 - .4817*1 (S)
+.1681*I(Fe) +4.527*I(Si)
-1.092*I(K) -2.064*I(Ca)
+3.039*I(Ti)] -12.88*I(Fe)
-755.0*1(Si) +467.0*1(K)
+11O.l*I(Ca) +9.931*I(Ti) (1)

where I(S), I(Si), etc., are the intensities in counts
per second of the indicated fluorescent peaks.

The sulfur concentrations calculated from the raw
XRF data by Eqn. (l) are shown, along with the "best
ASTM" values for coals 1-13 in the first two columns

Table

Non-ASTM Sulfur Analyses for

Coal

1
2
3

4
5
6

7
8
9

10
11
12

13

Best
1 ASTH*

C.62I
0.84
1.08

0.95
1.42
2.22

0.57
1.90
3.01

3.81
3.59
4.86

2.00

* from Table

XRF
this lab

0.63?
0.84
1.07

1.06
1.68
2.35

0.56
2.50
2.91

3.70
3.71
5.01

1.95

1

Analysis by Fast i

Train
Lab E

0.68%
0.94
1.02

1.01
1.36
2.04

0.42
1.68
2.73

3.39
3.20
4.38

1.74

3

Thirteen

1 Train
Lab

Kentucky Coals

2 Train 3
F Lab G

0.73% 0.67*
0.S2 0.91
1.33 1.20

1.13
1.48
2.25

0.56
1.89
3.70

3.57
3.40
4.70

1.84

Combustion Train

1.15
1.52
2.44

0.62
2.02
3.24

4.10
3.80
5.07

2.07

Methods

The most widely used alternatives to the ASTM to-
tal sulfur analyses are variations of fast combustion
train procedures, whereby weighed samples of coal are
burned in oxygen at atmospheric or superatmospheric
pressure and the sulfur oxide content of the combus-
tion mixture is determined titrimetrically or conduc-
timetricaliy.

Additional portions of coals 1-13 were analyzed
by two well-established commercial analytical labora-
tories, both using fast combustion train methods in-
corporating some proprietary modifications. Results
of these analyses are shown in Table 3 under the
headings Lab E and Lab F.

In addition, two packaged laboratory sulfur-
analyzing trains were evaluated by colleagues at the
University of Kentucky. Analyses of coals 1-13 were
conducted by chemists experienced with the use of
these instrumental procedures. The data obtained
from the better-known of these two trains is given in
Table 3 under the heading Lab G. The other train
failed to stand up to 24 successive sulfur analyses,
notwithstanding many starts over a three-month period.

Quaiity of Non-ASTM Analyses

The same quality tests which were built into the
ASTM test block are applied to the several non-ASTN
data sets in Table 4. It is evident that none of
these fast methods is as good as a properly-run ASTM
analysis for total sulfur in coai. Among the fast
procedures evaluated, however, the XRF procedure is
the best of the group by each of the three criteria
used in Table 4.

Discussion

The above findings have been based upon cross-
analysis of a group of thirteen coal samples. A
second group of thirteen coals has been similarly
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split and analyzed by the Eschka procedure (two sets),
by XRF using Eqn. (1), and by fast combustion train
methods (two sets). Raw results are shown in Table 5.
If the Eschka data from Lab A are taken as reference
values, the XRF data conform most closely to these va-
lues (average difference 0.10*), followed by the com-
bustion train data of Labs F (0.12%) and E (0.18%) and
by the amazing data from Lab C (average difference
0.51%). These results with this second group of coals
are generally consistent with expectations based upon
the data of Tables 1-4.

Table 4

Quality of the Non-ASTM Sulfur Analyses in Table 3

Data Set Kepeata- Avg diff from Avg rel ?rror for
bility* "best ASTM"* NBS standards*

[best four
ASTM sets ]

XRF
t h i s lab

Train 1
Lab E

Train 2
Lab F

Train 3
Lab G

.0?- . !

.090

.183

.195

.093

* calculated as

Gf:% .02 - . 05%

.128

.212

.159

.147

in Table 2

1

2

19

5

7

.0-4.4%

.7

.5

.2

Sul fur Analyses o f a

Coal

14
15
16

17
18
19

20
21
22

23
24
25

26

Lab A
Eschka

1.61%
0.67
0.67

1.95
0.59
2.12

2.97
0.80
4.78

3.91
0.52
5.02

4.77

th is lab
XRF

1.66%
0.67
C.47

1.89
0.58
1.93

3.30
1.15
4.80

3.98
0.51
5.02

4.73

Table 5

Second Group of Kentucky Coals

Lab C
Eschka

1.78%
0.89
1.18

1.71
0.30
1.64

2.74
0.68
3.47

4.40

3^50

Lab E
Train 1

1.42X
0.63
0.78

1.85
0.59
2.04

2.87
0.81
4.52

3.50
0.57
4.39

4.44

Lab F
Train 2

1.61%
0.60
0.90

1.96
0.69
2.26

3.00
1.37
4.81

4.10
0.53
5.12

4.92

1

2

3

4,

The coals analyzed In Tables 1 and 3 have ash
contents of 5 to 23% and total nitrogen contents of
1.0 to 2.0%. The pyritic sulfur fraction varies from
2% to 73% of the total sulfur, although this variation
is not randomly distributed: the five coa's of lowest
total sulfur have pyritic fractions below 15%, while
the eight higher sulfur coals have pyritic fractions
above 40%. Analysis of error for each of the total
sulfur data sets in Tables 1 and 3 failed to show sig-
nificant correlations with any of these quasi-indepen-
dent coal parameters. One combustion train data set
shows probable systematic error associated with total

sulfur content (i.e., a probable standardization error)

The properly conducted ASTM sulfur analysis (re-
presented by the data of Labs A and B) is consistent
and reliable, and in our judgment still provides the
best measurement of total sulfur in coal. The draw-
back to both of the ASTM procedures is that they are
slow and labor-intensive. Even with large groups of
samples the investment in technician time cannot be re-
duced below about one man-hour per sample analyzed, and
even with small groups of samples the analytical turn-
around time is at least two days.

Among the fast methods for determination of total
sulfur in coal, energy-dispersive x-ray fluorescence
spectrometry appears to be the most consistent and the
most accurate. In addition it has the obvious advan-
tages of automated operation, concurrent simultaneous
analysis of other fluorescing elements, and nondestruc-
tivity. We conclude that energy-dispersive XRF is now
very close to meeting current ASTM standards of preci-
sion and accuracy for this analysis.
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DETERMINATION OF SULFUR, ASH AND TRACE ELEMENT
CONTENT OF COAL, COKE AND FLY ASH USING MULTIELEMENT

TUBE-EXCITED X-RAY FLUORESCENCE ANALYSIS

J. A. Cooper, B. D. Wheeler, G. J. Wolfe, D. M. Bartell and D. B. Schlafke
ORTEC Incorporated
Oak Ridge, TN 37830

SUMMARY

A procedure using tube excited energy dispersive
x-ray fluorescence analysis with interelement correc-
tions has been developed for multielement analysis of
major and trace elements and ash content of coal, coke
and fly ash. The procedure uses pressed pellets and an
exponential correction for interelement effects. The
average deviations ranged from about 0.0003% for V at
an average concentration of about .003% to 0.1% for S
at an average concentration of about 4%. About 25
elements were measured and 100 second minimum detect-
able concentrations ranged from about one part per
million for elements near arsenic to about one tenth of
one percent for sodium.

INTRODUCTION

Coal is an important current energy source and
will continue to play a major role in meeting our
future energy needs. The quality and cost of coal
currently depends on its sulfur and ash contents, and
may depend on other specific elemental parameters in
the future as environmental requirements become more
restrictive. This paper describes a procedure using
tubs excited energy dispersive x-ray fluorescence
which has been developed to measure about 25 elements
in coal, coke and fly ash and to estimate the ash con-
tent of coal and coke.

EXPERIMENTAL CONDITIONS

An ORTEC 6110 TEFA (Tube-Excited Fluorescence
Analyzer) System was used for this investigation. It
included a PDP 11/05 Computer and dual drive floppy
disk.

The samples analyzed in this study consisted of a
variety of coals, cokes and coal ash samples.'-''
They were ground for two minutes in a Spex Shatter Box5

rotary swing mill using a variety of grinding aids and
pelletized. The resulting pellets were loaded directly
into the sample chamber which was then evacuated.

The samples were qualitatively analyzed using the
optimum sensitivity excitation conditions listed in
Table 1. Although the optimum excitation conditions

TABLE 1

Excitation Conditions For Optimum Sensitivities

Elemental Ranges
Na to Ca
Ca to Fe
Ce to Tb
Fe to Sr
Tb to Bi
Sr to Rh
Th and U
Rh to Ce

Line
K
K
L
K
L
K
L
X

Anode
Ho
U
M
Ho
Ho
W
H
Ho

Voltage
10
25
25
35
35
40
40
50

Filter
None
Cu
Cu
Ho
Ho
Cd
Cd
Ho

are often required for the analysis of trace elements,
the major and minor elements can usually be quantita-
tively analyzed simultaneously using only one excitation
condition.

The resulting spectral data were quantitatively
analyzed using ORTEC's FLINT6 software which provides a
linear least squares fit to the interelement corrected
intensities. This program corrects the observed x-ray
intensities for absorption and enhancement due to the
presence of other elements. The concentration of the
ith element is given by the equation

Ci = A' + B'l, [exp (-M

where

M..j is the interaction coefficient for
J element j on element i and

C. is the concentration of the jth element.

The interaction coefficients are determined by a
nonlinear multiple least squares fit of the standards
concentration-intensity data. This requires a minimum
of n + 2 standards where n is the number of interfering
elements.

Elemental concentrations in unknown samples were
calculated with an iterative process using Equation 1
and interaction coefficients calculated from standards.

RESULTS AND DISCUSSION

Representative x-ray spectra excited under differ-
ent excitation conditions are illustrated in Figures 1
to 3. Figure 1 shows the semi logarithmic plot of the
low energy portion of the x-ray spectrum of a fly ash
specimen. This spectrum was excited with direct brems-
strahlung radiation from a rhodium anode which maximizes
the sensitivity for the light elements including sulfur.
This excitation condition provides for the simultaneous
analysis of the major and minor elements from sodium to
iron. Although there is considerable peak overlap in
the sodium to silicon region of the spectrum, simple
"region-of-interest" peak integrations can be used since
the interelement correction program will minimize both
the spectral interference and concentration variation
effects.

Figure 2 shows the 0 to 10 keV portion of the
x-ray spectrum of NBS standard coal (SRM 1632)4 as
excited with copper filtered tungsten radiation. Inis
provides the best sensitivity for elements from Ca to
Fe as can be seen from the clearly defined chromium and
manganese peaks representing concentrations of about
.002 and .004%, respectively.7

The optimum sensitivity for trace elements from
iron to strontium,including elements near lead, is obtain-
ed by using molybdenum filtered radiation from a molyb-
denum anode as shown in the semi logarithmic plotted
spectrum in Figure 3. Twenty elements are measurable
in this single spectrum. Between twenty-five and thirty
elements can be measured in these samples by using the
different excitation conditions listed in Table 1.
Upper limits can be set for many other elements based or,
the minimum detectable concentrations (MDC) shown in the
100 *3cond MDC plots in Figure 4.
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Figure 1. Logarithmic plot of the x-ray spectrum
obtained from a specimen of fly ash obtained with a
tube-excited fluorescence analyzer.

Figure 2. Logarithmic plot of the x-ray spectrum
obtained from a specimen of NBS coal obtained with a
tube-excited fluorescence analyzer.

Figure 3. Logarithmic plot of the x-ray spectrum
obtained from a specimen of coal obtained with a
tube excited fluorescence analyzer.

The qualitative results for coal, coke and fly
ash are summarized in Tables 2 to 4. Table 2 compares
the results obtained by tube-excited fluorescence
analysis (TEFA) with those listed by the Illinois
State Geological Survey.4 The TEFA results are not
averages of replicate analyses but the results of a
single analysis. Even so, the average deviations of
about 0.02% represent relative accuracies of about IX
These analyses, as well as the aluminum, sulfur and
calcium, were corrected for interelement effects while
the other elements did not require corrections.

The sums of the major element compositions are
listed at the bottom of the table. The agreement with

i I i i I i I i 7 " i i

Figure 4. Minimum detectable concentration (MDC) in
coal material.

the listed ash values is relatively good despite the
complex chemical changes taking place. The agreement
is usually within \Q% (relative) which is often adequate
for estimation of the ash content. These coals, however,
were quite similar in composition and a broader range
of coal types should be studied before drawina general
conclusions.

Table 3 compares the results of the coke analyses.
Samples 4, 9 and 11 were blind unknowns, the results of
which were not obtained until after the TEFA results
were reported. The agreement of the TEFA values with
the list values is excellent in most cases. The remain-
ing small differences may be a result of significant
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TABLE 2

Comparison Of Results Obtained For The Analysis Of Illinois State Geological Survey Coal Samples

Hi

A

p

S

c
K

Ca

I

V

, ,

11

C15763

TEFA
Ft

OJOC

.0400

1.0100

1 6400

.0030

1.0500

.0600

.1500

.1400

.0690

.0029

6400

Pan* Per HI

nil)

4?

40

106

B.fi

1 in-
.0140

o*t»

t OtflO

I.6M0

WZO

i.1600

.(1200

1400

.1000

.0500

.0023

;.6»o

Mon

BO

CIW7

T£FA \

.0300

0400

1.0500 1

2.1700 2

0060

1.5800 3

0500

1700

.6100

MOO

.00?7

1.6000 1

14

7

30

9.4

a
Lli*

04M

0500

1300

1700

0070

1500

1100

1700

B200

0600

1)027

6500

8

B

11.0

c
T*rt

.9300

.0400

.9400

1.B900

.out-

4-3700

.0600

1000

6700

.0600

00?6

?.05O0

16

5

10.2

{.264

| usr

G5I0

.0400

0 9?00

1.9200

01)0

(.52C0

0100

1500

.5600

.0500

0O22

2.0500

?2

10

12.4

TEfJ

.OJOO

.0400

1.13C0

2.4000

M M

3.5100

OJOO

.1500

. -400

.0600

0027

1.6)00

?J

11

9.7

C16317

1 L15T

.0170

.0530

1.1200

2 4U0O

.0O:0

3.2500

CZCG

.1700

7 X »

DW

..4*0

30

13.0

lift

.0*00

.0400

1.0000

1.1800

.0140

5.0300

0600

.1400

?I00

05O0

.0029

3.5200

24

15

I I . 5

C16408

I LIST

.0070

.0300

1.0200

1.4)00

.0200

4.MOO

.1000

.1300

..?*»
0500

.0031

>.5)00

26

16

40

I t . 2

C16408*
C163I7

TEM

.0300

.0400

1 0900

2.0700

.{1110

4.02V0

.0400

.1500

4800

.0600

.0026

2 5000

21

52

10 S

t LIST

0120

.0400

1.0700

1.9*00

.0110

4.0800

.0600

.1500

4600

.otoo

.0037

2 5400

78

16

56

11.6

n «M-—
O6317

TIT*

.0300

.0400

1.0300

2.1900

.ovco

3.80M

MOO

!600

. 7203

.0600

.0027

l.flJQQ

25

52

9.9

1 LIST

.0370

0450

t.o*uc

2.2000

0066

3.6800

01*0

1600

.6400

.0600

0027

1.8100

26

62

12.2

TEFI

.0300

.0400

1.0600

2.0300

.0040

3-7700

.0600

.1500

.6*00

.0500

.0025

1 6600

37

CIS2/8*
C16364

1 US!

.0050

M W

I.O2O0

2.0400

.0090

3.9400

.0600

.1600

.6900

0550

.0024

t.ewo

}5

30

1 1 . *

TEFA

i.oeoo

2.0200

.0020

3.0000

oeoG

1500

.4600

. otcc

.QW6

t \9X

30

46

9 2
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The concentration of the other elements listed in
Table 4 were determined from the counting efficiencies
established from the Si, Al, Fe and Ca counting effici-
encies. That is, since the counting efficiencies are
smoothly varying functions of atomic number, the count-
ing efficiencies of S, K, Ti, Cr, and Hn were determined
from the values established for Si, Al, Fe, and Ca.
These values are in quite good agreement with what is
expected and even better quantitative results could
be obtained with appropriate standards.

The quantitative results of the fly ash analyses
are listed in Table 4. All of the elements except Na,
P, Ti and Sr were corrected for interelenient effects.
Although the agreement is not as good as might be
expected, the average deviations are in all cases, less
than the estimated wet chemical reproducibilities listed
at the bottom of the table.

uncertainties in the standards (wet chemical analysis
methods were used to determine the listed values).
Table 5 shows a comparison of the elemental iron concen-
tration results obtained on three different days with
three different excitation conditions. The deviations
from the averages in most cases are less than MS, (re-
lative) showing excellent analytical precision extend-
ing over a period of one month.

CONCLUSION
Tube-excited energy dispersive x-ray fluorescence

can provide rapid and accurate multielement analyses of
about 25 elements in coal, coke and fly ash ranging
from sodium to lead. Accuracies approaching a tenth
of a percent (absolute) can be achieved in the analysis
of the major elements but require interelemant correc-
tions. One hundred second minimum detectable concen-
trations range from about one part per million for

TABLE 4
Comparison Of TEFA And Wet Chemic-il Analysis Results for Coal Ash

SAMPLE 10

2819

2822
2840
2843
2844'
2945

2946
3003
3023-1
3048
3054
3055
3056

WC REPROD.
TEFA AV DEV

:'.

TEFA

47.76
53.00
39.60
40.67
38.88

49.95

47.00
42.33
79.09
48.69
46.66
47.90
57.17

-
0.S5

°2
Wl

48
53
39
39

E
15
SO
79
59

39.03

49
46
43
79
49

11
54
67
11
22

47.08
46.54

57
2.
-

24
0

HI,

TEFA

14
16
25

72
73
68

28.35

24
24
21
27
IS
27
21

91
13
89
43
67
70
01

18 54

12
-
27

0.59

WC

15
17
25
27
25
24
22
26
15
28
20

70
95
80
75
25
75
12
90
30
00
37

18.25

11
2.
-

00
0

TEFA

3 08
4.42

6
5
5

89
25
16

18.56

17
20

3
3
3
3
.

0.

11
12
78
91
11
76
40

30

WC

2
3
7
5
S

18
17
20

86
52
01
38
15
79
02
0?
30

3^42
3
4
3.

72
00
36

0.7

ELEMENTAL

T 1 0 ?
f

TSFA

.85

.75

'.8S
.69

1.00
.85

1.09
1.00
.88
.87
.89
.70

0.13

wc
1.03
COS
0.51
1.19
0.89
1.04
0.09
1.10
.88
.85
.75
.78
.72

0.25

p2c

TEFA

.16

.36

.37

.24

.46

.45

iss.37
.21
.26
.19

.13

s*
uc

.29

.46

.It.
.23
.19
.42
.52
.83
.15
.17
.30
.33
16
15
-

CONCEHTMTIONS (1)

ClO

TEFA

12.08
9 88

13.67
12
17
0
4
2

8
2
1.
2.
.

0.

35
18
90
83
72
17
17
03
02
14

32

WC

12
9

12
12
r.r
0
4
3

11
11
12.

.32
38
74
60
70
56
90
25
14
40
76
20
18

0.40
-

NgO

TEFA

4.40
3.44
4
2
4
1

3
6
5

WC

3.35
3.27

35|3.95
80
39
58
79
98
35
31
07
67

4.80

S.?o

3.32
4.32
1.43

1.06
1.16
0.44
2.74
6.47
6.22
5.22

9.5

So

TFFA

8.°f>
5 5;
8.05

10
6

4
1

6
5
6

21
35
75
82
74
40
31
21
70

5.86
-

0. 23

3

WC

8
4

72
94

8.06
10
fi

16
24

0.67
5
2

6
5
7.
6.
.
-

12
12
05
24
25
19
19

TEFA

6.27
2.80
.19
.19
.19
.79
.19
.38
.46
.19

4.28
4.76
3.22
-

0.21

WC

6.57
3.07
0.22
0.15
0.34
0.40
0.40
0.91

.11

.28
4.00
4.62
3.20
0.3

"2°
TEFA

1
1

2
2
1
1
1
t

.

0.

.28
87
58

.66

.80
97
54
79
59
30
09
10
18

07

1
1
0
0
0

K

.14
88
53

.66

.87
3.06
2
1
1

1
1
1
1.

0.

52
66
45
46
20
IS
18
3

Sr

TEF«

0.33
0.16
0.05
0.04
0.04

0.01
0.02
0.05
0.01
0.07
0.27
0.30
0.13
-
-

TOTAL

TEFA

99.99
98.87

100.14
101.74

98.83

101.10

100.49
99.04

99.85
100.90
97.9)

100.92

101.06

2.82

wc
100M
98.02

98.02
98.85

101
100
100
101
101
98

100
100
100

6

.03

.00
36
64
52
43
79
90
95
60

f T1, P. and Nt Mere not corrected for intcrtleMnt effects
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TABLE 5

Comparison of Elemental Iron Concentrations
Obtained on Three Different Days Under
Three Different Excitation Conditions

Dice
Anode
Filter
Voltage

Sample

1
i
3
5
6
7
a
10

4/4/75
M
Cu
20

4.25
3.50
4.2«
3.6t
3.82
3.87
4.13
3.81

5/13/75
U

Cu
25

4.14
3.44
4.21
3.93
3.84
3.93
4.10
3.71

5/14/75
Mo
None
20

4.14
3.45
4.23
3.94
3.78
5.90
4.13
3.75

Average
4.18
3.46
4.23
3.85
3.81
3.90
4.12
3.76

elements near arsenic to about one tenth of one percent
for sodium.
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Introduction

The specific action of a catalyst is controlled to
a large extent by the number of active centers it
presents to the system under consideration. The num-
ber of active centers, in turn, are dependent on the
composition of the catalyst. So, by all accounts, the
composition of a catalyst is very critical to its effi-
cient operation. Any change in the composition will
inevitably change the number of active centers and may
accelerate or retard the process. Desulfurization ca-
talysts are not exceptions to the above rule and a
quality control assay of these catalyst before, after
and during utilization is an absolute necessity. A
rapid, reliable method is desirable for determining the
composition of these catalysts.

Atomic absorption and neutron activation methods
have been employed in the past with some success1. In
both these methods the procedures are very tine con-
stating and require pretreatment or chemical processing
leading to a very large uncertainty in the composition.
In the case of atomic, absorption, as the desulfur-
ization catalysts consist of Ho03 and CoO in a silica
matrix dissolution of the catalysts in a suitable sol-
vent mixture, within a short period is almost an im-
possible task. Hence, the quantitative analysis by
these methods is dubious to a certain extent.

To avoid sample treatment one has tc depend on
X-ray spectrometry. For the catalysts under consider-
ation, the two prime elements of interest are Co and
Mo. In conventional X-ray fluorescence, using tube
excitation with a Ho target, Ho in the sample can not
be fluoresced. If one utilizes other targets, of
higher Z, the underlying bremmstrahlung and scattered
electrons associated with the tube excitation decrease
the signal to noise ratio in the Co region making it
difficult to determine the constituent with precision.

The use of low intensity (lOmCi) rsriioisotope
excitation source obviates the necessity for multi-
target X-ray apparatus and extensive shielding and can
cover the ranrje of elements required. The capability
of radioisotope induced fluorescence for multi element
samples in the mai3 region of interest has been dem-
onstrated2 >3"'. The use of a single source, 109Cd,
with essentially monochromatic radiation meets all
requirements predetermined for the analysis in quest-
ion.

Experimental

The primary radiation source characteristics,
sample configuration and the system configuration are
discussed in ref (4).
Calibration: The system was calibrated using a pre-
cision digital pulser. A Cu foil was fluoresced and
the peak channel due to CuKa was noted using a North-
ern NS-426 readout display. The pulse height of the
pulser was adjusted such that the pulser amplitude
corresponded to that determined for Cu. Exact doubling
and tripling of the pulse amplitude of the digital
amplifier made it possible to obtain a calibration
plot with ease and precision.

Internal standard: KBroa was used as an internal stan-
dard. A known amount of KBro3, C0CI2 and MoO3 mixture
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was ground together to achieve a homogeneous mixture.
A portion of this mixture was fluoresced to obtain the
relative correction factors for KB/Ka ratios, fluor-
escence yields, the K-sheli ionization cross-sections
and geometry and efficiency corrections. The sample
configuration ensured thin samples, and one can assume
that self-excitation and self-absorption corrections,
are adequately determined by the empirical correction
factor. Different compositions of KBro3, CoC12 and
M0O3 were fluoresced and the relative correction fac-
tors for these are shown in Table 1, and indicate that
the inean relative correction factor 1:0.68:4:38::Br
Mo:Co has a precision of better than ±1% (loerror).

A known amount of each catalyst was ground to-
gether with a known amount of KBro3 and a portion of
this homogeneous mixture was fluoresced in each case.
Intensities of the Ka peaks along with the relative
correction factors, determined previously, were used
to make a quantitative analysis of the catalyst.

For each catalyst, portions of the mixture, with
internal standard, was f1joresced three times and the
mean value of the percentage of Mo was found with a
precision of better than ±1.5% and that of Co, better
than t2.S%. From the same mixture, three different
portions were fluoresced and the results showed a
precision of better than ±0.7% for the percent of Mo,
and of better than ±2.6% for the percentage of Co.
The above results clearly indicate the homogeneity of
the mixtures made with KBro3, as an internal standard.

Results and Discussion:

Figures 1, 2, and 3 show the X-rey spectra due to
Co, Mo and Br respectively. Table II compares the
analysis of X-ray fluorescence with that of atomic
absorption, neutron activation and prompt gamma. The
analysis with photon induced X-ray fluorescence was
done with a precision of ±4% (lo error). The other
methods which are destructive involve inevitable
systematic errors, and the precision in these methods
is considerably lower. Optimization of the Si (Li)
crystal size and the activity of the primary radiation
is bound to increase the precision of the technique,
.his method would prove to be very useful on occasions
where exact analysis of the catalysts, most of which
are insoluble in most of solvents or even in most of
solvent mixtures, is needed. Different radiation
sources, depending on absorption edges of the elements
of interest, can increase the precision, as well as
sensitivity. However the precision, determined in
this study would appear adequate over a wide range of
elemental composition while the resolution of 151eV at
MnK insures adequate elemental resolution. The sen-
sitTvity of 1 0 " to 1015 atoms requires that only thin,
not absorbing samples can be utilized minimizing self
excitation and absorption effects in multi element
samples.
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Correction

?Co0

4

4

4

3

2
4

4

factors

relative
correction
factors

Br: Mo: Co

1
1
1

1

1
1
1

• 0.68: 4:36

0.69: 4.45
0:68: 4:38
0.67: 4:34

0.68: 4:36
0.67: 4:34
0.68: 4.43

Table II Comparison of the analysis by X-ray fluor-
escence (x-ray) with that by neutron activation (MA),
atomic absorption (AA) and prompt gamma (ri.y).

Sample x-rav AA (n,y) NA
Venkat 75-1

Mo03 14.63±0.S9 13.01 14.49 14.61
CoO 3.02+0.12 3.57 3.19 2.71

KetJenfire
124-1,5E(Ho)

Mo03 11.92+0.48 12.54 13.01 13.84
CoO 3.63+0.15 3.51 3.85 3.54

Filtrol
SV-10-368B

Mo03 15.95+0.64 15.92 16.14 15.29
CoO 2.77+0.11 3.97 2.89 ,?.54

Cyanamid
H0S-144-1A

H0O3 14.86±0.59 - 13.91 115.44
CoO 3.12±0.12 - 3.91 3.79
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RADIOISOTOPE EXCITED ENERGY DISPERSIVE X-RAY EMISSION SPECTROMETRY
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The University of Texas at Austin
Austin, Texas 78712

The determination of low ppb concentrations of
uranium, thorium and associated elements in water has
been extensively utilized as a prospecting method,
and is, at present, being accomplished nationwide in
a long range resource assessment program (National
Uranium Resource Evaluation). In addition, such analy-
ses are necessary for monitoring water for effluents
from uranium mining and milling sites and for back-
ground level determinations in the vicinity of propos-
ed sites. There is, thus, a need for a sensitive, ra-
pid, multielement method of making such determinations.
This paper describes a method of analysis which, in
addition to meeting these criteria, eliminates one of
the major problems associated with water sampling, viz.
the adsorption of trace elements on the walls 3f the
sample container. The technique combines sample pre-
concentration at the sampling site, with analysis by
energy dispersive x-ray emission spectrometry. Cali-
bration curves for uranium, thorium and molybdenum in-
dicate the following respective lower determination
limits: 0.7 ug (1.4 ppb); 0.9 ug (1.8 ppb); 0.5 ug
(1.0 ppb).

Introduction

Trace element analysis of streams and ground wa-
ters has been successfully utilized in exploration
for subterranean ore deposits. Hydrogeoiogical pros-
pecting methods are being applied to the search for
deposits of uranium. Analyses of stream water and
sediments for uranium, thorium, and elements showing
a positive correlation with uranium have been the sub-
jects of a number of papers presented at uranium pan-
els, conferences and symposia over the past several
years.1'2

Determination of ppb concentrations of uranium,
thorium and their accompanying elements in water is
gaining acceptance not only as a hydrogeological pros-
pectin; method for nuclear fuels but also as a method
of monitoring effluents from uranium mining and mill-
ing sites, and for background level determinations In
the vicinity of prospective sites.3 For these reasons,
research in this laboratory has been focused on de-
veloping a rapid, inexpensive and accurate method of
determination of the fissionable elements: uranium
and thorium and their pathfinder element: molybdenum.

The choice of analytical method for a particular
application depends on the following factors; the
elements to be determined, their concentrations, the
required accuracy, the physical nature of the sample,
the number of samples to be analyzed and the required

speed of analysis. It also depends on whether single
element or multielement analysis is required.

In this work multielement analysis was required
for uranium, thorium, and molybdenum. The application
of this method for other pathfinder elements, vanadium,
copper, arsenic and selenium was published earlier.
The required sensitivity was in the low ppb range.
Speed and low cost were important factors since large
numbers of samples should be analyzed.

Direct analysis of water for trace elements at ppb
levels requires methods having extremely high sensiti-
vity. Although such methods have been developed, they
are expensive and the cost of analyzing large numbers
of samples would be prohibitive. Therefore, most gen-
eral methods of water analysis require the samples to
be preconcentrated, either by evaporation or by chemi-
cal methods such as precipitation, ion exchange, sol-
vent extraction, electrodeposition? etc., and subse-
quently analyzed by less expen.ive and less sensitive
methods.

A problem often encountered in analyzing water for
trace elements is the adsorption of these elements on
the walls of the sample container. This process re-
sults in significant errors which can be avoided if,
immediately after collection, the samples are process-
ed into the final form for analysis. Such preconcen-
trated samples are stable and can then be measured on
site in a mobile laboratory, or transported to a cen-
tral laboratory for measurement.

Among analytical methods, the most practical for
analysis of large numbers of samples for many elements
is Energy Dispersive X-Ray IJnissitn Spectrometry
(EDXES). It is multielement:, rapid, accurate, and sen-
sitive when applied to properly preconcentrated sam-
ples.

In this work the method of coprecipitation of
trace elements with a carrier was applied for precon-
centration and sample preparation at the same time.
Ammonium Pyrrolydine Dithiocarbamate (APDC), a power-
ful chelating agent, was used as precipitant APDC
coprecipitation has been described in our earlier pa-
pers'*'5 in its application to the analysis of trace
quantities of vanadium, copper, arsenic, selenium, mer-
cury and lead. In this work It was extended to uran-
ium, thorium, and molybdenum.
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Experimental

Sample Preparation

500 ml aliquots of deionized water were spiked
with single elements: uranium, thorium and molybde-
num in concentrations ranging from zero to 200 ppb.
In a separate experiment water aliquots were spiked
with all three elements together, covering the same
range of concentrations. To each aliquot, 200 ug of

Fe was added as a carrier. The pH was adjusted
to 4.0 and 10 ml of a freshly prepared 1% APDC so-
lution was added with stirring. The precipitate was
left standing for 30 minutes before being filtered
through a Millipore membrane filter having a pore
size of 0.45 micrometers.

Because the precipitate on the membrane filter
is presented directly to the x-ray spectrometer, it
must be uniformly deposited in order to assure accur-
ate spectrometric measurement. For this purpose, the
filtration device shown in Figure 1 was used.

Figure 1
Filtration Apparatus

A standard Millipore vacuum filtration apparatus, for
filters 25 mm in diameter, was modified by extending
the 15 ml glass funnel with a 500 ml conical flask.
The filtration times ranged f-om 10 minutes to about 1
hour, depending on the total amount of trace elements
in the sample and the flow rate of the filter. When
processing a large number of samples, several filtra-
tion devices can be utilized, thus reducing the sample

preparation time to about 10 minutes per sample.

X-Ray Spectrometry

Determinations of element concentrations in depo-
sits on membrane filters were made using an energy dis-
persive x-ray emission spectrometer. An annular array
of eight Cd-109 radioisotope sources, each having an
activity of 8 mCi, was used for excitation of fluores-
cent x-rays in the samples. A lithium-drifted silicon
detector, having a resolution of 180 eV, was used for
spectrometric measurements. Counting time was 600 sec.
per sample. Spectra were collected in 1024 channel
memory groups and processed by an on-line Nova 800
minicomputer.

Results

Calibration curves were obtained by plotting the
net count rate of the most prominent photopeak for each
element (ULa, ThLct, MoKa) versus element concentration
{Figure 2).

FIGURE 2
CALIOTtATIOK CURVE

ELEMENTS » . . " > , u
CARRCR: ' • ' "
SOURCE: co-ios, • « -c>
COliiTINS TIME fOO SECOHD1

Of ELEMENT

The efficiency of APDl precipitations was deter-
mined by measuring, along with the precipitates, stan-
dard samples prepared by deposition of calibrated solu-
tions on membrane filters having the same diameter as
the precipitate. For molybdenum and thorium the effi-
ciency was 100% and for uranium 88%.

Lower determination limits (LDL) calculated as
three times the standard deviation of the background in
the photopeak area are given in Table 1. The back-
ground was determined by analyzing a blank containing
the iron carrier only.

Table I

LOWES DETERMINATION LIMP;, FOR MOLYBDENUM,
THORIUM AND URANIUM

Element

Molybdenum

Thorium

Uranium

X-Ray Line

Ka

La

La

Lower

0.

0.

0.

Determination Limit

5 ug (1.0 ppb)

9 ug (1.8 ppb)

7 ug (1.4 ppb)
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Conclusion

Using energy dispersive x-ray emission spectrometry
combined with APDC coprecipitation, low ppb concentra-
tions of uranium, thorium and associated elements In
water can be determined rapidly, accurately and at low
cost. Preconcentration on the spot of sampling, by
APDC coprecipitation with a carrier, eliminates the
problem of trace element losses due to adsorption on
the walls of storage containers.
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The surveying of the eleitiental composition of bulk
samples over extended areas in near reai-titne would be
an invaluable tool for surface and underwater environ-
mental analysis. However, few techniques provide such
a capability. Based on the experience from the orbital
gamma-ray spectrometer experiments on Apollo 15 and 16
in which elemental composition of large portions of the
moon were determined, an analysis system has been de-
veloped for terrestrial applications, which can fulfill
these requirements. A portable, compact pulsed neutron
generator and NaI(T£) detector system coupled to asso-
ciated electronics under mini-computer control can pro-
vide the timing and spectral characteristics necessary
to determine elemental composition for many appHcatkris.
Field trials of the system tor underwater elemental
analysis are planned during the next year.

Apollo System

As part of an orbital geochemical package carried
in the service module of both the Apollo 15 and 16
missions, a gamma-ray spectrometer was used to collect
information about the chemical composition of the sur-
face of the moon. The gamma-ray spectrometer measured
both the natural radioactivity and the radiation re-
sulting from the interaction of cosmic ray protons with
the lunar surface. The detector was a NaI(T£) crystal
mounted on a deployable boom. The output signal from
the photomultiplier tube was pulse height, analyzed into
512 channels and transmitted back to earth in interval
samples of .33 seconds. Real time analysis o£ the
digital signals was performed on earth and the results
transmitted back to the astronauts, thus allowing in-
formation feed-back during the mission. The data were
also recorded for subsequent and more detailed analysis.
Results from the garama-ray experiment have yielded re-
gional concentrations for Th, U, K, Fe, Mg, Ti, Si, and
0 in the lunar surface.

With techniques described elsewhere 1> 2, the dis-
crete signal depicted in Figure 1, was separated from
the interfering background signals which comprised more
than 857.. of the total measured spectrum. The unfolding
of discrete line spectrum into chemical information was
accomplished by synthesizing the spectrum under a least
squares criterion with response functions characteristic
of elements measured. Though showing only a few of the
elements contributing to the signal, Figure 1 illus-
trates both complexity of the spectrum and the differ-
entation of the spectrum by type of excitation process.

For example, the inelastic neutron scatter line of iron
Fe(n,n' v) is prominent at .84 MeV whereas the capture
line Fe(n,y) is at 7.6 MeV. The signature of the nat-
ural radioactivity of thorium and uranium from the
moon is easily identified at 2.6 MeV.

SEUCTED COMPONENTS OF DISCKTE LUNAR SPECTRUM

Figure 1. Pulse height spectrum of the lunar surface
measured by the Apollo 16 gamma-ray experi-
ment and the fit of selected components to
the data. The energy scale is ~ 19.3 KeV/
channel.

Apollo System Application

The systems approach and techniques that were suc-
cessfully applied to the problem of lunar chemistry
composition can also be adapted for gamma-ray analysis
in terrestrial applications. Characteristics Hhich
were felt important, based on the experience of She
Apollo program include: (a) ruggedne: a for the field
environment; (b) the capability to pre-process the data
for immediate digital transmission to a central accu-
mulator; (c) real-time analysis of the data; and (d) a
two-way transmission link to allow for feed-back and
increased flexibility in the operation of the system.
Figure 2 illustrates through a block diagram the essen-
tial characteristics of the Apollo garma-ray experinetfc
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The one feature of a gamma-ray detection system
which must be added for terrestrial applications Is a
source of neutrons. To this end, a portable compact
neutron generator whicn can produce pulses of 14 MeV
neutrons on..a pulsed time scale of microseconds has
been developed by Sandia Corporation for NASA and is
currently being tested. The advantage of a pulsed
neutron source over continuous isotopic sources is that
the temporal' features of the gamma radiation can be
combined with the energy characteristics of the spectrun
to facilitate determining elemental composition. A
proposed gamma-ray analysis system for underwater
studies is shown in block diagram form in Figure 2.
The underwater probe consists of the neutron generator
detector system, a pre-processor to digitize the data
and a controller for experiment operational control.
The data is transmitted to a real-time processor and
the results used as inputs to control the experiment.

COMMUMOK OF APOU.O AMD UMKHWATBt ANU.VSM SYSTEMS

SYSTEM MOCK DIAGRAM FOR OBWRATOIMKTKTOR SYSTEM

Figure 2. Block diagrams of the Apollo gamma-ray
experiment and of a proposed underwater
elemental analysis system.

Modes of Operation

The ability to pulse the neutron output and to
collect spectra at specific times after a pulse, greatly
simplifies the subsequent data analysis.3 Prompt gamma-
rays resulting from the inelastic scattering of fast
neutrons occur only during the neutron burst. Gamma-
rays from neutron capture have an intensity proportional
to the number of thermal neutrons, which die away with-
in a few hundred microseconds after each neutron pulse.
Acf-ivation gamma-rjys vary little in intensity over the
time interval between bursts (e.g., 2 milliseconds).
In addition to measuring; the energy of prompt, capture
and activation gamma-rays, the rate of die-away of
thermai'. neutrons can also be measured and is related to
the hydrogen content of the sample.

A block diagram of the complete experimental set-
up is shown in Figure 3. The operation and timing of
the neutron generator is done through a command con-
troller. The controller also acts to discriminate in
time for the collection of various spectra. A He3
neutron detector has been incorporated into the system
to measure eplthermal neutron die-away. The system has
been designed to run in two distinct modes. Mode 1 is
a fast repetition mode, used to collect inelastic scat-
tering spectra and epith£rmal die-awsy information.
Mode 2 is a slower repetition mode, and is used to
collect capture and activation spectra and to measure
thermal die-away. The actual timing of each mode will
be discussed below.

MUTMOM
aCNCRATOa

ttft.BE CONTROL

tavtur.i

1
CONTHOUEH

OEMCflATOft
*~*~ DfTICTON

I
NULTtMCX OAT*
ACCUMULATOR

MMI-COM*!

DtsnJtvuNrr

Figure 3. Block diagram of the neutron generator-
detector system used for elemental analysis.

The neutron generator detector system has been in
operation at the National Reactor Test Site since the
beginning of April, 1976. Evaluation and optimization
of the various modes of operation are being carried out.
Sample spectra which were taken during the early phase
of evaluation under non-optimized operation are pre-
sented here.

The neutron generator detector system was placed
on a steel plate on the floor of the laboratory. The
neutron generator was run with a pulse width of about
20 microseconds. Under mode 1 operation, the pulse
rate was approximately 5000 pulses/second and the neu-
tron output was about 500 neutrons/pulse. Figure 4
shows a sample inelastic scattering spectrum using a
collection window that coincided with the burst duracim.
The obvious features which can be Identified on this
spectrum are the annihilation line at .511 MeV, the
Fe(n,n' y) l i n e at -84 MeV, the Si(n,n' y) line at
1.78 MeV and Al(n,n' y) lines at 1.0 and 2.2 MeV. Some
indication of a 6.1 MeV triplet feature from 0(n,n' y)
can be seen in channels 230-290.

The capture and activation spectra shown in Figure
5 were collected under identical conditions to the
spectrum in Figure 4. However, the pulse rate for mor'e
2 operation was approximately 500 pulses/second with
5000 neutrons/pulse. The capture spectrum was accumu-
lated from 5 to 700 microseconds after each burst,
while the activation spectrum was accumulated from
about 1100 to 2000 microseconds after the pulse. Char-
acteristic capture and activation lines are indicated
on the figure. The capture spectrum includes any lines
due to activation as well as any from the laboratory
background. Two lines K 4 0 at 1.37 MeV and Th at 2.6
MeV are from natural radioactivity probably present in
the background. Subtraction of the activation spectra
from the capture spectra, removes these two features as
well as the Si(n,p) activation line at 1.78 MeV con-
firming the origin of these lines. The remaining fea-
tures in the capture spectrum can be identified as the
7.6 MeV triplet from Fe(n.y), the 2.2 MeV H(n,y) line,
the 4.9 MeV triplet from Si(n,v) and possibly the .1.78
MeV A£(n,y) line. Many of these capture features show
up in the activation spectrum indicating that the tim-
ing of the activation window may be moved to a greater
time delay after the pulse.
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SAMPLE INELASTIC SCATTERING SPECTRUM

Figure It. Sample inelastic scattering spectrum with major features identified in energy (MeV) and by
element. The energy scale i s ~ 20.5 keV/ehannel.

SAMPLE CAPTURE AND ACTIVATION SPECTRA
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Figure 5. Sample capture and activation spectra with major features identified in energy (MeV), by
element and by process. The spectrum labeled capture is actually capture plus activation
and background. The energy scale is ~ 20.5 keV/channel.
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Future Plans

Laboratory and field trials of the system for under-
water elemental analysis are planned during Che next
year. Problems which nay be investigated include the
distribution of particulate matter released during
dredging operations and mapping of toxic metals in the
bay floor. The sample site for these trials is Chesa-
peake Bay.

The problem of neutron and gamma-ray transport as
a function of chemical composition is also being inves-
tigated. This is to establish correlations between the
neutron flux distribution and the garama-ray spectra for
various chemical compositions. The calculated results
and the experimental data will be used to determine the
limits of quantitative analysis which can be obtained
by this method.

Replacement, for certain applications, of the Nal
crystal with an intrinsic Ge detector will greatly in-
crease sensitivity and allow for the measurement of
more elements than is presently possible. It will also
greatly simplify the spectral analysis necessary to
determine chemical composition from the data.
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PRECISION AND ACCURACY OF MULTI-ELEMENT
ANALYSIS OF AEROSOLS USING ENERGY-OISPERSJVE X-RAY FLUORESCENCE.
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Measurements have been carried out for the determina-
tion of the inherent errors of energy-dispersive X-ray
fluorescence and for the evaluation of its precision
and accuracy. Ihe accuracy of the method is confirmed
by independent determinations on the same samples using
other analytical methods.

Introduction.

Energy dispersive X-ray fluorescence analysis has pro-
gressed from its rather modest status a number of years
ago, into one of the most interesting methods for the
routine multi-element analysis of environmental samples.
The method compares favourably with alternative tech-
niques as far as simplicity of the equipment aid ease
of analysis is concerned. Nevertheless its accuracy
ana precision are not always considered excellent. 'Ihis
study was undertaken to determine and evaluate sources
of error associated with the method so that eventually
they might be minimized. The precision obviously de-
pends critically on the instrumentation used, the mathe-
matical treatment of the results and finally on the
homogeneity and complexity of the sample. The accuracy
of the method, or the degree of agreement of the analy-
tical results with the "true" accepted, or most relia -
bly known concentration, is the result of the quantita-
tion procedures used and can only be assessed with the
aid of standard samples and other reliable analytical
techniques. It has been tested mainly by intercompari-
son exercises ^ up to now. The results indicate quite
large deviations between several authors for most ele-
ments.

The influence of erratic factors operating cnta the sys-
tem have to be evaluated. These are due mostly to the
use of incorrect physical constants, undetected spectral
interferences, blank and contamination problems , in-
stabilities of the instrumentation and for the low ato-
mic number elements radiation absorption and particle
size effects.

Experimental
Instrumentation arri data reduction

The instrumentation used consists of a secondary tar-
get-water cooled tube system, a 30 rrm2x3 inn Si(Li) de-
tector and amplifier, a 16 position automatic sample
changer, all from Kevex, Burlingacne, California (Kevex
Subsystem 0810) and a X-ray tube with tungsten-anode
(Sienens AGW 61) with Kristalloflex 2 generator (4 K W ) .
The Si(Li) detector is collimated with a 2 mm diameter
aluminium aperture which limits the measurement from
the fluorescence radiation to a poorly defined oval
area with axes of 7 and 9 mm at 50 % intensity cut off
2 . The detector is mounted into a cryostath with a

0.012 mm beryllium window. A cooled FET-preamplifier
with pulsed optical feedback (Kevex 2002) is used with
an X-ray amplifier Kevex 451OP at a time constant of 6
Msec. The energy resolution amounts to 165 eV at
1000 ops and 5.9 KeV. The amplifier incorporates a
base-line restorer and pulse pileup rejection circuity.
A Northern Econ II, 4096 channel analyser with 200 MHz
ADC is used with a WRN3C0 7 track magnetic tape unit
for storage in BCD code and off-line transmission to
and from the computing facility.

Calculations were performed on a 64 K PDP 11/45 system.

The software available for the data reduction consists
of the well known fitting technique based on the non-
linear least squares algorithm of Marquandt 3 # The

fitting function consists essentially of a number of
Gauss functions and a third degree polynomial back-
ground. The method was thoroughly studied. A full
description of the methods and the results for fluor-
escence spectra will be described separately 4 . The
method provides optimum results however for small and
medium intensity peaks below 5.105 counts integral in-
tensity. For very high intensity peaks deviations from
the Gaussian shape at the low energy side were taken
into account.

The apparatus can be considered as a state of the art
example of the energy dispersive instruments. The data
reduction methods,however,are of a complexness typical
for Isrqe off-line system.

The rrajor factors which influence the precision can be
divided as :
1. Electronical effects originating either in the high
voltage power supply or the measuring electronics.
2. Snprecisions due to the sample or to the sample posi-
tioning.
3. Errors in the data reduction process.
4. Errors due to the standardisation.

The precision and accuracy that can be reached with the
method depend to a non-negligible extent on the type
and on the complexity of the samples. Therefore the
present study was limited to typical aerosol samples
collected on filter paper and to homogenised powder
samples of conparable complexity which could be brought
homogeneously on a filter paper type support.

The thin samples were positioned in a sample holder con-
sisting of two concentric teflon rings between which
they were flatly held. The sample holder could be ac-
comodated reproducibly into the sample changer positions
of the instrument.

Electronical sources of errors - High voltage generator
Instabilities.

The overall stability of the spectrometer was tested by
measuring repeatedly the same sample which was reprodu-
cibly placed in a fixed counting position of the sample
changer over periods ranging from 50 min to several
days. The results of one series of measurements are
shown in Fig. 1. It appears that the precision for
2000 sec measurenBTts is cf the order of 33 and that the
spectrometer is subject tn drift and oscillations 5 .
Also the intensity variations appeared to be proportion-
al to the anode current of the X-ray tube. A thin wire
of a suitably chosen element can be placed reproducibly
into the radiation path about 1 mm belos* the sample sur-
face. Through its fluorescence roliation it provides
a correction for the primary intensity fluctuations.
Fig. 2 shows the normalised intensity fluctuations for a
CsBr thin film standard counted over a 45 hrs period1,
ttormalisation is achieved through a 50 u thick zirconium
wire. A spectrum which shows the Zr K radiation which is
located conveniently just below the incoherent scatter
peaks is shown in Fig. 3. The maximum instability left
in the data of Pig. 2 is a small drift of 0.2 % per
hour which could be traced back to a decrease of the
tube voltage by circa 1 kV over the 45 hrs period.
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The external wire reference also serves the purpose of
behaving as an ideal purely random pulse generator.
Consequently it accurately corrects -!or pulse pileup
and dead time losses in the measurement equipment.

Errors due to the sample.

For an homogeneous thin sample the observed standard
deviation for replicate measurements can be considered
as a composite of individual variations and errors.
These individual variations can be taken as independent.

•I. .Anode Current imA)

Intensity/ 90sec

*'• * • ' •'•
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Fig, 1 : Fluorescence intensity and anode current
stability
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The following sources of variations were considered :
placement of the sample in a sample holder, placement
of sample + holjder in a sample changer position, varia-
tions befaiaen individual sample changer positions and
between sample holders. The relative contributions of
these errors could be obtained by repetitive measure-
ments of iron in the aerosol leaded filter of Fig. 3.
Other operational errors due to counting statistics, to
drift of current or voltage and data reduction ware mi-
nimised by selecting long measurements with the exter-
nal wire reference and limiting the analysis to a high
concentration element in a sample of excellent homoge-
neity.
The results of a number of replicate measurements are
shown in Table I. The error due tc differences in
sarple position amounts to [ (l.K)2-(O.A7)^i1/2

•» 1.32%, that due to placement of a sample in a single
holder to [ (0.83) 2-{OAl)2}1/2 = 0.68% and finally the
error due to placement of the sample in its sampler
holder in one position to t(O.47)2-(O.3O)2]1/2 = o.36%.
The use of different sample holders of a single con-
struction batch proved to be no significant source of
errors. Results obtained for other elements provided
consistent results with those obtained for iron.
These results can be compared with similar data ob-
tained by Buchanan et al b who ifcporL a 0.12% devia-
tion when the same sample was removed and reinserted
in the sample holder of a Philips Universal vacuum
Spectrograph with crystal iiDnochronator.

Table I Iron Î x intensity normalised for tube fluc-
tuations.

sure-
»ent

1
2
3
4
5

e

a %

Sample remain-
ing in single
holder;single
sample changer
position

181 187
181 826
181 755
180 544
182 845

0.47
0.30

Sample with
single holder;
different posi-
tion.

184 417
184 D-U
176 191
184 355
179 851
181 387

1.88
0.30

Sample replaced
in one sample
holder; single
sample changer
position

181 734
181 041
180 439
182 738
178 959
179 848

0.83
0.30

* : % standard deviation obtained
** : % standard deviation from counting statistics

Table II : Intensitv dependence with vertical position.

Height
normal

1.5
3
4.5
6.0
7.5

above
position torn)

% deviation
intensity

3.1
10.4
18.2
30.0
39.2

QCv.

' • • 1 1 1 1 1 • • 1 1 • • • i • • • • 1 1 1 • •

zm us ^

Fig. 3 : Spectrum of aerosol loaded cellulose filter
with zirconium external reference.

Table III : The precision of the nornalised net peak
intensity for the element and the radia-
tion shown (11 measurements)

s %
a %

2_ (ii-l)s2

a

FeKa
0.35
0.38

8.7

CuKa

0.84
0.82

10.4

ZnKa
0.22
0.31

4.8

BrKQ

1.19
1.09

12.0

K

0.
0.

13.

>L6
84
72

7
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The residual errors due to the placement of the sample
in different sample changer positions can be traced
back to height deviations in relation to a norr.al mea-
suring position. Table II summarises the intensity
variation as a function of the deviation from the stan-
dard position. The errors obtained corresponds to a
1 mm uncertainty only.

The results for the determination of the intensity when
an aerofil sample is measured in the same sample changer
position daily for 11 consecutive days are shown in
Table III. Since x2 for 10 degrees of freedow is 18.3
at a 95 % probability lsvel, there is no indication in
this case for operational errors in the analysis of
these high intensity peaks ajrqrt from counting statis-
tics.

Data reduction.

Por well-defined non-interfered peaks located onto a
low continuous background, the calculation of the net
intensity through peak integration is very easy by
every means of calculation used. 1b obtain accurate
results it is only necessary that the technique used is
reproducible for all samples and standards. As the
peaks become considerably less intense and the spectral
complexity increases errors will become more important.
Numerous computer programs exist for this aspect of the
analysis but considerable caution should be excercised
to evaluate the computer program initially and to rou-
tinely examine the results for validity. Powerful
least-squares fitting can be considered as optimal but
the user should be well aware that possible sources for
operational and systematic errors are numerous and that
automated routines are especially prone to produce nore
or less erroneous results.

The precision and the accuracy of the data reduction
used was evaluated as a function of the complexity of ,
the spectrum. The results will be described elsewhere

Standardisation.

A widely used practice in fluorescence analysis especial'
ly ion induced analysis consists in using one or a few
thin-film single element standards for the calibration
and relying on many constants and corrections, amongst
others : the photoelectric mass absorption coefficient,
the jump ratio at the absorption edge, tie Auger yield,
the X-ray detection efficiency corrected for the absorp-
tion in the air path, the detector windr>-: and insensi-
tive layers. Vie have been most reluctant to follow this
practice because it relies very profoundly on the know-
ledge of accurate values for the physical constants
which have errors ranging from a few percent to 20 per-
cer.!; or more.

y
Shin film standards obtained by vacuum evaporation
were employed for every element to be determined. The
overall precision and accuracy of these was estimated
at + 5%. The precision of the reasurement was of the
order of 2%. One can assume that owing to the bichro-
matic excitation conditions of the secondary target, the
specific K-intensity varies smoothly with atomic number.
This is borne out by the experimental data shown in
Fig. 4. The full line is a quadratic polynomial fit of
the logaritliU of the normalised intensity per ug of ele-
ment versus the logarithm of the absorption jump energv.
The mean deviation between the curve and 13 individual
calibration points is 4%.

Fig. 4 Normalised specific intensity for a number
of elements versus absorption jump energy.

Atomic absorption spectrophotometry, and instrumental
neutron activation analysis have been used. As an ex-
ample Table IV shows a comparison of a few paired de-
terminations by the fluorescence method and atomic
absorption for the routine analysis of aerosols.

Table IV : Comparison between analysis performed rou-
tinely whit XKF and AAS for a number of ele-
ments. Concentration in vg cm~2

Tagword
of spec-
trum

3478
3479
3480

3695
3696
3697

Tagword

2478
2479
2480

3695
3696
3697

XRF

12.6
10.9
8.9

5.4
11.7
8.4

XRF

2.5
2.4
1.5

1.7
2.0
2.3

Fe

AAS

15.8
13.0
11.5

4.8
11.2
7.6

Zn

AAS

2.6
2.5
1.6

1.5
2.2
2.2

Cu

XRF

0.16
0.15
0.15

0.24
0.26
0.21

Pb

XRF

4.0
3.5
6.7

4.3
4.5
4.0

AAS

0.16
0.22
0.20

0.29
0.17
0.12

AAS

4.9
6.25
8.15

• 4 . 1

A few determinations of manganese, iron, copper and
zinc in bovine liver are shown in Table V. The set-
ter on the results contrasts with the high precision
of most of the data of Table III and was due to in-
ferior counting statistics.

Table V : Analysis of Bovine liver.

Assessment of the accuracy of a technique is much more
difficult than the assessment of its precision. The usu-
al approach adopted is the analysis of an accepted stan-
dard. Several other analytical techniques have been used
for gaining insight in the accuracy of the analytical re-
sults. Emphasis was laid onto the determination of the
major elements of sufficiently high atomic number to
prevent particle size effects and radiation absorption
to influence the results.
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Sample 1
Sample 2
Sample 3
mean and
st. dev.
NBS
values

Concentration in

Mn
10.8
8.7
e.9

9.5+1

10.3+1

Fe
337
267
287

297+36

270+20

Cu
139
149
144
144+5

193+10

ng/g material

Zn
101
109
116
109+3

130+10



Finally several intercomparison excersises show the
accuracy of the particular analysis we use in conpari-
son to tne results obtained elsewhere by comparable
methods. Fig. 5 shows the collection of results for
a number of laboratories on the Denver II intercomparl-
son study. Our results are narked in the figure. In
each series of determinations the sequence of elements
is Al, Si, S, K, Ca, Ti, Mn, Fe, Cu, Zn, Se, Br and Pb.

Radiation absorption effects may give rise to severe
Inaccuracies. A methodology for the correction for
this effect h*s been thoroughly studied for homoge-
neous thin samples and also for samples which have an
heterogeneous distribution in the z-direction 8'9. A
cellulose filter loaded with aerosols is typical for
the latter situation. Ihe methods used for the cor-
rection are based on the accurate measurement of the
mass absorption coefficient by transmission measure-
ments and of the front-to-back intensity ratio of the
radiation. Experimental verification of the method
has been obtained by :

1. Measuring filters analysed by other analytical
techniques.
2. Using the "two-lines" method based on the intensi-
ty ratio of the PbNfc, to PbLo radiation. Ihe latter
high-energy line is virtually free of absorption and
may serve as a reference whereas the former is subject
to severe radiation absorption. It is thus a good
indicator for the study of absorption in several
samples.

Table VT 1 0 shows for 18 aerosol loaded cellulose fil-
ters with the loads indicated,the total absorption
correction coefficient, the ratio of the corrected
Pl*k intensity to the absorption free intensity. One
latter intensity was obtained from the absorption free
intensity ratio of PH^/PbLg as obtained with ultra
thin samples. The acceptable results were obtained
by assuming an exponential concentration gradient of
the aerosol through the filter.

Table VI : Radiation absorption of Ptt^ radiation
(2.34 keV) in aerosol loaded cellulose
filters.

Sample

1-3
4 - 1 5
16 - 18

Aerosol
load
(ug cm )

iso
400
650

Calculated mean
absorption cor-
rection

1.70
1.75
1.74

Ratio of correc-
ted Pbl̂ , inten-
sity to absorp-
tion free inten-
sity

1.08
1.03
1.14

Conclusion.

In conexusion one might state that the precision of
the X-ray excited fluorescence analysis can compete
in very favourable circumstances with that obtainable
with wavelength dispersion.

Acknowledgments.

This work was financially supported by the "Nationaal
Ponds voor Wetenschappslijk Onderzoek", Belgium.

3 V^1

la I

Fig. 5 Normalised concentration for the determination
of a number of elements by X-energy spectro-
metry as obtained by 7 laboratories. Our re-
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MODELING OF BACKSCATTER GAMMA RAY SEDIMENT GAGES.
L.D. Maus, J.K. Roney, V.C. Rose, and V.A. Nacci, Department of Ocean Engineering,

University of Rhode Island, Kingston RI 02881.

SUMMARY

Semi-empirical mathematical models were
developed to predict the response of gamma-
scattering gages. A single scatter model
was used to develop an equation describing
the response of a close spaced gage. Lab-
oratory experiments and Monte Carlo simula-
tion were conducted to determine the effects
of changes in the collimation angles and
the source to detector spacing on the
numerical coefficients. A more general model
was developed to predict the response to
both sediment density and equivalent atomic
number. Water with a small amount of barium
chloride was used to simulate a wide range
of densities and chemical compositions to
obtain numerical coefficients. The response
was found to be a function of source to
detector distance collimation angles, photon
energies registered by the detector as well
as sediment density and chemical composition,

INTRODUCTION

Sediment density and composition are
important parameters in marine geology as
well as in submarine soil mechanics and
underwater acoustics. The process of
obtaining core samples for laboratory
analysis is costly and time consuming. In
addition, results are subject to errors due
to inadequate sampling and core disturban-
ces. As a consequence, there has been
interest in measuring sediment properties
in-situ.

Gamma-ray backscattering has been used
for a number of years for density measure-
ment. It is particularly suited for in-
situ measurements since it is capable of
measuring bulk parameters while having
access to only one surface. Commercial
backseatter gages are available for measur-
ing soil density while several developmen-
tal gages have been constructed to measure
marine sediment density. In the design of
the density gages, the emphasis is on
reducing compositional effects which could
bias the density measurements. Limited
research has been conducted on backscatter
compositional gages.

One purpose of this research was to
develop semi-empirical mathematical models
that could be used to reliably predict the
response of gamma backscatter gages over
the normal range of sediment density and
composition. This required detailed in-
formation of the behavior of scattered
gamma radiation as a function of sediment
variables as well as gage parameters. In
order to describe this behavior around the
probe, an extensive research program was
necessary. This involved mathematical
analysis o.f the scattered radiation between
the source and datector, Monte Carlo simu-
lation of scattering in the near field, and
laboratory experimentation.

BACKGROUND

In the gamma energy range considered
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practical for portable gages, there are two
principal interactions between the gamma
photons and the sediment: Compton scatter-
ing and photoelectric absorption. For these
materials, Compton scattering is effectively
independent of chemical composition and only
a function of density. Photoelectric
absorption, however, is a strong function of
atomic number and is therefore very depen-
dent on chemical composition. Compton
scattering is the dominant process for
photon energies above 200-300 kev while
photoelectric absorption dominates for lower
energies. The energy of the scattered
photon depends on the angle of the scatter.

Two competing phenomena affect the
detector response as the product of density
and source to detector distance are in-
creased: Compton scattering of photons back
to the detector and photoelectric absorp-
tion of photons traveling toward the detec-
tor. At low values the first effect pre-
dominates. As the value of the product in-
creases the second effect becomes dominant.
The results, for a given geometry and source-
to detector distance, is for the count to
increase with increasing density up to some
maximum and then diminish with increasing
density. The position of the maximum depends
on the source to detector distance. The
closer the source to detector distance the
higher the value of density where the
maximum occursl,2,3. it is possible to
design a backscatter sediment density gage
to follow either the rising portion of the
curve4, or the falling portion of the curve5.

A number of investigators including
Tittman and Wahl6, Czubek7, and Christensen",
have found that the effect of composition
and density of the medium on the scattered
gamma ray spectrum can be separated. Gener-
ally the magnitude of the upper region of
the spectrum, above the energy where photo-
electric absorption is significant, is a
function of density but not chemical compo-
sition while the lower region is a function
of both. At distances sufficiently far from
the source (usually 3 or 4 mean free paths)
the spectrum approaches a stable equilibrium
spectra. At these distances the response of
a detector is a separable function of density
and composition.

Although there are serious limitations
to the single scatter model, it is useful in
analysing detector response for short source
to detector distances and for detectors that
only respond to the upper portion of the
scattered gamma energy spectra. This model
has been used in assuming that the highest
energy photon reaching the detector corres-
ponds to single scatters along the path
defined by the minimum possible scatter
angle3.4,7.

Monte Curio calculational techniques,
which involve calculation of a large number
of individual photon histories, are very
useful for generating statistics on photon
trajectories, energy and angle distributions
number of scattering events, etc. Monte Carlo
methods have been used to investigate the
effects of source to detector distance,



source and detector collisation,source
energy and compost tic-.tlO.11. One result
of these calculations is the conclusion
that the single scatter model only holds
for very low densities and short source to
detector separations.

Because of tlic difficulty Involved In
obtaining exact agreement anong tho various
analytical techniques, a sealemplrlcal
approach has been widely used. The most
generally used model for density gaging is
of the form

d2l b

where A and b are constants, ̂ 0 is the density
of the medium, d is the source to detector
distance and f is an effective mass atten-
uation coefficient. The most common assump-
tion has been that b - 1. This assumption
is consistent with the results of the
diffusion approximations1''! and has been
used successfully to fit experimental
data12'13. Czubek6 has obtained values of
u ranging from 0 to 1.25. Umiastowski14

using Monte Carlo calculations and experi-
mental data from 23 gages concludes that b
falls in the range of 0.8 to 1.2 and that^
can be related empirically to Jtt , the mass
altenuatlon coefficient at the source
energy.

For density gaging, there have been a
number of methods proposed to suppress
compositional influences, all of whKh
recognize the need to reduce the sensitivity
of the gage to gamma photons in the photo-
electric absorption range. Those methods
include collimation of the source and or
detector to enhance the high energy portion
of the spectrum, suppression of tin: low
energy portion of the spectrum by electro-
nic discrimination of the detector output
or by filtering the scattered photons
through high 7, materials and the dual gage
techniques which permit cancellation of
the effects of low energy photons.

Czubek (6. 16 ) presented the
following model for gage response which
includes the effect of composition:

d2l - hz;
3- 5

;e£j ).

where d is the source to detector distances,
p is the bulk density, A, b, c and h arc
gage constants, and Zoq is the equivalent
atomic number.

Gardner and Roberts11 have proposed a
model in the same general form. The Czubek
model permits the exponent b to vary while
the Gardner and Roberts model restricts it
to a value of one. In the Czubek model,
the composition effect is separable from
the density effects. In addition, the
Czubek model only applies for source to
detector separations of 4 mean free paths
or more while the Gardner and Roberts model
appears to have been correlated with data
obtained at distances of 4 mean free paths
or less.

For compositional measurements Czubek7

proposes the use of scintillation detectors
and electronic discrimination ot the output
so that two signals are generated; one
corresponding to the upper portion of the
spectrum which would be a function of
density only and one corresponding to lower
portion of the spectrum which is a function

of both density and coapoKilion. !k> Uifs
HUjiKcsis that a ratio of these two inten-
sities would be a function of Hevj only.

MODEL DEVtXOPMEST

Single Scatter Model

In the first phase of this research*'
(sponsored by the Atomic Energy CoaxissIon)
lhe ultimate objective was So develop a
sodireciit density gage- for deployment on the-
Deep Oci-an Sediment Prottc (IK5SPJ slow: silt:
other types or HCDHOIS. In ord«>r to provide
accurate density profiles for use wish the
information from these- other sensors. Use
gage had to be capable of accurately
small volumes or scdinjnl. This can ue
accomplished with a colllciated clo.se
backseatler arrangement with associated
energy discrimination. To provide data for
the design of this probe a series of lab-
oratory experiments and a Monte Carlo
computer program were per forced, t'tilng a
Montc^rsrlo computer prograa described by
Honey*7, histories wore accumulated for a
backscattcr arrangement. The gco&ciry «as
a source emitted, axl.il ly through a radical
collloalioii into .1 medium of composition
similar 10 marine sediments, each photon
was tracked fron the source collanallcm por:
into the scdi-ur.l through scattering until
the history was terminated by escape, return
to the wall of the probe, or absorption.
The criteria for escape w.is passing a maximum
radical or vertical distance of 30 centi-
meters. Spatial coordinates of the photon
termination, its direction cosine, energy at
termination and number of scatters! were
recorded.

Close to the source most photons ex-
perienced a single scatter while, with in-
creasing distance from the source, tttc pre-
dominance shitted Iron single to double to
multiple scatters, "eyond a distance of 7
centimeters, single scatters were no longer
significant.. The average energy of photons
backseattered to a probe wall was found to
diminish with distance from the source.

In the laboratory experiments, actual
detector responses were recorded for 3
variety of source collimation angles, source
to detector distances and sediment densities.
Basically, the equipment consisted of a
20mCi Cs-137 source, a scries of lead shields
to prjvide various separation distances and
co'.iimatlon angles and a sodium iodide
crystal. An aluminum tube closed on one end
was used to align and contain these compon-
ents. A 100 channel multichannel analyzer
was used to obtain the energy spectrum of the
radiation reaching the detector. Through
the selection of collimating angles and
separation distances photons undergoing
single scatter or multiple small angle scat-
ter were most likely to reach the detector.
This resulted in a distinct peak in the
higher energy region of the spectrum which
cculd be recorded separately through the use
of electronic discrimination.

In the experiments, the intensity of
this peak was recorded as the gage and soil
parameter were varied. Although the source
collimation was fixed at 45°, the detector
collimation was varied fron 35 to 60° in
four discrete steps. The source to detector
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spacing »a« varied trem 3 to *3 eentiweier*
in I a* increment*. ArtiJlcally layered
serfiiwni: with <Jt>o*iiSt»* ranging fro* 1.1?
to 2.15 era** s»»" c«Hic centimeter *«*re wnett
a.-4 tin; scattering «ediu»,

As indicated J»y ib«» Kont«» Carlo calcula-
tions, the single scatter sexJel Btnwtld »;'!>*?•
ovt-j- the rang* o( c«jmHtion« smditKt. ttte
i-t'««l{« were lltu* compared lt> a generalised
form or liter wimpllfied detector re*paa*e
nodel developed by Piri© el at"*. Ct«)tt
appro* Ss>atio»» serf obtained in selected
ca#«?s. further analysis indicated tnat
(here was a i-^Jattonsiiip ttetwwa the <lt>t«ctor
<«>Ili*asiy» angle and the di»lance of
separation. This relationship us shorn
bo-low where flM i*» tfte detector cotllMttion.
angle and dp the preferred source let detec-
tor distance.

as» a'.s
430 - i . a
52.5 s.8
60 H.O

When the equation wws modified toy adding a
terra c(6) to the cxpoMmt. further analyol*
i n d i c a t e d 1 hal c { 0 ) « l . o . d .2 ;;l,,-«t). tt
*a» thus tountl that llic i-ospoimi' oE a i l o m '
spaced e o l l i o a t f i i liackwca£!«.•!• t;aj;t' could !)«•
ex(>ix«Ketl by the (It-'tcvior • o l l i « » t t o n
ot 35 - S2.5a>.

tht* values of el «(» 10 C t-i-fUJ»i-tpr>>
and ror scattering aft«lc» t>i »0 to 97.5°
(in HUM tine sou ice totliniUion att&Utst of
35 - 52.S°J.

General Model

l» the second pha. e of this
ttic objective *a» to tj< vcleji a tii-aS-vni»lri-
cal »o4el that could IJ;- ustsl ttt lln.' ct^^lcn
of Hodtwcnt co»|>o*itio» gotten. To jsrovt«Je
the nctcsMas-y data a »«ri«»» of t-spci-lat-utN
were performed. In ttw«e t-siK-i-Smc-niK. the
actual detector responses were rocortitMl
for a varlt-ty of source and <Itnt>t.for co l l i» -
atlon a«K!>-'», source te> detector
aad aqueous comt-ntration."* of g
Basically the equipoiciu cor«jistc-{| of a
25 «Ci Cw-137 source, two lead s!»i< ltt«
mounted en a rack »o that l!>o
annlc>« and source to detector
could bt> varied, and a sodiun iodide »ci»-
l l l la t lon dctuctor. A 400 channel multi-
channel analyzer was used to determine Hit-
onevgy spectrum of the radiation reaching
the detector.

One prominent feature of IIJCHC spectra
was the fov Mcatlcrs peak in the higher
oncrgv half. T!)*;. t-vak was the result of
collination selectively admit ting only those
pootons approachini; Iron a uiven antilc. The
peak i s relatively narrow at low values atX
(scattorinK acan Tree path or/tr/ad) bul
broadens as X increases. This suKti<-nis that
the photon historioB nrv Mlnilar at low
values but becomes move varied a» %
increases.

Regression analysis was used to f i t
tbls data to a equation of the form:
d2l - A'Xb oxp - ( c* ) . The constants A. IJ
and c were assuaod to lie a funtion of

in to to* and high «-n<-j>:y fattg<«»
•ttw e o l o f f energy var ied . THVMV a«tal>et»»
indicated that the r«»»*j>o«««: of 3 r a i l t w a
twcfcitcailer eajje to chafiKdji So #i<rft«pnt
*!«!•<»*«t iJr AHA co«pO«it!Oft cot!Is! tw
(>>• an tr<|ualit)H of the fora:

- tc*

whfire: C - &.S60 » 15.0053*3%, « s is ttte
r««*r<:« cislliaatioft angle ami A0, »>̂ . c. t
ami iv art & function of collimation ant-leu,
ami photon energies* it?cl*iti;i'tvl by the tteitnr
tor. Yov values of X firraivr ihan 4, this
equation catt txt approslnait-d tiy

h Z..^-5) ittlrli haftAh- Aaabe>

i!»? saaw* fora a«i the Motfcl of Csstttw**6. For
value* of "X. ttelveeti 1 a»d 3 Use equation can
IMJ a(>(»ro!(iaaii?t; by

0 . 7

» l « ! » ? ^ | w o p ( c of Zp(, ,'JJS ift
of GartliHcr and Saber la 13.

Si('«:«.» the atlual val««-!i of thr
i«tnt» arc ftftectijc to Hip pse«»
itic general sre/iirtsi * i l l n«

All o^ tho >53»-3Bt.'tci-s fstept c w*rc
found to i>c d^£»«J«p fuiuriioiif* of iho photon
«?ne**fjiw* rptjistcrett by the dtjtecior. THP
magnitude jiaramflpi- Ao Increases »« a»orp
jf fht- available energy *«j»t>ctru» im mciuUcil
by the detector. Ttw value of !»„ j« also a
»o» linear function of energy. Tw coajftani-
iton jsai nmi.'KM'h f anti Ji both b«h*v« « i« t l -
arly *itl> onergy. bvlnn relatively high for
low energies and rabidly iie<Tfa«leis st ih
int-i-eaMiMj; i>in>)-i;>. Above about 250 fcev,
these lernut ca» be neglected for she range

!<> Kt*i!t-ial, a l l of the paraneterts are
functions of l!u> source and/or detector
angles. The value of Aa tlet-rc3Ht?n *l£h an
iacra-ease in source or detector angle. Thia
d in very pronounced for enert;lett>

»b<mf 2£<l k«-v. T«e parsuneier t>o also
wlta an increase in either source

or detector angle, however, i t »x oore in-
fluenced by the detector anglo. The valuv
of c was cO!u<tidet*ed to be a function only
or the source? angle l>a.««td on a double-
scatter nod^l and i(tti*»,-a*<t« with % . S i» l l -
ai'ly. Hie cotoposlticn parameters f and ti
were found to be functions only of (he source
a«B ie .

Coetsiderint! the overall^effect of tin-
j)ai-aacte!-fl lio. c, and f on ti2!. it was con-
cluded that foi-*>2.5. thepfor density de-
pendence could be considered independent of
detector antilc. The only one of these para-
n.sters exhibiting any dependence on detector
an£le was bo; however. the influence of this
pat meter on overall response decreased «ith
increattilfiK X •

A further conclusion fro* this research
was that i t would be impractical to design a
NcOinrjnt cage for which the effects of den-
sity and 7.cc, arc completely separable And
that some correction for the denuity of the
sediment wi l l probably bo required. Because
sediments are relatively low in density.

I i'.U



e x c e s s i v e l y lar^e source-delector separa-
t ions vould IK* required to ensure separab-
i l i t y of density ami conposit ion e f f e c t si for
t)K> miiiieiuot densi ty in which me R»HQ i s to
operate .
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ELEMENTAL ANALYSIS OF COAL
BY PROTON-INDUCED X-RAY EMISSION ANALYSIS

S. M. Cronch and U. D. Ehmann, Department of Chemistry
University of Kentucky, Lexington, Ky. 40506

H. W. Laumer and F, Cabtiard, Department of Physics and
Astronomy. University of Kentucky, Lexington, Ky. 40506

Proton-Induced X-ray emission has been used to
decernino elesental concentrations in solid coal sam-
ples. The coal samples were Irradiated with 2.5 to
5.5 McV protons. Concentration were determined from
ch<ir.ictcrlsclc X-ray yields taking Into account matrix
absorption. The precision is shown by replicate anal-
ysis and the accuracy by comparison with results ob-
tained by other laboratories using differesil techniques.

Introduction

Since tho introduction of proton-induced X-ray
emission analysis (PIXEA) by Johansson,1 it has been
used to analyse a great variety of materials. Its
sost successful application has been to thin targets,
(.•specially if the target material available is limited.
Tin- technique can, however, also be applied to thick
targets. In this study the suitability of the tech-
nique for analyzing solid coal saeplea Is investigated.

Expericcntal

The sanplia wern bombarded with proton beams of
:.5 to 5.5 KeV generated with the University of Ken-
tucky 5.5 He'! Van de Craaff accelerator. Tho beam
dlnaoter at the aasple was 7 era. The colllcutor and
anti-scnctorlng slits were aade of graphite to keep the
X-ray and r-ray backgrounds to a nlnlotsa. A nickel
foil was (-Itred 130 en fron the target to hoaogenize
the bcaa. A 75 oicron nickel wire nounted horizontally
c-n i i s diocetcr plastic rod was moved vertically
through Che bean spot. By oonltorlng the Ni Ka peak,
f.he bean density was determined. For proton energies
of 2.5 MeV a:.i 5.5 McV using nickel folia 5 u and 13 u
thick, respectively, produced bean densities homoge-
neous to 102. Beja currents on target ranged fron 5 nA
to 70 nA. The target chanber was electrically insu-
lated and acted as the Faraday cup for charge integra-
tion. Between the colllmator and chamber, a 10 cm long
and 4 cm diaaetcr cylinder kept at -2000 V acted as an
electron nuppreissor.

At the higher bean currents, the charge build-up
on the target causes considerable background radiation
by electron bremsstrahlung. A filament taken from a
flashlight bulb was operated at 3V, the battery float-
Ing with the chauber. With thft filament located 2 cm
froc the target, background radiation from thin pro-
cess was suppressed. No evidence of contamination by
tungsten was observed.

The vacuum in the target chanber was usually 5 x
10"5 torr. ?uap down tire between target changes vas
about 10 minutes. Since irradiation time was approxi-
mately 15 minutes per sample and four targets could be
rountcd at one time, this is only a fraction of the
accelerator time used.

The targsrs were mounted on a ladder such that the
targets were at a 45* angle with respect to the proton
bean. The X-rays were detected with a Nuclear Semi-
conductor Si(Li) detector which was situated at 90* to
•he proton beam and 45* to the target. The target was
located 5 cm from the 25 wo beryllium window on the
target chamber and 6 cm from the 25 vn beryllium win-
dow on the detector face. An aluminum absorber was

usually placed between the two windows.
The 30 mm2 x 3 ran Sl(Li) detector has an energy

resolution of 190 eV, FWKM, measured at 5.89 KeV. X-
rays of the elements above atomic number 13, aluminum,
can be detected.

Pulses from the Si<Li) detector and amplifier
system were analyzed by a Canberra ADC on-line with a
PDP-8/I computer. The resulting 1024 channel X-ray
spectra were stored on magnetic tape. The PDP-8/I
has an oscilloscope display and a light-pen unit for
Analyzing spectra. Previously accumulated data can be
analyzed while recording the next X-ray spectrum.

To extract X-ray yields from the accumulated
speczra the following procedure was employed. The
areas of peaks which were relatively Isolated and well
resolved were determined on the PDP-8/J with a simple
peak stripping routine which fits straight lines to
the background. Peaks which are not well resolved,
such as a snail Cl peak in the presence of an intense
S peak, were analyzed with the program SAMPO2 on the
University of Kentucky IBM-370 computer.

The coal samples obtained froia the Illinois
Geological Survey were ground In an agate mortar until
the powdered coal would pass through a 200 mesh
screen. The coal sample obtained from NBS required no
further grinding. The samples were pelletized without
a binder in a die at 35,000 lbs/itr . The pellets,
which were 1.3 cm in diameter, were attacked to an
aluminum square using three plastic screws to hold the
pellet In the center of the square. The targets were
then ready to be mounted on the target ladder for
irradiation.

Standard stock solutions were prepared from re-
agent grade chenicald for the following elements: S,
Cl, K, Ca, Hn, Fe. Co, Zn, Br. Sr, Ba, and Pb. Ali-
quot "s of the stock solutions of 1000 ug/ml were
diluted to 10 ug/nl. An Oxford mlcroplpetter was used
to deposit lOXof the 10 ug/nl solution on to a thin
fonr-ar film (10-20 g/cmJ). The formvar film covered
an aluminum frame with a 1.6 cm hole in the center.
After the drop had air dried, the target was ready for
irradiation. The yields obtained by irradiating these
targets with a homogeneous beam formed the basis for
determining detector efficiencies used in calculating
concentrations of the coal targets. Detector effl-
ciences for elements not In the set of standards were
interpolated. This interpolation was based on a de-
tector efficiency curve calculated for the detector
and absorber combination.3

Spectra were accumulated at count rates below
1000 cps. Above this rate sum peaks for the Intense
X-ray lines start to become troublesome. Elements with
Z<26 and breosstrahlung X-rays in the low energy region
of the spectrum represent the major contribution to
the X-ray y.'eld. For a constant count rate this in-
directly Units the sensitivity which can be achieved
for the hlghar Z elements. By introducing an absorber
the low energy contribution to the count rate is re-
duced. The next limit encountered in trying to in-
crease the count rate for elements with Z>26 Is usually
the stability of the target under high beam currents.
A considerable Increase In count rate, especially for
solid targets, can be obtained by increasing beam en-
ergy; however, the general X-ray background also in-
crease and sets a limit to the ultimate sensitivity

190



that can be achieved. Secondary effects may also be-
come important and make data analyuls more complex.

At a proton energy of 2.5 MeV, the highest sensi-
tivities for the low atomic number elements, Vt<Z<K>,
were obtained without using an adJltlonal absorber. In
this situation, the detector was count rate limited due
to Intense low energy X-rays for low Z elements. Be-
cause of this, beam currents were Halted to very low
values, approximated 5 nA. The sensitivities for the
higher Z elements 2.-30 were rather poor. To Improve
the sensitivities for these elements, a 0.24 mm
aluminum absorber pierced by a 0.5- on diameter hole
was Introduced. By using an absorber with a plnhole,
the spectrum of X-rays from the low Z elements could
still be detected, while the count rate of high Z was
increased by Increasing the beam current. The dcadtlme
of the system didn't increase, since most of the in-
tense low energy X-rays were absorbed and only a small
fraction passed through the hole. For a 2.5 MeV proton
beam, the highest count rates for the high Z elements
were obtained by using a 0.32 mm aluminum absorber.
With this absorber, low energy X-rays for the low Z
elements didn't reach the Selector, so the beam cur-
rent could be increased again without Increasing the
detector deadtlme. The limiting factor on Increasing
the beam current was the thermal stability of the coal
sample in the proton beam. At 2.5 MeV the maximum per-
missible beam current was 70 nA. To increase the
count rate at this maximum current, the proton beam
energy was increased from 2.5 MeV to 5.5 MeV. The
electron brersstrahlung background increased at the
higher proton energy, but the higher count rate yielded
superior sensitivities for the same irradiation time.

All the samples were irradiation at least twice,
once at 2.5 MeV with the aluminlm absorber with the
hole and once at 5.5 MeV with the solid aluminum ab-
sorber.

To correct for preamplifier and system deadtlme
a 60 cps pulser was fed into the preamplifier. The
ratio of the number of pulses presented to the pre-
amplifier and '.tie number counted for the pulser peak
In the spectrum vaa used as a yield correction factor.

Data Analysis

There are a number of strategies that c m be
adopted to determine concentrations from thick target
data. A popular method, much used in X-ray fluorses-
cence, is to use doped samples to establish an enplrl-
cal concentration curve. They are often used in con-
junction with statistical analysis programs to calcu-
late regression coefficients and then take account of
effects due to variations in the matrix. For a sample
that contains n elements this may mean a minimum of
(n-1) doped samples.1' It appears that it is not a
trivial undertaking to produce such a set of doped
standards for coal samplas in the face of the consider-
able variabilities of coal matrices encountered. An
alternative is to calculate matrix effects by consider-
ing the physical processes Important in producing and
detecting characteristic X-ray.

A proton beam striking a carbon target surface
with Initial energy 2.S MeV will penetrate a distance
of about 60 u at which point it will have lost most of
its kinetic energy. The X-ray production cross-sec-
tion will vary smoothly along this path. An X-ray pro-
duced at some point along Che proton trajectory will
therefore have to tra-erse some matrix material'in
addition to any absorbers In front of the detector be-
fore being counted. To calculate the concentration of
an element, based on the number of X-rays counted per
coulomb of Integrated pn ton beam, the proton range was
divided into segments, iach segment represented an
energy loss of 0.1 MeV. The contribution below 0.3 MeV
is negligible since the X-ray production cross-section
falls off rapidly at: low proton energy. This is fortu-

nate, since stopping power vcJ.ues are l_ast reliable
In this region. The contribution to the. yield from
each range segment was determined as follows. It was
assumed that the production cross-section for X-rays
varied linearly In each segment. The absorption by
the matrix of X-raye originating in the segment was
calculated. The product of the average cross-section
and X-ray attenuation was then weighted by the areal
density of the range segment. The stopping powers
used to calculate the range for protons were taken
from J. F. Ja.ini and are expected to be accurate to
32.5 For the purpose of calculating proton ranges In
the coal matrix, the Bragg additivlty rule was assumed
to hold.,6

(dE/dlO
matrlx \ Vi (1)

Wj is the mans fraction of eleaent 1 in the matrix,
and (dE/dx)j Is the stopping power of element 1 at
proton energy E. This Is valid if the elements arc
fairly uniformly distributed in the coal matrix. If
specific elements cccur in grains, this technique will
have the same difficulty a* a method based on doped
samples would have.

The X-ray production cross-section were based on
the empirical curve of Akselsson and Johansson.7 The
cross-section averaged over energy Is expected to
deviate less from the experimental value than the vari-
ation of experimental values from the empirical curve
at any specific energy, and thus should deviate by less
than 10:.

The absorption cross-sections for X-rays are
taken from Storm and Israel.8 In calculating the
absorption coefficients for the matrix, an equation
sIfliar to eq. 1 was used; where stopping powers were
replaced by absorption coefficients.

Since the KB X-rays for sotte elements Interfere
with the Ka X-rays of others, the yields obtained from
the spectra may have to be corrected for this overlap.
The Ka/K6 ratios were taken from BacSyneh ^t al.^ and
the effects of isatrlx and window absolution applied to
produce corrected Ka and KB yields.

It is evldrnt that this technique Is perfect only
if the sample composition is known beforehand. This
implies an iterative procedure must be employed. For
a preliminary calculation, a likely composition wae
assumed and & first set of elemental concentrations
was t'jen determined. Subsequent calculations could
then be based on the calculated concentrations. For
the samples analyzed in this work there were only
changes of the order of 51 between first calculations
and subsequent iterations. Elements which are abundant
in the coal, but for which PIXEA yields no information,
are a potential source for error. Varying the carbon-
oxygen abundances from 652 and 20% to 752 and 102
caused changes of the order of 102 for elements such
as sulfur, which have K X-rays which are strongly ab-
sorbed by the matrix.

Results

Table I gives the FIXEA results for the coal sam-
ples provided by the Illinois Geological Survey and
compares thes to published value*.>5 Table II compares
PIXEA concentrations determined for NBS SRM 1632 with
published analyses by other laboratories.10'11'12

Errors cited for FIXEA In Table II are standard devia-
tions based on four measurements and do not Include
systematic errors discussed below. S showed very good
agreement while Si concentrations were found to be con-
sistently low. The vilues for Zn were erratic, sone-
tlmes agreeing and at other times differing by a fac-
tor of 5. Se, Zr, Br, and Cl also compared poorly.

Table III presents the results of the replicate
analyse* of a coal sample issued by the EPA for a
round-robin study.
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Nine targets were made and analyzed with a pro-
ton bean at 2,5 MeV, The yields for Z<Z6 vere ob-
tained from spectra collected with the 0.24 on aluai-
num absorber l-avlng a O.Si an hole. For Z>26 data
was obtained with a 0.32 ran aluminum absorber.
Standard deviations are generally within the variation
due to peak fitting and target geometry, except for
the elements Zn and Br.

For a proton energy wf S.5 HeV preliminary re-
sults yield concentrations which are higher than
those obtained with 2.5 HeV protons. We suspect this
Is caused by secondary fluorescence which is negligi-
ble for these targets at a. proton energy of 2.5 HeV.
He intend to investigate the phenomenon further.

Error Analysis

To arrive at the error estimates quoted In
Table I, the following error contributions were

considered. Geonetry variation for the detector-sam-
ple distance contributes 7X. Bean integration and
deadtiae correction are assigned 3t. The error intro-
duced in calculating naflx effects varies with the
element identified. Rarjrf of the protor. bean is based
on values which are accurate to it, but the uncertain-
ty In composition will Introd ice an error of at leas:
6%. The absorber coefficients are expected Co be
accurate to 10X. Thus for silicon and other strongly
absorbed x-rays the error contributed by this factor
is close to 101 while for Iron at 2.5 KeV proton en-
ergy this becomes IX, These errors and the statisti-
cal error due to variation in peak fitting arc sumsed
by squares and entered In Table I. It is apparent in
Table 111 that these errors do not nlvays Justify tl.e
observed variation In replicate analysis which aunt
be ascribed to satsple variation.

10

Elesent

Si %

S %

Cl %

K %

Ca %

Tl %

Fe %

Zn

Se

Br

Zr

Cd

Table

Z Error

13

12

2a
n
li

10

10

16

16

14

15

24

I. Comparison of PIXEA with Values
(Concentration*, ug/g unless X

C13464

PIXEAf

1.1

4.3

0.S2

0.11

o.sa
0.08

1.9

27

5

19

19

I

2

4

0

0,

0,

0,

2.

2(

2.

15

.G.S.

.65

.08

.33

.17

.50

.05

.34

3

103

0.5

C14684

PIXEA

0.76

2.6

0.53

0.09

0.34

0.04

1.4

21

2

21

17

i.c.s.

2.10

2.46

0.42

0.15

0.54

0.06

1.72

30

1.2

19

40

<0.3

Obtained
indicated)

by the

C15231

PIXEA

.92

4.1

0.38

0.12

0.46

0,07

1.5

51

4

13

21

I.C.S.

2.87

4.12

a.v.
0.17

0.90

0.06

1.83

289

1.6

13

28

1.4

Illinois Geological

C1613C

PIXEA

4.

0.

n.

0.

0.

1.

40

6
7

20
_

80

0

34

a
38

06

(

I.C.S.

2.95

4.01

0.22

0.16

O.?l

0.06

1.78

89

7.7

12

-

0.09

Survey

C16317

PIXEA

0.81

3.1

0.58

0.11

C.83

0.07

1.4

2300

2

15

19

23

I.C.S

2.48

3.22

0.02

0.17

0.73

0.07

1.57

2668

2.4

14

20

28

•Samples provided by the Illinois Geological Survey.

PIXEA values are the average of two determinations at 2.5 MeV.

Element

Si %
S %

Cl
K Z

Ca X
Ti
Fe Z
Zn
Se

Br

Rb
Sr
Y
Zr

Ba

Table II.

PIXEA *

1.7 H^ 0.07
1.4 + 0.04

1060""

0.28
0.46
1010
0.81
59 +
12 +
14 +
24 +
163 4
23 +"
44 +
770 4

+ 150
+ 0.01
+ 0.01
+ 16
+ 0.03
38
2
1
4
• 4

"2
7
• 170

Concentrations Determined by PIXEA Are Coraparec!
to Values Obtained by Other Laboratories fcr MBS SRM 1 6 J 2 .
(concentration, ug/g unless t indicated)

NBSC

3.2"

Inter-Laboratory Comparison
ave. values'*

-
890 + 125

0.28~+ 0.03
0.43 + 0.05
1040 + 110
0.84 + 0.04

30 + 10
3.4~+ .2

19.3 + 1.9
il + 2
161 + 16

i.e.

3.93
1.25
1000

0.33

1100

1.11

2.8
20
-

352 + 30

800d

0.87 + .03
37.0 + 4
2.9 + 0.30

*PIXEA values obtained at 2.5 MeV. errors are standard deviations based on 4 measurements.
3 Ref. 11, b Pef. 10, c Sef. 12, d Information only.
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Table IT I

Elccent

Si J

s x
Cl X

K 2
Ca I
1\
Fe I
Zi!

Br
Rb
Si
7.T

Replicate Analysis or a (sal

(concentrations, ug/g unless

* o f Mean
Determinations (9)

1.3
1.2
0.12

0.25
0.42
850
0.73
32
12
22
171
85

Sample

X lndl

0

0.08
0.1
0.03
0.01
0.02
36
0.4
8
4
3
30
8

Coal sample Issued by EPA for round-robin study.1

+
Values were obtained by Irradiation at 2.5 HeV,
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A RADIOISOTOPE IHKERSIOH PROBE FOR CONTINUOUS OH DISCRETE
MEASUREMENTS OF SULPHUR i'J CHUDE OILS ABB LEAD IN REFIBEHY PBODUCTd

Steen Teller
Is>topc«ntralen» 2, Skelbaekgade, DK-1717 Copenhagen V, Denmark

The sulphur content of fuel oils and the lead con-
tent of gasolines car. be determined in a sisigle
ceauureoent ty a simultaneous detection of scatte-
red and transmitted low-energy X-rays. A prototype
incersion p»*;l--« has been developed and a precision
of o.o2 ;4 sulphur and 2o ppo lead obtained for a
counting period of I minute.

INTRODUCTION

During the last 2o years radioisotope instruments
for the determination of sulphur and lead in pe-
troleum products have been an attractive alterna-
tive to the more time consuming chemical methods.
The need for rapid methods of analysis for these
elements increases with the realization, that the
levels of sulphur and lead in fuels are hamful to
the environment and in soae countries legislation
has already been introduced to limit the concentra-
tions. In a recently published "Proposal for a
Council Directive" for the member states of EEC*
the sulphur content of most fuel oils 3hculd not
exceed Z -f> by weight from 1 "uno 1978 and 1 /» by
weight from 1 June 19SJ, and "measures of control
in particular hy means of random sampling, should
tie provided to check to sulphur content of fuel
oils placed on the nai-ket".

Direct analysis of sulphur or lead in hydrocarbons
by non-diapersive X-ray fluorescence has been re-
ported^, but the majority of sulphur monitors are
based on the absorption of soft gaama- or X-rays
emitted from radioisotope sources'-^. Instrumenta-
tion for the laboratory as well as plant process
control are commercially available. None of the
methods however, are well suited for the design of
a portable instrument intended for rapid analysis
in various places. The 2-ray absorption technique
is strongly dependent on the sample density, where-
by compensation for density variatious must be
achieved either by presenting a sample of constant
aass per unit area^ or by a simultaneous measure-
ment of the sample density1'' (weighing- by nucleo-
nic or other meacs). The low energy radiation from
sulphur (2.4 keV) causes difficulties for the X-ray
fluorescence technique, e.g. thin fragile windows,
window contamination and influence from variations
in density and humidity in the ambient air.

It is the purpose of this paper to present a mea-
suring principle, which can be applied for the con-
struction of a portable immersion probe giving the
sulphur or lead content of different petroleum pro-
ducts in a single reading.

ANALYSIS BY ABSGuPTION OF LOW-ENERGY X-RAYS

Transmission

The intensity Ij of monochromatic gamma- or X-rays
transmitted through a measuring cell of thickneuB
x containing a hydrocarbon with the density D, is
given by

where I t 0 io tr.e intensity for ttu empty eel; and
>i and Ci ar« the maso attenuation coefficients
and the weight fractions of the respective ole-
mentB, hydrogen (H), carbon (C) and oulphur ;J).
Using gamma- or X-rayu of energy about 2o keV,
whore „;; -- uc « -s> it ie pcnalblo to detoraino
small variations ir. Cs, if a cor.atant value of 0
(and x) in maintained.

Back-scattaring

The intensity l a of gamma- or X-raya baok-ocatte~
red from a layer of hydrocarbon of thickneos x
ar.cl density g is given by

JllLi (l-exp(-j:(.. •.,)„*>)

where I B O is related to the source eaoiasion.^i ta
the scattering coefficient (a sum of Cospton ar.d
coherent scattering coefficient) and (ri+^l) is the
sua cf the maeu attuation coefficient for tha in-
cident and the scattered radiation. K is the over-
all efficiency of detection.

The equation (2) indicates, that it is possible to
determj je the weight fraction of oulphur indepen-
dent of the density, if the thickness of the hydro-
carbon layer is large (the exponential term drops
to zero). Experimentally however, one finds that
the overall detection efficiency K depends on the
density, because the average path length travelled
by the incident and scattered radiation changes
with the density. The backseattered intensity al30
depends on the C/H-ratio, because there is no ra-
diation energy for which both »j; - ̂ .Q and OJJ OQ
are fulfilled.

It is well-known from the design of in-situ density
meters for coal and soil6, that the relation bet-
ween the intensity of the scattered radiation and
the sample density can be expressed as

I B * Cue)" e-"<>r (5)

where r is the distance between source and detector
and whers m is an eupirical constant for the in-
str-^aent, typical of the magnitude 1.5-2. The equa-
tion (3) ia illustrated in fig. 1 for two samples
of different average atomic number(Z). The intensi-
ty of the scattered radiation decreases with in-
creasing atomic number (increasing sulphur content),
but the density range around the maximum for the
response curve (3), where an accurate determination

— = exp (- £ u, 0, • px)
I to 1 L

( 1 )
Fig 1 Back-scatter intensity versus density and average atomic number
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Vith the low nourcei activity of 2 sCi, the radia-
tion doco rate In negligible on the probe surface
excopt for the circumference of the- reflector,
where it asounto to *o ares/hour. The- doce rate is
lees than o.3 aroc/iioui- in a distance of 3o ess
froc the rofloclor.

RESULTS AliD DISCUSSIONS

!"ure hydrocarbons with tu'.yl sulfide added cover-
ing the following ranges of denoity (o.7i-o.96
g/css*), C/::-ratio 'c.'-lo.o) ana sulphur cor.terjt
[o-'j •&) wan uoed to exacir.e the piobe paraaotoro.

The- ijaolloBt influence on the detected X-raya
U: 2o koV> due to variations in the C/H-ratio was
obtained using a silver or a tin reflector, while
a coiybier.ua refloctor proved to be the beet choice
regarding the aor.Jitivity of the oulphur content and
the independence of the licnoity. at the expense of
a slight but tolerable increase in the dependence
on the C/K-ratio '- o.o5 % sulphur for C/H-ratio
betwaer. 6.0 - ).ol. With a source-reflector diotan-
ce about 1? aa th** influence froa densities in the
range 0.80 - 0.97 %/c.z? were lens than Z o.o2 ;£
oulphur.

Sulphur jr. fuel oils

SoapleB of fuel olln (approx. 5oo ctf each) were
supplied by two petroieua coapanies in Densark
fE.P. and EGBO ) and the Danish Boiler Owners ABE.
(anaiyaia of fuel oila etc.). Results froa analyois
for tho sulphur content (X-rayo trar.salsoion and
checical aethoda) were also provided by the sup-
pliers and both light and heavy gasolla and light
and heavy fuel oils were repreoented aaong the
oanplea.

Tho probe wan iaaeruei in the different aaicpleE and
the eountrate measured. Fig. 6 shown the dependence
o*" the couzitrate on the sulphur content and a

. 0 I 'V*1 7340.I
MC. : • ieo"> goio- i
M F r Hea»v *uel
; r - 1..9M fufi

13QO0O

hyperbolical calibration curve is expected. The
results however indicates, that a good approiioa-
tjon ie obtained with two linear calibration cur-
ves in the rarge o - J.5 /= sulphur.

The precision for a counting period of 1 oinute
'repeated aeasureaento on the sane eaaple involv-
ing only counting otatiatiCE and electronical
drift) ie o.o£ •% sulphur by weight, (l standard
deviation) at a level of 1 £ sulphur.

The accuracy oxpresEed ae the standard deviation
for the linear calibration carves is i o.o3 $
in the range o - 1.5 £ sulphur and t o.o7 j& in tho
range 1.5 - 3 • 5 'i su 1 phur.

Trace inpurlties in fuel oils

The-neaoured radiation intensity depends or. the
average atoaic number of the hydrocarbons and is
therefore influenced by trace iapurities in the
fuel oils. In a sulphur aonitor using X-rays cf
2o koV in a transaisEion geoaetry' the following
concentrations of contaainants have bqen calcula-
ted causing a change ot o.ol ̂  in the sulphur
reading: 4o ppa Va, 2o ppa Hi, 52o ppa Ka, 85 ppa
Cl.and €5o ppa HjO.

The same concentrat'nna are expected for the iocer-
sion probe. This is verified by adding saall
amounts of Ferrocene (Ci0Hi0Fe) to p-ore hydrocar-
bons. The calculated concentration of Fe, which
causea a change of o.ol y? in sulphur reading is 2^
ppa Fe, where values froc 2o to Jo ppa Fe are found
experimentally.

Influence of temperature

An increase in the teaperature of the saaples to
4o - io °C does not influence the responce of the
probe, if the period of iaaersion is only a fow
ninutes. A cooling santle however will be neces-
sary, if the probe iE imaeraed in large preheated
tanks (e.g. to deteraine the sulphur contents in
different depths - "sedicentation") or ir. prehea-
ted process-streans (on-line installation).

Lead in <-aaolines

Saaple6 of different gasolines covering the rele-
vant range in lead content were prepared and ths
relationship between vhe yrobe countrate and the
lead content established. The results are shown at
fig. 7, and again a good opproximation is obtained
using two linear calibration curves. In fact with
an expected liaitation of the lead content to about
o-5 g/1 only one linear calibration curve is neces-
sary.

19O00O

180000

170000

16000a

j , Counts per minutr

0 0.5 1.0 VS 20 .'.5 3.0 wnqhl'/,S
Fig 6 DtterminQt.on 01 Sulphur content.

150000*—. . . • •
Q2 0.4 Q6 3.8

Fig 7 Determination of lead content

9 gram lead/litre gasoline
fc_
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of the sulphur content independent of the density-
is theoretical possible, is much smaller than the
variations encountered for petroleum products
(o.7 - l.o g/cm5).

Transmission + Back-scatter

Prom equation (l) one finds, that dIt/aD ifc nega-
tive, from equation (2) that dls/dp is positive
and from equation (?) that dls/<jp i s both positive
and negative. It is therefor suggested', that a
combination of transmitted and scattered gamma- or
X-rays will lead to a method, of analysis for high
2 elements in a matrix of low Z elements which
method is independent of the density over a wide
range.

A series expansion in the density for the sum of
e.g. the equations (l) and (2) will show that the
detected intensity I = It + I s to the first order
is independent of the density, if a proper choice
of measurement geometry, source strength and radia-
tion energy is made. The mathematical details will
not be dealt with, but the principle is illustrated
in fig. 2, where the intensity is given as a func-
tion of the density with the mass absorption coef-
ficient as parameter. The sum of the curves with
the same i: is independent of the density over a
wide range about p .

is ••

Beck-scattering

Fig 2 Transmission and backscaiter intensity wrsus density.

The msasuring principle is also illustrated in
table 1 for 2 X-ray energies. X-rays of 60 fceV
give a poor sensitivity for sulphur but reduce
the influence from the C/H-ratio. A further reduc-
tion is obtained utilizing an empirical relation-
ship (fig. 3) between the density and the hydrogen
content valid for most pstroleum products. In stead
of being independent of the density the detected
intensity can be adjusted to increase slightly with
the density to compensate for the decrease in the
intensity due to decreased hydrogen content.

X-rays

Transmitted
Transmitted
Back-scattered
Back-scattered

Tabel 1

Energy p

60 keV
2o keV
60 KeV
2o keV

0
C/H(+) S or Pb(+)

*) Increase (+) or decrease (-) in intensity or
parameter.

0.8 09 1.0

Fiq 3 Hydrogen - density relationship

p g'em-*

THE PROTOTYPE IMMEhSIOH PROBE

A source-detector arrangement with a reflector a
short distance apart (fig- 4) is chosen in order to
obtain a compact measurement geometry, in which
the sample in the same time acts as a scattersr
for incident radiation from one eource and as
an absorber for transmitted radiation from another
source (the reflector). The diameter of the probe
iB lest; than 2" which ensures easy access to drums,
tanks or other containers for petroleum products.

Cable connection

Housing-stainless steel

Detector unit with
amplifier
photomuftiplier
light guide
sciniillator

Radiation souree<Am M l ) in
fungstenshield and siiverradator

TeV loncoated berHliumwindow

— Measurement volume
One ot three holders for
molybdenum reflector

Fig.4 Su lphur - tead probr

X-rays of energy 21'key and gamma-rayo of 60 keV
are obtained from an amsricium-241 source (2mCi)
covered by a silver foil. The scintillator re-
ceives transmitted X-rays from the reflector and
scattered X-rays from the sample with energies
about 2o kef and scattered gamma-rays from the
sample with energies of 5o-6o keV. A combination
of a physical and electronical discrimination
against the unwanted gamma-rays is obtained with
a crystal (l mm x 1 1/2 "0) of CaPg (Eu). The ener-
gy resolution of this crystal is inferior to that
of a thin crystal of Nal (Tl), but better than the
energy resolution of plastscintillators. The use
of a thin crystal of Nal (Tl) is precluded because
the scattered gamma-rays of 60 keV interfere with
the X-rays of 2o keT through the iodine escape peak
in this crystal.

A typical spectrum for the probe immersed in a fuel
oil is shown in fig. 5- The first measurements were
made with a single-channel analyser (BASC-battery
sealer, NEA, Copenhagen), but later an instrumenta-
tion specially designed for the probe was developed.
This instrumentation includes zero suppression, in-
version and slope selection for a direct reading of
sulphur or lead content together with spectrum sta-
bilization, where the difference between the count-
rates in two channels (fig. 5) controls the high
voltage for the photomultiplier-

L Counts per channel

0 20 40 60 keV

Fig.5 Probe spectrum with discriminator levels
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The precision for a counting period of 1 minute is
o.ol g/l (l standard deviation).

The accuracy expressed as the standard deviation
for the linear calibration curve is o.ol5 g/l
(a, 2 O ppm) in the range o •• 0.5 g/l.

T".e probe parameters were unchanged from the sul-
phur measurements, and it is therefore expected,
that the sma]l though significant difference ob-
served in fig. 7 between the "normal" and "super"
types of gasolines can be removed by slight ad-
justments of the parameters improoving the ac-
curacy further.

CONCLUSION

The analysis of sulphur or lead content in petro-
leum products with a radioieotope immersion probe
has been demonstrated. The measuring principle is
based on the simultaneous detection of transmitted
and scattered low-energy X-rays. The portable probe
which may be used in conjunction with standard e-
lectronic instrumentation, is very suitable for
measurements in the field and in the laboratory.
With minor modifications on-line installation is
also possible.

REFERENCES

1. Commission of the European Communities, COM
(75) 681 final, Brussels, december 1975.

2. Price, B. J. and Field, K. M., Int. Laboratory
39 (sept./okt. 1974).

3. Cameron, J. F. and Piper, D. G., IEE Conf.Publ.
8±, Io9, (1972).

4. Gilpin, R. L. and Franks, K. C , Proe. Amer.
Petr. Inst. 4J., 25B, (1963).

5- TrBst, A., Erdo'l und Kohle. Erdgas, Petrochemie
22, 548, (1969).

6. Semmler, R. A., "Gamma-scattering Density
Meters"Univ. of Chicago (1961) TID-14176.

7. Teller, S., U.S. Patent 3-923.765 (1975).

8. Guthrie, V. B., "Petroleum Products Handbook",
Table 14-2", McGraw-Hill (i960).

197



ProcMdlngs. EHDA Xanti GvmtiaRn Svmo. Ann Artwr. Ml. Mmt 19-21. 1978 IConf 7606391

ON THE ANALYSIS OF LOW RADIOACTIVITY LEVEL ENVIRONMEK ...L SAMPLES

H. P. Yule
NUS Corporation
4 Research Place

Rockville, Maryland 20850

Summary

A comparison of counting times and accuracies
and precisions of results for low radioactivity level
environmental samples shows that a Nal(Tl) counting
system coupled with a proper least-squares spectrum
analysis permits the counting of many more samples
than does a Ge(Ii) detector counting system. Utiliza-
tion of this system will also liberate the Ge(Li) detec-
tor for non-routine work.

Introduction

Analysis of environmental samples for low activity
levels of gamma-ray emitters is often accomplished by
counting for an extended period (e.g. 1,000 minutes)
with a large volume Ge(Ii) detector spectrometer. Be-
cause of the long counting time, the number of samples
which may be processed is limited to perhaps one or
two per day. An alternative method would be to count
the samples using an Nal(Tl) spectrometer to take ad-
vantage of the substantially higher counting efficiency,
and, hence, much reduced counting time. However,
the analysis of the data produced this way is likely to
be very difficult.

As an example, consider a mlJk sample (Figure 1).

V.'

WPtt(H« SEHIESI
(JttteW

• *v.
(•11 b*V)

•niriiseniM
(HI t»V}

» • ' »^4^ • • • •

Figure 1

Milk having no demonstrable radioactive contamination
has about 35 percent gross gamma-ray activity above

40 9
background, which Is caused by K (half-life 1.2x10
years) naturally present in milk. The NaKTl) spectrum
of milk contains a pronounced peak at 1461-keV and
smaller background peaks. Approximately 18 percent

40of the K peak is from counter background, and the
40remainder is from the K in the milk. The 239-keV

peak and some or the 511-keV peak are attributed to
232naturally occurring radiolsotopes of the Th series.

The remainder of the 511-keV is annihilation radiation
from various sources. The 352- and 509-keV peaks are

counter background associated with " Ra daughters.

Small amounts of the fission product radioactivities,
1 3 1 I (364-keV) and 1 3 7Cs (662-keV) would be difficult
to observe because of the Interferences from the natu-
rally occurring peaks at 352- and 609-keV. Therefore,
it could be concluded that Nal(Tl) detectors are use-
less for this kind of sample since there are no observ-
able peaks from I and Cs at low levels of radio-
activity .

In this paper, we shall demonstrate that the de-
sired information on fission product radioactivities is
available from sodium iodide spectra with the aid of a
moderately sophisticated mathematical analysis of the

spectra. This method obviates the need for photo-
peak analysis and furthermore permits the counting of
many more samples on a sodium Iodide detector than
may be counted in the same amount of time with a Ge(Ii)
detector. It has been found in our laboratory tha* sam-
ples which require 1.. 000 minute long counts with our
large volume Ge(Li) detector may be counted for only
50-150 minutes with our NaI(Tl) spectrometer. Accuracy
and precision of the answers provided by the two sys-
tems are Indistinguishable. Thus, instead of counting
one sample per day on the Ge(TJ) detector, we can
count up to ten times as many samples on the Nal(Tl)
system.

Laboratory Procedures

Samples are counted in our laboratory on a three
inch by three inch NaI(Tl) detector coupled to a Tracor-
Northern hardwired multi-channel analyzer. Data are
output on punched paper tape. The Ge'Ii) detector has

an effective volume of 60 cm and a relative efficiency
of 11.6 percent. Data from the Ge(Li) detector are
processed by a Tracor-Northern model TN-11 dedicated
mini-computer.

Examples of samples counted with these systems
are water, milk, soil, sediment, vegetation, air filters,
charcoal samples, and aquatic life. Water and milk
samples were typically counted in a three liter Marl-
nelll beaker, while the other classes of sample? were
counted in a small glass dish which contained typically
200 grams of soil or 100 grams of vegetation. Aquatic
life samples were usually counted in the dish since
there was not enough samples to anywhere near fill the
three liter beaker.
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Computational Procedures

For the Ge(Ll) detector, the Intensity of the photo-
peak In counts-per-second was calculated using the

4 5total peak area method. ' After applying suitable
correction factors, the amount of radioactivities (plco-
Curles) was computed by comparison with a calibrated
source.

The Nal(Tl) data were Input to a computer via a
Teletype (Model ASR-33), and subsequently checked
for errors using a computer program. The data were

1-3then reduced by the least-squares technique.
References 4 and 5 review and critique this method,
and also present numerous references to publications
concerning the method. The least-squares analysis
Involves solving eqt. (1):

id
(For a full explanation, see reference 4.) The solution
to eqt. (1) is the vector alpha, and If, for example,
the unknown spectrum contained 10 plcoCuries of

Cs and the standard spectrum of Cs contained
137

100 picoCuries of Cs then the least-squares tech-
nique should generate alpha equal to 0.1 for Cs,
Ignoring any requisite decay corrections and assuming
all spectra have been normalized to the same counting
times.

A number of problems are associated with applica-
tion of the least-squares technique. These include
gain- and baseline shifts and the proper selection of
the components In the solution. There is one further
source of error in the final answer, and that Is whether
the number of picoCuries in the standard Is accurately
known, since the final plcoCurie level In the unknown
will be calculated from the product of alpha and the
source streno'h of the standard.

In the present work we have utilized the ALPHA-M
1-3computer program which makes all necessary decay

corrections, and is able to compensate for gain- and
baseline shifts provided such shifts are not extremely
large. Therefore, the utilization of this program for
our purposes reduces to (1) the accumulation of a good
set of standard spectra having accurately known plco-
Curie levels for each standard, and (2) a method of
selection of those component isotopes which were
actually present in the unknown spectrum.

The problem of selecting the Isotopes to be In-
cluded in the solution Is generally not trivial. The
final solution should contain all those Isotopes which
are actually present and no others, and contributors
having large relative uncertainties should also be ex-
cluded.

A common practice is to perform the fit with all
possible contributors in the set of standard spectra.
This approach often gives rise to Inaccuracies in those
components which turn out to be positive and/or absurd
results such as answers with errors in excess of 100

percent are also obtained. A particularly disturbing
feature is that some components are indicated to be
negative, i . e . , have calculated negative plcoCurle
levels, very often with relatively small errors, such
as 20 percent.

What has been done in the present work therefore
is to devise a method of approaching the final solution
utilizing insofar as possible a knowledge of sample
composition. Thus, for a milk sample we would expect

40the sample to contain K, and we would first solve the
40least-senjares equation utilizing K and background as

the only components of the spectrum. Other components

which could be present, such as Cs and I, are
tried one by one with the potasium and background com-
ponents. The procedure is to add in first components
which are most likely to be present and then components
which are less likely to be present. Thus, what hap-
pens for the milk is that the solution with only back-

4(1
ground and K is likely to give a satisfactory fit (or
nearly so) as measured by the normalized chl-square

137
statistic. The next step is to try Cs, since that is

137often found In milk. Thus, Cs would then be added
to the list of components, and the solution repeated

with background, K and Cs. If Cs Is present
then the least-squares technique will produce a posi-
tive value of alpha for the cesium, a small relative
error in cesium result, and a significant improvement
In the fit, as indicated by the chl-squared statistic.
If It Is not present, the chi-squared statistic will

137change little, the alpha for Cs will have a large
relation error or may be negative. If the newly added

137component, In this Instance Cs, is deemed to be
present, based on the criteria set forth immediately
above, it Is retained in the list of component Isotopes;
otherwise, it is discarded from the list.

The next Iteration is then to add, for example,

I to the list of isotopes. If Cs is present, the

list will now contain background, K, Cs and " I;
otherwise it is omitted from the list. The fit is then
repeated using the updated component list. This process
is repeated until all candidates have been processed.

The final solution, then, contains (1) those lso-
40topes expected to be present, K, and background, in

the present example, and (2) zero, one, or more Iso-
topes which might be either present or absent. If these
tentative Isotopes Improved the fit significantly when
Incorporated In the list of isotopes, they are retained
for the solution. Intermediate solutions would have
tried and resulted in discarding as not detectable

Cs, radium and its daughters, I, Fe, Cr,
60

Co, 5™ 106n 134_ ,
Zn, Ru, Cs, and

I,
0n 140T T ,.Ba~ l a . In the

present example, the final solution has only background
40and K In the fit. This fit Is best because it contains

only components which are actually present in the sam-
ple. In practice, not even this solution is accepted
unless the "goodness of fit" as determined by the chi-
squared statistic lies In an acceptable range (0.85-1.50).
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An advantage of the present approach is that not only
does the final solution tell us that background and
40

K are present in the unknown spectrum and how much
A ft

"* K is present, aut also that all the other isotopes
tried during various iterations were not detected.

In the event of improper selection of the order in
which Isotopes are added to the list of candidates to
be fitted, the solution finally reached may not correct.
The code is programmed to flag this condition so that
the run may be repeated with the order of fitting truly
reflecting the decreasing probability of presence of
each candidate with Increased position in the list.

Results

Comparisons of results obtained for various sam-
ples as obtained through Ge(Ll) spectrometry and
NaI(Tl) spectrometry coupled with least-square? opec-
tral analysis is shown in Tables 1-3. Examination of
the numbers In Tables 1-3 shows that the accuracies
and precisions of the results are comparable. It may
be noted that for milk the counting time for the NaKTl)
system is 150 minutes, approximately 1/7 of the 1,000
minute counting time utilized on the germanium detec-
tion system. It Is clear that in an 8 hour shift it
would not be possible to count seven times as many
milk samples, but It would be possible to count four
milk samples rather than one milk sample per day if
the NalCTl) system is left counting at the end of the
working day. (It Is also clear that for milk counting
time of 1,000 minutes for the Ge(Ll) detector Is sub-
stantially more than is necessary but the same is
doubtedly true for the Nal(Tl) system.)

144
The Ce number for sample C Is marked as

doubtful (by the code) since its two slgma error Is
137rather large. In sample E, Cs was detected by the

Ge (Li) system but not by the NaI(Tl) system. In this
instance, the error on the cesium result is quite sub-
stantial.

Figure 2 shows an NaI(Tl) spectrum of a soil sam-
ple counted for 50 minutes. Prominent peaks from the

40
thorium- and radium series are visible, as is K. A

hint of 1 3 7 Cs (662-fceV) Is seen on the right of the
214prominent 609-keV peak from Bl.

rsas-

117c

I \

no M>

Figure 2

Reviewing the results in Tables 1 , 2 , and 3, leads
to the conclusion that a long count on a Ge(Ll) detec-
tor is not necessarily superior to a short count on a
Nal(Tl) detector when the Nal(Tl) spectrum is properly
analyzed with the least-squares technique. Occasion-
ally, the least-squares technique will miss a compo-
nent which makes a very small contribution to the
spectrum such that the error In the results is very
nearly as large as the answer. The same is true when
comparing a long Ge(Ll) and a short Ge(Li) count.
Minor components will be missed in the short count.
Furthermore, the precision and accuracy of the long
Ge(Ii) count and the short Nal(Tl) count will be in most
cases very much better than the accuracy and precision
obtained from the short Ge(Ii) count.

In view of the much shorter counting time needed
for the Nal(Tl) system. It seems clear that there is a
definite place in the environmental laboratory for 'he
Nal(Tl) detector for processing low activity gamma-ray
spectra.

labial
Ganu-Ray Spactronaoy of MUk

1000-nla Ga(U) vy. 150-sln NallTl) Raiulta

Table 3 shows results for soil samples and also
results obtained by an Independent laboratory which
utilizes 100 minute counts for the Ge(Li) detectors.
For sample A, it may be seen that the antimony may
have been detected by the 1,000 minute Ge(Ll) but
has a 100 percent error. Antimony 125 was detected
by the 200 minute Ge(Ii) count and was not detected

95 95
by Nal(Tl) count. In sample B, the Zr- Nb numbers
for both counters are in agreement with one another
whereas the shorter Ge(Ll) count did not detect them.

144On the other hand, Ce was detected by both Ge(Ll)
methods, although result do not agree.

PCI/1 * la

ttU8
Banrnla

"H"

•I"

•r

•it-

Huollda

*°t
1 3 7 c .

«K

I 3 7 C .

40K

" 7 C .

*°t
>»/..

1000-mln
GjfUl

1041 * 90

17*3

987 * 63

1 0 * 4

1056 * 83

12*3

»n * 79

1 2 * 3

ISO-nta
Walffl)

913 * 54

It* 3

939 * 79

9 * 4

1000 * «0

11 * 4

1023 * ( (

1 2 * 5
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Tabla 2

VEGETATION
Companion of Ratulti

of
150-mln Nalfll) and 1000-mtn G*(L1) Meaauramanls

Radioactivity Concentration, pCl/g-dry * 29

1000 - Mln 150 - Mln
Ga(U) Nalffl)

Sampla "C"
Com Sllaat

137,
C l

19 * 2 20 * 2

ND ND

/0.53*0.38\
\ "Doubtful- ]

l 3 7 c.

Sampl* "D"
Grasi Sllao*

1 6 * 4 1 7 * 4

0 . 6 2 * 0.24

3 . 0 * 0 . 6 2 . 7 * 0 . 7

Sampla "E"

21 * 4 22 * 5

0 . 1 9 * 0 . 1 4 ND

1 . 5 * 1).9

Sampla T "

S 2 * 3

J 3 7 C .

u*c.

W7 C l

H«Ca

2"lta

O.UtO.08

1.0* O.S

Sampla
Grain

S.Ctl.O

ND

ND

0.43 * 0 . 0 *

ND - Hoi Dtlactad

(0.12*0.1
V" Doubtful'

0 . 9 * 0 . 3

"G-

8.«*l.i

ND

ND

O.Sia 0.11

Tabla 3

Comparison of Gamma-Ray Spactromatry Kaiulta for Solla
Maaiund by a Natffl) natactor (NUSi and Ga(LI) Dauctora

(NUS and Indapandant laboratory)
pCI/o - dry * 2a

SampU • * •

50-mln 1000-raln 100-inln
Naim) Gt(LU Ga(U)

8 . 4 * 1 . 1 9 . 0 * 0 . 7 5 . 0 * 3 . 3

9S2r

9SZr

I25S1

137,

9 S Kb

c.

ND

ND

3.1 * 0.1

»D

ND

(0 .03* 0.03!

3.1 * 0 . 1

ND

Samela -B"

ss,Nb

9 5 Z r + 9 5 N b

144,
C«

'c.

SO-mln
NalfTl)

9 . 6 * 1 . 3

2.7 * 2.4*

ND

7 . 3 * 0.2

ND

1000-mln
GalU)

8 . 8 * 0 . 8

2 . 6 * 2 . 2

2 . 0 * 1.4

4 . 6 * 2.6

0 . 1 6 * 0 . 0 4

7 . 5 * 0.1^

0 . 7 * 0.4

ND

SD

3 . 4 * O.S

NO

WD

100-mln

4.0*3.5

ND

ND

t.S*0.7

2,7*1.9

• Doubtful
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APPLICATION OF GAMMA-RAY SPECTROSCOPY

IN ENVIRONMENTAL MQNITOKING

B. B. Hobbs, L. G. Kanipe, W. R. Clayton, E. A. Belvln
Radiological Hygiene Branch
Tennessee Valley Authority

Muscle Shoals, Alabama 35660

Canma-ray apectroscopy Is used as the primary
analytical method in the Tennessee Valley Authority's
environmental monitoring program. Routine sample
screening is done by means of least-squares analysis
of spectra from Nal(Tt) detectors. Nonroutine or
suspicious samples are analyzed by means of Ge(Li)
spectral analysis. A laboratory quality control
program provides internal and external checks on the
reliability of analyses.

Introduction

The extent to which the Tennessee Valley Authority
is committed to nuclear power generation is evidenced
by the fact that TVA now has seventeen nuclear reactors
in seven separate nucJear plants that are either oper-
ating, under construction, or in various stages of
planning and licensing. In addition to these light-
water-reactor nuclear power plants, TVA will also oper-
ate the Clinch River BreeJer Reactor Project and ura-
nium milling and mining operations in several western
states. The result of these commitments his been the
development of an extensive radiological environmental
monitoring program. The projected time schedules for
analyses of samples from the nuclear power plants are
listed in table 1.

Table 1. Projected Schedule of Environmental Monitor-
ing and Sample and Analysis Rate for TVA's
Radiochemical Laboratory

Year

1968
1969

1970
1971

1972
1973
1974
1975

1976*
1977

1978
1979

1980

1981

'Estimates

Plant

BFNP

SNP

SNP
HBNP

BNP
HNP
PBNP

JVcNP
LCRBRP
beginning

Samples

2,000
6,300

8,100
8,000
7,500
8,000
6,316
7,058
8,868

13,400
18,000
20,000
22,200

30,000

in mid-1.976 are

Analyses

8,800
13,500
18,700
24,000
30,000
36,000
32,613
30,815
39,392

60,000
80,000

90,000
100,000

140,000

projections.

From a relatively modest two thousand samples and
eighty-eight hundred analyses per year in 1968, the
number of samples has risen to over eight thousand per
year and the number of analyses has risen to over
thirty-nine thousand per year. There will bo a four-
fold Increase over the next five years as new areas
are added to the monitoring program.

Radiological Environmental Monitoring Program

TVA's environmental monitoring program has been in
operation since 1968. It began with a preoperational
program in « v/lde area around Browns Ferry Nuclear
Plant to determine the levels of natural and manmade
radiation present before plant operation. For reliable
evaluation, TVA, in undertaking the survey, had to con-
sider all routes by which radionuclides might be re-
ies£ed iron the power plant. In addition, the survey

had to establish environmental levels of radioactive
fallout, naturally occurring radiation, and contri-
butions frott other nuclear facilities. Consideration
of the many routes by which radionuclides could be
released from the plant led Co the decision that the
survey should include both terrestrial and aquatic
monitoring. In the terrestrial environment, air, soil,
rain, heavy particle fallout, milk, vegetation, well
and surface waters, and food crops are being sampled.
River water, fish, clams, sediment, and plankton are
monitored to give a broad picture of the overall
effect of the nuclear facility upon the ecology of the
area.

A critical decision had to be made about the
extent to which the samples should be analyzed. Would
it be sufficient to measure gross radiation only and
rely upon the difference before and after plant opera-
tion as a measure of the plant's contribution to the
environment? Or, in addition to this gross measure-
ment, select a few biologically significant isotopes
for specific analysis? Should more extensive analy-
ses, not only of biologically significant isotopes,
but also of those that might aid in identifying the
source of radioactivity be made? After considering
the taany factors involved, TVA decided that the last
approach would be best if methods could be found to
accomplish it without excessive manpower and equipment.

Analytical Method

In view of the large number of samples to be ana-
lyzed and our desire to identify and analyze for spe-
cific isocopic content, the only method by which this
task could be accomplished without an extremely large
laboratory activity appeared to be to do the larger
part of the analyses by gamma spectrometry. This
method of analysis seemed to offer at least three ad-
vantages :

1. It would allow the simultaneous identification and

measurement of a mixture of radionuclides.

2. li would allow the screening of samples for the
presence of radionuclides before deciding on more
complicated chemical separation and measurement.

3. It would allow large bulk samples to be measured,
partially offsetting the low specific activities
expected in our samples.

The decision was made to use Nal(TK) detectors as
the primary analytical tool for gamma spectro.^copy.
Semiconductor detectors had not been developed to a
point of economical use in a program of this type.

Spectral Analysis

Because of the large number of environmental sam-
ples planned for analysis and the variety of radionu-
clidos under investigation, it was recognized that some
effective means for resolving complex spectra would be
needed. With slight modification, the Alpha M Computer
Program developed at Oak Ridge National Laboratory by

Schonfeld1 would meet these needs. Also, TVA's IBM 360
Computer at Chattanooga was available for running such
a program. Thus, it was decided to resolve any complex
gamma spectra by use of least-squares analysis,
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depending upon chls as the principal method by which
specific radioisotopes vouJJ be Identified and meas-
ured.

Isotope Selection

The criteria for selecting Isotopes to be identi-
fied and measured vere as follows:

1. Does lr, have high biological significance?

2. Will there be large enough quantities to measure?

3. Will the isotope reflect the condition of the
reactor and its steam system?

4. Can the isotope be easily identified?

Using these criteria, sixteen isotopes were selec-
ted for analysis. It is obvious that some isotopes
cannot be analyzed by gamma spectrometry. It might be
worthwhile to add that all of the samples are subjected
to a gross beta analysis, and a few selected samples
are counted for gross alpha content. Strontium iso-
topes are chemically separated and counted, and tritium
is analyzed by liquid scintillation techniques.

Some of the reasons for the isotopic selections
may be obvious, while others may be obscure. The
strontium Isotopes were selected because they are
prominent as fission products and have biological
significance. Isotopes 9 5Zr, 1 3 7Cs, and l 3 lI were
selected because, as principal fission products with
a range of half-lives, they provide the information
necessary for determining the condition of the oper-
ating reactor and time of release of radioactivity.
This information can be obtained by establishing the
relative abundance of these isotopes at the time of
sample analysis. Isotope " 0K was selected as a com-
mon source of interference and the greatest contrib-
utor omong sources of what may be termed as naturally
occurring radiation.

The selection of 10^Ru represents a compromise.
Because of sampling frequency, it was felt that 1 0 6Ru
with its 1-year half-life would be the most appropriate
selection, but 1 0 3Ru is produced in greater abundance
as a fission product and has a higher gamma counting
efficiency; therefore, it greatly increases the total
count. If unusually large results are reported from
the 1 0 6Ru analysis, then ruthenium can be chemically
separated and identified. The same reasoning is
applicable to the selection of '""Ce. That is, the
multiple isotopes '"'"'""Ce-Pr are expected to be ana-
lyzed under this label; when unusually large results
are reported, isotopic identification will be made.
Actually, we prefer to label these analyses as
103~ll>6Ru and """'""Ce-Pr. The '""Ba analysis repre-
sents another of the compromises made. The most sig-
nificant photopeak for l V oBa (0.53 MeV) is within the
span of detection for the ruthenium isotopes (0.51
HeV). However, if it is assumed that 1<<°Ba will always
be In equilibrium with its daughter ll<0La, then the
1.6 MeV photopeak of "*°La can be used as a aethod of
analysis for the barium and the barium interference can
be minimized with the ruthenium analysis.

As for the neutron-activated corrosion products,
our selection was primarily based on the longer half-
life material which not only is of radioblological
significance but also is expected to give some indi-
cation of the corrosion rates of certain reactor
systems. For example, zinc could be contributed to
the reactor coolant system by corrosion of the

admiralty tubing in the steam condenser* In the same
manner, ''Mn analysis couplad with '°Co analysis may
specifically indicate corrosion in certain stainless
steel components. Contributions that may be made by
the iron isotopes, such as &**Fe are not ignored. If
an unusually high result is reported for the zinc and
cobalt analysis, then the isotopes can be chemically
separated and specifically identified.

Three isotopes, siCr, 58Co, and "''Cs, were first
included in the isotope spectra library in 1970. The
latter two had been found in significant amounts in
effluent water from a nuclear power reactor similar in

design to those being built by TVA . The other, 51Cr,
was not found in effluents, but was found in primary
coolant water as a cor* oslon product from cladding or
construction materials. It was included as a potential
contributor to environmental releases.

Sample Preparation

T!ie preparation of environmental samples is an
essential part of radiochemical analysis. The normal
routine in the TVA laboratory Is to first blend, dry,
and grind or shred the sample to a predetermined fine-
ness suitable for gamma-scanning in a standard geome-
try. Different types of samples require slightly
different preparation; however, the general procedures
ate similar. Food products are prepared as for home
use; rinds, seeds, cores, shells, or other material
not normally eaten are removed before drying. Foreign
objects are removed from soil and silt samples by
screening through a collander. Samples are pulverized
or ground to 32 mesh as necessary. Waters may be
filtered depending on the type of analysis desired.

Sample Analysis

Samples are normally screened by NaKTf.) gamma-
spectroscopy for an initial estimate of radionucllde
activity. Samples with an unusually high activity
are further examined by Ge(Ll) ganma-spectroscopy to
confirm specific radioisotope activity. TVA's Muscle
Shoals Radioanalytlc.il Laboratory has been using this
method of analysis for nine years. Samples of known
or suspected high activity are not screened, out
analyzed directly by Ge(Ll) gamma-ray spectroscopy.
Although considerable capability has been developed
in analyzing gamma spectra obtained with Ge(Ll)
detectors, the Nal-Alpha M method is the first line
of analysis for environmental monitoring.

The laboratory recently completed a detailed study
of the capabilities and limitations of Nal least-
squares gamma-spectroscopy. As a result of this study,
changes have been made in the use of some of the
options in the program. The study also showed that the
program was correctly applied to this type of work. In
brief, we now have documentation of what is considered
to be the limitations and sensitivities of the program,
and that the program can reliably determine environ-
mental levels of radioactivity. This Nal-Alpha M coa-
binatlon, coupled with the Ge(Li) capabilities, has
enhanced the entire monitoring program. By recognizing
the disadvantages of each type os detector and by
utilizing these advantages, a two-pronged approach to
gamma-ray analyses has been developed.

Fron laboratory experience, the following standard
conditions are now used routinely for determining gsnna
radioactivity in environmental samples. These condi-
tions are applicable to over 90 percent of the samples
analyzed.
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Counting time
Calibration
Soil Analysis

Vegetation

Water and Milk

Air Filters

Charcoal Filters

Ge(Ll)

Counting time
Calibration
Standard Geometry

Air Filters

4,000 seconds
10 KeV/PHu
1-pint container (average weight
500 g) inverted on the 4- by
4-inch Nal(Tt) crystal
1-pint container (average weight
160 g) Inverted on the 4- by
4-inch NaI(T2) crystal
3.5-£ volume in a Karinelli
beaker, surrounding the 4- by
4-inch crystal
Inserted in a plastic vial and
counted ir. a 4- by 5-inch Nal(Td)
well crystal
Inserted in a plastic vial and
counted In a 4- by 5-inch NaKTf,)
well crystal

14400 seconds
1 KeV/PHu
0.5-2. volume In a Marinelll
beaker surrounding the detector
crystal
Placed in a . etri dish and
placed on the detector crystal

Gamma-ray spectra are acquired In 256 channels
of a multichannel analyzer from 4 x 4 solid or 5 x 4
well NaI(T%) crystals. The data are punched onto paper
tape, spooled, and transferred to magnetic tape. They
are than transferred via rhe remote terminal at Muscle
Shoals to a disk pack at TVA's central computing center
in Chattanooga. The data are then input to the least-
square program for data reduction.

A new system recently installed should consider-
ably simplify data-handling procedures. A minicomputer
stores sample information for up to eight experiments
and handles data transfer between several input-output
devices. A magnetic tape transport is Intended to be
the primary Input/output device for transfer of gamma
spectra to the central computer for analysis. This
system can also transfer data to or from the computer-
ized system used for Ge(Ll) spectroscopy.

The exact technique to be followed in analyzing
gaoma-spe^tra by least-squares methods involve choices
among several data-handling and mathematical proce-
dures. Some of the parameters Involve weighting
scheaes. gain and shift compensation, sample stripping
and library content. There Is no single best technique
that can Ke applied In every case. The best compromise
among the several choices has been made to optimize the
results for environmental samples.

One of the first parameters to k« studied involved
background subtraction. Samples have, in the past,
been counted with u daily background stripped from the
sample spectrum. A qualitative interpretation of many
results led to the be.Ucf that as the sample spectra
approached background levels, leas reliance could be
placed an results. Statistical Indicators included
with computer analysis tended to show poor fit at low
levels of activity. On occasslon, a spurious high
activity would result when Improbable gain or shift
values were calculated and false fits were obtained.
An averaged background spectrum was added to the spec-
trum library to allow study of the effects of stripped
versus unstripped spectra. Synthetic spectra were
generated that contained a standard background plus a
50 pCl/i activity component for single nuclldes from
the spectra library. Each spectrum was randomized
before analysis. The results are shown in table 2 for

purposes of comparison of stripped versus unstripped
spectra. Both accuracy and precision are considerably
improved when the background is included in the
analysis.

"able 2. Comparison of Analyses of Single Isotope

Spectra With Background Stripped and
Background Included.

Error, %
Background Background
Included Subtracted

5.5 45.1
37.5 54.3
12.9 72.5
16.4 15.3
17.8 33.0
15.7 65.2
25.2 44.6
6G.8 182.0
52.0 70.7
9.4 8.5

•Activities are all at 50 pCi/H.

Quality Control

The laboratory staff routinely assesses the preci-
sion and accuracy of its analyses to document the
quality of work performed. Collaborative testing
programs with other laboratories are carried out to
evaluate the performance with respect to others. Cross-
check programs, such as those provided by EPA and the
International Atomic Energy Agency, provide a wide
variety of simulated samples with well-known values.
The results of one such series are given i.i table 3.
The three samples represented water samples and were
analyzed as such by the standard procedures for both
NaKTU) and Ge(Li) spectroscopy. The results agree
veil with values provided by EPA. The two methods of
analysis also agree well with each other.

The isotope that was most difficult to analyze
precisely In this series was 10eRu. The small peik-t:-
Compton ratio of the principle photopeak and Its loca-
tion In a high-background region causes problems in
properly locating and quantitatively identifying this
peat by automatic peak search methods in Ge(Li) spec-
troscopy. The problem In using NaKTf.) spectroscopy Is
the high correlation between the IObRu spectra and
atmospheric radon daughter radiation, fluctuations in
radon activity adversely affect the analytical results
for """Ru.

Table 3.

Isotope

#1
51Cr
"Co
65Zn
'°6Ru
'"•Cs
" 7Cs

n
51Cr
"Co
"Zn

l"Ru
'"•Cs
"'Cs

EPA Crosscheck,

EPA(±3o)

0
203^31
201130
18U27
202110
151123

0
271141
2 50:: 38
247137

349:52
274?41

Gamma in Water.

TVA
Nal(Tl)

0
206
184
196
181
151

0
279
268
246
345
281

Ge(Li)

0
193
198
249
179
159

0
272
274
224
349
264
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Table 3. EPA Crosscheck, Gamma in Water (Continued)

Isotopes EPA(fSc)

113

60,Co

" R u
3-Cs
3vCs

'Cr
"Co
Zn65

1 0 6Ru
1 3 "Cs
1 J 7Cs

255+38
307+46
281K.2
379+57
256+38
307146

0

350153
327+49
325±49
304146
378157

TVA
Nal(TH)

272
308
291
590
248
295

0
352
299
?22
273
382

Ge(Li)

279
307
320
360
231
301

0
365
325
349
260
392

Table 5.

Isotope

„
6 S 7

140
Ba

5<*M°
95Zr

137Cs
1 3 "Cs
1 0 6Ru
58Co

I 3 ly
51Cr

""Ce

Minimum Detectable Amounts of Selected

Radionuclides at the 95Z Confidence Level

Approximately seven percent of the analyses per-
formed in the laboratory are run in duplicate as an
internal check on laboratory performance. Table 4
summarizes data on replicate measurement for water sam-
ples analyzed by Nal-gamma spectroscopy. The results
are generally within statistically predicted ranges.
About one percent of the values lie outside statisti-
cally expected values. After inspection of these
particular results, these variations are attributed to
fluctuations in the background due to variations in
radon daughter radiation.

Table 4.

Number per
Reporting

Period

203
245
444

Quality Control Data. Replicate Measure-
ments of Some 3.5-8- Water Samples.

*
Range Analysis

TOTAL

* 10 -

£10

185
239
409

93.4%

<2o

13
4

26

4.8%

<3a

1
0
5

0.7%

>3a

4
2
4

1 . 1 %

5 pCI/l below 100

5% above 100

One of the most difficult parameters to evaluate
is the minimum detectible amount for individual iso-
topes. The degree of interaction between radioisotopes
and the effect of systematic variations complicates the
assessment of detection limits. The statistical com-
ponent of minimum detectable amounts (MDA) for selected
individual radioisotopes has been estimated by two
different methods (table 5) and found to be in reason-
able agreement. There is a systematic difference, with
MDA's calculated from photopeak areas slightly less
than those calculated frou' the entire spectrum. This
advantage is rapidly lost, wnen multiple isotopes appear.
Table 6 compares analyses from multiple radioisotopes
contained in a composite standard. Least-squares
results agree quite well with the activities known to
be present. Individual photupeaks are not resolved
well enough to duplicate this analysis by photopeak
fitting.

Least-Squares

72
18
5
6
5

15
6
7

15
11

7

45
26

Photopeak Only

57
5
6

4

33
22

Table 6. 3.52. Std Laboratory Composites (pCi/£)

Added

181
0
0

630
260
408
542

0
0

1323
3209

0
349

Found

142+43
0±128
0+64

628118
248±18
419±30
472+29

0±70
0il54

1356±22
3001±198

O±36
197±28

Added

174
0
0

100
126

0

167
0

1289
103

0

0
92

Found

182±20
0176
0135

9118
12618

0i22
17H9
0112

1154±25
113112

0+20

0116
66128

Future Plans

The current investigations concerning practical
aspects of gamma-ray spectroscopy will be a continuing
part of laboratory operations. Experimental studies on
parameters that influence analytical accuracy and mini-
mum detection levels are being carried out and will be
extended. A number of theoretical or calculated param-
eters n«ed experimental confirmation. A study is also
planned that will have the primary objective of opti-
mizing experimental techniques for the use of Ge(Li)
spectroscopy in environmental monitoring.
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GAMMA RAY MDNITORING OF SEDIMENT SAMPLES
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A gamma ray transmission method has been developed
to monitor changes in pressurized samples. Hie method
permits obtaining information for sediment cores while
still in the core lining, thereby eliminating several
sources of error. The cylindrical sample contained in
a plastic core line rests on a porous disc within a
pressure vessel. A narrow beam of gamma rays is passed
through the sample and pressure vessel. The attenua-
tion of this beam is a function of sample density. By
changing the fluid surrounding the sample, either con-
solidation or degassing tests can be performed.

Numerous instances arise where cored sediment
samples are inadequate for laboratory testing due to
sample disturbances originating from the coring opera-
tions, sample transportation or laboratory handling.
Poor samples may also result from the expansion of dis-
solved gasses when deep sea sediments are brought to
the ocean surface. In such cases special soil treat-
ment methods or testing procedures may be required in
order that the sample may more accurately reflect undis-
turbed sediment properties.

In response to these needs, a method of eliminat-
ing most of the sources of core disturbances prior to
laboratory consolidation testing has been developed.
When allied, those errors due to the sample distur-
bances caused by sample extrusion, trimming, and handl-
ing are eliminated. The resulting consolidation para-
meters should reflect disturbances primarily from the
sampling operation itself.

The sample disturbance resulting from the reduction
of confining pressure and the subsequent expansion of
gasses as the sample is recovered from the sea floor,
while leas obvious than other causes, can be just as
devastating.

The purpose of this paper is to show how gamma-ray
.monitoring methods have been developed to handle these
two problems. In one dimensional consolidation tests,
the sample is surrounded by air and the gamma ray atten-
uation cat', be shown to be a function of the void ratio
or water content of the sample. In the degassing
studies, the sample is surrounded by water and the
attenuation is used aa a measure of the gas volume.

Gamma-Ray Monitoring of Sediment
Consolidation Teats

The purpose of a consolidation test is to consider
the diffusion of water through a porous medium under
varying consolidation stresses. The resistance to
water diffusion ia aupplied by the sediment permeability
and stiffness. The effect of sample disturbance unduly
influences laboratory results by reducing sample

atiffneaa1'2.

Hie standard conaolidation test makes uaa of a
•ample extruded front a core liner and trimmed to teat-
ing site. The cample ia then loaded and the overall
change in sample thickness is noted. The data obtained
is Influenced by any disturbances resulting from the
procurement and transportation of the stmpla as well as
the laboratory extrusion and trimming operations,

In order to reduce the effects of Oistrubance due
to evrxuaion and triming, it would be desirable to

measure void ratio only at the mid-thickness of the
sample while still in its core liner. Gamma-ray trans-
mission was chosen because it is capable of measuring
void ratio along a narrow beam which can be positioned
at any desired elevation.

The cylindrical sample is contained within a sec-
tion of plastic core liner and rests on a porous disc
within a pressure vessel. Air pressure in the vessel
is transmitted through a floating piston to the sample.
The sample can drain through the porous disc. A beam
of monoenergetic gamma-rays of energy E is emitted
from a radioisotope source through a narrow collimating
hole in the source shield. This beam passes through
the pressure vessel, liner, and sample and arrives at
a scintillating detector through another collijnating
hole in the detector shield.

For this arrangement, the change in gamma attenua-
tion is due only to variation in sample parameters
along the beam and the following narrow-beam attenua-
tion relationship applies:

N - Noexp (-um Y D ) (1)

where Mo " gamma photons counted with no sample
present

N « gamma photons counted with sample pre-
sent

u^ " sample mass attenuation coefficient,
cm2g

v - sample bulk density g/cm
0 • sample diameter, cm

In equation (1), it is assumed that tne counts N and No
are made over the same time interval and that only un-
attenuated photons ox energy £ are counted.

The value of pm for water and for several of the
elements common to sediments is a function of photon
energy. In the range of energies between about 0.3 and
3 meV, Pjn is approximately the same for all elements

of interest, except hydrogen. To understand this phe-
nomena, one should consider the following expression
for u m:

23 ,
- 6.02 X 10 T|( | (2)

Where

T - scattering cross-sections per
electron, en2

2 • atomic number
A " atonic weight

In the rango 0.3-3 MeV and for elements with atomic
numbers of about 26 ox lower, Ta is alnost entirely due
co Oxnpton scattering, an elastic collision between a
photon and an orbital electron, since all electrons
are equally effective scatterera, the only composition-
al variable in equation (2) is the ratio Z/A. Value*
of z/A for all element! of interest, encept hydrogen,
are relatively constant, the affective value of Z/A
or Mg, 'or combinations of elements may be calculated by
weighting the appropriate value for each element by its
weight fraction in the compound.
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Table 1 Z/A for Typical sediment
Compound

Compound Formula

H,0Water

Kaolinite Al^si^O^g(OH)

Me.n»raorillonite < A l i . 67 M 3 0 .33 ) S i 4 0 10 ( 0 H ) 2

Quartz Sic

Orthoclase KAISi 0g

Calcite CaCo.

Hagnetibe Pe3°4

Z/A

.5551

.5036

.1994

.4993

.4958

• 499f

.4751

Based on the above table, i t i s reasonable to assume
that the solid phase of sediment composition can be
characterized by a Z/A of 0.500 and the water phase by
a ratio of 0.555.

Assuming a saturated sediment and calculating an
overall Z/A for the bulk sediment according to the
weight fractions of water and solid particles:

0.500 (H-l.llw)
Z/A - iTTJ ( 3 )

whero w i s the water content of the sediment expressed
as the ratio of water weight to dry sediment weight.
Substituting equation (3) into equation (?):

(4)
(1 » l.Uw)

"in ™ **ms 1 + w
where u_ is the Compton mass attenuation coefficient
for sediment particles (assisting Z/A - 0.500).

The bulk density, Y, of saturated sediment can be
written:

(3)

where G - specific gravity of solid particles;
Y " density of pure water at 4 C

Combining aquation (1), (4), and (5}i

(1+l.llw)

U+GW)

Experimental Verification

Laboratory consolidation of undisturbed samples
results in a recognizable water content (or void ratio)
vs. log pressure relationship. To test this method of
obtaining this relationship the following test appara-

4
tus and sediment sample was used • The collimating
holes in the source and detector shields were 0.64 cm
in diameter and the distance frcm the source to the
face of the detector was 36 cm. Hie lead shielding
around the source and detector was a minimum of 5 cm
thick. The sediment, prepared from a kaolinite slurry
and preronsolidated at 0.25 psi, was 5.8 cm in diameter.

Tne source was 21 mCi of cesium-137. The counting
equipment consisted of a scintillation detector, ampli-
fier, single channel a/ialyzer, and counter. The dis-
crimination level of tie analyzer was set to pass only
those counts representing unattenuated photons. The re-
sults of the test are usually given in this form:

5e
c 6 log p

where C is compression index and

(9)

e i s void ratio
Values, typical of undisturbed Kaolinite were obtained.

Garma-Ray Monitoring of Sediment
Bulk Density

The thrust of this study was to monitor changes in
sediment bulk density as a measure of the degree of
saturation of the sediment. Marine sediments are not
completely saturated as i s often assumed. Thus a
change in fluid pressure can result in a change in
bulk density by changing:

1. the degree of saturation (s) ,
2. the density of pore water (Ytf) or
3. the density of the so i l solids (Vs).

The change in bulk density during an increase in pres-
sure can be represented5:

" Yaa> Vv"'si

U-BB (10)

In
H-l.llw

(6)

The tertr. u^,. u» Y , D, is designated as C and i s
a constant for a given sample, source energy and
colliraation design. C is usually determined following
the final count of a tes t , Nf, and after rsnoving the
sample, a final water content, w{, i s determined.

Incorporating the value of C into the solution of
equation (6) /or w

where p is gage pressure
Vv^ is initial volume of void ratio
Si is initial degree of saturation
Ywa is density of water at atmospheric pressure
Yaa i« density of air at atmospheric pressure

v la initial volume of solids
VSi

is initial volume of solids
is compressibility of solids

In these experiments, sands and clays were cycli-
cally pressurized to 1500 psi resulting in density
changes. A* in the consolidation studies, narrow beam
gwSaetry was maintained resulting in the relationship
given in equation (1).

N » Hoexp (TI^YW

RearranguBent of this equation yields:

(6)
^ - l .UC
N

»Y " T
o
N

Over a range of dtmsity, Y, from 1.57 to 1.98 g/cm and
degrees of saturation from 0 to 1.0, n^ was calculated
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to change from 0.074 to 0.076; p^Y, therefore can be

assumed to be proportioned to v or:

Y -i_ m <11)

As a result it is possible to follow changes in bulk
density by measuring the attenuation of the gamma
radiation.

The change in bulk density of a typical test run
involved a sand with an initial degree of saturation
of 0.969. When subjected to a pressure increase of
1500 psi, the density change, equation (10), was com-
puted to be 1.799 x 10"2 g/cc while, Y, from equation

(11) gave a value of 1.93 x 10~2 g/cc. It should be
noted that the density change is due primarily to the
diffusion of air into t'ater, 82 percent; 15 percent
due to water compressibility and the remaining three
percent to solid grain compressibility.

The main conclusions from the study were that
ocean sediments lifted from 3000 ft. depths undergo
bulk density changes up to five percent, primarily due
to air coming out of solution, and that the gamma-ray
density technique proved sensitive enough to detect
density variations of water due to changes in con-
fining pressure.

Conclusion

Gamma-ray transmission is a feasible method of
measuring water content and void ratio during one-
dimensional consolidation of saturated soil samples,
particularly where it is desirable to eliminate the
effects of disturbance due to laboratory handling.

The technique can also be considered quite cap-
able of providing density information changes in bulk
density of unsaturated sediments in response to
changes in confining pressure.
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The X-ray fluorescence determination of sulfur
and other constituents in coal ordinarily requires
correction for a variety of interelement effects,
which can be troublesome and time consuming. For
mineral specimens with 6 to 10 major constituent
elements, a large number of well characterized samples
or synthetic standards are required to establish
appropriate correction factors when bulk samples are
analyzed. However, when the sample is prepared as a
thin film specimen by the Chung procedure, inter-
element corrections can be neglected, and only a few
samples which have been analyzed previously for the
elements of interest are needed for calibration.
The adaptation of the Chung method of sample prepa-
ration to coal samples will be described and illus-
trated in detail. Precision and accuracy data for the
determination of aulfur in thin-film coal samples are
presented.

Introduction

The determination of sulfur In coal is of con-
siderable interest because of the environmental
impact of sulfur oxides released into the atmosphere
with flue gases. Among the various analytical tech-
niques available for the determination of sulfur,
X-ray fluorescence spectroscopy has been successfully
applied by Kuhn (1), Frigge (2), Hurley and White
(3), Berman and Ergun (4), and others.

Matrix Corrections for Thick Coal Samples

The data reported in this paper were obtained
with an energy dispersive X-ray fluorescence spectro-
meter (Nuclear Semiconductor Model 440 with Tracor
Northern Model 880 data analyzer). Initial measure-
ments on briquetted two-gram coal samples of known
sulfur concentrations and with widely varying ash
content indicated that matrix effects were consider-
ably more serious than had been anticipated. Conse-
quently, an attempt was made to use the Rasberry-
Heinrich method of matrix correction (5) as supplied
in a software package from Tracor Northern.

Efforts to determine the appropriate correction
factors for the Rasberry-Heinrich method on a series
of synthetic reference samples that simulated the
Al, Si, S, K, Ca and Mg contents of coal were unsuc-
cessful when the software package supplied by Tracor-
Northern was used.'i"

A new software program, also based on the Rasberry-
Heinrich procedure, has recently been received from
Tracor-Northern. This revised program has not been
evaluated in our laboratories.

Thin Film Method

Chung has described a sample preparation pro-
cedure (6) which converts a powdered sample into a
thin film, and provided data which indicated that
matrix effects were thus rendered negligibly small.
In view of the earlier failure of the program for
matrix correction, we decided to try the Chung
approach.

Sample Preparation

Coal samples were first dry-milled to pass a 60
mesh screen, and blended by tumbling to minimize
inhomogeneity. Samples were combined with Y-O., as an

added reference element, and with steel balls and a
film-forming polymer fluid as listed in Table I. The
container and its contents were placed in a metal
capsule and vigorously shaken for 15 minutes in a Spex
Industries Mixer-Mill (Model 80C0). This hall-milling
operation reduces most particles to only a few microns
diameter, and thoroughly blends all ingrediants. An
eye dropper was used to transfer a few drops of the
black suspension onto a 2 by 6 inch strip of Type A
Mylar ® . These strips were cut from 20 x 50 inch
sheets, of 0.003 inch thickness, obtained from Franklin
Fibre-Lamitex Corp., Wilmington, DE. The suspension
was quickly drawn dtvn to a thin coating with a Teflon
©wiper blade set for a 0.003 inch gap. The polymer
dried In about 2 minutes to a riir oroximately 0.002
inch thick. A disc cue from wnt= My^ar strip served
as the X-rcy fluorescence sample.

The thin film coal samples were analyzed with
the operating conditions listed in Table II. The
background corrected integrated counts from the sulfur
region were ratioed to those from the yttrium region.
Coal samples v;ith known sulfur content were used to
construct an analytical calibration curve.

Analytical Data

Precision. Because of the inhomogeneous nature
of coal, duplicate samples were always prepared and
analyzed. Sulfur values from the duplicates agreed
to within + 4% relative for about 803! of the samples.
If the disagreement was greater than + 5% (about 10%
of the samples), the sample was rerun in duplicate.

Accuracy. Sixty samples were analyzed for sulfur
by thin film X-ray fluorescence and by the Eschka
fusion method (ASTM D-271). Data from the two methods
were in agreement to within + 5% relative for 30
samples and to within ± 10% for <*7 samples. For two
samples the disagreement was grt'ster than 20%. The
reasons for occasional large variances hrve not yet
been determined. It is equt .y possible that the
variances have occured in the Eschka fusion
determinations.
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Table I

Sample Preparation

0.500 g coal.

0.200 g Y 2 0 r

Sample Weight

Reference Element

Milling Balls

Film-forraing Fluid

Container

10 ml of 0.125 inch diam. steel
balls (McMaster-Carr Cat. No.
9528 KID.

15 ml of polymer solution pre-
pared by dissolving 250 g of
poly(methyl)methacrylate (Aldrich
Cat. No. 18,244-9) into 1000 ml
of toluene.

30 ml linear polyethylene wide
mouth bottle (Nalgene Cat. No.
2104-0001).

Tube

Voltage

Amperage

Incident Beam Filter

Table II

X-Ray Operating Conditions

Mo target

12 kV

0.80 mA

Paner to remove Mo L lines

Amplifier Time Constant Set for 20,000 maximum
counts per sec

Dead Time

Live Time Integration

Sulfur K Lines Region

Yttrium L Lines Region

Approximately 50%

500 sec

2.22 through 2.40 eV

1.88 through 2.04 eV
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HULTIELEHENTS PARTICLE SIZE ANALYSIS BY MEANS OF ENERGY DISPERSIVE
X-RAY FLUORESCENCE WITH THE AID OF SEDIMENTATION

Hiroshi Tominaga, Shigemasa Enomoto, Muneaki Senoo, Noboru Tachikawa

Radioisotope Center, Japan Atomic Energy Research Institute
Oarai-macbi, Higash1-ibaraki-gim, Ibaraki-ken, Japan

Application of the energy dispersive X-ray fluo-
rescence technique to a sedimentation method for parti-
cle size analysis has been studied. Two types of appa-
ratuses are proposed which enable to determine the size
distribution for each component of a powder mixture, in
wide ranges of particle size and atonic number, using a
small quantity of sample. Examples are given of the
analysis of airborne participates and rock powder.

Introduction

The method of particle size analysis employing
sedimentation in a liquid, based on Stokes' relation-
ship between the diameter of particle and its rate of
fall, is widely used as the most practical to determine
the effective size distribution of powder samples. Var-
ious types of devices are used to measure the rate of
suspension or deposition; for instance, gravitymeter,
sedimentation balance, and photo- or X-ray- sedimento-
meter. However, nons of them can determine the parti-
cle size of each component in the powder mixture; only
the size distribution in weight is determined independ-
ently of the particle composition. Though the classi-
cal method with Andreasen pipette gives fractionized
samples, the wet chemical analysis of them is trouble-
some.

The technique of energy dispersive X-ray fluores-
cence using a high resolution semiconductor detector
with a radioisotope source or small X-ray tube can po-
tentially solve the problem. Three methods were con-
sidered of using the X-ray fluorescence in the sedimen-
tation method. First was the most simple idea, i.e.
analysis of the samples extracted by Andreasen pipette.
However, it was not easy to prepare the sample so as to
be adaptable to the X-ray analysis. Second, measure-
ment of the concentration of each component suspended
in a liquid by X-ray analyzer through a side window of
sedimentation cell. Third, analysis of the deposited
powder from the bottom window of the cell. The latter
two (cf. Fig. 1} are discussed comparatively in the
following section, and the last of the three is describ-
ed further as an advanced form.

Theoretical and Preliminary Investigation

Formulas of X-Ray Intensities

The intensities of X-rays of component i in the
two methods shown in Fig. 1 are exprsssed as

Side window:

Bottom window:

I 2
K.H.
1 1

I. - 1 -
1 i

(1)

(2)

where Ki and K} are the constants including cv-citation
and detection efficiencies, M. is the concentration of
component i in the suspension (g/ml), and m. the weight
thickness of component i in the deposition; Uj is the
mass absorption coefficient of component j for primary
and fluorescent X-ravs, p Is the density, and suffix H
Indicates the liquid.

. Sedimentation cell

.Sample suspended in liquid^

Radioisotope source

X-ray detector

Side window method bottom window method

Fig. 1. Two methods of the energy dispersive X-ray
fluorescence applied to sedimentation.

Side Window vs. Bottom Window

For convenient data processing, the X-ray intensity
is desired to be proportional to the quantity of powder.
In concentration measurement by the side window method,
the proportionality usually holds because the absorption
of X-rays by the medium is larger than that by the sus-
pended material (except the case of heavy elements) as
far as the concentration is less than about 0.01 g/ml,
which is the practical limit to prevent particle coagu-
lation. The matrix effect is also hardly problem due
to the dilution by the medium.

In deposition measurement by the bottom window
method, the thickness of deposit must be less than the
quantity limited by

2. vun. < O.I (3)

in order to keep the deviation from the proportionality
within 5 %. Figure 2 shows a result of experiment on
the proportionality. Though the X-ray intensity in wa-
ter is less than that of 'dried' due to the absorption
by water contained in the deposit, the difference is
small in the range limited by Eq.(3). Because of the
limitation in final thickness of the deposit, the ini-
tial concentration of suspension must be very low; e.g.
less than 0.1 mg/ml for Fe203 in water of depth 10 cm
(cf. Fig. 2). The limitation must be satisfied for all
the matrix components in the case of a powder mixture.
The matrix effect is possibly severe in analysis for a
minor component of low atomic-number element.

Comparison of X-Ray Intensities

The ratio of X-ray intensities of the two methods
is obtained by using Eqs.(l), (2)s and (3), and M,= 0.01,
E i K M j C u ^ a n d p ^ l

With

I, (bottom) KJy,
R = —! = 10——

I.(side) IC, iJj

= K1, the ratio is calculated;

(4)
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Source Pu-238 Am-241

Element

R

Ca

6

T1

4

Fe Zn

1.7 0.8

Ba

0.16

In practice, the width of side window must be suf-
ficiently small to reduce the uncertainty in diameter
calculation, whereas there is no limitation in the area
of bottom window, though coWroation is necessary in
the case of high atomic-number elements to avoid meas-
uring the X-rays coming from particles not yet deposit-
ed. After all, the bottom window method is advanta-
geous for low atomic-number elements despite of the
limit of quantity for measurement. On the other hand,
the side window method is suitable for high atomic-num-
ber elements.

Experiments with the Bottom Window Method
Preliminary experiments were carried out by using

an ORTEC vertical type Si (Li) detector of 30 tnms sensi-
tive area and 180 eV resolution (FWHM) coupled with an
acrylic tube cell h'tring a bottom window of 50 urn poly-
ester film, Luminor. First experiment was made for
BaTiO3 powder the size distribution of which was known
by other sedimentation methods (Andreasen pipette and
X-ray transmission), using a 100 mCi An-241 y-raysource
with a collimator mentioned above. The material was
suspended in water containing 0.025 % sodium hexameta-
phosphate as dispersing agent ( also in other experi-
ments ).

The size distribution was calculated by a desk cal-
culator according to Eq.(5),' from the recorded count-
rate of Ba K X-rays.

H = P - t dP
dt (5)

where P is the count-rate of the X-rays from material
deposited in time t, and W is the fraction of material
larger in size than the Stokes' diameter D correspond-
ing to t;

I
= [- 18nh

g -I3" (6)

icf
I tO 1OO

Thickness of F«,Oj (mg/cm1)

where n is the coefficient of viscosity of suspending
medium, h the settling depth, g the gravitational ac-
celeration constant, and ps the density of settling
particle; all in CGS units. The result agreed well
with the known value.

Experiment was also made for powders of .(,20s and
CuO and their mixture, using a 30 mCi Pu-238 X-ray
source, to see if the size distribution of the two com-
ponents can be correctly determined in the mixture
without any interference such as coprecipitation. The
results in the mixture agreed excellently with those
in the respective components, with the correction made
only for the superposition of Ni K. counting on the chan-
nel of CuKacounting.

 e

Proposal for New Apparatuses

In cumulative measurement by the bottom window
method, the limitation in final thickness of the depo-
sition due to the self-absorption or matrix absorption
necessitates small thickness in the measurement with
weak intensity of X-rays, especially at the early time
of sedimentation. In order to solve the problem so
that the quantity of deposition will be increased at
any time near to the upper limit, new apparatus was
designed.

Deposit Transfer Type2

In the apparatus shown in Fig. 3, thin film as a
belt extending at the bottom of the cell is moved con-
tinuously or intermittently. An amount of measuring
deposit is then kept less than the limit, since the
measured deposits remove along. As the measurement is
performed in real time for particles just settled on
the bell, the apparatus is suitable for rapid and auto-
matic measurement. In the apparatus, the gap between
the bottom of tube and the belt has to be less than a
certain value (e.g. 0.5 mm) to prevent the exchange of
the sample suspension and the liquid outside tube.
The belt must be in close contact with the Be window
not to cause the attenuation of X-rays in the liquid.

, Sedimentation cell

Suspending liquid

^Sample suspension

Thin film

Winder

Radioisotope source Beryllium foil

Fig. 2. Experimental test on the relation between the Fig. 3. Schematic drawinq of the deposit transfer type
X-ray count and the deposition. apparatus.
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Side view

/
Sedimentation tube

/ Sample suspension

c=0> Shift intermittently

Suspending liquid

O 6 (JO
Fig. 4. Schematic drawing of the fraction preparation

type apparatus.

Fraction Preparation Type3

Apparatus was so designed as to produce fractional
deposits for analysis outside the liquid. A sedimenta-
tion cell filled with the suspension of appropriate
depth is placed upside down as shown in Fig. 4, ini-
tially with a lid. Then, the top-sealed, bottom-open-
ed cell is manually moved successively onto sampling
positions in a shallow vessel filled with the liquid.
The sampling positions are fixed with holes bored in a
mask plate of thickness 0.4 mm, and the particles are
deposited on a thin film spread on the base. After
deposition is all complete, the liquid is sucked off
with a pipette. And the deposited samples, after dry-
Ing, are analyzed by an energy dispersive X-ray spec-
trometer. In this apparatus, time and trouble are in-
volved, but the samples can be directly analyzed by the
X-ray technique, elaborately as occasion demands, and
also by other means. Therefore, even minor components
can be measured.

Applications

Analysis of Airborne Particulates

By using the apparatus of Fig. 4, An airborne dust
sample, AS-1,1* was analyzed, which was collected by a
filter for air-conditioning of a building in Tokyo; it
was prepared as a sample for intercomparison by neutron
activation analysis. A sample of about 10 mg was dis-
persed in distilled water containing 0.02E % sodium
hexametaphosphate with the aid of supersonic waves for
about 1 hour to obtain sufficient dispersion. A sedi-
mentation tube of 14 mm Inner diameter filled with the
suspension of depth 5 or 10 cm was moved manually on a
Millipore membrane filter intermittently for 2 or 3days
to get about 12 fractionized samples. Finally, the re-
sidual particles in the water were deposited by means
of centrifuge. Dried samples were thinly coated with
acrylic resin to protect the surface. Each sample was
measured by the Si(Li) spectrometer with 130 mCi Pu-238
X-ray source for 2000 sec to determine K, Ca, Ti, V, Cr,
Mn, Fe, Cu, Zn, and Pb, and later by neutron activation

for other trace elements.

The calculation of size distribution from the fluo-
rescent X-ray count was carried out in a similar manner
as the preliminary experiment with bottom window method,
by using the summed-up count of fractional deposits for
P in Eq.(5). In the calculation, p was taken as 2
equally for every component; pj= l.sThen, the particle
size is expressed as Stokes' diameter multiplied by the
square root of ps-pjj (cf. Fig. 5, p w Is the density of
water). This expression may be meaningful because the
elements whose particle size distribution curves coin-
cide with each other can be considered to be in the
same particle. For example, T1, Fe, and Sc probably
are the case, in the results shown in Table 1 and Fig. 5,
and similarly Br and Pb.

In the experiment, however, the water soluble com-
ponents can not be measured. About 40 % of Ca and 30 %
of Zn were found in the residual liquid. For such com-
ponents, an organic solvent is recommended as the sus-
pending liquid.

Table 1. Particle size distribution parameters meas-
ured in the airborne dust sample, AS-1.

Element MMD< Cumulative %
< 2um

Cumulative %
< 1 um

Br
Pb
Zn
Sb
V
Hf
K
Mn
Cu
Cr
Ti
Fe
Sc
Co
Sm
Ca

3.6
3.8
3.9
4.2
4.3
4.6
5.2
5.6
5.3
6.0
6.0
6.0
6.0
6.5
6.6
7.5

30
30
30
28
25
27
21
18
13
13
13
12
30
16
5.5
16

15
16
17
16
13
18
10
8.0
7.1
7.6
5.5
5.5
5.0
6.8
2.0
8.8

Mass median diameter, in um.- nass meaian diameter, in um. 1
All the particle size is expressed in D( p - 1 ) .

1OO

Porticle size ,

Fig. 5. Cumulative size distributions of typical ele-
ments in the sample AS-1.
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The analysis of airborne particulates may not be a
good example, since the apparatus does not directly
measure sizes of the particles flying in the atmosphere.
However, the method may be useful to samples collected
but not fractionized.
Analysis of Rock Powder Mixture

Analysis was made by the same procedure to deter-
mine the size distribution of Si and K components in
the mixture of quartz, feldspar, and potash feldspar
supplied from a ceramics industry. Care was taken in
both preparation and neasurement of the deposits, to
minimize the attenuation of soft X-rays of Si and K.
To prevent entry of small particles into the f11m( fil-
ter papers are the case), a polypropylene film, 20 ym
thick, less impurity, was used. A wetting agent for
photographic film, Oriwei, was added *;. 0.5 % to the
liquid in the vessel, to prevent localized separation
of the liquid from the film surface at the time of dry-
ing. The amount of powder used was about 3 mg, and the
fractionized deposits without coating were measured in
vacuum by the Si(Li) spectrometer with a 30 mC< Fe-55
X-ray source.

Figure 6 shows the measured spectrum for a deposit,
and Fig. 7 the result of analysis. All the deposits
possibly consist of a monolayer of particles. The cor-
rection factor5 in X-ray intensity was calculated from
the absorption effect in single fluorescent particles,
integrating over the size distribution. For simplicity,
the material was taken as K20Al20s 6SiO2 alone, and the
size distribution of each deposit was derived from that
calculated without the correction. It is seen in Fig. 7
that the correction is of course larger for Si than K;
but it is not so large owing to the continuous size dis-
tribution in a fractionized deposit, though the atten-
uation in a single large particle is considerable ( for
instance, the correction factor becomes 10 at 40 urn for
Si K ). The results show that the method is well appli-
cable also to low atomic-number elements whose accurate
analysis is not easily possible by the X-ray technique.

Conclusion

A combination of the energy d.spersive X-ray fluo-
rescence and the sedimentation is capable of particle
size analysis for each element in a powder mixture, in
wide ranges of particle size and atomic number, using
a small quantity of sample. The side window method is
suitable for higher atomic-number elements, while the
bottom window method is useful in lower atomic-number
elements, except the case of very low atomic-number ele-
ments and minor components. The deposit transfer type
apparatus is further useful. The fraction preparation
type apparatus is especially advantageous for elaborate
measurement, not only in the X-ray analysis but also in
other analyses. In the X-ray analysis, particle sizes
of multielements higher than Al in atomic number, even
for minor components, can be measured in the range of
0.2 to 50 urn, usually using water as a suspending liquid.
Several to ten mg of sample material is sufficient, but
in the case of high atomic-number elements or in other
analyses larger quantities may have to be used. The
methods are applicable to the analysis of powder sampler
including dust collected but not fractionized, and also
to examination 1n pulverizing process of ore etc.
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Fig. 6. X-ray spectrum of a deposit prepared from the
rock powder mixture, measured by .he Si(Li)
analyzer with a 30 mSi Fe-55 source.

100
Sample B

St, corrected

Si, not corrected

K, corrected

K, not corrected

Particle size, ( p g -

Fig. 7. Cumulative size distributions in the mixture
of quartz, feldspar, and potash feldspar.
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Al'fLICATSOS OF KKISCV ttlSfCKSIVE it-SAV
(TMHtESCKSCT ASM.YS1S IS PROCESS OTiTSOi.

A. H.
Allied Ciitnlfji Corporation

SSO Settmi Street
!iaho folia, Idaho 8J4Q1

The Idaho Chenical Reprocessing Plant, located
at the Idaho S'aiisnai Engineering Laboratory, i» « -
Kagpt! l.i 4 pregraa of repr<*ses#injt a wide variety of
irradiates* nuclear fuels, Several type* of fuel* to
be processed cannot fee dissolved in atcorrfjfiiot vicH
oxJui'.lng plant prwetuurv*, and therefore require the
develofwent of nev dissolution, or "headend", process-
ifti; techniques. Individual classes t>t fuels to t>«
processed by the nsv teth&iqucs have diverse ccepeti-
tlon*. Thrc© typical fuels are:

1. PMt fuel' a zircaloy clad fuel ceaaSatlac, of
wafers.

2. IS It:A (up!: a sirconiias-uranlua hydride «Se-
stoic vith either alssiaws or stainless steel

3. TOHT? fuel: fteQ-t^-* ceramics vith no cladding.

This fuel is received in altralRusa cans.

In inter to aeeo»pli#h the JSmtohuSvn of these
and oftlft fuirin vith dtttcvUlf: coKpcsiticn, se".'ttrai
!tt«'jivisc prucesulns sy«c«s» using a vari«t? o' itin-
solvent aatricen vl!J Sc U K « 4 . !n ecncsii. th« fu».'.
eleneat will tie placed ic a <!i»*olver tank ar.4 th«
appropriate acid <H«»olvcr.c *y»t«i vitl be c=p!oypd
to sustain dissolution. K̂ iny mt the fu«i« ui<2 t>e
creat«t! v!th hydrofluortc aclii vliiciv contains csfcim
as a soluble nticic-ir poison. Subsequent strp." require
the UK« of solutions such »•' suifurie ucid. nitric
acid, or alwilnua: nitrate.

Analytical s-e<;uir«cents far this proc«*» necessi-
tated the dev«lofi*«nt ef a rapid, accurate eeehi't! for
analvclnj; these coaplex maeplca. Several ef thv unique
analytical problems involved arc:

1. During dissolution of Raalrradlate4 fuels ie
j/lloc plane studies, rapi«t analysis of process
cneplos for certain key constituents is re-
quired in order to saintdin suitable dissolu-
tion rates. Analytical results with an accu-
racy of r 5-10t are needed within approximate"
ly 20 stinutes to dcttnolne uhen the next pro-
cessing step can be inltiitcd. Current
eethods for analysing fuel reprocessing sun-
pies tt the ICJ'P are too si5M-eon*us!ns.

2. Beet, ise pilot pl.iu personnel, rather than the
.inalyticiil support group will be required to
perforn these analyses Jurinfi process develop-
sent studies, n«v procedures csust be sinple
and Involve a sinleufc ?! operator tine.

3. The analytical procedures must be applicable
ultimately to eh* determination of varying
concentrations of the elenents of interest in
solutions of significantly differing eatrices
vith a nlnistun of interferences and oatrlx
effects.

A. During the dissolution of Irradiated fuels,
radioactive contasinatlon and personnel ex-
posure aunt be maintained as lov as reason-
ably achievable.

EXPERIMENTAL

InstrumentalIon

Of various oultleleecnt anslytlcal techniques
available. X-ray fluorescence analysis was considered
to be the cost feasible. For pilot plant studicM, a
computer-controlled, energy dispersive X-ray

vas selecteii. The gystes eensinta of a
;:«cic.ir Sealcacducter Sp*«trace 620 spectroeeter vith
associated electronics and a T:«or Sort hern SS-880
data analytsis «yst««. A lav pever col?'ticsu£ Y.-T»y
tI»RSB1»*ion tube with a yttrlue-brcBide filter is
used as the excitation source.

Initial deveicpeent vark has involved the use of
siaulaced fu«l <li»»elvor solittions untalnin^ xlrcon-
iua, uraoius, ant) nloblua in an SK hydrofluoric acid
satrlK. Ca&Uus, used 4* J nuclear poison to prevent
cri:lca<l:y in the dl*selver is al*o of Interest. As
atudiea progress, other acid sa^rictt* vlli be coa-
sldered ani addlttenaS el«sents vill need tc be <ie-
t«rsined in the sacpics.

Saaple Preparation

Although che soepie* received for analysis are In
solution fores, conventional solution techniques used

in £-r«y fluerescenee analysis preseRCed arveral
saje-r dravbacks in this appSscatiou. The principal
analytical problems In the £evelepttent of an X-ray
fluer«*ceaec ectKcd were the possibilities of inter-
oitctms iiiHiii asOTtje the eiasent* present le the fuel
aacerlal a* their concentration levels changed during
dissolution, and of significant satrix effects froc
th« various acid dissolvent systess. Of concern also
vere the problems of personnel exposure to high levels
of radiation and of potential contasinatlon during the
anslyois of irradiated fuel gasple*.

Consequently, a filler-paper technique vat usi-d
to produce a thin file type specimen. In principle
for » thin fils, the absorption-enhanceeent effects of

1 ^ 3
the cacriK are significantly reduced " ' . The reduc-
tion of jostle size froc several ciiliiicprs for solu-
tion csthods to a 100 ;A aliquot on a filter paper
helped in ainlaising radiation exposure levels. The
possibility cf spilling the saaple Is also reduced.

In order to obtain the necessary detectaVlllty
vlthln the necessary tlce licit for the analysis of
several of the elcs«nt* present in the sanple Initi-
ally at lov concentrations, the sinleue saeple size
vas 100 -1. ilecause ihls voluee vat. too great to be
absorbed by a single 2lsa Vhatnan filter paper, «
double layer of the filter papers vas used. These
filter papers vere s*ndwlched between tvo sheets of
H, all Mylar and counted on a Sour Spectro-Cup (Fig.
la). The Inner sheet of Mylar contained a snail hole
through vhlch Che solution aliquot could be pipetted
(Fig. lb). The samples and standardn vere analysed
while still vet, in contract to the usual procedure

of fine drying the naepie on the substrate . The
principal advantages of this procedure are:

1. Considerable tla« Is saved by not having to
dry the sample.

2. The need for rcnote drying facilities Is
ellelnated.

3. There is less possibility for the sanplc to
contaminate the area than as a dry povder.

No significant loss of precision vas observed by
analyzing the vet filter paper Aliquocs as long as
the samples were counted taccdlately lifter pipetting.
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Calibration

In order to evaluate the effectiveness of the
filter paper technique In minimizing interelement
effects and to establish the appropriate calibration
function for each of the elements to be determined,
a series of 15 standards were prepared such that the
concentration level of each element relative to the
others vat not constant. The composition of these
standards is listed in Table «;.

TABLE I. STANDARDS CONCENTRATION
STD. 0

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15

Zr. « / l
38.1
12.5

101. C
25.0

113.0
126.0

75.5
93.8

107.0
106.0
101.0
119.0

SCO
81.2

106.0

U, g/1
15.0

0.5
10.0

1.1
0.5
0
5.0
4 . *
1.0
6.7
8 .0
2.0
5.6

13.4
3.0

Nb, g/1
4.0
2.0
1.0
0.25
0.5
0
5.0

15.0
3 0
7.5
2.0
1.0
0.75
6.2

10.0

Cd. R/1
12.0

6.0
12.0

4 .0
12.0

0
12.0
10.0
12.0

7.5
12.0

2.0
1.0
5.0
3.0

An Internal standard was added to each standard
solution to correct for the following:

1. Variations In the filter paper surface.
2. Any nonunlform dispersion or nonreproducibtl-

lty of the sample on the filter paper.
3. Instrument drift and/or fluctuations so that

standards would not have to be analyzed with
each sample.

The choice of a suitable element for Internal standard-
ization was restricted by the necessity to select an
element with the following characteristics:

1. The element could not be present J.n any of
the fuel materials or the dissolvent acid
matrices.

2. It oust be soluble in all dissolvent matrices.
3. IL could not interfere with the analysis of

any elements of interest.
4. It could not be subject to absorption-en-

hancement effects from the matrix or the
fuel materials.

5. Its energy spectrum should be in the same
range as the elements to be determined.

Antimony was selected as the most feasible ele-
ment, despite the fact that the cadmium KB peak at
26.? • Kev overlaps the antimony Ka peak at 26.27 Kev.
The amount of the cadmium Kg contribution to the anti-
mony peak can be determined from the intensity of the
cadmium Ka peak. Using background corrected peak
areas for several pure cadmium solutions, the ratio
of that part of the cadmium KB psak which overlaps the
antimony Ka area to the cadmium Ka peak area was de-
termined (Fig. 2). In the standards and samples, that
fraction of the cadmium Ka peak is subtracted from the
antimony Ka area to obtain the net antimony intensity.
A certain error is Introduced by this correction pro-
cedure; however, the accuracy of the results is still
within the required t 5-10* RSD.

r « u m Z- CALCULATION OF CADMIUM CONTRItUTION TO ANTIMONY

> v.<*:

U I I M PUNK SOLUTIONS:

COARf CTION FACTO* > CF «

". IT l . t l . . ," • ' " « • «»KCfl I « <• AMA I

The precision of analysis for this "wet filter
paper procedure" was calculated to be t 2% RSD, based
upon 18 replicate determinations of the concentration
of one of the elements. At or near the detection
limit of each element, however, precision as well as
accuracy was significantly poorer.

Three aliquots of each standard vere analyzed.
The integrated area above background for each element
peak was ratioed to the net area of the antimony peak.
Multiple regression techniques were used to evaluate
whether there were any significant matrix effects.
For zirconium, uranium, and cadmium, no mathematical
matrix corrections were required to obtain a good fit
to basic calibration curves.

For zirconium, a second degree calibration curve,
covering the range of 10 to 130 g/1 was obtained for
the Ka peak (Fig. 3). Several typical dissolver solu-
tions prepared in pilot plant studies and a control
sample of known composition were analyzed for zircon-
ium. In order to estimate the accuracy of the X-ray
fluorescence method, the zirconium in these samples
was also determined by an atomic absorption procedure,
which has an accuracy of ± k-6% BSD. The results are
listed in Table II. Agreement between the two methods
is excellent throughout the range of analysis.

In the case of uranium, a second degree equation
using the La peak is obtained for the range of 0-15
g/1 (Fig. U). The uranium concentrations in most of
the pilot plant samples were at or near the lower
limits of detection for the X-ray fluorescence method.
The reported accuracy of the uranium values obtained
for comparison by a colorimetrie method used in rou-
tine process control was about t 6-10% RSD on the
average, nevertheless, agreement between the two sets
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of results, listed in Table III, is good. The uranium
values determined for the control sample are in excel-
lent agreement with the known concentration.

TABLE III. DETERMINATION OF U IH D1SSOLVER
SOLUTIONS

COMCCRTIMTlOlt. f

TABLE II. DETERMINATION OF Zr
IN DISSOLVER SOLUTIONS

Sample
Zr, g/1
X-Ray

Zr, g/1
AA

Known Control

Value, g/1

f-i

2
3
h
5
6
7
8
9
10
11
12
13
1U
15
16
17
18
19

Control

105
103
71
117
60
88
52
92
63
57
5*
23

lilt
22
k6
25
62
111
109
101

97
98
61*
118
55
79
52
9fc
57
53
1*9
2U
121
21
kz
2\
57

111
110
100 100

Sample t

1
2
3
4
5
6
7
6
9
10
11

Control

W. g/1
X-Ray

0.83
0.78
0.90
0.56
0.90
4.00
0.32
0.31
0.65
0.50
1.84

2.25

V, g/1
Colorlmetrlc

0.82
0.78
0.77
0.58
0.70
4.10

0.29
0.29
0.58
0.63
2.20

2.16

Known Control

Value, g/1

2.22

A linear calibration curve was used for cadmium
in the range of 0-12 g/1 (Fig. 5). No cadmium was
present in the pilot plant samples;. However, the con-
trol sample was analyzed and a value of 9.92 g/1 de-
termined, compared with a known value of 10.0 g/1.

The principal problem in the determination of
niobium in these samples is the spectral Interference
from the LB2 peak of uranium (16.43 Kev) on the Ka
peak of niobium (16.58 Kev), which is the primary ana-
lytical peak. When the niobium standards data are
plotted without any correction (Fig. 6 ) , correlation
is poor. The fit of the data points to the calibra-
tion curve appears to be dependent primarily upon the
concentration of uranium in the solutions. Those
standards with high levels of uranium (15,13,4,10, and

FlfUK • : IMCOMICCTCD mOHUM C«IIIMTION CURVE
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8 g/!.) deviated nojc from the curve. Standards with
lower concentrations at uranium (0.5, 1, and 2 g/1)
and the standard* vlth higher nlobluo relative to the
uranium (4.4 g/1 U with IS g/1 Nb; 3 g/1 U with 10 g/1
Nb) are In such better agreement with the calibration
fit.

When a oatheniacical correction was applied to sre-
move the contribution of the uranium to the nloblua
peak area, a significantly better fit of the data was
obtained. A ucrlx correction factor for the effect
of zirconium on the niobium intensity waa also applied.
Tha corrected data fit the calibration curve over the
range of 0-15 g/1 with excellent correlation (Fig.7).

ritual r COHMCTCO moitgii c*LtMAfion cunvc

CMCtKTIMtlON. fl/l 'jtOtlUlf CMRCCTI*

Niobium in several of the pilot plant samples was
determined by the X-ray fluorescence procedure and
compared with results from a colorlmetric procedure
with an estimated accuracy of t 4-82 RSD. As with the
uranium, the concentrations of niobium in most of the
samples analyzed were at or near the lower limits of
detection for the X-ray fluorescence method. The re-
sults, listed in Table IV, are in fair agreement.
The niobium values determined for the control sample,
with a concentration In the middle of the analysis
range, are highly accurate.

TABLE IV. DETERMINATION OF Nb IN DISSOLVER
SOLUTIONS

Sample It

1
2
3
4
5
6
7
8
9
10

Control

Nb, g/1
X-Ray

0.69
0.31
0.34
0.14
0.46
0.56
0.26
0.38
5.7
4.2
2.0

Nb, g/1
Colorimetric

0.73
0.42
0.47
0.18
0.64
0.67
0.35
0.42
6.2
4.2
2.0

Known Control
Valw, g/1

2.0

For these samples at low concentrations of niobium,
there appears to be a bias between the two methods.
The X-ray fluorescence results are consistently lower
than the results from the colorlmetric method. Future
studies are planned to further evaluate the causes of
this bias. In any event, the concentrations of both
niobium and uranium in samples to be analyzed from
actual process runs will be considerably higher.

Computer Programming

To permit operators who have a minimum of know-
ledge and experience with regard to X-ray analysis

techniques and computer operation to obtain a sample
analysis, a master control proftron h,is been written in
the Tracor Northern Flcxtran interpreter language.
The prograo Initially outputs intorcicfon regarding
instrument se'e-up and necessary parameter checks.
Once a sample code has been Input by the operator, all
else is automatic. The following operations are
carried out without operator supervision or input:

1. Control of spectral data acquisition.
2. Storage of the sample spectrum on the tape

cassette for future reference.
3. Calculation of the net peak area above

background for all elements of interest.
4. Calculation of :hc corrected antimony

intensity.

5. Calculation of the intensity rntlo of each
element to the net antimony intensity.

6. Calculation of the concentration of each
element in both g/1 and moisr units.

7. Determination of the percentage change in
concentration from the previous sample in
the process run. This value indicates when
dissolution is complete and the next step in
the process can be initiated.

S. Output of the necessary data for each sample.

The entire procedure, which Includes Internal stan-
dardization, pipetting onto the filter paper, analysis
of the sample, and printout of results, can be per-
formed within twenty minutes.

DISCUSSION AND FUTURE WORK

The results of this initial development -louy
have demonstrated that the X-ray fluorescence tech-
nique can achieve the necessary requirements for sim-
plicity of sample handling, ease of operation, speed
of analysis, and accuracy. The concentration levels
of uranium and niobium will be higher in actual sam-
ples and Improved accuracy can be expected.

Future development work will include the study of
additional elements to be determined and of different
acid dissolvent matrices. The use of various types of
filter substrates to improve Burface uniformity, sam-
ple dispersion, and absorbancy will be evaluated. The
applicability of X-ray analysis in monitoring for cor-
rosion products from the dissolver tanks will also be
studied.

The possible effects of high levels of radioac-
tivity on sample analysis must be evaluated. If the
energy dispersive spectrometer cannot function effic-
iently in high radiation fields, a sequential wave-
length spectrometer will be considered.
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BULK SAMPLE SEf-f-ATrKKUATfOii CORRECTION
HY TRANSMISSION MEASUREMENT

I. I.. Parker and T. 1>. ik - l l l y
ticlear Safeguards Research Group, R-\

I.os Aloans S c i e n t i f i c laboratory
Los Aiaoos , N'ew tfexico

Frequently In the passive gnama-ray assay of bulk
saaple.s, the most difficult part of the assay problem
Is the correction for the gamma-ray attenuation within
th» sample itself, the difficulty arising fron oficn
unknown chemical compositions (and therefore unknown
attenuation coefficients) and sample volumes which nay
range up to many liters. The problem Is clearly oc<»t
severe In the assay of saoplns containing high-Z ele-
ments because of the relatively higher R U S H attenuation
coefficients for those elements. The studies described
herein were stimulated. In fact, by cite difficulty en-
countered in assaying bulk samples of uranium and plu-
tonium, which are often such as to make .-i passive garaa-
ray assay impossible. Nevertheless, there arc many
cases and classes of materials for which a careful pass-
ive gamma-ray assay is the most precise and accurate as
well as the cheapest method inr uranium and plutonium
determinations, and the same is true for ma'.:y other
garam3-ray emitting materials. Because of the diffi-
culties just mentioned, however, the usual calibration
and attenuation correction methods Involving direct
comparison to standards or exploitation of prior know-
ledge of chemical composition are often not applicable.
Determination of the sample attenuation coefficient (u)
by a separate transmission measurement with an external
source has proven to be the roost generally useful pro-
cedure. 1»Z«3 This papsr briefly reviews the various
procedures In use and presents some results of a de-
tailed study of the transmission method of attenuation
correction applied to the most important geometrical
classes of assay samples, namely box-shaped and cylin-
drically-shaped samples. These classes include most of
the containers met in practice.

General Comments and Definitions

We assume that the mixture of material to be as-
sayed and matrix (everything other than the assay mate-
rial) is reasonably uniform and that the particles of
assay material are small enough to ignore self-attenu-
ation within the individual emitting particles. In
effect, this assumption states that the sample attenu-
ation is characterized by a single linear attenuation
coefficient, u. Then knowing p of the sample, the sam-
ple dimensions and the distance of the sample fr^m the
detector, it is possible to calculate the correction
factor for the sample self-attenuation. Few closed
forms exist for the correction factors and exa-.t calcu-
lations must most often be done by numeric methods, but
frequently It Is possible to use an approximate analytic
form of sufficient accuracy as discussed below.

The correction factor may be defined in several
ways. Because assays are usually done by comparison to
known standards of the same or nearly the same shape as
the unknowns, tnt most generally useful form Is the so-
called correction factor (CF) with respect to the non-
attenuating sample. Symbolically, the definition may
be expressed as

CF
C(u'O)
C(yj'O) (1)

where C(u=0) equals the count that would have been ob-
tained from the sample with no attenuation, and C(ti^O)
equals the actual count from the sample. C(u=O), the
quantity to be obtained in an analysis, is generally
called the corrected count (CO and is computed from
the above definition, that is, CC = CF x C(u^O), where

CF Is cooputci! fron tin? s.iaple t m d th« assay geasseiry,
and C(vJQ) is measured. Thus defined, tire corrected
count per RTiin of natcrlal assayed is conr'TOt. that l»,
•.he calibration curve Is linear In ternm nl estao and
corrected count.

Another useful correction factor forts civ be twrKt-rf
the correction fitclcr with respect to 9 noa&izcnuai inn
point (CF ). Sytsbo 1 ic:i 11 y, this lorn in expressed as

l>
<: (u-Q)

» p

C(rfO)
(2)

where C (u°0) equals the count that vuvAd havr been ob-
P

talned if tin- sample had been condensed to .1 nonnttrnu-
ating point ;n. the > -enter of the safflple. and C(wfO)
equals the actual count fron the sjrcplf, ;>rec ittvlv .is in
the previous definition. This fora of the correction
factor is particularly useful when it is ncyKjiarv ;o
assay a large sanple (such as a 55-pal drum) with ro-
spert to a small standard. If tru* sample * ..tnrf the
appropriate dimensions are known, ihc two forrMt of the
correction factor are equally difficult t« compute;
however, because it is of inore general use, the rest of
the discussion herein deals only with the correction
factor with respect to the nonattenuatInc sasplv.

Outline of Methods Used to Deti-naine Correction Factors

The various methods used in either findinp or
avoiding the attenuation correction will oc recapitu-
lated briefly.

Representative Standards. The oldest and perhaps still
most used (and abused) method is that of avoiding the
issue by using representative standards. In this pro-
cedure a set of standards is prepared as nearly ident-
ical as possible in size, shape, and composition to the
unknowns, with varying concentrations of the material
to be assayed. The standards are counted to prepare a
calibration curve and the assay is accomplished bv
counting the unknowns and comparing the count directly
to the calibration curve. This procedure will produce
good results if (and only if) the unknowns ind standards
aie sufficiently similar that the same concentration of
assay material in each gives rise to the same sample u
and, therefore, to the same correction factor. In other
words, at the same concentration of assay material the
exact same fraction of gamma rays must escape from both
sample and standard. This method is only applicable in
cases where the nature and composition of the assay sam-
ples are well known and unvarvinp, as in the crw", for
example, with carefully prepared solutions.

Computation from Knowledge of Composition. A second
method exploits previous knowledge of ths chemical com-
position, mass, and shape to compute u of the sample
from which in turn the correction factor can then be
computed. Sufficient prior knowledge to compute the
sample u does not necessarily imply that the assay re-
sult is known in advance. In many cases the assay ma-
terial is a small and unknown fraction of the total sam-
ple mass and it is certain that v is almost purely de-
pendent on the matrix composition and mass. I''* Wher
highest accuracy Is not necessary and the required know-
ledge is available, this approach is useful.
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Canaa Hay intenalty Ratios* Another method of deter-
afnTng .ictcnu.ition correction*), nore diftscuaed than
actually used, involves measuring the relative Inten-
sity of two gaco.1 rays of different energy calttcd by
tho oaterial under assay.4 However, in general, u of
the sample for a given energy is net uniquely relarcd
to the Intensity ratio, and again some prior knowledge
of the nature of the s.cplc is required. Furthercore,
nature has not endowed all aafrials of .ii»:(y interc«c
with .) pair of gnasa ray* of she appropriate energies.
Keverthelcss, the nethod has proved useful Itct particu-
lar cases, and it d'jes have the potential fr.r raising
•i v i m jits flag when the assumption cf reasonable uni-
foraity is not Bet.^'*

Trannlsslon Method. A fourth and the sost general
method of obtaining the attenuation correction involves
espericentai determination of the saaple u directly by
Bejsuring the transmission through the saspie of a n»-nn
of g.icsa rays fron an external source. •*•• This aeth-
od requires no knowledge of the chemical cosposltion of
[he sample. Just the basic assumptions on uniformity
•ind particle sl:r. As uuch. It Is the only practical
way to proceed In Che "black box" cases and is often
the preferred oethod even when sose knowledge of the
sample conposit ion is available, especially if the best
obtainable accuracy is desired. The balance of thin
paper will be devoted to this Ee",hod.

Hetailed_ Consid*.'r.ation of Transnisslon Method

The sample transmission is defined as the fraction
of Parana rays from the external source thas pass through
the sample* unahsorbed and unscattered. From the funda-
mental law ov gansaa-ray attenuation, the sasple trans-
mission T is related to the sample u by the relatim
T = exp(-us). where x is the thicknefts of aanple pene-
trated, obviously, correction factors can be expressed
either as functions of u or of T; however, because T is
tho measured quantity and the r?litlnnshlps arc oost
conveniently graphed as functions o/ T, this parameter
is usct in the following discussions. It Is assumed
that T is measured normal io the center of a face of
box-type samples and along a diameter passing through
the midpoint of the axis of cylindrical samples. It is
also assuaed that the transmission is determined at the
energy of the gantfmi ray used in the assay . The far-
field correction factor for bu--".'pe samples has a
simple closed form ,

CF =• - f±l . O>

The dependence of the CF(T) lit shown in Fig. 1. Al-
though not exact for near .field situatlotH. this fore
is t'9-rrful for assays where the distance t*- the detector
from the face of the box is only ^b times r.i-e maximum
dimension of the box. This is especially true in cises
of large, somewhat heterogeneous containers where a 103
error resulting from an approxlraate correction facror is
much preferable Co a M 0 0 2 error resulting from neglect
of the correctio.t altogether. The discussion below with
respect to cylindrical samples will help put the limi-
tations in perspective.

No exact expressions for tho CF of cylindrical
samples can be written in terras of elementary functions.
For the far-field case (cylinder radius and height neg-
ligible with respect to the distance to the detector),
however, an expression exists in terms of Besscl func-
tions and Struve functions," but for near-field cases
no exact expression of any form is known. The far-
field case is conveniently taken as a reference case
with which to demonstrate th» general behavior of the
CF for cylinders. Figura 1 dhows tho cylindrical far-
field CF as a function of T sis well as the far-field
CF for a slab-type sample.

—1

ri<i. I

rar-fiold correction factor ."or cyiindi-ic.il ,ind sij.V

type sa&ples as functions of transtti.'.-sson.

Sole that for T<0.1. that C F M O R C T ) applies for both
cases. Ir. is also noteworthy that because •raitstslssions
of less than 0.001 are very difficult to Epasure accu-
rately, the range <.y( readily accessible ("F is about

}
Because of the lack of exact .in-.Tlytic.il forns lor

ne«i*'-f ietd cases, nuch u«e has been rr.ade of approximate
fornts Tor cylindrical samples, the nost useful of which
has been

CF - k in(T)/<Tk-l) (4)

where* k is .1 constant of value ^ . 8 . Tills form is a
slight modification of the exact far-field c'->irection
factor for a slab-typi* saraple fur which fc*l. A first-
order approxiennt ion of the exact far-field form for the
cylinder gives k * */•$ •O.7S5, whereas enpirlcal and
numerical studies indicate k • 0.82 i.s better. Figure 2
shows the deviation from the correct far-field values
of this approximate form for various values of k. For
k - 0.82, CF is within 1-1/22 of the correct value for
0.01^T<1 and within til for O.OOI5T5L

It appears that the value k ™ 0.82 is better than
k « IT/4 or k • 0*85 for far-field assays of cylindrical
samples. However, the consequences of using an incor-
rect CF function over a restricted range of T and the

0 0! 01
TRANSMISSION

Deviations from the correct far-field cylindrical cor-
rection factors of the approximate form CF(T) = * tn(T)/

* for several values of k.



n.'1'U ionwhip nf tn<s crr.tr in the* c<:.a jutted CF to the
error In fht* BwiKured value of T should h<- explored.
Assume that .in approximate forra with funet Umal depend-
ifiK'f on T.CF (T), has been used and ch.it the correct
f uftct Jr>n is CF f T j . Thj? oilibrarion'conscanr is deter-
mined irazi ,i standard of transRiisK inn T and the un-
known naraple has t raiisntstiion 1 . Next? let G b.< the
unknown mass determined iiv us inn CF(T) ,ind <? be the
"rorr t r t oass," that i s , the mass that wmiid have been
determined fron CV^CV). Algebraic manipulation then
yields the r d a i iunship

o CF (T )/ CF (T )a u / o s

(5)

Thus the ratio of treasured to true mass depends not on
the artual magnitude of the errors in CF(T)» but only
on the ratio of "used to true" CF ratios for the trans-
nisfltons of the unknown and the standard. Figure 2
shown that f»r transmissions in the range 0.00l<T<0,1
the value k • 0.?S vould give better results than
k « 0.H2 even chough the absolut*. error in CF(k =• 0.75)
is greacvr over the ran^e. However, if the range of
transmission were 0.l<T<1.0, the value k = 0.82 would
be better. The best value of k to us«? for this approx-
imate analytic form will depend on the range of T en-
countered, and a judicious choice may well reduce
systematic err >r.s bv a few percent.

Mow c isider the fractional urror in CF caused by
a given fractional error In T. For the functional form,
use CF(T) = k *n'(T)/ntk-l>. Then differentiating, we
ohtain

(dCF/CF)/(dT/T)
" T

(6)

Figure 3 shows this expression as a function of T for
several v;iluefi nf k. Note that as T becomes smaller,
and therefore more difficult to measure accurately, the
fractional error in CF becomes smaller relative Co the
fractional error in T, thus compensating somewhat for
the larger expected fractional errors in T. It should
bu emphasized that when only a small fraction of the
g£>mna rays escape (small T and large CF) the sample,
large fractional errors In the assay can result. A
transmission measurement to determine the CF is the
best way to proceed in such cases.

In the near field, cylindrical correction factors
become functions not only of sample transmission, but

001 O.I
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Fig. 3
The differential change in the correction factor rel-
ative to the differential change in transmission for
several values of k in the approximate form
CFIT) = k <Ln(T)/(Tk-l).

also ci the sample *adius> -)u»ight, and distance from
the detector . A simple twc-dlmensional model is ade-
quate to demonstrate the dependencies and is sufficient-
ly acoiirate for much practical wrcrk. The model assmes
n sample of radius R and zero height whose center is at
a distance !> from a point detector. The detector is in
the plane of the now plane circular sample. In this
model the CF !s a function of T and the ratio D/R only,
which means, for example, that given the same value of
T. a sample of R •= 1 cm with D = 10 em has the same CF
as a sample of R • I m with D • 10 »• Figure 4 gives
the CF as a function of D/R for various values of T.
These- and all other near-field results were obtained by
computer-executed numerical integrations. The essen-
tial point obtained from Fig. 4 is that the CF decreases
as D/R decreases with the more drastic changes occurring
for the smaller values of T. Remembering that the CFs
are with rospeci to the nonattenuating cylinder, the
behavior jast described can be seen qualitatively to be
a consequence of the inverse square law. To show quan-
titatively the Jflviations from the far-field case as D/R
decreases, the deviations are plotted in Fig. 5 as a
function of T for various values of D/R. For D/Ry0,
the deviation from the far-field condition is less than
H for T>0.001. Therefore, D/R>50 can be regarded as
the far-field condition for most purposes.

Obviously, no real samples are of zero height as
assumed in the two-dimensional model, and the height of
the cylindrical sample will influence the values of the
CF. Numerical computations can again be performed for
the three-dimensional case. Qualitative arguments show
that the assumption of a point detector is good for
nearly every case where the sample is at least several
times the volume of the detector, and this assumption
has been used in calculations of CF for a cylindrical
sample of finite height. It is of interest to get a
qualitative understanding of how the CF for a cylinder
of finite height varies from those of the corresponding
two-dimensional case. Figure 6 gives the deviation for
a cylinder whose height H is twice its diameter from the
pure two-dimensional case for three values of D/R. The
data quautitativeZy confirm what is qualitatively ex-
pected. The D/R>10 deviations from thp two-dimensional

at
O

6 4

8

°0

T'1.00

12.5 25.0

D/R
50.0

Fig. 4
Near-field correction factors for the two-dimensional
cylinder as a function of the ratio of the sample
center—detector distance to the sample radius for
various values of transmiision.
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Fig. 5
Deviations as a function of transmission of the near-
field correction factors for the two-dimensiomi cylin-
der from the far-field cylindrical correction factors.
D/R is the ratio of the sample-center to detector dis-
tance to the sample radius.

limit are <1%. The deviations are greater for smaller
values of T and for smaller values of D/R. Clearly, the
deviations for given D/R also become smaller as H de-
creases relative to D.

Conclusions

When possible, a "far-field" assay geometry Is
preferred because of less stringent requirements of
sample positioning and less dependency of the CF on
the exact dimensions of the sample. Unfortunately,
count rate considerations usually force the use of a
near-field geometry to some degree. In any case, but
especially in near-field situations, (D/R<10 for cylin-
ders), it is best to use the CF values computed for that
geometry. However, obtaining those values is often awk-
ward because of the lack of analytic forms for CF(T).

Two reasonable alternatives are suggested. The
first is to prepare a graph similar to Fig. 2 for the
particular geometry in order to choose an approximate
form (such as the one discussed herein) that will give
adequate accuracy over the anticipated range of T. In
doing so, it is important to remember that the CF(T)
function may be in error in an absolute sense, but still
provide adequately accurate assays over large ranges
of T. The second alternative, useful when a computer
does the analysis, is to store enough previously calcu-
lated CF values for the geometry in the computer to
allow accurate interpolation. Although this paper deals
wit;h cylindrical and box-type samples viewed from the
side, other configurations can obviously be dealt with
in similar fashion.

Just a word about «'.xperimental standards is in
order. In principle, a single standard will suffice if
the proper selection of CF(T) has been made, but clear-
ly, it is prudent to have two or more standards spanning
the expected range of values of T. It should be empha-
sized that the standards need not have the same or even
similar chemical composition as the unknowns inasmuch
as the CF is dependent only upon the transmission value,
sample shape, and assay geometry.

In all that has been done, high resolution detect-
ors have been assumed so that only a negligible number
of Compton scattered gamma rays are Included in the full
energy peak areas. Coherent scattering does introduce
a rather fundamental limitation in that the measured

0.0/ O.I

TRANSMISSION

Fig. 6
Deviations of the three-dimensional cylindrical correc-
tion factors from the corresponding two-dimensional case
for cylindrical sample whose height is twice its dia-
meter. D/R is the ratio of the sample center to
detector distance to the sample radius.

transmission may not yield quite the correct effective
U for the sample. For large samples the effect may be
2;1Z. Most often the sample heterogeneity will determine
the accuracy attainable.

This paper has not discussed the hardware problems
involved in the determination of the transmission and
the intensity of the emitted gamma rays. Quality assays
must include skillful data acquisition as well as proper
treatment of the sample self-attenuation. Nevertheless,
in frequently met cases negiect or improper handling of
the self-attenuation correction can give rise to very
large errors Ô lOOiS), which sloppy acquisition techniques
can rarely equal, hence the emphasis of this paper on
the sample self-attenuation problem.
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AUTORADIOGRAPHIC TECHNIQUES TO DETERMINE NOBLE METAL
DISTRIBUTION IN AUTOMOTIVE CATALYST SUBSTRATES

Walter H. Lange
Analytical Chemistry Dept.,
GM Research Laboratories
Warren, Mich. 48090

The distribution of noble metals in the
ceramic substrates of automotive catalytic
converter systams is important to the func-
tional characteristics of the systems. A ra-
diotracer technique involving microtomy of
bead substrate samples and autoradiography
using the resultant thin sections has been
developed to produce detailed images of the
metal distributions. The method is partic-
ularly valuable to determine the distribution
of one metal in the presence of another to
aid in the development of more efficient
systems.

Introduction

Automotive catalytic exhaust converters
reduce carbon monoxide and hydrocarbon emis-
sions by oxidation reactions with a catalyst
consisting of noble metals in a ceramic sub-
strate. One of the substrate forms is alu-
mina beads and the noble metals are added to
them as a solution which diffuses into the
beads. The final distribution of the noble
metals, depending upon several factors in-
cluding substrate structure and impregnation
technique, can significantly affect the per-

1-4
formance of the catalyst

Methods used to define noble metal dis-
tribution in alumina beads have included
electron microprobe analysis and various op-
tical procedures combined with chemical re-
action coloring (staining) of cleaved

samples * The microprobe analysis provides
photomicrographs specific for each element of
interest, but information may be limited by
the minimum detectable concentrations. Al-
though some optical methods are useful and
usually rapid for many evaluations, they may
not be applicable when certain combinations
of elements are present. The autoradio-
graphxc technique described here was devel-
oped to provide distribution data 1) with
maximum sensitivity to distribution vari-
ations, 2) with virtually any impregnation
element, and most importantly 3) with the
capability to study the effect of one metal
upon the distribution of another in the
beads.

Technical Considerations
In brief, autoradiography involves the

placement of a sample containing radioactive
elements in contact with a photosensitive
emulsion for a time sufficient to produce a
latent image through the interaction of ion-
izing radiation with the silver halide grains
in the emulsion. Development of the image
produces an autoradiogram showing the distri-
bution of the radioactivity. In the exper-
iments with catalyst beads, radioi^otopes of
platinum, palladium and rhodium have been
utilized; their pertinent nuclear character-
istics are listed in Table 1. These radio-

nuclides may be incorporated into catalyst
substrates following either of two general
procedures, namely, by in vitro procedures
with radioactive solutions or by in situ
activation of the elements.

In Vitro Autoradiographv. In this ap-
proach, the catalyst beads are impregnated
with a radioactive solution of the appro-
priate metal (s). This method offers two im-
portant advantages; first, it allows the
study of one element exclusive of other el-
ements present, which is especially valuable
in the study of synergis'jic effects.
Secondly, this method assures that the images
produced result only frtsn the chosen element.
With regard to the latte;r, care must be taken
when choosing a particular radioisotope to
represent the distribution of that element to
make certain that radiation from daughter
products does not give misleading information.
As an example, when natural platinum is ir-
radiated t'ue predominant radionuclide pro-

duced is Pt. However, by the time the
H2PtCl6 solution can be prepared for impreg-

L 9 9nation into the beads, the 30-minute
p

• L 9 9

Pt
199

will have decayed to the 3.1 day Au. Sub-
sequent autoradiographic images will reveal
qold distribution, which is not necessarily
the same as that of the platinum. The use of

""pt or the in situ activation of platinum
avoids this problem.

Table 1

RADIONUCUDES USED IN CATAIVST DISTRIBUTION STUDIES

Element

Platinum

palladium

Rhodium

1 9 9Pt, 1 9 9AU
195mpt

1!03Pd
99.Rh

Hall-life

30 min.. 3.1 d

4.1 d

17 d

4.7 hr. 15 d

Beta

I somTic Transition

Electron Capture

Electron Capture

The in vitro method offers the additimal
benefit that radiometric as well as. autora-
diographic data may be obtained. For example,
by comparing the radioactivity of a bead, or
that of other samples obtained during cat-
alyst preparation or testing, to the specific
activity of the impregnation solution, one
can quantify the amount of noble metal in a
bead as well as the amount lost in processing.
Similar procedures have been used to deter-
mine the attrition rate of platinum and pal-
ladium from automotive catalysts under engine

operating conditions *

In Situ Autoradiographv. In this ap-
proach, previously impregnated catalyst sub-
strates are irradiated with neutrons to pro-
duce radioactive species of the noble metals.
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The in situ neutron irradiation of materials
is often advantageous when one wishes to
demonstrate the effects of field testing upon
elemental distributions when previously ir-
radiated materials would have disappeared
through decay or their use would otherwise
not be practical. This method is generally
limited to small samples; additionally, one
must be certain that the distribution pat-
terns obtained are produced by only the el-
ement of interest and not by other elements
present.

Experimental

Radionuclides
Two means of producing radionuclides are

the (n,-y) reaction in a nuclear reactor and
the (p.n) reaction in a cyclotron. In the
present work, Pt and 195nlpt were produced
by neutron irradiation of natural platinum

194
and Pt, respectively, in the University of
Michigan reactor. The radioactive metals
were then dissolved to provide chloride so-
lutions for subsequent bead impregnation.

The raclionuclides Pd and Rh were pro-

duced by the (p,n) reaction with Rh and
99
Ru, respectively, and were purchased as

chloride solutions from Amersham-Searle
Corporation and New England Nuclear Corpora-
tion, respectively.
Substrate Impregnation

Alumina bead substrates were impregnated
with radioactive species or" noble metals fol-
lowing published proc9dures •'; element con-
centrations of about O.3.9S platinum, 0.025%
palladium, and 0.0026% rhodium were used.
The radioactive metal, as a chloride solution,
was added directly to the appropriate quantity
of beads. They were then dried for about
five hours with occasional stirring, followed
by calcining in a tube furnace at S50°C for
5 h. Samples of beads were taken randomly
from the >a*chea following the impregnation
procedure, =ifter calcining, and in some cases
after engine tests.

Sample Preparation
The method used to obtain detailed

images of the spatial distribution of the
noble metals is an extension of a technique

developed earlier whi=h utilized "S to de-
fine the distribution of sulfate in battery

o

reactions . Tile technique includes the use
of a microtome to obtain thin sections of the
samples which are then placed in contact with
a film for autoradiographic exposure.

To facilitate microtomy of the small,
round beads and the collection of the thin
sections, the impregnated beads were cast in
2.54-cm x 2.54-cm blocks of hard dental wax
using aluminum forms (several beads can be
included in each block). The sections which
would normally curl and crumble as microtome
cuts were made were preserved by pressing a
piece of cellophane tape in contact with the
wax block surface prior to making each cut.
As the block passes under the knife blade,
the tape and the section adhering to it are
lifted away as illustrated in Pig. 1. The
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several beads in the block are sectioned
simultaneously, and any number of successive
sections can be taken with ease and retained
for autoradiography. Usually, autoradio-
graphic exposures are delayed until all sam-
ples from a given experiment have been sec-
tioned. This is to guarantea equal exposure
among all samples, thereby allowing direct
comparison of image densities representing
noble metal distributions.

Thin sections provide several advantages
For example, since the tape strips (and thin
specimens) are flexible, they can be backed
with plastic sponge and weighted, forcing the
specimens to make the best possible contact
with the emulsion; good autoradiographic
image resolution depends upon such contact.
Also, the sections do not include the rela-
tively large mass of bead material beyond the
surface of interest (the hemisphere of a
cleaved bead) which otherwise would also ex-
pose the film and reduce total image sharp-
ness through unwanted background exposure.
Finally, thin sections provide the opportu-
nity to examine many specimens of each sample
for reliability of results arid to allow for
the detailed study of patterns through the
bulk of the object, layer by layer.

Microtome sections of the beads are nor-
mally 0.05-mm thick, but handling is an easy
task when they are affixed to the tape. Even
so, the ceramic bead material of some samples
tends to powder and fall away from the tape
after the cut is made. The integrity of such
samples is ensured by vacuum impregnation of
the beads with wax prior to casting in the
wax block. This is accomplished by placing
the beads in the wax at about 70°C for 5 min
at reduced pressure. This treatment does not
affect the distribution of the radioactivity.

Pig. Microtome Sectioning of Alumina
Catalyst Substrate Beads for Auto-
radiographic Examination.

Autoradiography
The gamma photon energies of the radio-

nuclides listed in Table 1 are not given be-
cause they have little influence upon expo-
sure in autoradiography, especially when
determining distributions in low density
ceramic bead substrates. Exposure times are
determined, rather, by the energy and abun-
dance of beta particles, electrons and low



energy x-rays, aniri the half-life of the nu-
clide. Thus, radioactivity requirements and
exposure times are usually determined empir-
ically. As an example, for alumina beads im-
pregnated with a solution tagged with mPt,
excellent exposures were achieved in 4 days
on KoJak Type T Industrial X-ray film with
the exposure beginning when the radioactivity
level was 1 uCi per gram of substrate.

Fortunately, the fine-grain commercial
x-ray film generally used for this work ex-
hibits a brdad exposure latitude when the
latent inqge is produced by electron inter-
action/ and the emulsion integrates the ex-
posure provided by the decaying radionuclides.
Thus, even with relatively low radioactivity
concentrations and short half-lives, usable
images usually can be obtained. Exposures
seldom have to be longer than two weeks with
microcurie levels of radioactivity and the
judicious choice of a commercial film.

Usually one or two strips containing four
sections each are retained for autoradiography
and as many as six strips are placed on each
12.7-cm x 17.8-cm piece of film for exposure.
Sufficient numbers of the sections are taken
to allow exposure of several film types as
well as additional single sections for test
exposures on small pieces of the selected
films. Termination of exposure for a partic-
ular full-size film is then determined by
development of the small test pieces after
reasonable exposure times in a light-tight box.

In some cases, the major exposing radi-
ation is sufficiently energetic to produce
exposure of both emulsions of a double emul-
sion film such as Kodak Type T. This addi-
tional exposure of the emulsion on the back
side of the film (that not in contact witn
the sample) may be undesirable because it ad-
versely affects resolution. To avoid this
problem, the film is developed while taped to
a slightly larger plastic sheet to prevent de-
velopment of the hack emulsion. After devel-
opment is complete, the plastic sheet is re-
moved to allow the "hypo" solution to dis-
solve the undeveloped silver halide from the
back emulsion. When radiation intensity
levels are sufficient, a slower finer-grain
film consisting of a single emulsion, such as
Kodak Type R, may be substituted to avoid this
extra handling. Once the films are developed
they are examined by magnification or photo-
graphic enlargement.

Results and Discussion

The autoradiographic technique is ef-
fective in showing notle metal distribution
pattern differences caused by the physical
characteristics of particular substrates as
well as variations in impregnation techniques.
Possibly of greatest importance is the ability
to demonstrate the distribution of one metal
in the presence of another and to determine
the distribution of relatively low concentra-
tions of metals. The examples that follow
were chosen from several different exper-
iments, not as a total evaluation of any cat-
alyst system, but principally to demonstrate
the versatility of the radiotracer method.

Figure 2 shows autoraoiograms obtained
with two commercial substrates (designated A
and B_) impregnated with chloride solutions of
platinum and palladium, but only the palla-
dium was radioactive ' Pd). The autoradio-
gram on the left (substrate A_) shows a pal-
ladium pattern which is typical for this ma-
terial and impregnation technique, either
with or without platinum included in the im-
pregnation solution. The sharply defined im-
pregnation band measures about 0.24 mm in
width, and there is no evidence of metal pen-
etration beyond the band. The type B sub-
strate, however, demonstrates a definite dis-
tribution pattern change when chloroplatinic
acid is included in the impregnation solution.
Without platinum the 13 material has a palla-
dium distribution identical to A material;
when platinum is present, the palladium im-
pregnation band width doubles to about 0.50ran,
as shown in the example, with the greatest
palladium concentration occurring at the
inner periphery of the band.

Substrate A
1<BPd (With Platinum!

Substrate B
mP6 (With Platinum*

Fig. 2. Autoradiograms Showing Palladium
Distribution in Two Commercial
Alumina Substrates.

An alteration of impregnation pattern
was observed also when studying platinum dis-
tributions, but this occurred in the A sub-
strate material rather than the 13. Figure 3
autoradiograms show the distribution of plat-
inum ' mPt) in B substrate material with
and without palladium. The platinum obviously
extends throughout the bead in both cases.
Figure 4, in comparison, shows a dramatic
change in platinum distribution in substrate
A when palladium chloride is included in the
impregnation solution. With palladium absent;
platinum penetrated about half way into the
bead. When palladium was included, the plat-
inum penetrated throughout the whole bead.

It has been shown that the physical char-
acteristics of substrates, such as pore struc-
ture can also influence the distribution of

impregnated metals Other physical differ-
ences such as overall bead size could also in-
fluence impregnation patterns. This may be
the explanation for the patterns observed in a

study of rhodium distributions using 99Rh. In
this study, autoradiography showed that small
beads (2 to 3-mm diameter) typically retained
rhodium in a concentrated band at the surface
with a lesser but relatively uniform distri-
bution through the remainder of the bead, as
illustrated in Fig. 5, right. Larger beads
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(3.5 to 5.0-mm diameter). Fig. 5, left, showed
a similar surface concentration but also a
second heavy concentration of the metal in the
central area of the bead.

195m.
Substiate B

PI (Without Palladium) lWm,
Substrate B

Pt (With Palladium)

Fig. 3. Autoradiograms Showing Platinum
Distribution Unaffected by the Pres-
ence of Palladium in One Substrate
Type.

195m.
Substrate A

PI (Without Palladium)

I ltnmi
195m

Substrate A

'Pt (With Palladium)

Fig. 4. Autoradiograms Showing the Effect of
Palladium on Platinum Distribution
in One Substrate Type.

Conclusion

The adaptation of autoradiographic tech-
niques to the study of noble metal distribu-
tions in catalyst substrates illustrates but
another of the valuable applications of ap-
plied nucleonics in industrial research and
development. It is not unusual to work long
and hard collecting numerical data to provide
some sort of visualization or imaging of phe-
nomena under study. Autoradiography provides
such information directly.
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ANALYSIS OF NOBLE METAL ON AUTOMOTIVE EXHAUST CATALYSTS
BY RADIOISOTOPE-INDUCED X-RAY FLUORESCENCE

M. F. Elgart
Engineering and Research Staff - Research

Ford Motor Company
Dearborn, Michigan 48121

A technique has been developed for the
in-situ analysis of noble metals deposited on
monolithic automotive exhaust catalysts. This
technique is based on radioisotope-induced
X-ray fluorescence, and provides a detailed
picture of the distribution of palladium and
platinum on catalyst samples. The experimen-
tal results for the cross section of a mono-
lithic exhaust catalyst, analyzed in incre-
ments of 0.2 cm3, are compared with analyses
for palladium and platinum obtained by instru-
mental neutron activation analysis.

Introduction

The extensive use of automotive exhaust
catalysts to comply with State and Federal
regulations for automobile exhaust emissions
has necessitated the development of various
analytical techniques for measuring catalyst
composition. Properties such as activity and
durability have been related to catalyst com-
positions determined by wavelength-dispersive
X-ray fluorescence, neutron activation, atomic
absorption, and electron microprobe analyses.
Tracer studies have been used to evaluate the
durability of experimental catalysts.

Each of these techniques used for the
analysis of platinum and palladium, and other
elements, on monolithic exhaust catalysts re-
quires the physical and/or chemical destruc-
tion of the catalyst sample. The various
techniques are required so that the analysis
of samples over a wide range of sizes can be
optimized. These factors prompted the devel-
opment of radioisotope-induced X-ray fluores-
cence as an analytical technique. A low
energy photon spectrometer [planar Ge(Li)
detector] was used to enable information for
several elements to be obtained simultaneously,
thus decreasing the time for analysis of each
sample considerably. Suitable source-detector
geometry and collimation were used to provide
"active" volumes in space of various
dimensions. A catalyst sample placed in such
an "active" volume fluoresced only in that
part of itself which intersected the colli-
mated beam from the radioactive source. The
collimated detector measured the X-ray fluo-
rescence spectrum from only that part of the
catalyst sample coincident with both the beam
from the source and the "view" of the
detector. The distribution of palladium and
platinum throughout the catalyst was obtained
using this technique. For comparison purposes,
the cross section of a monolithic catalyst
analyzed by X-ray fluorescence for palladium
and platinum in increments of 0.2 cm3 was also
analyzed by instrumental neutron activation
analysis.

Experimental

Sources

The radioactive isotope used in these ex-
periments was thulium-170, which has a half-
life of 128 d and decays with the emission of
a gamma-ray of 84 kev in energy. Thulium ox-
ide was compressed into pellets and sealed in
high-purity quartz tubirg. The ampoules were
then irradiated in a thermal neutron flux of
approximately 3 x 1013 n/cmJ/sec for different
periods of time to provide sources of various
intensities. Thulium-170 is produced by the
n, gamma reaction of thulium-169, which has an
isotopic abundance of 100% and a thermal neu-
tron capture cross section of 125 barns. Each
ampoule was removed from its aluminum irradi-
ation container approximately two weeks after
the end of irradiation and placed in a combiri-
ation source holder and shield. These holders
were fabricated from lead and aluminum at the
Phoenix Memorial Project, University of
Michigan. Each sample holder was designed to
have interchangeable inserts, which could pro-
vide a simple way of changing the collimation
for a particular source.

Equipment

The detector used for these experiments
was a low-energy photon spectrometer (Ortec.
Inc.) which was connected to an Ortec model
472 spectroscopy amplifier. Spectra were
acquired on a Nuclear Data model 4410 computer-
based multichannel analyzer, which was also
used to deconvolute the spectra. Samples
analyzed by instrumental neutron activation
analysis utilized the same analyzer and a
15.7% Ge(Li) detector (Ortec, Inc.) used
simultaneously with the low-energy photon
spec trome ter.

Analysis by X-Ray Fluorescence

A one centimeter thick monolithic cata-
lyst cross section was analyzed in increments
of approximately 1 x 6 channels (0.2 cm3) for
palladium and platinum by radioisotope-induced
X-ray fluorescence. Suitable collimation in-
serts were determined by the specific source-
sample-detector geciietry used. Catalyst cross
sections were analyzed for 1200 seconds at
each incremental position. The sample was
then reversed (so that the side closer to the
detector was now closer to the source) and the
procedure repeated. Background from the cata-
lyst substrate was obtained by analyzing a
sample blank (a catalyst with no palladium or
platinum present) and this background was sub-
tracted from each spectrum. The Kai line of
platinum (66.820 kev) and the Kai plus Ka2
lines of palladium (21.175 kev and 21.018 kev
respectively) were integrated for each incre-
mental position of the catalyst cross section,
corrected for the decay of the radioactive
source. Comparison of the X-ray fluorescence
spectra for palladium and platinum intensities
for the two sample orientations at the same
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channel position agreed to be better than ± 5%
in all cases. Therefore, the X-ray intensi-
ties at each position were taken to be the sum
of the two measurements. These intensities
were used as a comparative measure of palladium
and platinum present.

Analysis of Instrumental Neutron Activation
Analysis

After analysis by radioisotope-induced
X-ray fluorescence, the catalyst sample was
cut up into appropriate 1 x 6 channel seg-
ments to provide samples for instrumental
neutron activation analysis. These samples
were irradiated together for 15 minutes in a
thermal neutron flax of approximately 1 x 1013

n/cmVsac. During irradiation, the samples
were rotated at 15 rpm to minimize any flux
variations. Samples were then analyzed (30
hours after irradiation) simultaneously by the
low-energy photon spectrometer and the 15.7%
Ge(Li) detector. The 88 kev gamma-ray of
silver-190 m (low-energy photon spectrometer)
was used for the analysis of palladium, and
the 158 kev gamma-ray of gold-199 [15.7%
Ge(Li) detector] was used for the analysis of
platinum. Integrated counts from a Gaussian
peak-fit program for each incremental position
were corrected for decay and used for the com-
parative measure of palladium and platinum
present.

Results

Data for palladium and platinum loadings
on small increments ( 1 x 6 channels) on a one
centimeter thick cross section of a monolithic
catalyst were normalized to the position
closest to the edge of the catalyst (channel
1). Figure 1 (palladium) and 2 (platinum).

To compare the results of the two
techniques, a constant k (for each specific
position) was defined to be

. _ Ratio by XRF
Ratio by INAA

where: XRF = radioisotope-induced X-ray
fluorescence

INAA = instrumental neutron
activation analysis

Ideally k should be constant for the
platinum XRF/INAA ratio and constant for the
palladium XRF/INAA ratio.

The values obtained were:

The technique of radioisotope-indnced X-
ray fluorescence has also been applied to the
analysis of palladium and platinum in whole
catalysts and in increments of a single
channel on * catalyst cross section. Other
results indicate that this technique can be
used for the analysis of platinum on exhaust
catalysts sealed in steel containers.

1.10

1.00

0.90
Pd

RATIO
(RELATIVE)

S.I0

1.00

0.90
10 20

CHANNEL POSITION

Pd

Pt

1.00 ± 0.04

1.03 ± 0.02.

Figure 1. Distribution of Palladium on a
Monolithic Catalyst Cross Section

These k values indicate that results
obtained by radioisotope-induced X-iay
fluorescence and by instrumental neutron
activation analysis are in good agreement.
Inspection of the data indicates that the
distribution of palladium and of platinum
differ somewhat on the same catalyst cross
section sample.
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Figure 2. Distribution of Platinum on a
Monolithic Catalyst Cross Section

Acknowledgement

The author wishes to acknowledge the
collaboration of J. Jones, Laboratory Manager
of the Phoenix Memorial Project (University
of Michigan) in the preparation of the
various sources used in this work.

229



f tocwdiim ERDA X4nd Gamnv-R» Syrup. Ann Arbor, m. kfcy 19-21, 1976 IConf 76063W

A STUDY OH THE APPLICATIONS OF BACKSCATTERED GAMMA-RAYS TO GAUGING
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Backscattering of gamma-rays has for the
past long time been used for measuring
density, concentration and thickness. And
the input of these gauges is usually composed
of mixture of single and multiple back-
scattered gamma-rays. In the present
experiment, these tvo components vere
measured separately by changing eollimators
of different size which vere placed in front
of detector. The experimental configuration
is shewn in Fig. 1.

6oCo, 137cs and 1S2Ir of several tens
mCi respectively vere used as gamma sources,
their beams vere projected in direction of
U5° to the surface of scatterer and the
detector, scintillation counter with 2"J> x 2"
Nal(Tl) scintillator, vas directed normally
to the surface of scatterer and was installed
on a small push-car movable parallel to the
surface.

In case of low atomic number scatterer
the multiple backscatter component increases
to considerable extent. Comparison of thick-
ness measurements by detecting multiple back-
scatter component only and single backscatter
one only showed that the former was, for
instance, l.b times as long as the latter in
the maximum measurable range with carbon
brick vail. Conventional thickness measure-
ment using total backscatter is almost as
same as single backscatter type in the
maximum measurable range.

A new application of i ingle back-
scattered gamma-rays vas tiled in density
gauging. With conventional total back-
scatter type density gauge, there is a peak

of backscatter at about 1 g/cm3 and hence
such a density gauge is available in the
small range as only a little mor= than or

less than 1 g/cm'. ja comparison with this
conventional gauge a newly developed
one is able to measure density over the range
from 0.5 to 3 g/em^ by Betting the distance
between source and detector, fir instance,
tens cm in the configuration of Fig. 1.

Introduction

Taking advantage of the phenomena that
the intensity of scattered gamma-rays varies
depending on thickness and density of
scatterers backscatter type thickness and
density gauges have been well developed and
in routine use. Backscattered gamma-rays
involve single and-multiple'scatter com-
ponents. In order to measure these com-
ponents selectively the following means can
be used: One is to fit up detector head
with collimater and another to analyze pulse
height of signals from detector.

By detecting multiple scatter component
with the aid of the above techniques it can
be done to extend measurable range of thick-
ness of low atomic number materials. On the
other hand, by detecting single scatter
component only and by fixing the distance
between source and detector to be a few tens
cm in the configuration as shown Fig. 1 it is
achieved to measure the density linearly over

such a wide range a3 from 0.5 to 3 g/cm3.

Thickness Gauge 1

The experiment vas carried out using

gamma-rays of -^Tcs and in the configuration
as shown in Fig. 1.

SCATTEREK

OLLIMATOH

SCINTILLATOH

Fig. 1 Configuration of backscatter type
gamma-ray thickness and density
gauges developed in the present
study

Incident angle of gamma-rays colliraated to 20
mm in diameter upon a scatterer was 1«5° and
135° baekseattered gamma-rays was detected
with 2"<{> x 2" Nal(Tl) scintillator. When
fitting detector head with colliraaters of
different size backscattered gamma-ray energy
spectra were observed as shown in Fig. 2. It
is found from the result that multiple back-
scatter component disappears by degrees as
inner diameter of collinater is lessened,
mostly disappearing in case of 10 mm inner
diameter.

For detecting multiple backscattered
gamma-rays a combination method using
eollimater of 50 mm inner diameter and
pulse height analyzer was adopted. Tig. 3
show3 gamma-ray spectra of saturated
scattering corresponding to the respective
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Fig. 2
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Energy spectra of 135° baek-

seattered photons ( 'Cs) correspond-
ing to inner diameter of collimater

xja3

50 100 150 200 250 300 350

ENERGY,, keV

lengths of distance (d) between source and
detector of 2U, 28, 32, 36, !»0 and Uk cm.
As the length increases the single scatter
component decreases and thus the multiple
scatter component comes to have the majority.
When the thickness of scatterer is changed
under the same condition the integration
value of multiple scattered gamma-ray energy
spectrum, that is the number of multiple
scattered photons, must Be changed. This
kind of experiment vas carried out vith
carbon brick vork as a scatterer and resulted
in Fig. U, where the energy range was 2<?-*158
keV and the inner diameter of collimater 50
mm. In comparison with this the number of
single scattered photon3 only was measured,
where the energy range Il6-^6a keV and the
inner diameter of collimater 10 mm. The
number of photons in the latter experiment
was lowered one order, which is mainly due to
the reduction of diameter of collimater.

8-

7

a 6
p.
u

- 5-

o
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THICKHESS OF CARBON BRICK, ca

Counting rate of backscattered
photons depending on thickness of

carbon brick (gamma source:

g
o
o

THICKHESS

Fig. 3 Energy spectra of backscattered
photons corresponding to source-
detector distance, where inner
diameter of collimeter iB 50 nun

Fig. 5 Determination of measurable range of
thickness
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Now, as shovn in Fig. 5, the counting
rate corresponding to saturation thickness is
H, the one a little lower than H is H1, and
the thickness corresponding to H1 is the
upper limit of measurement provided that the
following equation holds:

H - 2/5"= N1 + a/iF (1)

The e q u a t i o n ( 2 ) can be d e r i v e d from ( l ) ,

M'= ( / F - 2 ) 2 = N - &/H" ( 2 )

Thus, the measurable range of thickness can
easily be calculated.

In this way, these values on aluminium.

concrete, carbon and wood using ^37cs gamma-
rays were obtained as shown in Table 1. The
values in parentheses are the ones obtained
by measurement of single scattered photons
only.

Table 1 Measurable ranges of thickness of
low atomic number materials

~ ^ d (cm)

Materials"^

Aluminium

Concrete

Carbon br ick

Mood

13(9)

13(9)

20(13)

33(13)

30

11.(11)

15(12)

22(15)

35(22)

3fe

16(12)

18(1U)

25(16)

39(25)

1*0

16(13)

19(15)

26(16)

1<3(32)

a 5

g 3

d = 2ti en

0.5 1.0 1.5 20 2.5

DEXSITI, g /cm 3

Fig. 6 Characteristic curves of single
baefcscstter type density gauge

It is concluded that in the fcaekscatter
type thickness gauging of lov atomic number
materials the measurable range can be
extended by measur ing mainly multiple
scattered photons and some fractions of
single scattered ones.

Density Gauge

Conventional backscatter type density
gauge is usually used in the configuration
of surface contact. And the output i s
generally maximized at a certain density of
scatterer, Pm(g/cm3), rhen the distance,

d(cm), between source and detector is fixed. ̂

On the other hand, in general, the
following equation holds between d, pm and

mass attenuation coefficient, k(cm2/g):

d-j3B = 1/k

In the case when primary gamma-rays
(0,662 MeV) from 13>^Cs attenuate their energy
in consequence of Compton scattering k shows
approximately constant value, 0.07 co^/g, for
various kinds of scatterer. In accordance
with this, i t can be said that when d
increases jo must decrease. Fig. 6 seems to

show the above tendency though i t is not so
clear, which may be due to the experimental
condition that both primary and scattered
gamma-rays are strongly colliaated in the

20

s6

3

§ 2

r WITH 5 cm ̂
C0LLIMAT0R

/ WITH 1 cm d>
/ COLLIMATOR

Fig. 7

50 100 150 200 250 300 350

ENERGY, keV

Energy spectra of 135° backscattered

photons (gamma source:^37(;s)
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present case. The authors intend to clear
this point of question in another experiment.

When source-detector distance increases
the convex curve of output vs density is
flattened to sloped linear line and simul-
taneously the peak of curve moves toward
lower density, (Fig. 6) and the above
tendency comes to more remarkable as multiple
scatter component is eliminated from the
output of single scatter component by strong
collimation, the obvious effect of which can
be seen in Fig. 7. For carrying out these
experiments, wood block, water, carbon brick
and concrete block were used as materials of
different density. And the characteristic
curve was changed from convex into pseudo-
linear at d = 3l)~36 cm and furthermore into
concave curve at a little longer than the
above length.

Making use of this pseudo-linear line it
can be done to measure the density over wide

range from 0.5 g/cm3 to 3.0 g/cm3. The
characteristic holds as same even with the

other gamma-ray sources auch as "°Co and
192Ir as 13^Cs does, which la shown in Fig. 8.
The result that the slope of characteristic

.tine is steepest for *3T(«B BijOWS the highest
sensitivity in density gauging with the

gamma-ray source of

X10
20

Pi
O

A

<
K
a
an
nnoo

1S-

10-

5-

137
Cs

60.

192Ir

2.0 2.5 3.00.5 1.0 1.5

DEHSITY,

Fig. 8 Characteristics of density gauging
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COMPOSITION OOMPENSATHD PAPIS ASH a\uca.
Orval I. Ott and Boong V. Uio

Industrial Nucleonics Corporation
Columbus, Ohio

Introduction
In 1960, M..Tay and Johns measured clay coating on

paper using a low-energy x-ray spectromeu.-.1 They
found variations in raw stock, adhesive and types of
clay did not influence the measurement significantly.
They also stated that titanium dioxide and calcium car-
bonate can be measured as easily as clay by using dif-
ferent mass attenuation coefficients. In the paper in-
dustry, however, clay and TiO2 are frequently mixed
with each other, often with unknown and variable pro-
portions.

We have recently developed a low-energy x-ray gauge
which measures the total ash content regardless of the
relative proportion of the above binary mixture. The
technique also applies for the mixtures of calcium car-
bonate and clay, and of calcium carbonate and titanium
dioxide.

The transmittance of low-energy x-rays is dependent
on the basis weight (weight per unit area) and moisture
content of the sample in addition to its dependence on
asli. Therefore, it is necessary to measure and correct
for the changes of basis weight and moisture before the
ash content can be determined.

Measurement Principle
The transmittance of low-energy x-rays through paper

can be expressed as:2

T = EXP ( U

where Wj\> wf and «w are the total attenuation coeffi-
cients, and '"A, "f and ŵ are the weights per unit area

f h fib d il R i, A, f w g
of ash, fibre and water, respectively.
the equation, one obtains:

WA °

p
Re-arranging

(2)
where BIV = wf + hA * Ww- For atost applications, the
weight of water is generally less than 10° of the basis
weight, and (^w-^f) is approximately 30% of Uf. Thus,
the last term in the curly bracket of equation (2i is a
relatively minor correction term. From equation (1),

If true basis weight and the water weight per unit area
are accurately known, then the weight of ash can be de-
teimined within the accuracy limit of the x-ray trans-
mittance measurements. The sensitivity, or the percent
change in transmittance per percent change in clay con-
tent is obtained from:

which is directly proportional to the basis weight.
This value becomes approximately unity at 6C/3000 feet
squared with the particular x-ray spectrum designed for
the gauge. Thus, 0.1% transmittance measurement accu-
racy corresponds to 0.11 ash measurement accuracy.

"he effect of moisture measurement error is negligi-
ble since the whole moisture term is only a minor cor-
rection term. The effect of basis weight measurement
error can be estimated from:

(6)

f, n error
0.33% error

Since C^A'^f) i-s approximately three times
in the basis weight measurement will cause
in the computed percent ash.

Attenuation Coefficients of Clay

Since the x-ray method of ash measurement is based
on the preferential absorption by higher atomic number
elements, the atomic composition of ash is an important
parameter. Even though Murray and .Johns observed no
significant effects from various types of clay, chem-
ical composition of clay was obtained from the ffo'idhook
of Chemistry and Physics, and also from a TAPP1 . ./no-
graph, "(able I shows the contributions from various
molecular compounds in and the total attenuation coef-
ficients of various types of clays, crude and washed,
at 6 keV. Georgia, South Carolina and iiiglish clays
represent most of the clay additives used in the paper
industry. The variations in the total attenuation co-
efficients are • l.JS from the mean. Since the total
percent ash content seldom exceeds 301, the actual mea-
surement error due to these variations is typically
•0.14 to ̂0.2S» and will not generally exceed •0.41.
Th extreme cases, the measurement accuracy can Tie im-
proved by calibrating the gauge for the specific source
of clay.

Description of the Gauge

The complete measurement system consists of:

(a) X-ray transmission modules;
(b) Beta gauge for bas :s weight measurement;
(c) Moisture gauge for water weight measurement

and;
(d) ash computer which performs the mathematical

operations indicated by equation (2).
The x-ray transmission heads further consist of:

(a) Low-energy, low power x-ray tube,
(b) Reference x-ray detector,
(c) Nfeasuremenc x-ray detector,
(d) Regulated anode and filament power supplies,
(e) Anode current control circuitry and,
(f) Temperature controllers and window air-wipe.

The x-ray measurement device intended for on-line in-
dustrial process measurement has to meet rather strin-
gent qualifications, such as:

(a) Simplicity,
(b) Stability both in intensity and spectral

quality,
(c) Reliability,
(d) Immunity to changing environmental conditions,
(e) Immunity to geometrical misalignments, and
(f) Small size and light weight.

Simplicity is one of the most important qualifica-
tions of any on-line measurement device. It is the fun-
damental basis of achieving other qualifications listed
above. For example, if a guage is designed to produce
a minimum amount of heat, it will considerably simplify
the gauge, since no forced cooling is required. This,
in turn, greatly improves the reliability of the system.
Furthermore, the possibility of the loss of stability
due to improper functioning of the cooing system will
not exist. The tube used for the measurement system
consumes less than f- watts total electrical power in-
cluding the filament.

The stability of the system has been achieved through
several steps of stabilization techniques. The anode
voltage and current are monitored and controlled at the
x-ray tube. The actual x-ray output is monitored using
a transmission-type ionization chamber. Thus, the trans-
mi ttance of x-rays through the sample is computed by
taking the ratio of the measurement detector signal to
the reference detector signal, eliminating the effect of
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FIGURE 4: NORMALIZED ATTENUATION COEFFICIENTS
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any short term fluctuation of the anode current. Peri-
odically, the measurement modules are scanned off the
paper web and the transmittance signal is compared
against a reference voltage to eliminate the long-term
drift which may still exist.

The reliability of the system is achieved by general
selection of high reliability components and by derat-
ing and shock mounting critical components. For ex-
ample, the actual anode current is essentially one-
tentli of rated currents of the high voltage supply and
of the x-ray tube. Up-times exceeding 99$ are essen-
tial in industrial process measurement and control;
conservative design insures that these objectives will
be met.

The gauge generally needs to be scanned across the
paper web to determine the distribution and the average
value of ash content. Since the x-ray source module
and the detector module are scanned separately using a
pair of chains or metal tapes, misalignment of modules
may occur during the scanning. Thus it is important
to design the modules such that they are immune to mis-
alignment . 3

Composition Compensation

In laboratory type measurements, the instrument de-
signers are often concerned with the ultimate detec-
tion limits. This is obvious if one inspects the re-
view articles of various measurement techniques includ-
ing those of low-energy x-rays. For on-line measure-
ments, however, the ultimate success of most measure-
ment devices heavily depends on the immunity to extran-
eous variables such as temperature changes, geometrical
misalignments, accumulation of dirt, etc. Even the
laboratory measurements, the matrix affects and the
elemental interference problems have been the major
concern in the analytical measurement field. Thus, the
elimination of the effects of changing paper ash comp-
osition was a major objective in designing the gauge.

The ash in paper is mainly made of clay, titanium
dioxide and calcium cartonate. As described in the
previous section, the composition of clay is reason-
ably consistent regardless of its origin with respect
to the x-ray technique of ash measurement. Many dif-
ferent types of paper contain clay and clay ash only.
For these, the x-ray spectrum may be selected to achieve
proper sensitivity and measurement range of basis weight
and percent ash only. However, quite frequently some
quantity of titanium dioxide is added in the United
States to increase brightness and opacity of the paper.
In Europe, pure clay, pure calcium carbonate and some-
times their mixture are used.

Referring to Figure 2, it is clear that if a ;nono-
energetic source of low-energy x-ray above K-edge of
titanium (4.966 keV) is used, then 1% of titanium di-
oxide is equivalent to approximately 44 of clay, in
attenuating the x-rays. This will create 33 ash mea-
surement error per percent T1O2. It is one of the
dominating reasons why an Fe-55 ash gauge is not as
successful as it could be. Often an approach of man-
ually inputting the percent TiO2 value is used to min-
imize this error. However, even within a given grade
of paper, this percentage will vary since it is con-
trolled to obtain proper brightness and opacity rather
than to a fixed percentage. The problem becomes more
severe as more recycles are used.

With a broad-band x-ray source, the effective clay
attenuation coefficient can be computed from:

Heff = £ Emax I(E) w(E)dE/£ ̂ "^ I(E)dE
Where I(E) is the x-ray intensity spectrum, ^(E) is the
attenuation coefficient of clay and Emax is equal to
the anode voltage of the source.

The intensity spectrum, I(E), is a function of the
anode voltage and the degree of hardening of the x-rays.

and ^(E) is inversely proportional to approximately
third power of energy, E. Above K-edge of titanium

and below K-edge,
U T i 0 2 (E) * O.SUfE),

since there is a factor of 8 jump in the attenuation co-
efficient ol: TiO2 at the K-edge. Thus, the effective
attenuation coefficient of TiO2 is:

p3|
This value :.s a function of the anode voltage and the
degree of hardening of x-rays after emission at the
target. With an effective hardening that corresponds
to 70 mg/cm;; of paper fibres, the values of ueff(Ti02)
has been confuted as a function of anode voltage and
plotted in Figure 3. The attenuation coefficient for
clay is obtained from

It is seen from the figure that at the anode voltages
of 4.2 and ii.3 KV, the attenuation coefficients of
CaC03 and of: TiO2, respectively becomes identical with
that of clay. The curves representing the attenuation
coefficient;; of CaOC>3 and TiO2 cross at an anode vol-
tage of slightly above 6 kV. At these cross-over
points, the x-ray ash gauge will correctly measure the
total ash content of these binary mixtures regardless
of their percentages.

By taking the ratio of u eff (TiO2)/H>ff (Clay ) and
setting: / Emax

one obtain.--
^ y ) _ n c n _YI + 4Y = ^ ^ Y +n >;

(Clay) u x> x 5 x u'b

At 5.3 KV anode voltage, this ratio becomes unity and
therefore, n ,.

X = £ | = 0.143

If the spectrum is narrow enough to consider W(E) to be
approximately constant, then the spectrum of source
should be shaped such that approximately 143 intensity
is above 5 keV to measure clay/TiO2 mixtures. If the
anode voltage deviates from that value both effective
attenuation coefficients will change, and the fraction-
al error due to this voltage deviation can be computed
from: M eff (TiCty-^eff (Clay)

h = V eff (Clay)

These values are plotted in Figure 4. It should be
noted that even at S.9 KV anode voltage, the error due
to 14 change in TiO2 will result in approximately 0.9%
ash error compared to 31 error for Fe-55 isotope ash
gauge. This is, of course, due to the fact that a
significant quantity of x-ray photons has energies be-
low titanium K-edge. It should also be noted that be-
low 5.3 KV, the error is always less than 0.5? per per-
cent change in TiO2.

The first ash system was shipped to Mohawk Paper Com-
pany in the state of New York. The test results over a
period of approximately two months for various paper
types are shown in Figure 5. The basis weight ranged
from 310 to 115# per 3,000 square feet, the moisture
4% to 6% and the ash 7% to 205. The ash consisted of
various mixtures of clay, lii-sil and titanium dioxide.
A laboratory sample was taken at the end of each reel
of paper produced and compared against the last scan
average of gauge percent ash to produce the correlation
data. The standard deviation was 0.35$ ash. A signi-
ficant portion of this error can be attribt:led to the
fact that the laboratory samples did not represent the
total on-line measurement portion of the paper web.
Two to three-tenths of one percent ash difference
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between two laboratory samples taken from the same
paper web is not uncommon.

Conclusion

Both from the laboratory test and on-line experience,
it was definitely proven that the Industrial Nucleonics
design of-machine x-ray paper ash gauge was insensitive
to the relative mixtures of clay and titanium dioxide.
The gauge was also tested for the mixtures of clay and
calcium carbonate in a limited range of basis weight
with a good success. The first gauge shipped has been
operating for approximately ten months without a prob-
lem of either failure or drift.
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FIGURE 5: ASH CORREUTTON

TABLE I

Attenuation Coefficient of Clay at 6 keV.

Chemical
Species

SiO2

AI2O3

Fe2O3

T1O2

MgO

CaO

Na2O

K2O

H2O

P2O5

Fe

Attenuation
Coefficient

79.0

70.2

61.3

280.2

63.7

280.9

56.2

274.1

22.7

82.9

76.5

Total Attenuation
Coefficient

Chemistry
Handbook

35.79

26.94

0.18

4.03

0.16

0.14

0.15

0.11

3.17

70.67

Macon, Ga.
Crude

35.71

26.11

0.20

3.53

0.30

1.46

0.20

1.34

3.36

72.21

Langley, S.C.
Crude

34.73

26.7 J

0.83

3.92

3.25

69.68

English
Washed

36.95

26.53

0.34

0.06

0.15

0.37

0.03

4.08

2.90

0.08

0.18

71.67

Dry Bank, Ga.
Washed

35.63

27.54

0.19

3.13

3.16

69.65
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THE USE OF ALPHA-PARTICLE EXCITED X-RAYS TO MEASURE THE
THICKNESS OF THIN FILMS CONTAINING LOW-Z ELEMENTS

Frederick A, HanBer, Bach Sellers, and Charles A. Ziegler
Panametrics, Inc.

Waltham, MA 02154

The thickness of thin surface films containing
low Z elements can be determined by measuring the
K x-ray yields from alpha particle excitation. The
samples are irradiated in a helium atmosphere by a
5 mCi polonium-210 source, and the low energy
x-rays detected by a flow counter with a thin stretched
polypropylene window. The flow counter output is
pulse height sorted by a single channel analyzer (SCA)
and counted to give the x-ray yield. Best results have
been obtained with Z = 6 to 9 (C, N, O and F), but
usable yields are obtained even for Z = 13 or 14 (Al
and Si). The low energy of the x-rays (0. 28 to 1. 74
keV) limits the method to films of several hundred
nm thickness or less and to situations where the sub-
strate does not produce interfering x-rays. It is pos-
sible to determine the film thickness with 50% accu-
racy by direct calculation using the measured alpha-
particle spectrum and known or calculated K x-ray
excitation cross sections. By calibration with known
standards the accuracy can be increased substan-
tially. The system has thus far been applied to SiO

on Si, Al O3 on Al, rnd CH on Al.

Equipment and Operation

The geometry of the x-ray excitation and detec-
tion is shown in Fig. 1. A 5 mCi 210-Po source
irradiates a 2. 5 cm x 2 cm sample area in a He flow
atmosphere. The low energy x-rays are detected by
a flow counter about 3 cm below the sample. The

flow counter window is 80 (ig/cm stretched polypro-
pylene supported by a 70% open conducting grid. With
a 100 cc/min flow of 96% He + 4% isobutane the coun-
ter operated stably with 1700V on the central 1 mil
wire, and gave about 75% resolution (FWHM) for the
0. 28 keV C K x-ray. The flow counter output was
amplified, energy selected by a SCA, and counted,
generally for one minute periods. The flow for the
He atmosphere was about 800 cc/min, with the input
near the sample. At this flow rate less than a min-
ute is required to reestablish equilibrium after a
sample change, provided the sample opening is not
uncovered for more than a few seconds. The He
atmosphere is necessary to reduce alpha-particle
energy loss and x-ray attenuation. For surface
films containing C, N, O, or F, it is also necessary
to reduce the background x-rays generated in the air
that would otherwise be present.

The x-ray count yields from thick samples
were about 3000/min for O x-rays in SiO, and A1,O ,

both fcr a 5 rnCi source and with a background (mea-
sured from Si and Al samples) of ZGOO/min sub-
tracted. For CH, on Al the C x-ray count yield was

about 13000/min with a background of 3000/min sub-
tracted. For unknown samples the measured count

yield (= actual count-background) is generally divided
by the count yield from a thick sample to give a rela-
tive yield between 0 and 1. This eliminates varia-
tions from source decay (210-Po has a 138 day half
life), from gas density variations due to pressure and
temperature changes, and from small electronic
drifts.

The alpha pariide irradiated area around the
sample was Al for the C and O x-ray measurements,
which reduced background for these low energy x-rays.
For Al or Si x-ray detection this area around the
sample should be covered with a low-Z material like
plastic (CH,) to reduce the background in the Al or Si

x-ray region.

Care must be taken to avoid any alpha-particle
irradiation of the flow counter window, which would
produce a large count rate from detected C K x-rays.
The count rat<: of the detsctor must be minimized both
to avoid excessive dead times with the associated
drift problems, and to reduce statistical error from
background subtraction.

10-i

/

He flow irradiated 210-Po or source
atmosphere sample-

\ I \ /
a-, polypropylene

-on supporting
grid

-flow
proportional
counter-

high
voltage wire

96% He +
4% isobutane
flow gas

Fig. 1. Outline of x-ray excitation and detection
geometry.

Theoretical Analysis

The x-ray count yield from a sample with a
surface film thickness t is
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dt1

cos 9

(V)

dN

dE e

S(EO(E>)

-fit'/cos 6
• « K aK(E) x

where the T's are the x-ray transmissions through
the He gas, the flow counter window (including the
70% grid transmission), and the 5 cm depth of the
flow counter gas. 9 and 9 the angles to the sample

ot x
normal for alpha particle irradiation and x-ray detec-

tion, |JL the x-ray absorption coefficient in the surface

film for the x-ray of interest, w the K-shell fluo-

rescent yield and CT.,(E) the K-shell ionization cross

section for the element of interest, dN /dE the alpha

particle spectrum at the sample surface, S the stop-
ping power of the surface film for alpha particles,
EQ(E) the energy an alpha particle of energy E at

depth t' had at the sample surface, f,lr the mass frac-
w

tion and M the atomic mass of the element of interest
in the surface film, p the density of the surface film,
N the Avogadro constant, and Q the detector solid

angle as seen from the sample. The energy E (f)

is the maximum alpha particle energy at depth t1.

The x-ray absorption coefficients needed to cal-
culate the T's, and the values for n , were interpo-
lated from a tabulation by Henke et al. , with com-
pounds not listed being calculated from the component
mass fractions and the elemental absorption coeffi-
cients. The stopping powers S were calculated from
mass fractions and analytic fits to the tabulation of

Hill et al. . The K-shell ionization cross sections,
a„, have not been measured for all elements of inter-

K 3
est. The tabulation of Rutledge and Watson gives
data for C and Al, but not for O. The theoretical
formulation for a by Merzbacher and Lewis shows

4 2
that Z <7«./z should bs an approximate universal

K K

function of r} = mE/(MZK Ry), where m= electron

mass, Z = Z-0. 3 with Z the atomic number of the

target atomB, z = 2, M is the alpha particle mass,
2 4 3

and Ry = 2IT m e /(h c) is the Rydberg constant.
Using this formulation the universal curve is con-
structed from the C and Al data, and then used to

• obtain the O cross sections. Values for <>> are ob-
tained from the listings of Bambynek et al. 5.

A solid state detector, reduced in effective
area to avoid excessive count rates, was used to
measure the alpha particle spectrum at several

points of the irradiated sample surface. These mea-
surements were averaged to give dN /dE. Although

a
B and 8 vary somewhat over the sample area, as

seen in Fig. 1, no attempt was made to correct for
these variations, because of the complexity of intro-
ducing two additional integrations - as well as a varia-
tion in dN /dE and R , - in (1). Additional uncertainty

a u
is introduced by variations in the T's from gas density
changes (temperature and pressure variations), and
there are also uncertainties in a , u> , the x-ray

absorption coefficients, and imprecise measurement
of the geometry of Fig. 1. To reduce or eliminate
most of the uncertainties the relative x-ray count
yield is calculated as

Y ft) = (C (t) - B ) / (C (co) - B ) (2)
A j£ A X 3C

where B is the measured count yield from a blank
x *

substrate (e. g. • Si), C (t) is for the sample (e. g. .

SiO, on Si), and C (°°) is for an infinitely thick (rela-
£• x

tive to x-ray attenuation and alpha particle ranges)
coating (e. g. , SiO - thick fused quartz).

The calculated values for (2) (B =0 for the

calculations) are estimated to be accurate to only
about 50% in surface film thickness, primarily be-
cause of the neglect of variations in 9 and 0 . It

is expected that the shape of Y (t) vs. t will be more

accurate, and that calibration with at least one known
sample t should give a correction factor for the thick-
ness scale and thus reduce the error to 10% or less.

Calibration

The measured alpha-particle spectrum for the

210-Po foil source , of 5 mCi initial intensity, is
roughly flat from 0 to 2 MeV and falls off between 2
and 4 MeV. Using the measured, average spectrum
and 9 = 9 = 30° the relative yield curves were

ax
calculated for SiO- on Si, o n A 1 > a n d C H2 o n

Al. The yield curves were then normalized using
measurements on several standards with the surface
film thickness measured by other methods.

The SiO on Si results are shown in Fig. 2.

Two samples were obtained with 5 00 A and 2000 A of
SiO, vacuum deposited on Si substrates. The film

thicknesses were measured by monitoring the change
in the wavelength dependence of the reflection coeffi-
cient of a SiO on Si standard which had the same

increase in SiO film thickness deposited on it. Using
2 3

a density of 2. 2 g/cm , the relative O x-ray yield
measurements gave a correction factor of 0. 84, i. e. ,
the true SiO thickness is 0. 84 times that obtained

from the calculated relative yield. Considering the
neglect in 9 , 9 , and dN /dE variations over the

Ot X Ot

sample area, this is good agreement between
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calculation and measurement.

1 . 0

0. 8 - -

0. 0.

-\ 1 1 -i—I—I—I-
X - SiO on Si data for calibration

2

' s'o ' do ' l io ' 20c
SiO.

((ig/cm2)

Fig. 2. Experimental O x-ray yields from SiO2 on Si,
and normalized theoretical curve.

The Al O, on Al results are shown in Fig. 3.

Several samples with varying film thicknesses were
analyzed by backscattering of 2 MeV T7s' to give the

absolute film thickness in|xg/cm . The average cor-
rection factor obtained is 0. 57, and this has been used
to obtain the corrected curve in Fig. 3. The overall
agreement is quite good, although the larger deviation
of the correction factor from 1 indicates a possible
systematic error in the x-ray absorption coefficient
or the alpha-particle stopping powers used for Ai.O .

on Al data for calibration

0.0

Fig. 3. Experimental O x-ray yields from Al.O on
Al, and normalized theoretical curve.

The results for CH, on Al are shown in Fig. 4,

where the theoretical curve has been corrected by a
factor of 0. 91. The various CH films were made by

stretching polypropylene with the thicknesses being
calculated from the measured transmission energy
loss of 5. 48 MeV alpha particles from a thin 241-Am

source, and the stopping powers from Hill et al. .
The agreement between the calculated and experimen-
tal relative yields is excellent.

1.0.

0. 8 - -

•3

0. 6- -

0. 4 - -

0. 2 - -

0.0

on Al data for calibration

100

l C H

200 300
(lig/cm2)

400

Fig. 4. Experimental relative C x-ray yields from
CH on Al, and normalized theoretical curve.

The data in Figs. 2, 3 and 4 show that even
without calibration the approximate relative x-ray
yield calculations can give 50% accuracy in film
thickness measurements. Calibration can increase
the accuracy to 10% for relative yields less than 0. 75
or so. Because of saturation for thick films, the
accuracy becomes increasingly worse for relative
yields above about 0. 75.

Discussion

The alpha-particle excited K x-ray system,
calibrated as described above, has been used for over
a year, primarily in making Al O on Al film mea-
surements. The system has proved stable for ex-
tended periods of time. The 210-Po alpha source wan
originally 5 mCi, but still proved useful at 0. 5 mCi.
Since the source spectrum should not change, the
same relative yield curve can be used with only the
statistical error worsening because of source decay.
At 5 mCi the statistical error for a four minute count

time per sample is about ± 2. 5 |ig/cm Al O at 50
2 2

Hg/cm A1,O,, and increases to about + 10 |ig/cm
for 0. 5 mCi. The calibration curve (Fig. 3) has at
least a jh 5% error from uncertainties in the stan-
dards, so the overall error per measurement is gen-
erally about ± 7% (for a 5 mCi source).
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Replacement of the alpha source may require
recalibration, if the alpha-particle spectrum is sig-
nificantly different from that of the old source. Re-
checking with the standards should minimize this as a
problem. Because of high x-ray backgrounds asso-
ciated with other available alpha emitters (such as
241-Am), 210-Po with itB 138 day half-life may be the
optimum source for this system.

By calibration with suitable standards the sys-
tem can be used readily for C, N, O or F containing
films. Best results are obtained if other elements in
the substrate do not produce an x-ray (K, L, etc. )
near enough in energy to the x-ray being detected to
provide interference. Contaminating elements in the
film could actually be helpful, since they increase the
x-ray count and vary proportionately with the element
being measured. What is necessary is that film com-
position be uniform and that suitable standards be
available for calibration.

Sealed proportional counters may be usable
with Al, Si, and higher Z elements. A two mil Be
window transmits about 20% of the 1. 49 keV Al K
x-ray, so a sealed counter with reasonable detection
efficiency is possible. While this eliminates the flow
counter gas and associated equipment, the He flow
atmosphere for the alpha-particle irradiation is still
required. The K x-ray yield diminishes rapidly as Z
increases, so measurements for elements beyond Si
become more difficult. For Ca (Z = 20) and above
the detection of L x-rays should become possible,
though this has not yet been investigated with the sys-
tem described here.

5.
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and Nucl. Data Tables XZ, 195-216 (1973).

E. Merzbacher and H. W. Lewis, "X-Ray Pro-
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The system can also be used to measure film
thicknesses where the film itself does not produce a
detectable x-ray, but the substrate does. For such
a case the attenuation of the substrate x-ray can be
used to determine the overlying film thickness. Cal-
ibration with suitable standards would be necessary
to obtain quantitative results, although for very thin,
highly x-ray attenuating films, the thickness may be
calculable solely from the x-ray attenuation
coefficient.

The system outlined in Fig. 1 has proven quite
useful in one program where it was desired to make
many measurements of A1,O film thicknesses. The

alpha-particle excited x-ray system was quicker and
less expensive than the He backs carter ing method,
which required an accelerator and was used primar-
ily to calibrate samples for the x-ray method. The
calibrations shown in Figs. 2, 3 and 4 demonstrate
the capability of the x-ray method for three different
film-substrate combinations. Calibration standards
should make it usable for many other combinations.
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Smeary

Titanium dioxide content in paper has been mea-
sured by X-ray fluorescence analysis using an 55pe
source and an X-ray proportional counter to determine
the feasibility of an on-line instrument. X-ray
calibration curves for 60 and 100 g/m2 paper samples
were obtained using neutron activation to measure the
titanium dioxide concentration. The predictions of a
simple model were in good agreement with the experi-
mental calibration curves. The measurements and
calculations were extended to investigate the effects
of clay and moisture. The presence of clay has a
significant affect on the X-ray fluorescence deter-
mination of the titanium dioxide concentration,
however, this can be well accounted for by the model.
The calculations indicated that the affect of typical
moisture levels on the titanium dioxide determination
was snail and can be ignored.

It is not possible to measure the clay content
by X-ray fluorescence, however, preliminary results
for the determination of calcium carbonate concen-
tration are premising.

1. Introduction

The papermaking industry has shown increased
interest in on-line methods for monitoring the
quantities of chemical additives applied in the
papermaking process. The primary additives namely,
titanium dioxide (TiO2), calcium carbonate (Ca(X>3),
and "clay" (AI2O3. 2SiO2. 2H2O), may serve as filler
to improve paper qualities such as brightness and
opacity. In order to ensure desired paper properties
at acceptable cost, it is necessary to continuously
monitor the concentrations of the various types of
filler appearing in the end product.

Although concentrations of the various additives
can be analyzed chemically in the quality control
laboratories associated with each paper plant, the
analytical "turn around" time can lead to the pro-
duction of a significant quantity of sub-standard
product. On the other hand, the continuous monitor-
ing of the product during production enables immediate
adjustment to the rate of filler addition.

Various types of on-line monitors for filler
(or ash) content have been investigated previously.
These have been based on techniques of preferential
absorption and/or backscattering of ionizing
radiation 1»2 . in most of the applications of these
techniques, the emphasis has been placed on the mea-
surement of total filler (or ash) content, without
regard to the relative quantities of the individual
filler constituents. In fact, significant advances
have been made 3 in making the measurement of total
filler content independent of filler composition.
The present paper, in contrast, is concerned with de-
velopments toward the monitoring of filler
constituents individually. For example, one objective
is to monitor the TiO2 content independently of the
clay content. It is anticipated that such advances
in additive monitoring, when applied -in conjunction

with the more conventional basis weight and moisture
gauges, will permit the implementation of more
efficient plant control strategies to be executed
under computer control 4.

Until recently 5, the analytic capability of
X-ray fluorescence has not been widely exploited in
paper chemistry analysis, particularly for on-line
application. This is presumably because of the
anticipated difficulty associated with the operation
of X-ray sources and detectors under conditions
attending the paper making process. It would appear,
however, that an instrument based on a radioisotope
X-ray source and an X-ray proportional detector would
provide continuous information on additive concentra-
tions present in the finished product emerging from
the paper machine. The purpose of the present paper
is to elaborate on this concept and to report on lab-
oratory studies to assess the feasibility of an
on-line instrument composed of relatively simple and
reliable components.

The studies have concentrated on the calibration
of a prototype X-ray fluorescence analyzer suitable
for monitoring either titanium dioxide or calcium
carbonate additives. Special attention is given to
the affect of basis weight, moisture content, clay
content and geometry on the calibration of the instru-
ment for TiO2. Neutron activation analysis was used
to determine the actual concentrations of additives
in the paper samples used in the study.

2. Basic Principles

Through an X-ray fluorescence technique, the con-
centrations of TiO2, CaCO3 and clay can in principle
be determined in the following manner: Photons of
suitable energy emitted by a radioactive source are
allowed to eject electrons from the K-shells of Ti, Ca,
Si and Al, thus producing vacancies in the electronic
structure. The subsequent de-excitation of these
vacancies produces X-ray fluorescence spectra with
photon energies characteristic of the elements. The
intensities at the characteristic energies provide
information on the quantities of elements present.

The principal components of the K-shell fluore-
scent spectra for Ti, Ca, Si and Al are shown in
Table 1. Although the intensities of Ti and Ca are
readily determined, as will be demonstrated, the de-
termination of the aluminum or silicon and hence clay
concentration, does not appear feasible using a
practical X-ray fluorescence gauge. This is due mainly
to the technical difficulties associated with the
strong attenuation of the low energy (< 2 KeV) X-rays
emitted by the fluorescing silicon and aluminum. Thus
an auxiliary technique will be required to monitor the
clay content.

There are further possible complicating factors in
relating the measured X-ray intensities to the filler
concentrations. For example, the Ti X-rays are
attenuated by cellulose, water, and any additives pre-
sent in a particular grade of paper.
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Table 1
List of Principal X-ray Lines Excited in Various
Filler Constituents by an 55Fe Source (5.9 KeV)

K X-MYI M M

tewci

AMitive Chemical
Formula

X-Ray
Fluorescence
Line (KeV)

Clay(Kaolin) Al2O3.2siO2.2H2O

Titanium
Dioxide
Calcium
Carbonate

TiO2

CaO03

1.49 (Al)
1.74 (di)
4.51 (Ti)

3.69 (Ca)

Thus, the Ti X-rays detected for a particular
TiO2 content is somewhat dependent on the total basis
weight of the paper and the concentrations of other
constituents. Similar effects are also important in
determining the concentrations of CaCO3, and clay.
Although these effects can be considered negligible
in certain ideal operating situations, ways must be
found to apply self-consistent corrections to vali-
date information obtained in less ideal situations.
A partial assessment of the affect of these inter-
component dependencies on the measurement of TiO2
is obtained experimentally in the present work, and
the results are used in conjunction with theoretical
calculations to extend the assessment over a wide
range of additive concentrations.

3. Experimental

3,1 Prototype Instrumentation
A 5 itCi source of 55pe (half-life 2.6 years) pro-

vided the exciting radiation in these experiments.
The absence of higher energy transitions in this pure
electron capture decay minimizes background due to
backscattered photons. The energies of the Mn KX-ray
series are very appropriate for K-shell excitation
of Ti and Ca, since they lie just above the
K-absorption edge of both elements. The exciting
photons penetrate the paper at an angle of M>0° from
the normal. The angle of acceptance of the detector
for fluorescence originating in the paper sample was
^130°. The detector is shielded from the source by a
lead absorber. Further details on the geometry can
be found in Reference 5.

The fluorescent X-rays were detected with a
Reuter-Stokes MDdel RSG-61 xenon filled proportional
counter. This detector has a flat response curve
over the energy region of interest; thus, the de-
tection process does not complicate the observed
spectrum. The electronic instrumentation, including
amplifiers and pulse height analyzers, are conven-
tional.

A specially designed apparatus was constructed
from aluminum to hold the paper samples. No part of
the holder was in close direct view of the exciting
source, thus minimizing background. With this holder,
the paper samples could be moved laterally and
vertically in a controlled manner to permit the
scanning of a desired area of the paper surface.

An X-ray spectrum acquired on an expanded verti-
cal scale with no sample present is shown in Figure
1. The backscattered primary radiation is evident at
5.90 KeV (channel 220). Another peak is present at
2.96 KeV (channel 115). Auxiliary investigations
indicated this peak to be due to fluorescent X-rays
from the argon in air.

Figure 2 shows an X-ray spectrum acquired for a
paper sample containing TiO2 . The Ti X-ray peak is
evident at 4,51 KeV (channel 173). The argon X-ray
intensity is diminished in this spectrum relative to
that of Figure 1, since a smaller volume of air is
being excited.

CHIMT (I»V)

Figure 1. Background X-ray spectrum recorded in pro-
totype ash analyser showing (on ah expanded vertical
scale) residual intensities at the source energy and
at argon X-ray fluorescence energy. v

INIIOY CkcV)

Figure 2. X-ray spectrum recorded for paper sample
with typical levels of TiO2 present.

3.2 TiO2 Analysis by X-ray Fluorescence Analysis

Experiments The affect of basis weight on the
determination of TiO2 concentration by X-ray fluores-
cence analysis was investigated. Two groups of paper
samples were prepared at total basis weights of
approximately 60 and 100 g/m2 for various concentra-
tions of TiQ2. They were prepared at Abitibi
Provincial Papers Limited and were analyzed by colori-
metric methods to determine the approximate concen-
tration of TiQ2. In this series of samples, the T1O2
concentration varied from 0 to 16 g/fo2 and the clay
concentration was less than 0.2 g/m2 for each sample.

In a further study, samples which contained sig-
nificant concentrations of both TiO2 and clay were
prepared. These were also analyzed by X-ray fluores-
cence analysis to investigate the attenuation of Ti
X-rays due to the presence of clay.

All samples were calibrated for additive content
by neutron activation analysis using the SLCMPOKE
reactor facility at the University of Toronto. Ref-
erence standards were prepared by dissolving
accurately weighed amounts of TiO2 and AI2O3 in sul-
phuric acid. The intensities of the predominent
gamna rays in the decay of SlTi (319.8 KeV, 5.B min).
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and 28A1 (1780 KeV 2.31 min) were determined using a
larc^-volume GeCLi) detector. A typical irradia-
tion tine was 3 min. with adequate counting
statistics being acquired in a 200 second counting
interval.

Titanium X-ray intensities were determined for
each of the sanples using the set-up previously des-
cribed. Earlier work 5 had indicated insensitivity
to paper-detector distance over a range of 6 ttm.
The optinun sample position was chosen to obtain
maximum reproducibility. The spectra were acquired
for 20 seconds and the intensity of Ti X-rays was
obtained by sunning over the channels 160 to 185 as
shown in Figure 2. Fluorescent X-rays from both
faces of the samples were counted to determine the
effect of possible innomogeneity of TiO2 in the
paper.

Results The basic experimental results are pre-
sented in the form of calibration curves (Figures 3
and 4) showing the counting intensity of the titanium
X-rays versus the T1O2 content, as determined by
neutron activation analysis. For this determination,
uncertainties due to counting statistics amounted to
approximately 0.5% at the one standard deviation
level.

• M U wnom-wo «~/W
M UCCOUHtlN* HUOD
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1
• M i l
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tZAIION MCK* A»
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Figure 3. Experimental TiO2 calibration curves
(dots) at basis weights of (A); 100 g/m2; and (B)
60 g/m2. Solid lines are predicted curves based on
a simple theory in which only one free parameter was
obtained by nonnalizing to the experimental data of
(A)

The plotted points in Figures 3A and 3B repre-
sent the experimental calibration data which relate
the X-ray intensity (measured from one side cf the
paper) to TiO2 concentration for total basis weights
of 60 and 100 g/m2, respectively. No other addi-
tives ware present in significant concentrations.
The solid lines in Figure 3 represent the results
of a simple theoretical calculation 6,7,1
which accounts for the absorption of the exciting
and the fluorescent radiation in the sample. The
geometric and efficiency constant K, defined in the
calculation, was determined at 100 g/m2 basis weight
by nonnalizing itie theoretical curve to a visual
best fit to the data of Figure 3A. The solid line
in Figure 3B showing the results of the calculation
for the lower basis weight ( >v60 g/m2) was deter-
mined using the same normalization constant.

• M i l WIIOHT~» am/la*
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Figure 4. Calibration (jurves for TiO2 showing the
effect of clay content. Points are from experiments
while broken lines are from calculations.

The dotted points of Figure 4 show the experi-
mental calibration curve for the 60 g/in2 paper
samples each of which contain less than 0.2 g/m2 of
clay, as for Figure 3B. The solid line is the best
visual fit to the data. The few results for samples
of basis weight 60 g/m2 which contained significant
concentrations ( >.2 g/m2) of clay are shown as the
crosses (X). The broken curves, also in Figure 4,
predict the effect of clay concentration on the
titanium X-ray intensities. These curves were ob-
tained using the theoretical model with again the
same normalization constant defined for the 100 g/in2
calibration curve (Figure 3A).

implications for an Cn-line Instrument The
experimental calibration curves given in Figure 3
provide a realistic indication of the circumstances
which would prevail in an operating instrument. For
constant basis weight, the X-ray counting intensity
is observed to ranain sensitive to TiO2 concentration
over a large range extending up to 16 g/m2. it is
also verified that the calibration curve is only



moderately dependent on the basis weight. The
theoretical model 6, which takes into account the
internal absorption of both the primary and secondary
radiation, predicts calibration curves which are con-
sistent with the experimental curves. This confirms
that the departure of the experimental curves from a
straight line form is due to internal absorption. It
is anticipated that such data along with theoretical
curves extending to other basis weight regions will
provide the basis for perfonning on-line corrections
for basis weight affects on titanium dioxide monitor-
ing in an operating plant. A similar comment may be
made with regard to the utilization of the data in
Figure 4 to correct for the influence of clay content
on the titanium measurements.

All calibration curves shown hate are based on
the counting rate from one side of the paper sample.
The studies of production paper samples have indi-
cated that there is a constant ratio between the X-ray
counting rates from the two sides of the paper. Since
the ratio is constant at typically. 1.1/ the monitor-
ing of only one side of the paper, as would be the
case in application, does not introduce systematic
error in the determined concentrations.

3.3 Calcium Carbonate

Calcium carbonate is primarily used as a coating
in paper production. The relation between detected
Ca X-rays and CaC03 concentration is somewhat more
direct in this sample geometry, since basis weight
dependence is small. However, the ratio of the
concentration of CaC03 coatings on the sides of the
paper may differ widely, depending on the type of
paper being produced. For this reason it is ex-
pected that a more complex calibration procedure
may be necessary for the monitoring of calcium car-
bonate concentration.

The Ca X-ray counting rate frcm a coated sample
was determined to ascertain the feasibility of de-
termining CaC03 concentration in this manner. The
basis weight of the paper was 80 g/m2 with a calcium
concentration of 4%. An X-ray pulse heighi spectrum
from the coated side is shown in Figure 5. The
counting rate of the calcium X-ray peak is sufficient
to allow the detection of typical concentrations of
calcium carbonate found in paper.

lie I iio( Ia6o
I CHANNIl I NUMIIH I

3 4 s
INHOT (IcrVl

Figure 5. X-ray spectrum recorded for paper sample
with typical level of CaCO3 coating present.

In general, calcium carbonate and TiO2 are not
present simultaneously. However, if a particular
type of paper were to contain both of these additives
the Ti, and Ca X-rays would not be resolved suffi-
ciently by the proportional counter to allow the
accurate determination of the additive concentrations.
In this situation the replacement of the proportional

counter by a solid state X-ray detector would be ad-
vantageous.

3.4 Effects of Moisture

The experiments of Section 3.2 indicate the extent
to which the TiO2 measurements using the X-ray
fluorescence technique nay be affected by variation
in basis weight and clay content. A method, based
on a calculational procedure, in conjunction with
continuous monitoring of these parameters, was in-
dicated for adjusting the calibration data to com-
pensate for these variations. A third parameter
which is also subject to variation, but which is
generally also monitored continuously, is the moist-
ure content.

To estimate the interference of moisture content
on the TiO2 analysis, the itBthametical model men-
tioned earlier was used to compute the fractional
decrease in counting intensity as a function of
moisture content for several different T1O2 concen-
trations. The results for the case of 100 g/m2

basis weight are shown in Figure 6.

i
C 1.3'
z

CHANGI IN X-«AT INTINSIIT (Jl
DUI TO MOISTUtt IN M M « OF
CONSTANT (AIIS WEIGHT |100f<»/m')
rO> THIIt TlOa CONCINIKATIONS

TIOj CONCtNTMTlON

a an /ml

MOISTUM CONCINTMTION l tm/m3|
Figure 6. Results of a calculation to show the
influence of moisture content on the measurement
of TiO2 by X-ray fluorescence.

It appears from these results that moisture has
very little affect on the TiO2 measurement; in
fact, moisture at the level of 10% of the total
basis weight would decrease the TiO2 measurement
by only about 1.6%. It is anticipated that in most
cases such a small effect can be ignored. In any
event, the correction could be applied on a more-
or-less continual basis, if necessary.
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PLUTONIUM ISOTOPIC MEASUREMENTS BY GAMMA-RAY SPECTROSCOI'Y
F. X. Haas anc! J. F. Lemming

Monsanto Research Corporation, Mound Laboratory*
Miamisburg, OH 45342

The nondestructive assay of plutonium is important as a
safeguard tool in accounting for strategic nuclear
material. Several nondestructive assay techniques,
e.g., calorimetry and spontaneous fission assay
detectors, require a knowledge of plutonium and
americium isotopic ratios to convert their raw data to
total grams of plutonium. This paper describes a
nondestructive technique for calculating plutonium-238,
plutonium-240, plutonium-241 and americium-241
relative to plutonium-239 from measured peak areas in
the high resolution gamma-r?.y spectra of solid
Plutonium samples. Gamma-ray attenuation effects
have been minimized by selecting sets of neighboring
peaks in the spectrum whose components are due to the
different isotopes. Since the detector efficiencies
are approximately the same for adjacent peaks, the
accuracy of the isotopic ratios are dependent on the
half-lives, branching intensities and measured peak
areas. The data presented describes the results
obtained by analyzing gamma-ray spectra in the energy
region from 120 to 700 keV. The majority of the data
analyzed was obtained from plutonium material
containing 6% plutonium-240. Sample weights varied
from 0.25 g to approximately 1.2 kg. The methods
have also been applied to plutonium samples containing
up to 23% plutonium-240 with weights of 0.25 to 200 g.
Results obtained by gamma-ray spectroscopy are
compared to chemical analyses of aliquots taken from
the bulk samples.

Nondestructive assay (NDA) is important in safeguarding
plutonium since it provides the means to measure all
of the feed, product and scrap material generated in
the fuel fabrication process. Calorimetry and
spontaneous fission detection are two important NDA
techniques which can be used to account for plutonium.
In order to convert the raw data from these measure-
ments to grams of plutonium, the relative isotopic
composition of the samples must be known. This
isotopic ratio data can be provided by traditional
chemical methods, gamma-ray analysis of solutions or
gamma-ray analysis of the bulk sample itself.

Gamma-ray analysis of the bulk sample is attractive
because it allows a totally nondestructive measurement.
We have taken data principally on three size containers:
1) gallon cans containing 20 to 400 g of plutonium;
2) quart cans containing between 10 and 2500 g of
plutonium; and 3) analytical vials containing 1 to 10 g
of plutonium. The sample categories include plutonium
oxide, plutonium metal, scrap, incinerator ash, ash
heels, fluorides, crucibles, slag, scarfings, green
cake and mixed plutonium-uranium oxides.

The desired accuracy for all the isotopic ratios is
less than 3%. With these uncertainties and a
calorimetric uncertainty of 0.25*. the total
uncertainty in the plutonium analysis is less than U .

•Mound Laboratory is operated by Monsanto Research
Corporation for the U. S. Energy Research and
Development Administration under contract No. E-33-1-
GEN-53.

The basis for the nondestructive measurement of
plutonium isotopic ratios using gamma-ray spectroscopy
involves the analysis of a spectral group whose members
belong to different isotopes. Ratios of the areas of
neighboring gamma-ray peaks are related to the isotopic
abundance ratios by the expression

Ii = N i ^ B ^ S i

where I, N, X, B, e, and S are the measured peak area,
the number of nuclei, the nuclear decay constant, the
absolute branching intensity, the detector efficiency
and the self-absorption for the gamma rays with
energies E^ and t. from isotopes i and j, respectively.

The ratios of the relative efficiencies. (e^S.J/fe^Sj),
is assumed to be 1 for gamma rays whose
energies differ by less than 10 keV. For the bulk
samples, the further assumption is made that the
plutom'um isotopic composition is constant throughout
the volume of the sample.

A high resolution Ge(l.i) detector is used to acquire
the gamma-ray spectra. The sample is rotated while
acquiring data to reduce the effects of inhomogeneities
due to the distribution of plutonium in the sample. A
four-inch thick lead collimator with a 0.25" wide
vertical slit is used to reduce the response to material
located near the edge of the container. This allows
the detector essentially to view the sample only along
a diameter and improves the signal-to-background ratio
by absorbing photons which are Compton scattered in
the sample. A 0.030" (0.8 mm) cadmium absorber is
used to further reduce the effects of low energy
gamma rays. The data for all the isotopic ratios is
measured with one detector.

Figure 1 shows the spectrum of a plutonium sample
containing 94? plutonium-239 and 6% plutonium-240.
The prominent gamma rays from each isotope of interest
are indicated.

ENERGY

F1g. 1A - Gamnei-ray Spectrum of Plutonium Sample
Containing 94% Pu-239 Showing Energy Renion
from 120 to 220 keV.
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Fig IB - Gamma-ray Spectrum of Plutonium Sample
Containing 94% Pu-239 Showing 600 keV Energy
Region.

The gamma rays used for each isotopic ratio are shown
in Table 1. Also listed in the table are the
conversion factors calculated using the branching
intensities and half-life valvies of Gunnink and

Morrow1. Peak areas are extracted using the programs

GAUSS V2 or GRPANL3. Both are nonlinear least squares
fitting routinGS. The former runs on an IBM-360
computer; the latter on PDP-8 computers. The program
used is dependent upon the spectroscopy system
employed in the acquisition of the spectrum. Both
programs give equally valid results when applied to
the same spectrum.

TABLE 1

GAMMA-KAVS AND CONVERSION FACTORS
USED FOR ISOTOPIC DETERMINATIONS

Isotopic
Ratio

238
Pu

238 Pu

240 Pu

240
Pu

241_Pu
5*Pi;

241
Pu

241
Am

Gamma-rays

153 keV
144 keV

153 keV
148 keV

160.35 keV
164.6 keV

20B keV
203 keV

148 keV
144 keV

662 keV
SBTTeV

Conversion Factors to
Express Ratio in ppm

1010 ^

1.185
'148

148300

50.7

623.7

852.7

487.5

'148

144

'662

659

The accuracy of nondestructive techniques can be
established by comparing the results on aliquots with
their subsequent chemical analysis.

Over the past three years, we have compared the
nondestructive (NDA) and chemical analysis (DA) results
for forty-five 9 g plutonium metal samples (93%
plutoni!im-239). The average percent differences
/ND/UpA are. pluton.jum_238 (i.o+11.7)«;

plutoniuin-240 (-5.2 + 6.4)%; plutonium-241 (4.2 +
5.7)% and americium-241 (-2.9 + 4.9)%.

The majority of the bulk samples investigated have
been 93% plutonium-239. They are sent to Hound
Laboratory for calorimetric assay as a part of a
Plutonium verification program4. Analytical aliquots
are chosen from selected samples prior to shipment
to Mound Laboratory. A combination of chemical and
nondestructive measurements of the isotopic ratio is
used with the calorimetry data to give an uncertainty
in the plutonium content of less than 1%. Because of
the overall time commitments of the program, samples
can be counted for only four hours. In the most
recent sample exchange, 20 aliquots and 79 samples
were processed. The percent differences for the
aliquots /NDA-DA\ are: plutonium-238 (-1 +_ 7)%;

plutonium-240 (-7 + 11)%; plutonium-241 (-2+3)%
and americium-241 fl + 7)%. When the isotopic
ratios of the aliquots (A) are compared to the cans
(C) from which they were drawn, the average percent
differences (C-A) are: plutonium-238 (1 + 14)%;

plutonium-240 (1 + 1 8 ) % ; plutonium-241 (1+2)%;
americium-^41 (l+_ 7)%. If we use uncertainties

Of 15% for 2 3 f W 3 9 P u , 15% for 24°Pu/239PU,

3% 241Pu/239Pu and 7% 241Am/239Pu, the resulting
uncertainty in the calorimetric assay would be 3%.

We are presently extending these techniques to lower
fissile material. As a final example of our results,
we analyzed five reactor fuel pins containing 86%
plutonium-239. Comparison of the gamma-ray analysis
of the pins with chemical analysis of the fuel at the
time of fabrication yields the following differences:
plutonium-238 (5.2 +_ 6.5)%; plutonium-240 (-0.8 + 5.8)%;
plutonium-241 (0.2 + 1.4)%; americium-241 (-5.1 + 2.4)%.
The use of gamma-ray isotopics in a calorimetric
assay would yield total plutonium values which are
0.43% higher than corresponding values using chemical
isotopics.

The technique we have developed in general meets the
goals we have established for the program5. we have
applied it to small samples with promising results as
indicated by the results of the plutonium metal and
fuel pin data. We feel it also shows promise for
application to bulk samples as indicated by the
verification program results. We use it routinely
for plutonium-241 and americium-241 isotopic data and
to verify that the aliquot is representative of the
bulk sample. The results do not meet the 3% accuracy
we set for the plutonium-238 and plutonium-240
isotopics. Plutonium-238 fail; as a result of tne
weak intensity of the 153 keV peak at the 100 ppm
level of plutoniuni-238. The plutonium-240 fails
because of the low intensity of the 640 keV peaks
and the requirement that all isotopic data be
obtained in four-hour data acquisition time. We are
guardedly optimistic that using a two detector system,
one to examine the region up to 210 keV and the
second the region at 600 keV, this goal can be
achieved. These efforts are presently undsrway.
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MEASUREMENT OF K FLUORESCENCE YIELDS
IN ACTINIDE ELEMENTS*

I. Ahmad and R. K. Sjoblom
Chemistry Division, Argonne National Laboratory,

Argonne, Illinois 60439

The K fluorescence yields (w,,) for several

actinide elements have been determined from
the K Auger electron ^nd K x-ray intensities.
The electron spectra were measured with a
cooled Si (Li) spectrometer and the K :t-ray
intensities were measured with a Ge(Li)
diode. From our present measurements the
following values of K fluorescence yield have
been obtained: Np, 97.1 +_ 0.5%; Pu, 97.3 +
0.5%; Cm, 97.2 + 0.7%; Cf, 97.2 + 0.5%; and
Es, 97.1 + 0.5*'. These numbers Indicate that
the K fluorescence yield in the Z = 93 to
Z = 99 region remains constant within the
experimental error.

Introduction

Absolute intensities of y-rays associated
with electron capture (EC) decays of nuclides
are usually obtained by balancing transition
intensities and normalizing the total y, e~,
and direct EC intensities to the ground state
to 100%. In such cases a knowledge of K
fluorescence yields (oj.,) is essential in

order to relate the K x-ray intensity to K-
shell vacancies. Also, since K Auger elec-
tron lines often interfer with conversion-
electron lines in an electron spectrum their
intensities can be used to extract conver-
sion-electron intensities. Although K

fluorescence yields have been measured for
most elements up to lead, very little data is
available for higher Z elements. Beyond
lead, K fluorescence yield has only been

measured for uranium and americiuin. For
this reason we have measured the K fluores-
cence yields in several transuranic elements.

In the present paper we describe our
measurement of K fluorescence yislds in
neptunium, plutonium, curium, californium,
and einsteinium. Most of these results have
been obtained as a by-product of our decay
scheme study program. The K fluorescence
yields have been determined by measuring
electron spectra with a cooled Si (Li) detect-
or and K x-ray intensities with a Ge(Li)
spectrometer. The use of isotope separator
prepared samples has enabled us to obtain
accurate values of u_.

Source Preparation

Samples of 237Pu(45.6 d), 238Am(98 min),
239Am<11.9 h), 245Bk(4.90 d), 246Bk(1.80 d),
249Es(1.70 h), 251Es(33 h) and 251Fm(5.30 h)
were prepared by the irradiation of appro-
priate target materials with a-particles or
deuterons in the Argonne 60-in cyclotron.
The irradiated target was dissolved in HCi or
HNO3 and the element of interest was separat-
ed from other actinide elements either by a

4
cation-exchange resin column or by a solvent

extraction procedure. The fission products
were removed by a liquid-liquid extraction

chromatographic column. The chemically
purified element was then run through the

Argonne electromagnetic isotope separator to
prepare thin isotopically enriched sources.
These sources were used for the measurement
of photon and electron spectra.

Measurements

The K x-ray intensities of the mass-
separated sources were measured either with a

25 cm coaxial Ge(Li) detector or a 2 cm x
5 mm planar Ge(Li) detector. The spectra
were taken at large source-to-detector dis-
tances in order to minimize error due to any
difference in the geometries of the source
and the standard. The absolute efficiencies
of these spectrometers were measured with

24 3
IAEA standards and a calibrated Am

o
source. The decays of these spectra were
followed in order to determine the contribu-
tions to the K x-ray intensity from the
decays "f r.he adjacent masses.

The electron spectra of isotope separator

prepared sources were measured with an 80 mm
x 3 mm lithium-drifted silicon detector. The
detector was coupled to a low-noise preampli-
fier and the detector and the input stage
field-effect transistor (FET) were cooled to
liquid nitrogen temperature. The spectro-
meter9 had a resolution (FWHM) of 900 ev at
100 koV and 1.5 keV at 600 keV electron
energy. We found that the electron lines
appeared lower with respect to the photon
e. orgies measured with the same Si(Li) detec-
tor by 0.5 keV at 100 keV electron energy.
The different response of the detector to
electrons and y-rays could be accounted for
by an electron energy loss in the detector
"window".

The K Auger electron spectra of Pu,
23&Am, 243Es and 251Fm measured in the
present study are shown in Figs. 1-4. These
spectra were taken at an efficiency-geometry
product of 1.1%. The efficiency-geometry
product of the Si (Li) dett-ctor was determined

with a calibrated Hg standard. As can be
seen the Auger lines are intermixed with
conversion electron lines and K x-ray pe?.ks.
Hence in some cases spectra of more than one
isotope of the same element were measured in
order to obtain the intensities of all K
Auger lines.

The K Auger electron energies for the
actinide elements lie in the range of 70- to
140-keV. With the resolution of our electron
spectrometer the K Auger lines appear as six
peaks:
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the K Auger electron lines in Np (Z = 93).
The spectrum was measured with a cooled
Si(Li) detector at an efficiency-geometry
product of 1.1%. The energy scale is
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Fig. 3. " Es electron spectrum showing
the K Auger peaks in Cf. The spectrum
was measured at an efficiency-geometry
product of 1.1% and the energy scale is
0.23 keV per channel.

KL3L3, KLM, (KLN + KLO . . . ) , and KXY, whfre

X and Y denote M and higher shells. In a
spectrum free from conversion-electron lines
all Auger lines except KLO + KLP and KXY
were observed. We could not measure the
intensity of the KXY peak because part of
this peak is indistinguishable from the
background and par of this peak falls under
the Kg, x-ray peak. The intensity of this

peak, which corresponds to only 6% of the
total K Auger intensity, was obtained using

the theoretical1 KXY/KLL ratio. The KLO +
I'LP line falls at the same energy as the
K x-ray peak. We obtained the intensity
°2

of this peak i.™ojn the increase in the K

intensity relative to that of the K

X2
peak.

The Ka /KQ ratio has been very accurately

determined in our decay scheme studies.

Discussion

The K x-rr.y spectrum, after correction
for the detector efficiency, gave the K
x-ray dis/min in the source. The number of
K Auger electrons emitted per minute was
obtained by dividing the peak area by the
efficiency-geometry product of the electron
detector. The Auger electron counts were
also corrected for relative decay because
the x-ray and electron spectra were measured
at different times. The K fluorescence
yield was then obtained by the equation

K x-ray

x-ray +i-rIKXY

(1)

In the above equation X and Y denote L,M,...
shells and KXY denotes the six Auger elec-
tron peaks mentioned earlier.
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From the present work the following
values of K fluorescence yield have been
obtained: NP, 97.1 + 0.5%; Pu, 97.3 + 0.5*;
Cm, 97.2 + 0.7%; Cf, 97.2 + 0.5%; and Es,
97.1 + 0.5S. The error denotes one standard
deviation, o, and it includes contributions
from the counting statistics and the effi-
ciencies of y-ray and electron detectors.
The measured K fluorescence yields are plot-
ted against the atomic number z in Fig. 5.

95 96 97 98
ATOMIC NUMBER (Z)

Fig. 5. A plot of X fluorescence yield
against the atomic number Z.

It is evident from this figure that the K
fluorescence yield remains constant in the
Z = 93 to Z = 99 region within the experi-
mental error. It should be pointed out that
the same experimental arrangement was used
for all measurements. Hence any change in the
detector efficiency will not change the re-
lative values of &)„•

i\

The relative intensities of K Auger lines
obtained in the present study are in good

agreement with the theoretical values, as
shown in Table I. No calculations for K
fluorescence yields in actinide elements are
available in literature. However, our values
are in excellent agreement with previous
measurements of K fluorescence yield in

uranium
0.4%).

(97.0 + 0.5%) and americium (96.5 +

Tabl" I. Comparison of relative KLL and KLY
intensities in Z = 93.

Auger Line

K L ^ + K L ^ + K L ^

KL3L3

KLM

KLN+KLO+...

Experimental
Intensity

, 100 (norm)

50 + 5

13 + 2

50 + 5a

40 + 4

Theoretical
Intensity

100 (norm)

61

15

70

A part of the KLM intensity is lost to the
KLN+... peak. Hence the measured KLM in-
tensity should be somewhat higher than 50.
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COLLIMATOR-MAGNET ASSEMBLY TO ENA3LE
MICROPROBE EXAMINATION OF HIGHLY RADIOACTIVE MATERIALS

BY ENERGY DISPERSIVE METHODS*

by

W. F. Zelezny, J. D. Farr, D. J. Hoard and E.
Los Alamos Scientific Laboratory

University of California
Los Alamos, New Mexico 8754S

A. Hakkila

Use of energy dispersive x-ray spectroscopy in the
Qicroprobe examination of highly radioactive materials,
such as irradiated fuels of interest in the fast
breeder reactor program, could increase the speed and
scope of the examinations. Typical fuel materials that
have undergone burnups up to 10 at. %, and have com-
bined beta-gamma radioactivity levels up to 500 R/hr
at contact for a sample of reasonable size, have pre-
viously been examined in a shielded electron micro-
probe, using wavelength dispersive (crystal) spectrom-
eters. Attempts to replace a crystal spectrometer with
an EDS system having a Si(Li) detsctor resulted in the
EDS system being swamped and rendered inoperative by
the background from samples of even relatively low
levels of radioactivity. A collimator-magnet assembly
has been produced which largely eliminates beta-gamma
radiation at the detector and enables energy dispersive
analysis of highly radioactive materials with the
shielded microprobe.

Introduction.

Microprobe examination of irradiated nuclear fuels
(and other highly radioactive materials) customarily
uses a shielded electron microprobe equipped with wave-
length dispersive (crystal) spectrometers. An energy
dispersive spectrometer (EDS) coupled with the shielded
electron microprobe would offer the advantage of acquir-
ing a complete x-ray spectrum much more rapidly than is
possible with a crystal spectrometer. Since the solid
state detector of the EDS system must be in a direct
line of sight with the specir^n, it unavoidably receives
6 and y radiation from the radioactive specimen as well
as the x-rays produced by the finely fjcused electron
beam. If the S and Y radiation is sufficiently in-
tense, as is usually the case with sny sample of prac-
tical interest, the detector is swamped and rendered
inoperative. The sample- examined at LASL, which are
almost invariably complete cross-sections of highly ir-
radiated fuel pins, require that activities of 100 R/hr
8-Y at 100 mm, or greater, must be tolerated without
swamping the detector.

One approach which has oeen tried with a reascn-
able degree of success interposed a cylindrical lead
collimator, having a conically tapered aperture hole
concentric with the axis of the cylinder, with the small
end of the cone closest to the specimen. Thus the
detector could "see" only a limited area of the speci-
men surface containing the region of impact of the
electron beam. This appreciably reduced the B-Y radia-
tion reaching the detector and made possible the exam-
ination by micropiobe of samples of intermediate levels
of radioactivity. A similar approach applied to a scan-
ning electron microscope (SEM) employed a tapered alu-
minum collimator lined with graphite , enabling samples
reading 10 R/hr combined 6-Y at two inches to be exam-
ined satisfactorily. A tapered tantalun-tungsten alloy
collimator', also applied to a SEM, permitted the exam-
ination of samples with activities up to 11 R/hr at

2 inches. An extension of this idea applied to an
x-ray fluorescence spectrometer with a solid state
detector added a magnet to the collimator for the pur-
pose of trapping the beta radiation. LASL has applied
the magnet-collimator system to a shielded electron
microprobe.

Apparatus.

The collimator -magnet assembly, shown diagramaiati-
cally in Fig. 1, was constructed** for LASL from a

J.,-,
Jtprture M *

irahtow rttM * * •

Fig. 1. Diagram of collimator-magnet assembly.

cylindrical length of lead containing a tapered axial
aperture hole and a two-magnet system. All components
were contained in a cylindrical stainless steel tube.
In use the small opening of the collimator was closest
to the sample, and the magnet assembly was next to the
Si(Li) detector, as shown by the sketch in Fig. 2.

CIMWM wUfayu

Fig. 2. Schematic of shielded electron microprobe show-
ing collimator-magnet assembly in place, and
Si(Li) detector inserted through crystal port
of spectrometer.

•Work performed under the auspices of the U. S. Eneigy
Research and Development Administrationc

"Manufactured by Microspec Corporation of Sunnyvale,
California.
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The shielded microprobe was a MAC Model 450,
which provided 109 mm of tungsten alloy shielding sur-
rounding the specimen. The lithium-drifted silicon
solid-state detector, pulsed optical feedback pream-
plifier, and linear amplifier were supplied by Nuclear
Semiconductor. The amplifier output was processed by
a Canberra Model 80S0 analog-to-digital converter and
a Canberra Model 8700 multi-channel analyzer.

Experimental Results.

The effectiveness of this magnet-collimator system
is demonstrated by Figs. 3A and 3B. Fig. 3A represents
a spectrum collected in 100 seconds by rapidly sweep-
ing the electron beam in a 160 urn square raster over
the fuel-cladding interface of a high-burnup, highly
radioactive, nuclear fuel sample. The presence of the
fuel components (unresolved), the stainless steel
cladding components [resolved), and the fission product,
cesium, is readily apparent. The magnitude of the back-
ground contribution from the radioactive sample is in-
dicated by Fig. 3B which was obtained with the sampje
remaining in the same position, but with the electron
beam turned off. It will be observed that the radio-
active background reaching the detector has been re-
duced almost to zero.

Fig. 3A, Spectrum showing x-ray lines of fuel and clad-
ding constituents in a nuclear fuel sample of
7 at. % burnup. Combined B-Y field: SO R/hr
at 100 mm. Collection time: 100 sec. Deadtime:
10%. Microprobe electron beam: 25 keV, 0.015
microamperes. Spectrum display was enhanced
over the U M - Pu M regioij.

In another test involving two-dimensional scans
on an extremely highly radioactive sample (450 R/hr at
100 mm) the multi-channel analyzer was operated as a
single channel analyzer to yield x-ray pulses in real
time. These pulses were fed into a video system to
obtain two-dimensional elemental distribution (x-ray
images) for comparison with the x-ray images made with
a crystal spectrometer over the same area. The photo-
micrograph in Fig. 4A shows the area of cladding fail-
ure and fuel-cladding interaction which was scanned in
this test. Figs. 4B and 4D compare the Fe Ko. x-ray
images from a LiF crystal spectrometer, and the EDS
system, respectively. Similarly, Fig. 4C compares the
U Ma x-ray image taken by a PET crystal spectrometer
with the combined uranium and plutonium Ma and MB x-ray
image from the EDS system.

Conclusions.

The system effectively reduces the beta and gamma
radiation from sample radioactivity and provides reli-
able data using a solid state detector with samples as
radioactive (B+y) as 5 0° R/hr at contact.
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Fig. 3B. Same as Fig. 3A, except that electron beam
was turned off.
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APPLICATION OK HiGH-IHTEWSITY, HOTATING-AUODE X-RAY TUBES FOR DIFFUSE X-RAY SCATTERING
STUDIES OF CRYSTAL DEFECT STRUCTURES

H.-fJ. Haubold
InsT-itut fur Festkorperforschung der K^rnforschungsanjage Julich

D 517 Julich, Oermany

High power rotating anode X-ray tubes yield high X-ray
luminosities up to 1017 monoenergetic quanta stera-

'roin focal spot areas of about.
1.; x 1.5 mm2. Their use in scattering experiments
allots the statistical errors to be made small enough
for very precise determinations of scattering cross
sections. Thus it is possible to separate the diffuse
scattering from lattice defects, such as isolated in-
terstitials or vacancies or clusters of them, from the
Corapton and thermal diffuse scattering from the per-
fect crystal.

Using a 100 kW rotating anode tube and a mult.idetector
system with '00 detectors, the scattering of 100 ppm
self-interstitials in aluminum or copper could be mea-
sured even at scattering angles for which the Compton
background scattering was up to 100 times greater. In
both materials the interstitial structure was found to
be the<10Cj)-split dumbbell.

Introduction

For many reasons, especially for a better understan-
ding of radiation damage processes, there is a 3trong
interest in methods that yield detailed information on
the atomistic structure of lattice uefects in crystalli-
ne solids.

For an illustration of some typical questions of in-
terest Fig. 1 shows in a fee lattice the basic lattice

vacancies; substitulionals:

interstitials;

Odaftvdral Tttrohtdrai CrowrJton MCOI-splu Mill-split 11101-ftptil

Fig. 1 Basic lattice defects in fee lattices.

defects: a vacancy, a substitutional atom and intersti-7
tials in the six possible self interstitial configura-
tions. In all cases the interest is in the resultant
displacements of the surrounding lattice atomy; espe-
cially for interstitials the unresolved question is ve-
ry often its specific configuration.

Electron mieioscope studies generally allow structure
determinations only for those defects which are appre-
ciable larger than single atoms. The method of the
diffuse X-ray scattering, however, yields detailed
structural information on atomistic point defects such
as interstitials, vacancies and substitutionals as well
as on larger clusters of them.

The principle of the method is simple. The intensity of
X-rays which are scattered elastically from the sample,
is measured as a function of the scattering vector K,
as shown schematically in Fig. 2. As illustrated in
Fig. 3, in crystals without lattice defects (due to the
perfect atomic order) elastically scattered intensity
is observed only in sharp Bragg reflections for scatte-
ring vectors K equal to the vectors Kflragg of the reci-
procal lattice with a lattice parameter 2n/a (a = cry-
stal lattice parameter). In crystals with lattice de-

Fig. 2 Scattering vector for elastic
scattering.

Perfect crystal Crysial wttti dtlacts

fects the Bragg
intensities de-
crease due to the
atomic disorder,
and the fciastical-
ly scattered X-
ray waves cannot
interfere to zero
intensity out bet-
ween the Bragg re-
flections. This
results in a
diffuse scattering
with maxima around
the Bragg reflec-
tions. In Fig. :>
this intercity
between the Bragg
peaks is shown
schematically
(exaggerated).

The scattered in-
Fig. 3 Elastic scattering cross sec- tensity is the
tions. square of the
scattering amplitudes from all atoms^within the distor-
ted crystal. These^are displaced by Sn from their regu-
lar lattice sites r as it is illustrated in Fig. I,
which shows a smallnpart of the lattice distorted by
an interstitial defect on a site n\.,.

In a single defect approxima-
tion, valid for small defect
concentrations c, for instance
below 1 S, the diffuse inten-
sity Ij-fj. is then given
by: 1

(1)

\

RD

i
J

H r—••-
%

Fig. k Atomic displace- """•
ments around defects.

where f̂  is the scattering amplitude of the defect it-
self, and f that of the lattice atoms. The first summa-
tion gives the scattering amplitude, from all lattice
atoms on the distorted jites rn + Sn; in order to re-
late all the phases to Rp, K-^ is included in both
summations. The second summation, which gives the Bragg
amplitudes from atoms on lattice sites, is subtracted
so as to obtain only the diffuse scattering.

Often the product K-Sn is small and an expansion yields
as a first order term in the displacements:

(2)

One sees that what is actually measured with elastic
diffuse X-ray scattering, in addition to the defect,
scattering itself, is the^projection of the scattering
vector K on the vector §(!?), which is the Fourier trans-
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form of the lattice displacements S . Therefore an eva-
luation of the diffuse intensity as"measured in an ex-
tended area of the reciprocal lattice gives full in-
formation on both the defect, type and its displacement
field,2'3

Unfortunately in the region between the Bragg reflec-
tions measurements are difficult, since there the ela-
stic diffuse scattering cross sect in from small frac-
tions of point defects is appreciably weaker than : he
inelastic Compton- and thermal diffuse scattering cross
sections from the lattice atoms. By energy discrimina-
tion this inelastic scattering is in practice not or
only partially separable and masks, as n very intense
background scattering, the elastic defect scattering.
For the scattering of typically 500 ppm self intersti-
tials in aluminum Fig. 5 shows that the Compton and
thermal diffuse background scattering is up to two or-
ders of magnitude more intense.

To separate the weak
defect scattering
from the background
one must compare the
cross sections from
the crystal with de-
fects with that from
the identical crystal,
either after e.11 de-
fects are annealed out
or before they are in-
troduced. This re-
quires a precision
measurement of scat-
tering cross sections
with an accuracy of
the order of 0,01 %.
Within reasonable mea-
suring times the ne-
cessary small stati-
stical error in the
counting rates can be

_ achieved only by using
X-ray sources that
are more intense than
commonly used X-ray

» • '

» • '
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1°.

/
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•
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<

-
•
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-/A
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Aluminum:

Cwnpton

- Tos ' ~

AlOflhC

I f 5 10 ~)

S A"1 '

Fig. 5 Scattering cross sec-
tions in aluminum for scatte-
ring vectors K along a 100 <
rection of reciprocal space:
<100> -split intersi,itials
(c = 5*10 " " * ) , Compton- and
thermal diffuse scattering (UK). t u b e s -

Hiph power rotating anode X-ray tubes: Optimum sources
for diffuse scattering experiments

As the upper part of Fig. 6 illustrates, the admissable
angle of aperture S and the resolution in the scatte-

ring angle e to-
gether with the
area A of the sample
determines the op-
timum size of the
X-ray source. If
these parameters
are given, optimum
sources are then
those with the
highest luminosity,
i.e. those which
em', t the maximum
monoenergetic quan-

Fig. 6 Gain of measuring time by ta cm~2s~^ steradi-

illuminating greater samples with

unaltered resolution.

an"1. With very high
luminosities of
about 10 1 7 quanta

cm"2s~' "sterudian"1 (copper KQ-radiation) rotating
anode X-ray tubes prove to be preferable sources.

A further increase of the scattered intensity can be
achieved by bringing more lattice defects into the pri-
mary beam. For a given defect concentration that means
larger samples. The lower part of Fig. 6 demonstrates

that an increase o:' the illuminated sarile area can on-
ly be reached by enlarging all dimensions of the whole
scattering arrangement . A.-* is shown, an incr^asi' of the
whole gpomt-try by H factor of four ir: «11 linear dimen-
sions yields an increase of the sample are* A and thus
of the scHttt-rtM intensity by a factor of KN.

It is in general easy to use large samples and larger
detectors. The si:e of the X-ray source, however, is
strongly limited by the admissable electrical loads
of the rotating anode X-ray tubes. As is discussed in
more detail elsewhere1*, samples not larger than 1 cm
can be illuminated under optimum geometrical conditions
with 100 kW rotating anode tubes, the strongest that
are commercially available today.

Fig. 7 gives a schematic view of the equipment, that was
successfully used for measurements of the elastic
diffuse scattering from lattice defects.1"5 As an X-ray

100KW-ro!oting anode elliptical Ag-imrror sample niuliiaetector system
x-ray tube (total reflect tor k *V u K I dummy urith 100 detectors

standard
• • - 5 m • •

Fig. 7 Schematic view of the set up used for precision
measurement of diffuse scattering between Bragg reflec-
tions .

source, a powerful 100 kW rotating anode tube with a
copper anode is used. The characteristic copper K ra-
diation is focused by total reflection from an ellipti-
cal mirror. By use of 100 detectors arranged at diffe-
rent scattering angles on a focusing circle, a prede-
termined set of scattering intensities are measured
simultaneously, and the incoming data are processed on-
line by a data processing system.

The samples are single crystals typically of 1 cm2 area,
and for transmission measurements with thicknesses
between 10 and 100 microns. To make highly accurate mea-
surements possible, a differential technique is applied:
Each 3 minutes the sample containing the defects is in-
terchanged with a dummy sample, which serves as a stan-
dard to which all measurements are compared. In this
manner within typical measuring times of several hours
fluctuations in counting efficiencies have no influence
on the accuracy of the measurement.

The necessary measuring time for a given accuracy of
diffuse scattering cross sections is about a factor
of 101* shorter than conventional set-ups would require.
This factor results first from using the 100 kW rotating
anode X-ray tube instead of a 1 kW tube, and second from
using the multicounter system with 100 detectors instead
of only 1 detector.

This gain in measuring time allows the minimization of
statistical errors so that diffuse scattering cross
sections can be measured with errors of the order of
0,01 %, Thus the weak defect scattering from some 100 jpn
interstitials can be separated after several, hours mea-
suring time from the Compton and thermal diffuse back-
ground scattering of the lattice atoms. This is illustra-
ted in Fig. 8 for a scattering pattern which was mea-
sured in aluminum along the indicated Ewald circle in
the (HO)-plane of the reciprocal lattice. The measure-
ment was made at 8 K and the scattering due to the de-
fects was derived from the upper curve by a subtraction
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Fig. 8 Background and defect scattering at 5 K from

aluminum with 3^0 ppm interstitials and vacancies.

of the background intensity, which was measured on the
same sample, after all defects were annealed out.

Determination of defect structures from diffuse scatte-
ring cross sections

From the absolute value of the scattering cross section
and the dependence of its magnitude on the scattering
vector both the concentration and the configuration of
the lattice defects can be determined rather unambi-
guously, if it had been measured in such areas of reci-
procal space where different configurations yield
different characteristic intensity distributions.

These regions can be found best if one looks at the am-
plitude of the scattering from the displacement field.
According to eq.^2 in a first approximation this is
proportional to K-^(K). For the example of substitutio-
nal atoms and interstitia^s^on octahedral sites R
Fig. 9 shows the vectors S(K) arougd some reciprocal
lattice points. As can be seen, b(K) is periodic in re-
ciprocal space. According to eq. 2 the different direc-
tions of the vectors b(K) around the reciprocal lattice
pointj is due to the sign of the_ phasefactor exp(iK*$_),
which only depends on the site R of the defects within
the lattice.

Within the dotted regions the scattering vector K is pa-
rallel to the vectors S(K). This result3 in a positive
amplitude of the scattering from the displacement field
in these regions. Mostly around the (11i)-point these
regions are different for substitutionals and oetahe-
drals; for substitutionals the direction of the vectors
S(K) is inward at this point and is outward for octahe-
drals, giving opposite signs for the amplitudes. Since
the scattering from the displacement field must be zero
on the lines, on which the sign of K*S(K) changes, these
differences in the amplitudes result in different cha-
racteristic lines on which no first order scattering
from the displacement field is observed. Since these
zero lines are specific for different defects, they re-
sult in characteristic differences in the isointensity
lines for diffuse scattering from lattice defects in
different configurations.

As an illustration, Fig. 10 shows the strongly diffe-
rent isointensity lines for self interstitials in the
<100>-split and the octahedral configuration in alumi-
num and copper. They were calculated numerically from
eq. 2 with an additional inclusion of higher order
terms in the displacements. For the calculation of the
lattice displacements the simplest defect models were
used with defect forces acting only on the nearest

ft
( o

Octahedral intersi.

222

000 022

SIKI

200 X

000 022

Fig. 9 Schematic^view of the regions with positive and
negative sign of K-2(K) for substitutional atoms and
octahedral interstitials in fcc-metals.

<100>-split self-interstitials:

111

011

Octahedral self-interstitials:
I

011

111

011
Fig. 10 Isointensity contours for interstitials in
<100>-split and octahedral configurations in copper and
aluminum.

neighbours.2 The magnitude of these forces was evaluated
from the known volume relaxation around the intersti-
t i a l . 5 ' 6

The isointensity lines correspond to 1, 5,^20, UO and 60
times the atomic scattering cross section. Whereas a
strong but very similar scattering is observed near the
reciprocal lattice points (in that region the nearly
identical long ranging part of the displacement field is
Fourier transformed; the inverse relation of the dis-
placement with distance from the defect results in an
increase of their Fourier transforms)» the scattering
cross sections between the Bragg reflections are quite
different.

For both metals the intensity minima for the <!00>-split

011
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configuration coincide approximately with the zero linss
for the first order displacement field scattering for a
substitutions! atom as shown in Fig. 9, since the center
for the displacements around split interstitials is on
a lattice site. The strongly different minima for the
octahedral configuration are also a direct consequence
of the different zero lines for octahedrals. Although
there are small differences in the responses of the
lattice atoms for aluminum and copper (different aniso-
tropy of the elastic constants), they are small compared
to the differences between the interstitial configura-
tions , and do not hinder eonfiguratior. determinations
from the diffuse scattering measurements.

Typical results

For the example of self-interstitials and vacancies in
copper and aluminum Figs. 11, 12 and 13 show some typi-
cal results, that were obtained with the apparatus as
described above from samples after an irradiation at
It K with 3 MeV electrons.

Measurement:
Calculation for
111-vacancy loops:

Measurement:

•100

Calculation for vacancies
• <1OO>-split interstitials:

100

(111)

011
Fig. 11 Comparison of diffuse scattering contours mea-
sured on electron irradiated copper (It K) with the re-
sults of model calculations.6

Fig. 12 Comparison
of an optimum fit
for <100>-split in-
teistitials and va-
cancies to experi-
mental points mea-
sured at 8 K on
electron irradia-
ted aluminum.5

60*
scattering angle C (

120 ppm interstitials and vacancies<u)both produced in
equal number during the irradiation, gave lines of con-
stant scattering cross section that are plotted in the
left part of Pig. 11.6 These unsmoothened isointensity
lines were constructed directly from about 700 cross

100

D11

Fig. 13 Comparison of diffuse scattering contours for
copper, electron irradiated at It K and annealed to
300 K, vith the results of a model calculation for va-
cancy loops on (\ 11) -planes with 7 8 radii?

cross section along the calculated profiles and their
shape correspond very well to the measured ones. Since
the shape of these profiles are determined mainly not
by vacancies but by the scattering from the displace-
ment fields of the interstitials because of the much
stronger displacements around them, by a comparison
with the strongly different profiles calculated for
other configurations, for instance that for octahedrals
in Fig. 10, all other possible configurations for the
self-interstitial in copper could be ruled out clearly.

In a similar way, the stable configuration of »alf in-
terstitials in aluminum was determined. Again, the <100>-
split interstitial was found to be the stable configu-
ration.5 In Fip. 12 is shown a quantitative fit of the
calculated curves to the experimental data, which were
measured as a function of the scattering angle at a de-
fect concentration of about ltOO ppm along the four Ewald
circles in the (HO)-plane of reciprocal space, as indi-
cated in the insert. The curves were calculated with
assumed interstitial parameters which gave an optimal
fit: The distance between the two dumbbell atoms was
found to be 0.6 lattice constants. As an illustrative
number the displacements of the nearest neighbours were
determined to be 0.1 lattice constants. From the scatte-
ring cross sections at low scattering angles, which is
most sensitive on local density changes due to vacancies,
the volume relaxation around a vacancy could be deter-
mined to be nearly zero.

Scattering in the region of small scattering angles is
also very useful for studies of small vacancy agglomerates,
which produce an increase of the small angle scattering
intensity. For scattering angles up to 9 degrees Fig. 13
shows results on agglomerates that were formed an irra-
diated copper after annealing at a temperature of 3XJK.6

The lines for equal scattering cross sections, as ob-
tained from the measurement, are compared to lines which
were calculated for vacancy loops on <111>-lattice planes
Since measurement and calculation yield nearly identical
lines, it was concluded that these agglomerates were
<lll>-loops with radii of about 7 8. Since these agglo-
merates are so small, it has not been possible to detect
them in transmission electron microscope studies.

Conclusions

The application of X-ray diffuse scattering for detailed
studies of point defects and their clusters has recent-
ly become possible as a result of recent advances in X-
ray sources and ctetector systems. Diffuse X-ray scatte-
ring yield direct information on structures of lattice

section values, that were measured by rotating the sample d e f e c t s which was not available before- from other we-
with respect to the multidetector system, whose resolu- thods.
tions elements are given at the edge of the plot of the
measured values.

For a comparison the calculated isointensity lines are
plotted for vacancies and interstitials in a <100>-split
configuration. Both the magnitude of the scattering
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THE DETERMINATION OF IMPURITIES IN BORON
BY X-RAY SPECTROSCOPY

A. J. Busch

0. S. Energy Research and Development Administration
New Brunswick Laboratory

P. O. Box 150
New Brunswick, New Jersey 08903

X-ray spectroscopy has been used at the
New Brunswick Laboratory for many years for
the determination of a variety of impurities
in elemental boron. As requirements for im-
provements in precision, accuracy,and sensitiv-
ity have become more stringent the basic tech-
nique has been modified both with improved in-
strumentation and methodology to meet these
new requirements. This paper deals with the
current procedures for the measurement of the
concentrations of bromine, chlorine, fluorine
and sulfur in high purity boron powder.

Experimental

Apparatus

Spectrometer - Phillips PW 1410

Source - Phillips X RG-3000

X-Ray Tube - Chromium,

Analyzing Crystals - Lithium fluoride
(LiF, 220J, thallaium acid phthallate (TAP)
and germanium (Ge 111).

Detectors - Proportional counter, scin-
tillation (Tl activated Nal).

Mixer Mill - Spex 8000.

Press - Buehler Metallurgical with a
Ik-inch mold and electric heater.

Materials

High Purity Boron.

Bakelite Resin Powder, Union Carbide Corp.
BRP-5095.

Sodium Chloride, reagent grade.

Sodium Bromide, reagent grade.

Sodium Fluoride, reagent grade.

Sodium Sulfate, reagent grade.

Preparation of Pellets for Measurements

Mix on a mixer mill for a minimum of five
minutes 1.5 g of the powdered sample or stan-
dard material with 0.45 g of Bakelite resin
powder contained in a ten ml polystyrene vial,
containing one 3/8 inch plastic ball. Pour
the mixture into a ISs-inch (3.18 cm) mold with
1/16-inch Teflon disk on the base of the die
and place in the press. Turn on the heater
and increase pressure to 4000 psi. When tem-
perature reaches 140°C, turn off heat. When
temperature falls to about 70°C, release pres-
sure and eject pellet. Remove the Teflon disk
when pressing pellets for fluoride analysis.

Measurements

Count the side of each pellet (both
sides of fluoride pellets may be counted)
exposed to Teflon. Measure impurity peaks and
backgrounds for 100 seconds in accordance with
the operating parameters summarized in Table I.
Make background corrections and plot net inten-
sities (counts per second) vs. element concen-
tration for graphic display or calculate the
regression equations.

TABLE I

OPERATING PARAMETERS FOR CHROMIUM X-RAY TUBE

Volt- Analyz- 26
Ele- age Current ing Peak
meat (KV) (ma) Crystal Detector Setting

Br

Cl

40

40

40

40

LiF(220) Scint.

Ge 111 Propor-
tional

42.88

92.76

Back-
ground
Setting

39.88
45.88

96.00

F 40 60 TAP Propor- 90.60 96.00

tional

40 40 Ge 111 Propor- 110.68 114.00
tional

Procedure

Preparation of Standards

Add appropriate amounts of standard solu-
tions containing NaCl, NaBr, NaF, or Na2SO«
to weighed quantities of boron (70-80 v) in
Teflon dishes. Adjust the amount of liquid
added to form a thick slurry. Dry in oven set
at 110°C for 12 hours. Homogenize the mixture,
sieve through a 40 mesh nylon screen into a V-
blender. Blend for 30 minutes. Place blended
material in bottles for later use.
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RESULTS AND DISCUSSION

Table II summarizes the data obtained for
each set of standards. The data are plotted
in Figures 1, 2, 3 and 4. These plots indi-
cate that the analytical curves cannot be
represented as straight line functions over
the concentration ranges investigated, how-
ever, linear regression equations have been



Element

Bromine

Chlorine

Fluorine

Sulfur

Cone.
(PK/B)

Blank

100

110

125

ISO

200

300

25

50

100

200

Blank

10,000

20,000

40,000

Blank

10

25

50

100

200

TABLE II

CALIBRATION DATA

Gross
Element
Peak

27005

51545

51613

56047

61835

75122

102389

16077

19462

24261

36389

5875

6711

8212

13965

11422

12040

14143

16490

21579

29836

CountinR
: Back-

ground

26806

32136

31313

32303

32393

32249

32188

9026

8743

8614

8823

2964

2974

2783

2681

8669

8349

8489

8373

8168

8575

Net
Intensity
(c/s)

2

194

203

237

294

429

702

70

107

156

276

29

37

54

113

26

37

56

81

134

213

estimated for each element (except fluorine)
in the range of 0-100 ug/g. Thus:

Br

"Cl

1.92

1.16 c
c l

I 8 = 1.06

44

28

/l(C-C) 2

Standard errors of estimate* S - c = \ N-2

have been calculated for each of the regres-
sion equations above holding intensity con-
stant; velues are + 3 ug/g for Br, + 3 vig/g
for Cl, and + 1 ug7g for S. Thus detection
limits (ug/gF based on the Pantony and
Hurley equation1, ,

(0.8 Ip)*
CD-I, = in '

(where I B is the intensity of the average back-
ground and m is the slope of the linear re-
gression curve), may be expressed as 7 + 3 pg
Br/g B, 6 + 3 ug Ci/'g B, and 7 + 1 pg S/g B.

Concentration (ng/g)

FIGURE 1. BROMINE

where C
value

standard value, C = regressed

Concentration (ug/g)

FIGURE 2. CHLORINE
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Concentration, %

FIGURE 3. FLUORINE

Concentration (ug/g)

FIGURE 4. SULFUR

Prior to the studies reported here, other
matrices and operating conditions were investi-
gated. For instance, the use of filter pulp
in place of Bakelite powder in forming the
pellets did not significantly improve the mea-
surements. In addition, the pellets made with
filter pulp were not as durable as the Bake-
lite pellets.

Bromine was measured using a molybdenum
target tube in place of clTromium along with a
LiF(200) analyzing crystal. Sensitivity was
excellent and a satisfactory working curve was
obtained (see Figure 5). The only advantage
in recommending the conditions specified in
Table I for bromine analysis is the fact that
X-ray tubes do not need to be changed during
sample measurement.

- 6000

- 4000

~ 2000

200 400

Concentration (ug/g)

FIGURE 5. BROMINE (Mo TUBE)

Some interesting effects were noted
when the chromium target tube was used in com-
bination with a pentaerythritol analyzing
crystal to measure sulfur concentration. Al-
though this combination has been used success-
fully in determining sulfur in high Z matrices,
results with low Z materials (boron in Bake-
lite) are less than satisfactory. High er-
ratic blank values not identified as contri-
butions from sulfur were observed. Investiga-
tion revealed interferring second order ef-
fects and an escape peak of chromium in the
area of the sulfur peak. Replacing the PET
crystal with a germanium (Ge 111) crystal re-
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suited in the elimination of both interfer-
ences.

Preliminary data for fluoride measurements
listed in Table II and plotted in Figure 3
show that X-ray spectrcscopy may be useful in
estimating fractional percentages of fluorine
in boron materials. Further refinement of
this technique is planned.

Future efforts to improve the sensitivity
and accuracy of Br, Cl and S measurements in-
clude the substitution of high purity graphite
for Bake lite with pellets pressed at signifi-
cantly higher pressures.

Reference

1. Eugene P. Bertin, "Principles and Practice
of X-Ray Spectromctric Analysis", Plenum Press,
N.Y. (1975).
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Abstract

Research on the possibility of nun-size
non-destructive analysis was carried out by
the fluorescent X-ray method. With 0.2 mm
pin-hole slit, source X-rays from a Cu target
diffraction tube were collimated to a spot
smaller than 1 nun<t> at a slide stage placed
about 5 cm distant from the pin-hole slit.
Resultant X-rays from a sample placed on the
slide stage, which is excited by the colli-
mated X-ray, were detected with a head-on-
type 6 mm SSD, placed so that its 12.5 micron
Be window was about 5 cm beneath the stage.
X-ray intensities sufficient for analysis
(500-5000 CPS) could be obtained for various
metallic samples with up to 40 kV-10 mA exci-
tation. This instrument proved to be useful
for mm-size qualitative analysis in measure-
ments of tiny samples. Furthermore the pos-
sibility of distribution analysis is expected
based on the result of an investigation on
c.a. 0.1% Cr in LiNbO3, where the ratios OJL
Cr-Ka intensity to scattered Cu-Ka intensity
varied between 0.094 and 0.19, with deviations
of less than 7.5% at five successive points
located at 2 mm intervals along the direction
of growth.

Introduction

Energy dispersive X-ray spectrometry
(EDS) using an Si(Li) detector has become
popular in the field of X-ray fluorescence
analysis I 1'' 2 J, as well as in that of EPMA
(Electron Probe Micro Analysis)'31. However,
it seems still limited in measurements at a
low count rate below 10K CPS, due to decrease
in resolving power, unless intentionally ig-
noring a succeeding pulse with well devised
techniques, such as anticoincidence''*'. On
the other hand, it has large detection effi-
ciency, which can be estimated as 10 3 "x. 10 4

times that of an ordinary wavelength disper-
sive spectrometer (WDS) where crystals are
used. In actual X-ray fluorescence analysis
with EDS, it is necessary to take into ac-
count the limitation of the count rate for
utilizing this merit of high detection effi-
ciency. Photon flux density consumed to
excite the sample can be reduced, or have to
be reduced to 10~ 3 'o IP"4 times of that is
required in WDS, as long as the detection ef-
ficiency is not reduced. Or rather, an area
excited by primary X-ray can be narrowed to
10~ 3 ^ 10~ 4 times of that in WDS, as long as
the exciting photon flux density (photons/cm2

sec) is unchanged. Since the excited area of
a typical WD,S X-ray fluorescence apparatus is
about 10 en"' (= 10^ mm^) , micro analysis in
mm order seems to be feasible when the EDS
spectrometer is employed.

In general, the EPMA method is adoped in
micron order analysis, whereas WDS X-ray fluo-
rescence method is employed in centimeter
order analysis. A millianalyser by X-ray
fluorescence with energy dispersive spectro-
meter using Si(Li) detector, which is the

subject of this paper, can cover the inter-
mediate region lying between the two method?.

Design and Construction

a) Mechanism
Figure 1 shows mechanical details of the

apparatus. It includes the following three
components and other mechanical parts holding
them.

(1) Si(Li) Solid State Detector
(2) Sample Stage
(3) X-ray Tube
These three components are held so that

the excited area is unchanged, no matter what
arrangement variation occurs.

A top-hat and head-on type Si(Li) SSD
(ORTEC-7016), whose effective area is 6 mm*
with 12.5 micron Be window, was used. It was
placed vertically under the sample stage. By
shifting the SSD up and down, distance between
the excited region and its Be window can be
varied from 30 to 100 mm, so that the detec-
tion efficiency could be changed. Over the
SSD, a sample stage (50 x 50 mm) made of
Aluminum was held. The angle, formed oetween
its face and a hypothetical horizontal sur-
face, can be varied from -30° to 90°. It can
be slid for x and y direction on its surface
to change the excited region on a sample that
is analysed in the millimeter order.

An ordinary Cu-target X-ray tube for dif-
fractometry was used to provide primary X-ray
for excitation. To collimate the X-ray beam,
a Cu-made 0.2 mm<j> slit is attached to the
tube. It has an empty cylindrical structure,
having 0.2 mm<t> pin-holes on both bottom sur-
faces. By moving the tube, the angle formed
between the primary X-ray beam and resultant
secondary X-ray flux to be detected with SSD
can be varied from zero to 180°, so that the
appearance of diffraction peaks can be avoid-
ed when a crystalline sample i~, investigated.
Distance between the slit exit and the excit-
ed point on a sample can be varied from 50 to
200 mm, to change the size of the excited
area.

All of the results described in this
paper were given under the following condi-
tions. The distance between the slit and the
excited point on the sample was fixed at
about 5 cm. Also, the distance between the
SSD's window and the excited point was fixed
at about 5 cm. The angle formed between the
surface of the sample stage and the primary
X-ray beam was fixed at about 90°. The angle
formed between the surface and the resultant
secondary X-ray to be detected with the SSD
was fixed at about 45°.

b) Electronics
Figure 2 shows a blockdiagram of a pulse

height analysis system used in this milli-
analyser. It was proved to have a resolving
power of 200 eV FWHM (Mn-Ka line) at 1000 CPS.
Linearity between incident X-ray energy values
and peak-channel numbers was found to be kept
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correct with error of less than 1% in the re-
gion between 3 keV and 40 keV.

Experimental Observations and Results

a) Excited area size
On the arrangement described above, the

diameter of the collimated primary X-ray was
measured by the photographic method. An image
on an X-ray film put on the sample stage re-
vealed that the diameter is about 1 mm, as is
shown in Fig. 3.

b) Secondary X-ray yield
Secondary X-ray intensities for various

pure metallic samples were measured at 40 kv-
2 mA operation of the X-ray tube. Both char-
acteristic and continuous spectrum region of
Cu-target emission were used for excitation.
Obtained X-ray fluorescence spectrum consists
of the characteristic X-rays of the sample
elements and of scattered Cu characteristic
X-rays. Results are listed in Table 1. Char-
acteristic x-ray peaks could be seen obviously
in each obtained spectrum, so that these sec-
ondary X-ray intensities could be considered
sufficient for principal component analysis.

c) Qualitative analysis by millianalyser
Figure 4 shows an X-ray fluorescence

spectrum obtained from a sintered lead ox»<4e.
It was measured at 25 kV-4 mA operation of
the. primary X-ray tube, and accumulated for
83 sec at a count rate of c.a. 200 CPS. Then,
peak identification was carried out with
TOSBAC-5400 TSS search system. In Table 2,
the result of chemical analysis is listed for
comparison. Obviously, it was found that
qualitative analysis about elements, whose
contents are more than 1% and whose atomic
numbers are more than 22 (Ti), is feasible
with this method.

To demonstrate usefulness of the milli-
analyser for qualitative analyses, a part
article of an electron capture type detector
(c.a. 10 x 15 x 20 mm as shown in Fig. 5) for
a Gas-Chromatograph was investigated. It is
made of ceramic. An unknown metallic materi-
al (about 1 mm<f>) is molded into it. In addi-
tion, a wire (about 1 mm?) is contacted to
the metallic material with a solder like sub-
stance. Fluorescence spectra were measured
for three points with 40 kV-0.5 mA operation.
They were:

(A) Wire, (B) Molded material,
(C) Solder like substances.

Each spectrum was accumulated for 83 sec at
about 1000 CPS. Those spectra are shown in
Fig. 6a, in Pig. 6b and in Fig. 6c, respec-
tively. From the spentra, it was found that
both (A) and (B) are made of Nickel, and that
(C) is a kind of silver solder which contains
Ag, Cd, Zn and Fe. Furthermore, by investi-
gating the spectra carefully, it was also
found that manganese was used to contact (B)
with the ceramic, or that manganese is con-
tained in (B), as is shown in Fig. 6a' and in
Fig. 6b1.

d) Distribution analysis
Generally, quantitative analysis by St-

ray fluorescence method, with WDS spectro-
meter, adopts a photon counting method with
stopping scanning of a goniometer at the
angles corresponding to the characteristic X-
ray of the measured element in question.
Whereas, when EDS spectrometer is employed,
intensity of characteristic X-ray has to be

measured, after analysing data obtained from
the fluorescence spectrum. When peak width
is not influenced by count rate, and when
overlapping of neighboring peaks does not oc-
cur in a spectrum, intensity of characteristic
X-ray can be measured as a peak height.

For a preliminary experiment. Mo contents
in Fe-Mo binary alloys were measured, because
this sample is famous for resulting in a good
linear calibration curve. Data were collected
about FX-series standard samples, made by the
Iron and Steel Institute of Japan, with 30 kv-
8 mA operation. Spectra data were accumulated
for 83 sec at about 3000 CPS, with a channel
width of 19.6 eV/cm. Countrate decreased
slightly as Mo concentration increases, be-
cause the fluorescence yield is higher at fe
than at Me (shown in Table-1). However, Mo-
Kct line peak width was mostly unchanged.
Figure 7 shows a calibration curve obtained
with plotting the peak heights of Mo-Ko lines
versus concentrations of Mo after smooching
the spectra. It shows a good linear cur'-e.
Thus, it can be concluded that, as long as the
condition described above ic maintninfxi and
the matrix is not changed, quantitative analy-
sis is possible with measuring peak height.

Based on the result of these preliminary
experiments, the possibility of distribution
analysis was examined. As a sample, LiNbO3
crystal that contains c.a. 0.1% Cr was pre-
pared. As to LiNbO3 crystals made in the
same way, it had baen known previously from
results of other destructive analyses that
concentration of doped Cr is varied on a spot to
spot. Using the mi Hi analyser, which CMO ncn-de-
structively analyze, the distribution of doped
Cr concent was investigated. At as high an
X-ray tube operation voltage as 30 ^ 40 kV, K
emission from contained Mb is too strong. In
addition, concentration of doped Cr is very
low. Time consumed for analysis seemed too
long when reasonable resolution was maintain-
ed under such a high operation voltage. Then,
the X-ray tube was operated at 15 kV to sub-
due the K emission (Nb-Ka = 16.6 keV, Nb - KB
= 18.6 keV). To raise the Cr-Ka fluorescence
yield, the X-ray tube was operated at 13 mA.
Under such conditions, spectrum was accumu-
lated for 2 x 8 3 sec at 40 CPS with a channel
width of 20.0 eV/ch. Obtained typical X-ray
fluorescence spectrpwiy shown in Fig. 8.
Measurements were carried out on five succes-
sive points with 2 mm intervals along the
direction of growth, i.e. A,B,C,D and E, in
order. Using scattered Cu-Ka linp intensi-
ties to compensate for primary X-ray beam
intensity drifting, Cr-Ka line peak, height
ratios to that of the Cu-Ka line were com-
pared. Since suitable standard samples could
not be prepared, the absolute amount of doped
Cr could not be determined. However, from
the fact that the ratio varied from 0.094 to
0.19 as shown in Table 3, Cr distribution can
be seen as relatively such that the doped Cr
concentration increased from point C to point
E.
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X-RAY THICKNESS MEASUREMENT OF ALIMINIM ALLOYS

J . J . A l b e r t , Consultant, New York

The theory of X-Ray thickness gauging i s extended
to reveal the condit ions under which a f ixed anode
vol tage i s i d e a l . A mathenatical aodel o f an a l l o y and
computations reveal that two vo l tages can be used to
measure the aluminum a l l o y s with «n error of roughly-
one percent , determined by the tolerance on manganese
content, rather than the large errors ord inar i l l y a
consequence of the tolerances on copper and zinc
content. Implementation i s d i scussed .

Extended Theory

Mich of the theory of transmission thickness
gauging begins with the equation

T*T.£.
where:

I is intensity incident on the detector when
thickness, x, is interposed between source and
detectOT

Io is the intensity incident on the detector
when thickness is zero

jut. is the linear absorption coefficient

When an X-Ray tube is used as the source, the
substantial spectrua renders this aodel a rough ap-
proximation (and thickness gauge designers character-
istically rely heavily on empiricism, rather than
•take calculations over the spectrum).

However, even the approximate theory, when
extended, reveals useful additional information
about thickness gauging.

Consider the derivable signal-to-noise
equation (Appendix I):

where:

is the change of detector current consistent

with a fixed change in thickness,

^y^ZjcCfor purposes of analysis)

"XJ^, is the RMS fluctuation of detector current
(observed after integration)

yU- is linear absorption coefficient (CM"1)

'X is thickness (CM)

2^, is intensity incident on the detector when

thickness is zero (ERGS/SEC)

~J~ is integration time (seconds) of circuit prior
to observation of detected signals

li? is photon energy (ERGS)

This equation has thi; well known maximum at
yUCpC ~ 2. which can easily be demonstrated by
adjusting thickness. However, when coefficient is
adjusted, via anode voltage, intensity and photon
energy also change so that it is necessary to
examine performance in terms of anode voltage.

(212) 325-942?

Intensity vs. Anode Voltage

Intensity can be related to anode voltage, E, by

•her* n+1 may be between 2 and 5, depending on the
X-Ray tube and the voltage range involved.*

Coefficient vs. Anode Voltage

Coefficient can be related to anode voltage

where • may be between 2 and 4. (Such an approximation
is appropriate if one is well removed from a critical
absorption edge).i

Signal-to-Noise vs. Anode Voltage

Substituting for intensity, coefficient and
photon energy in the signal-to-noise equation and dif-
ferentiating with respect to voltage, one finds that
the coefficient-thickness product at "best voltage"
is (Appendix II):

Alternatively, the thickness for which a given voltage
is the best voltage is

which is, in general, much smaller than best thickness

The Consequences

If a maximum voltage is assumed and S/N plotted
vs. thickness, one finds that "fixed" anode voltage
is ideal in that no improvement in S/N is attainable,
via voltage reduction, in the region below best

thickness,

down to „ ,

(the thickness for which •axiauii voltage is the best
voltage).

**

T
3*4

An alternative view, if anode voltage is to be
chosen, one finds that S/N is naximized at a small co-
efficient-thickness product (generally less than one),
whereas the requirement for detector and circuit
stability is relaxed at high coefficient-thickness
products. Thus, if one has stable components, "fixed"
voltage, (yielding small coefficient-thickness
products) is a desirable choice for gauge design.
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Alloy Measurement

In the neighboihood of one angstrom, where many
aluminum measurements are made, the photoelectric
effect predominates in determining absorption
coefficients. The aluminum alloys can thus be
regarded as being composed of layers of the constit-
uent components since the atouiz retain their X-Ray
absorption characteristics, independent of their
location along the X-Ray beam.

Thus, at one "fixed" voltage, the intensity
yielded by a two component alloy can be represented
as

-r _ •

Let xa and xai be the apparent thicknesses.

The two equations are then

Simultaneous solution yields the computed thicknesses

JA.t

where

jUi is linear absorption coefficient
and xi is equivalent geometric thickness

At another voltage, chosen to yield differential
changes in coefficients.

Simultaneous solution of these equations will
yield the unknowns, Xj and x2. The calculation xj

plus x2 is the geometric thickness of the two
coaponent alloy.
(The subscript <• is used to designate parameters at
the lower voltage)

Implementation

Observe that these equations can be written as

Mi

Note that these are

apparent thicknesses, as though measuring only one
component. In fact, if only one component is intro-
duced, X] ,(aluminum), it is possible to calibrate
the thickness measurements to establish the numbers

Computed total thickness is

(true thickness) independent of how Xj and x2 vary,
in total, or with respect to each other.

Additional Components

To evaluate the effect of a third component,
note that the apparent thicknesses are then

The computed value of thickness is then

Note that a third component does not influence
the measurement of c. and x, so that they can vary
in content, as before, without introducing error in
thickness measurement.

The third term is an apparent thickness since the
equivalent geometric thickness, x3 , is multiplied by
a factor which could be as much as

over the range of thickness to be measured.

Since i££-* and ̂ iii easily measured, by

substituting material, the only unknowns in the twe
equations are the component thicknesses, x, and x2

The average value of the third (and other) terms are
easily "calibrated out" of the final readout (one
time for each alloy), but tolerance on content
permits errors, the magnitude of which are determined
by the departure of these terms from geometric thick-
ness, x3 , x,, , etc. (the closer these terms
are to geometric thickness, the smaller the errors).
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The Aluminum Alloys Hardware

To illustrate the value of the two voltage
measurement, consider alloy 2024.2 Using a single
voltage measurement and assuming a sinusoidal
fluctuation of content, the RMS equivalent aluminum
of the copper fluctuation is about 4%. Using the two
voltage measurement there is theoretically zero error
due to changes in copper content.

(The component limiting performance is o

manganese, since the absorption edge at 1.89A.
permits little differential change of coefficient,
voltage-to-voltage, relative to aluminum.
That is,

is closer to 2ero, for manganese, than is the case
for any other component, resulting in an error of
roughly 1% for those alloys containing the most
manganese)

Measuring Thick Specimens

To measure thick material high voltage (short
wavelength) is required for good S/N ratio and, on
the other hand, it's necessary to exploit the crit-
ical absorption'edges of copper and zinc (at 1.38 8

o
and 1.28 A ), to develop significant differential
changes in coefficients, by choosing the low voltage
to get some of the spectrum above these edges. In
consequence, the measurement at the low voltage and
hence computed thicknesses may be noisy.

Rather than use them directly for thickness
measurements (by adding components) consider
developing a calibration signal.

At the high voltage where S/N is good one
measures

What function would correct this to yield
true thickness

Let this calibration signal be "C"

Note that .?*£• is not a function of thickness.

(For example, at a given alloy composition, a 3%
change in thickness would produce a 3% change in both
components). It is, however, a function of alloy
composition, which changes more slowly with time.
As a consequence X2/Xj can be computed and averaged

a relatively long time to yield the calibration
signal, which, when multiplied by the high voltage
measurement, will yield thickness measurement with
good S/N ratio.

The X-Ray Source

To compensate for the large difference in inten-
sity (with X-Ray tube energy either side of the copper
and zinc absorption edges)1 i t is desirable to have
8 pulses at the low voltage for ever/ pulse at the
high voltage. A high pulse repetition frequency
(PRF = 600 Hz) was therefore used in experimental

equipment in order to realize a reasonable PRF for
the high voltage measurement.

The Detector

The Silicon detector (Nuclear-Semiconductor
model L200-(2) CS, 200 mm2 x 2 mo) is an excellent
choice for the low energy photons involved, and, by
using i t as a pulse detector (104-106 photons per
pulse), there was no problem with leakage current.

Digital Computation

The approach to digital computation can be appre-
ciated by noting the correspondence between the
functions:

("e" is the voltage across a parallel RC circuit as
the capacitor discharges with time, t)

The steps in the process are:
1. Charge a capacitor to a "detected" voltage

corresponding to zero thickness.
2. Khen this voltage is removed from the capac-

itor, (commencing discharge), start the count of a
clock.

3. Khen this voltage drops to equal the currently
detected voltage, stop the count.

In consequence of the correspondence between the
two functions there is a one-to-one correspondence be-
tween thickness and time (the count of the clock).

Due to the spectrum yielded by as X-Ray tube,
the actual functions must be approximated with two or
three RC circuits, which are calibrated to establish
the numbers

and -r
Conclusions and Comments

The extended theory of thickness gauging reveals
that, under very reasonable conditions, "fixed" anode
voltage is a desirable choice for gauge design. In
particular, two "fixed" voltages can be used to
measure the aluminum alloys, eliminating the large
errors ordinarily a consequence of the tolerances on
copper and zinc content.
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Average detector current is proportional to
intensity

(definition of terms is given in the text)

since &TU —

(fixed, for analysis)

To find the RMS noise, Idn, note that

(n,is the average number of photons

in an integration interval,T)

* AV
so that there is an equivalent noise

Setting this equal to zero:

Thus:

Test for maximum is omitted for simplicity.
Solution for anode voltage and maximum S/N is not
presented since the coefficient- thickness product
at "best" voltage is more easily compared with that
at best thickness, "2".

Thus:
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Appendix II

te«:X.

Since differentiation is with respect to voltage,
with x constant, let
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LATTICE DYNAMICS OF INTERCALATION AND LAYER COMPOUNDS

BY 119Sn MOSSBAUER EFFECT SFECTROSCOFY

R. H. Herber and R. F. Davis
School of Chemistry, Rutgers University

New Brunswick, H. J. 08903

A class of inorganic compounds which has received
a great deal attention in the past few years is that
comprised by the "layer" compounds represented by the
transition metal and main group dichalcogenides of gen-
eral stoichiometry MLa, where H - Ta,Nb,Ti,Zr,Hf,Sn...
and L is S or Se. These materials, which generally
have the Cdla crystal structure, are referred to as
"layer" compounds because the adjacent planes of chal-
cogen atoms are held together by relatively weak (van
der Haals) forces, and the solid is readily cleaved in
a direction parallel to these layers in contrast to
cleavage orthogonal to this plane. Moreover, one con-
iequence of this anlsotropy in the bonding properties
13 the interesting observation1 that atoms and molec-
ular species can be inserted (intercalated) into the
van der Waals layer, forcing these layers apart, with
a concomitant change in both the crystallographic and
electrical properties of the intercalate.

Numerous physico-chemical techniques have been
employed to characterize these compounds and to eluci-
date their solid state properties. In the present
study, we have focussed on the application of nuclear
gamma ray resonance spectroseopjr - specifically that
using the 23.8 keV radiation in 119Sn - to examine in
detail the lattice dynamics of layer compounds and some
of their metal atom intercalates.

I. Background

Among the parameters which can be extracted from
Mossbauer effect sspaetra, the isomer shift (IS) and
quadrupole splitting (QS) liyperfine interactions have
received the greatest attention from chemistry because
they are most directly connectible with the chemical
nature of the subject material. The former arises
from the small change in the nuclear energy levels,
caused by the interaction between the nucleus and the
orbital electrons, while the latter reflects the de-
parture from cubic symmetry of the electric charge dis-
tribution about the nucleus. In terms of experimen-
tally accessible quantities the isomer shift is given
by

IS EQ - — (1)

where E is the energy of the resonance maximum for tte
material (absorber) under study, E ^ is the resonance
maximum for a reference absorber, the two electron den-
sities *(0)a, are evaluated at the nucleus for the ab-
sorber and source, respectively, and-^I is the frac-
tional change in tha nuclear radius in going from the
nuclear ground state to the nuclear excited state in
the Mossbauer transition. The IS is usually expressed
in velocity units (mm/sec) as a shift from the reso-
nance maximum for a standard reference absorber mater-
ial which, in the present study, is BaSnD3 at Z9k +
2°K. The quadrupole splitting parameter reflects the
details of the shape of the electric change distribu-
tion around the nucleus and is given by

QS eaq (2)

in which q id the electric field gradient tensor,
3aV/Bza, along the principal field direction, Q is the
nuclear quadrupole moment, and T] is an asymmetry pa-

(3)

with the axes chosen so that |V |< |V |* |V | .

In addition to these two hyperfine interactions,
another parameter which can be used to elucidate the
physico-chemical properties of the solid under study
is the recoil-free fraction of the absorber, fa, which
can be related tc the mean square amplitude of vibra-
tion <x !> of the Mossbauer active atom by the rela-
tionship

f-e-^*-* 00

where * - >/2n " hc/2nEy, with Ey. equal to the Moss-
bauer transition energy. In the case of 119Sn, Ey •
£3.87 JC ID4 eV, so that * « 8.266 x ID"10 cm. The re-
coil-free fraction can be extracted from a Mossbauer
spectrum which has essentially a Lorentgian line shape
from the total area, A, under the resonance curve, that
is

A- f (S)

in which r is twice the natural line width of the Moss-
bauer transition ("•&•,,* 0.6 mm sec"1 for 1 1 9Sn),

L(t) is a thickness dependent line broadening function
related to t • ncof, and a is a proportionality con-
stant. Values of L(t) have been tabulated in the lit-
erature.3 For resonance spectra with more than one
resonance line these equations are appropriately sum-
med over all components of the spectrum.

For the purposes of ths present discussion it is
important to realize that the temperature dependence
of the area under the resonance curve reflects the tem-
perature dependence of fa; that is, d In A/dT -
d In f/dT, and thus it is possible to ertract the tem-
perature dependence of the recoil-free fraction from
the temperature dependence of the area under the reso-
nance curve without the need for determining absolute
values of the recoil-free fraction. The temperature
dependence, d In f/dT, in turn, can be interpreted 1c
terns of a characteristic lattice temperature, 0M,
which would be a Debye temperature if tha solid under
examination met the criteria for a Debye solid. In
general, however, the compounds of interest are not
monoatomic, cubic (isotropic), arrays and thus the tem-
perature characterized by recoil-free fraction exper-
iments is judiciously referred to as a Mossbauer or
Debye-Waller temperature.

In the Debye approximation

In f - - (6)

where W is sometimes referred to as the Mossbauer-Lamb
factor. In the high temperature limit, that iE for
T>-§-» the integ-al in (6) goes to (8A) so that
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i9Sn, leads to the relationship

(7)

where E^ is the recoil energy calculated from conser-
vation of momentum considerations, and is given by

2me3

so that (7) becomes

d In f

"dT

(8)

(9)

and for a free atom recoil-process (ie: a is the mass
of the 119Sn atom), a Mossbauar temperature can be cal-
culated from the relationship

9« - ~ mk d In f/dTJ (10)

A somewhat different procedure to obtain a character-
istic lattice temperature from temperature dependent
Mossbauer effect measurements has been proposed by
Taylor and Craig4 who define a dimensionless parameter,
Sp, by the relationship

ST » In (11)

where (§v) l 3 the isomer shift expressed in dimension-
c

less units. This parameter can be separated into a
temperature dependent and Independent (zero point)
term, chat is

By „ r6v|

c * e T

and is equal to
-3kT

2mca
for T >

Craig and Taylor4 show that in tlw high temperature
limit (that i s T > (6/2) ) it is possible to calculate
a characteristic lattice temperature from the equation

DCT

./a

03)

where is calculated from the relationship
e d l n f _ d In A
^ d(iE)

£

which differs from the relationship implied by (11) in
that a knowledge of the absolute value of the recoil-
free fraction is not needed, but only its change with
(iE/P). The term AE is a diniensionless fractional

energy change given by the isomor shift} that is

- IS(mm/sec)
2.9979 (15)

Combining (13) and (15), and making the substitution
E/k » 2.7702 x 108 deg for the Mossbauer transition in

6'CT 2.7702 x 1DB (
d In A/d AE (16)

in which the denominator of the second term is derived
directly from the slope of a plot of In A versus Iso-
iner shift.

In the present study we have attempted to charac-
terize a number of van der Waals layer compounds and
their intercalates by determining IS, QS, ©M, Bgr, and
related parameters, from temperature dependent Moss-
bauer effect measurements. The relationship of these
parameters to the structure and bonding in these com-
pounds will be considered.

U . Experimental

The samples used in the present study were prepar-
ed by literature methods.6 TaSa-Sn was obtained

6 by an
evacuated hot tube technique using HC1 as a vapor tran-
sport agent, and an independently prepared sample was
generously made available to us by F. J. DiSalvo of
Bell Telephone Laboratories, who also supplied us with
a sample of TaSa-Snjy3 which had been carefully charac-
terized. SnSa was grown both with and without I2 (-5
mgm/cm3) as a vapor transport agent,7 and these sam-
ples were compared with analogous samples obtained
through the courtesy of P. A. lee of Brighton College
and E. Schollhorr. of the Westfalische Wilhelms Univer-
sitat. A single crystal sample of SnTe was generously
furnished by M. Schaub at CENG, Grenoble. To all of
these workers we are greatly indebted.

The Mossbauer experiments were carried out as
described previously,6 and the remaining aspects of
the nuclear gamma resonance methodology have been te-
tailed in earlier communications,9 and need not be
repeated here.

III. Results and Discussion

The lx9Sn Mossbauer parameters of the subjret
compounds are summarized in Table 1. The IS and QS
parameters are in satisfactory agreement with previous-
ly published values and will be referred to below. In
the present study, the primary focus has been on the
lattice dynamics of the Mossbauer active atom in these
compounds, and thus the parameter of greatest interest
is the temperature dependence of the recoil-free frac-
tion and the characteristic temperatures derived from
such data, as well as from the temperature dependence
of the ibemer shift. In the following discussion the
individual compounds will be briefly considered in
terms of these parameters and their implications in the
context of the lattice forces in these solids.

SnSj. In common with numerous other diehalocogen-
ides, stannic sulfide has the Cdl3 structure (C6)

10

with primarily eovalent sF^d3 hybridization of the tin
bonding orbitals. The lattice is simple hexagonal with
one molecule per primitive cell.11 The two unit cell
dimensions are12 a - 3.639 + 0.005 and c= 5.881t +0.005 8.
Stannic sulfide can be grown either12»13'14 directly
from the elements, or in the presence of a vapor trans-
port agent such as Ia, normally added at a concentra-
tion of -5 mgm cm-3 of reaction tube volume. The opt-
ical11 and electrical properties15>16 of SnSg have been
reported in detail. Of particular interest is the ob-
servation17 that crystals grown in the presence of I2

and examined by X-ray topographic methods, show an un-
usually low concentration of lattice defects, and it
is clear that this synthetic method yields large sin-
gle nearly perfect crystals. Although there have been
some reports of anomalous color changes on heating &£g
obtained by Ia transport, compared to samples obtained
from the neat stoichiometric mixture, the presence of
iodine in the lattice cannot be determined analytical-
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ly,14 at least down to the 1017 atoms per era3 (200
ypm) level.

The temperature dependence of the recoil-free
fraction, d In f/dT, obtained from a linear regression
(least squares) fit of the temperature dependence of
the area under the 119Sn resonance curve, is -(ij.59 +
0.0?) x 10"3 deg-1 for the samples prepared in the
presence of I3, and -(14.96 + 0.07) x Ifl"

3 deg"1 for
samples prepared from the neat reactants. The larger
temperature dependence for the latter is reflected in
the 9 H value calculated from equation (lfl), which is
190+ 3 for SnSa and 196+3 for SnSa(I2). There is
no difference in the isomer shift observed for the Sn%
and SnSa(Ia) samples, the 78°K value of 1.06Z + 0.003
mm sec"1 observed in ths present study being in reason-
ably good agreement with the value of 1.11 +0.02 mm
sec-1 reportedlfi by Baggio and Sonino and in slightly
less satisfactory agreement with tha value of 1.15 +
0.09 mm sec"1 reported19 by Stockier and Sano. The
characteristic temperature, 9cT> calculated from the
Craig-Taylor relationship, equation (15), is 160 + 3°K
for SnS3 and 160+ 3°K for SnSa(Ia). The difference
between the Qy and O(jT values reflect the assumptions
concerning the magnitude of the effective recoiling
mass made in the derivation of equation (ID). Clearly
the significance of these lattice temperatures lies not
in their absolute values, but rather in their relative
magnitudes, as well as the changes which can be observ-
ed in this parameter with systematic changes in the
solid absorbers.

TaSa'Snj^/3. The preparation, crystallographic
properties, and intercalate behavior of this van der
Waals layer compound have been discussed in detail30

and the 119Sn temperature dependent Mossbauer param-
eters have been reported.21 The 6 M value calculated
from the In f versus T behavior in the temperature
range 78sTs29li°K is 226°K. The isomer shift of the
singlet resonance is 3.933 + 0.009 mm see"1 at 78°K
and the temperature dependence of this hyperfine inter-
action parameter, d(IS)/dT. is (ii.66+0.20)x 10"4 mm

the calculated value of the temperature dependence of
the isomer shift obtained from the high temperature
limit Thirring expansion.

deg" The characteristic lattice temperature,
9Cf, calculated by means of equation (16) is 270+ 5°K,
but this value must be considered as only tentative
since it is based on a rather limited IS(T) data set.
At the present time a more detailed comparison between
By[ and 9s 0 c for T a S ^ n ^ would be premature.

TaSp.-Sn. The preparation and solid state proper-
ties or tne i:1 intercalate have been reported in con-
siderable detail80>33 as have the "•Sn Mossbauer ef-
fect parameters.21 The controversy raised by the Sn
ESCA data of Haas33 concerning the question of whether
or not the il9Sn Mossbauer doublet spectrum is appro-
priately interpreted on the basis of a single tin site
in the lattice, or, on the other hand by the existence
of two distinct cubic symmetry sites, appears to have
been definitively settled by the single crystal Moss-
bauer study of Herber and Davis,5 and the data anal-
ysis reported in the present study has been carried
out under the assumption that there is a single unique
Sn site in the TaS3-Sn intercalate. The isomer shift
at 78°K is 3.165+ O.COlj mm/sec and the quadrupole split-
ting is 1.120+ 0.1)07 mm/sec. The 9M value calculated
for a polycrystalline sample of TaS3-Sn is 179 + S°Kand
and that for a single crystal sample examined at an
orientation angle of 0° between the optical axis and
the crystallographic c-axis is 176 + 5^. The charac-
teristic lattice temperature, 9CT, calculated from the
Craig-Taylor procedure is 16J + 5°K. The satisfactory
agreement in the case of TaSa-"Sn between 9M and BQ^ is
presumably due to the fact that the intercalated tin
atom exists as a quasi free entity within the van der
Waals layer and its lattice dynamics are governed
by forces acting on a nearly isolated tin atom rather
than on an extensively covalently bonded moiety. This
interpretation is consistent with the agreement between

d(IS)/dT • ' ?

3 EJc
- 3.1*97 x 10"

mm sec"1 deg"1, and the experimentally observed value
of this dependence of -3.36 x 1Q"4 me sec"1 csg"1, as
shown graphically in Fig. h of ref. 11.

SnTe. The preparation and crystallographic prop-
erties of tin telluride have been extensively reported
in the literature, and it is clear34 that SnTe exists
only on the Te-rich side of the stoichiometrle compo-
sition and has a melting point of 6Oli-8O6°C. The tem-
perature dependence of the recoil-free fraction of both
the 119Sc resonance and the 35.1(6 keV 13ETe resonance
have been reported by Bukshpan36 who finds 6jj{119Sn) =
132+ 3°K and 9M(

126Te) <= li*I + S°K in the range 8S£T<
2S0°K. Lin and Rothberg36 have carried out llsSn Moss-
bauer experiments on SnTe in the temperature range
300 *T *500°K and report data for samples having a
range of hole concentrations ranging from h.S x 1019

cm"3 to 1.6 x 3D21 era"3. Further temperature dependent
Mossbauer measurements have also been discussed by
Keune,27 and Bryukhanov et al.,3S who finds 6K(

119Sn)
= 139 + 3°K and by Taylor and Craig* who found 9 C T =
15l*°K using the 119Sn resonance.

In order to compare directly the 9(j and 9CT values
from a given data set, we have repeated the 119Sn reso-
nance measurements on tin telluride over the temperature
range h.Z & T *320°K. The 78°K isomer shift of 3M33 +
0.002 mm sec"1 is in excellent agreement with the value
of 3.1*3 + 0.02 mm sec"1 at 300°K reported earlier.16 We
have been unable to confirm the existence39 of a quad-
rupole h.vperfine interaction of -0.31 mm sec"1 in the
temperature range 78£T*16O°K. The temperature depen-
dence of the recoil-free fraction in the range 171**T<
320°K is found to be -8.70 x 10"3 deg"1 from which
6M(

119Sn) = 12*3 + 2°K. The temperature dependence of
the isoraer shift extracted from these data is d IS/dT =
- 2.77 X 10"4 mm sec"1 deg"1 which yields, by the Craig
Taylor procedure, the value BQ^ » liiO + 2°K, in good
agreement with 9^ calculated from the sane data set.

These results may be interpreted as follows: In
solids in which the (li9Sn) Mossbauer aton is held ei-
ther as an ion or as an isolated atom in the structure,
both the 9u value calculated from the temperature de-
pendence of the reeoil-free fraction (evaluated in the
high temperature limit where T>G/£ and in the ab-
sence of significant anharmonie effects) and the 6CT
value calculated by the Craig-Taylor procedure, give
internally consistent values for the lattice tempera-
ture of the solid as probed by the Mossbauer atom.

In cases where this probe atom is part of a co-
valently bonded structure, as for example in the extend-
ed polymeric SnSa, SnSe2 and related solids, ths diff-
erence between ©H and 9CT will be significant, and this
difference should be useful in the elucidation of the
intermolecular and bonding forces ir> such solids and
their relationship to the solid state properties of
these materials.

Finally, it is worth noting that the experimental
determination of a unique lattice temperature by Moss-
bauer spectroseopic methods provides the solid state
physicist with an additional parameter which should be
useful in the characterization of solids, and, more im-
portantly, may serve as a diagnostic tool in the assess-
ment of the effects of systematic changes (such as, for
example, compositional variations, radiation damage ef-
fects, implantation and intercalation consequences, etc.)
brought about in such materials. The further applica-
tion of these ideas to the study of van der Waals layer
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compounds is currently underway in these laboratories.
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MOSSBAUER EFFECT EMISSION SPECTROSCOPY - A USEFUL SURFACE TECHNIQUE?

C. R. Anderson and R. W. Hoffman
Department of Physics

Case Western Reserve University
Cleveland, Ohio 44106

The Mossbauer effect has been of considerable
use in studying materials because of the detailed
information obtained at the nuclear site. Hossbauer
Effect Emission Spectroscopy (MEES), in which the
specimen of interest is also the Mossbauer source,
has < 0.01 monolayer sensitivity and thus is of
interest in surface and thin film investigations. An
in-situ UHV spectrometer has been constructed which
permits the measurement of Mossbauer spectra at low
temperatures as well as LEED and AES. It is suggested
that the MEES technique, although specialized, may
be useful in surface studies. The main difference.':
from the usual absorption geometry are the production
of the radioactive sample and possible relaxation
effects resulting from the decay. The Mossbauer para-
meters are determined from the spectra in the usual
manner. The MEES technique has been applied to the
study of the magnetization and superparaoagnetic
relaxation in thin Fe •• 0.01 at.X s7Co films and to
the changes in hyperfine field and line breadth in the
amorphous crystalline trarsition in Co. Measurements
of the true surface magnetization (111) Ni are la pro-
gress. The alloy films show effectively bulk behavior
for average thicknesses > 15 A and no superposition of
ferromagnetic and paramagnetic spectra. Only 0.5 T
increases in the internal field were found with crys-
tallization of the pure Co films although a 3OX
decrease in line breath was observed.

Introduction

Mossbauer spectroscopy has most commonly been
practiced in the absorption mode, in which gamma-ray
sources having a precisely defined energy determined
by the emitter nucleus and its environment are trans-
mitted through an absorber containing identical
nuclei but in a different environment. For the zero
phonon population of gamma-rays.resonance absorption
may now be observed by ths appropriate Doppler shift-
ing of their energy. Since the recoil energy must be
small the Y ray energy is limiteil; in practice
Mossbauer spectroscopy is confined to about 26 ele-
ments, Che most common in usage being iron and tin.

The Importance cf the Mossbauer effect lies in
its ability to fingerprint the local environment. The
isomer shift provides a useful way to determine s
electron densities and hence valencies in solids even
when several valencies are present. The nuclear
quadrupole splitting allows the determination of elec-
cic field gradient!! at sites with lower than cubic
symmetry. The nuclear hyperfine structure is the
result of the magnetic field net ing at the nucleus.
In 57Fe this gives rise to a six-line spectrum from
which the internal field and its direction may be
determined . If the fields at tile nucleus fluctuate
at a rate of perhaps 10^ per sec relaxation effects
enter and the spectrum reflects the tine averaged
value of the fiel'i. As we shall see later the super-
paramagnetic relaxation in thin films is of special
interest. Lattice dynamics may be studied through
the temperature dependence of the Mossbauer fraction
and the second order Doppler shift.

In the past 15 years applications of Mossbauer
effect absorption spectroscopy have been numerous

and been described in a series of books and reviews.2

The purpose of this paper, however, is to describe the
Mossbauer effect emission spectroscopy (MEES) technique
and to point out some of the advantages and disadvan-
tages. With certain possible exceptions MEES yields
the same information in absorption spectroscopy.

Emission and Scattering Modes

In MEES, the specimen is doped with a radioac-
tive Mossbauer isotope and serves as the source. Hence
the y- emitting specimen contains the information
concerning the desired nuclear environment. The
absorber nuclei are placed in a host such that there is
only a single sharp transition between the ground and
the first excited states. This is the Inverse of the
usual absorption geometry in which the single energy
gammas serve as the source and the environmental infor-
mation is contained in the non-radioactive (absorber)
sample. The equipment for providing the relative
motion between the source and absorber as well as the
detector circuitry and signal processing is the same in
both techniques.

Since it is obvious that in MEES a new radio-
active sample must be prepared for each experiment, we
must justify the use of a technique that requires a
more difficult sample preparation. The value of MEES
lies in. its greatly increased sensitivity. In order to
deal with samples of. smaller size, or concentration,
and especially to carry out investigations of surface
and near surface phenomenon one desires useful data from
a sample containing perhaps 10 1 3 Mossbauer nuclei in
times of a few hours. Thus the signal-to-background
ratio must be improved by at least 4 orders of magni-
tude over the usual absorption geometry, even if
extremely strong sources were used to reduce the
counting time. Although 57Fe enrichment3 and multi-
layer samples have been used to Increase the sensi-
tivity, but in the limit of small samples (< 10 1 6

Hossbauer nuclei) the absorption geooetry is not at all
practical because the total nuroer of resonant events
is too small.

Mossbauer scattering geometries in either the
forward11 or backward5'6 directions have also been used
to reduce the background. In come cases the 6.3 keV
internal conversion X-rays are detected,7 and this
provides energy discrimination. The internal conver-
sion elections haire also been used in the scattering
geometry as a Mossbauer indicator.8 In this case the
experiment must be carried out in vacuum and rough
depth profiling may be done by energy analyzing the „
emitted electrons. A spatial resolution of about 20A
and a total depth that may be explored of some 600 A
has been found5 for the K electrons 5 7Fe.

In spite of the poorer than .10 monolayer sensi-
tivity or resolution, b/ickscatter geometries have seen
increased use partially because the sample need not be
either thin or "two-sided."10"12

One of the earlier applications of the MEES
technique is that of the alkalide halides by Mullen13

and others. u Tracer (0.1 me) amounts of s7CoCl2
were vacuum evaporated onto a NaCl crystal face and
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thermally diffused Into the lattice with some precipi-
tation taking place. The same deposition technique is
presently being used in studies of color centers in
KC1 and HaCl. l 5

Characteristics MEES

An early study by Wertheim16 suggested that
multiple charge states might exist in insulators
because the Co Auger cascade relaxation process is
Incomplete before the excited 57Fe nucleus decays
with the emission of the 14.4 keV x-ray carrying the
environmental information. Thus, unlike the absorp-
tion mode, the local nuclear signature may not be
known in advance. The physics is essentially that of
which charge state(s) exist in the just-decayed
daughter on the time scale of the nuclear lifetime,
which for iron is 10 7 sec. If the relaxation Is
sufficiently rapid then only a single charge state is
it.-/u3ved and the observed MBssbauer sp- jtrum is not
mixed. T M s case sterns to commonly '.iappen for s7Co
in metals. A rapid relaxation was also observed for
"C0/C0CI2 and "Co/NaCl. 1 3 The case of "Co/CoO is
complex and controversial. Measurements of delay-
coincidence MBssbauer spectra in 57Co/CoO and 57Co/NiO
show no evidence of metastable charge states,17

although other interpretations of the MUasbauer data
is given.18 1 9 The temperature dependence of 57Co/Co0
spectra for material prepared at high temperatures
has been interpreted as evidence for electron hopping
charge fluctuations.20 MEES is suggested as a sensi-
tive technique to investigate charge averaging and
fluctuations in solids.21 With the present state of
understanding direct comparison of emission and
absorption spectra may be needed to establish the
t-narge state for insulating samples as has been done
for LiNbOa 2i

A second feature concerns the line shapes.
Because of saturation effects in thicher absorbers,
the peak heights or areas In a spectrum are seldom
those calculated from the transition probabilities,
in particular the nuclear Zeeman line intensities
tend t~> became the same instead of the 3:2:1 ratio
expected for a random magnetic field direction.
Some applications envisage using the intensities to
determine the. average field directions and infer
magnetic anisotropies. In this case MEES has an
advantage as the absorber is fixed from sample to
sample and may be made sufficiently thin to avoid
saturation at the expense of counting time. Self-
absorption in the sample is eliminated as the radio-
active emitters are confined near the surface.

He establish the sensitivity of MEES with the
following example. Consider a specimen of 1 cm2

area doped with 10 l 3 s7Co atoms. This represents a
concentration of about 10~2 monolayers with the atoms
spaced some 30 A apart on the surface. The working
equation for the counting rate is:

N
In 2

T
F P

where N. is the number of radioactive source atoms,
T theirTialf-life, a the MBssbauer decay branching
ratio, f the source recoilless fraction. F is
an absorber constant combining the f fraction, 57Fe
concentration and cross-sections and represents the
absorber design comprinises between Tine breadth and
counting lats. We have used 1 mg/cra2 s7Fe in stain-
less steel with F - 0.4 and 0.25 mg/cm2 57Fe in
sodium ferrocyaniie. The constant P is the source-
absorber-detector geometry factor and includes the
transmission through the 0.010 in Be windows and Al
radiation shield as well as the counter efficiency.
For our spectrometer using 0.01 monolayer 57Co the

sample activity is 10 uCi and the counting rate is

about 10 c/sec or roughly 100 counts per charmel-hour.

UHV In-situ Emission Spectrometer

The UHV/MES apparatus has evolved over a
period of several years. The first system had a
reentrant cavity with a thin beryllium window for the
Mossbauer radiation to reach the external coaxial
absorber and proportional counter. An asymmetric
constant acceleration drive was used to facilitate the
data analysis.22 The Mossbauer electronics are
straightforward with the exception of the asymmetric
drive. The cantilevered absorber and end window
proportional counter complete the counting system and
necessitated custom drive speakers to minimize
unwanted vibrations. The system design and operation
prior to the present modifications is described in
references 22, 23 and 24- Presently the experimental
linewidth for the spectrometer is <0.5 mm/sec FWHM.

Substrates were mou"ted on a variable tempera-
ture helium dewar and deposition carried out in the
ultrahigh vacuum. A 57Co Fe alloy was evaporated
from a pyrolycic BN crucible in order to condense
oligatomic films on glass substrates.23 In spite of
the low diffusion rate perpendicular to the BN basal
plane, it was nevertheless difficult to deposit
10 1 6 atoms by this technique. A pendant-drop electron
beam heated source was designed to minimize the
thermal flux and facilitate the condensation on helium
temperature substrates.2I<

The system has now been redesigned to include
LEED and AES (CMA) for surface studies. Figure 1
shows the geometry for the various techniques. The
UHV pumping station is based on a 12" Varian ion/
sublimation system with RGA. A 15" high collar

M

Ar RGA

Figure 1 UHV in-situ MEES System. The sample
is attached to the He dewar 0,surrounded by a
radiation shield. The pendant drop evaporator
E and heater H are shown. Not drawn are RHEED
electron gun and sample manipulator operating
through port M
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section, fabricated by Ultek, houses the MEES.LEED,
single-pass CMA and Ar sputtering gun. Additional
ports will allow the later addition of RHEED. The
variable temperature dewar, custom fabricated by Janis
Research on a 10" UHV flange is fastened to the top of
the collar with its vacuum insulation common to the UHV.
Pressures of 2 x 10"* Pa are easily obtained after
overnight bakeout and before the dewar Is filled.

Because the specimen must be heated after argon
bombardment for cleaning and annealing and then low
temperatures maintained to avoid surface and bulk dif-
fusion of the 57Co, the sample holder design is rather
complicated and will not be detailed here. In addition
provision must be made to rotate the sample for the
various surface analyses. The LEED pattern must be
viewed from the back side of the screen since the
specimen is mounted on a rather large cold finger, which
in turn, is surrounded by a N2 thermal radiation shield.
The present system thus incorporates multiple surface
techniques in addition to the in-situ MEES spectrometer
even though some design compromises vere necessary.

In-situ MEES has been applied to monolayer
films by Varma and Hof fman.23.2"5 Briefly these Fe
0.1 at.% 57Co films were deposited on nitiogen cooled
substrates at 10"8 Pa and spectra obtained from near
helium to above room temperature. Films thicker than
10 X (4 atomic layers) Fhowed a iiyperfine splitting
over the entire temperature range, although the inter-
nal field decreased somewhat more rapidly with increas-
ing temperature for the thinner samples. For the 0.2
inonolayer specimen only a poorly resolved doublet re-
lated to rapid superparamagnetic flucturations was noted
Several samples were produced in which the transition
between these two behaviors could be followed and the
usual six-line spectra would undergo a broadening and
collapse. Submonolayer films showed a well resolved
doublet interpreted as a quadrupole splitting at a
particular nucleation site on the substrate. From the
point of view of the ferromagnetic dead layers the
filmo whose thickness exceeded the superparamagnetic
transition never showed coexistence of a hyperfine
spectrum with a central line. Thus, one must conclude
that either no dead layer exists at the surface of
these films or that the relaxation times are so
changed near the surface that a paramagnetic
contribution would not be observed.

For comparison Walker and his co-workers12 have
used the Hossbauer scattering geometry to reduce the
background and obtain measurements on enriched
samples. Epitaxial samples were prepared in UHV and
then overcoated to protect them for the Mossbauer
measurements made under ambient conditions. Their
results agreed with those of Varma and Hoffman with
the exception of two features. First, single and six-
line spectra coexisted in some samples of average
thickness up to about 30 A and secondly, hyperfine
fields in excess of the iron 33.0Twere observed. The
importance of trace impurities trapped in the sample
during preparation and the difficulty of adequately
protecting the sample were later recognized as a
result of AES analysis indicating the presence of iron
oxides. It should be emphasized that only the in-sltu
experiments do not show the superposition of ferro-
and para-magnetic spectra.

100 A 57Co/Co films were deposited on
helium temperature substrates by Kwan and Hoffman.2<*
An amorphous crystalline Phase transition was found at
^ 53 K by observing a rapid fourfold decrease 1T»
electrical resistivity upon warning. In contrast to
data in less pure metallic amorphous ferromagnetics
these Co films showed only a 0.5T increase in the

internal field in going to the crystalline phase.
The linewidthdecreases from 0.8 to 0.6 mffi/sec and can
be interpreted in terms of a smearing of the atomic
positrons in the randomized material. The other
Mossbauer parameters were essentially unchanged.

Data for a 0.01 monolayer Co-Fe alloy depos-
ited on a glass substrate but measured under ambient
is shown in Fig. 2. The spectrum shows a splitting of
2.2 mm/sec, interpreted as a quadrupole splitting, and
an lsomer shift possibly corresponding to Fe2+. The
width of the lines was about 1.5 times the experi-
mental resolution. The continuous function super-
imposed on the data is a Lorentzian function
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Figure 2 First MEES spectrum of 0.01 aono-
layer 57Co/Fe sample. Isomer shift with
respect to sodium nitroprusside.

The distinct features of the spectrum for
this sample are consistent with the assumption of
isolated atoms on the surface. At this low surface
density the distance between atoms is about 10 atonic
diameters, implying that about 99% of the substrate
area is empty. This would indicate that the resonant
fraction is for the most part due to substrate-iron
bonding, and may thus be characteristic of isolated
atoms on the surface.

It is also possible that monomers are not
stable on the surface and the smallest stable nucleus
consists of 3 or more atoms. The spectrum of Fig. 2
implies if this Here the case, then the majority of
emitting atoms have roughly the same quadrupole
splitting, and isomer shift, and consequently implies
that the majority of film atoms are either clusters of
one atom, two atoms, three atoms, etc., but not a
mixture of one, two, etc., atoms. This is in contrast
tc the normal interpretation of the nucleation and
growth models which would predict a distribution of
sizes of atomic cluster. Similar in-situ spectra with
the same splitting but different isomer shift have
been observed.25 Upon annealing che usual six-line
spectrum is observed corresponding to the growth of
the n-mer cluster to a sire greater than about 100 X
such that the superparamagnetic fluctuations are slow.
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The examples given show that MEES has applica-
tions to thin film and amorphous magnetics, nucleatlon
site identification and growth of small clusters and
hence to catalysis. Additional data may be found Iti
the references cited. Experiments are in progress to
measure the surface magnetization and anisotropy
direction by deposition of 57Co on well-characterized
single crystal magnetic surfaces. Th1« field of
surface Mossbauer effects has been reviewed by a
number of authors, but experimental data are
scarce.22,28 (jggg should fill that gap.
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MOSSBAUER DOWN - HOLE GRAVITY HETER

Jon J. Spijkerman*, Jag J. Singh**, David H. Bohlen***, Kenneth H, Brown***, Richard A.

The application of the Mossbauer Effect for a
proposed down - hole gravitometer is described. Tiie
inherent precision of the Mossbauer Effact presents a
comparitively simpler and lower cost alternative
technique for the measurement of gravitational anomal-
ies, which have yielded the most definite information
on oil reservoir location.

Introduction

Tht; first demonstration of the Mossbauer Effect
(ME) in gravitational measurements was the Pound and
Rebka experiment in 19fiO. The relationship between
ME and gravity can be derived from the apparent weight
of the photon.

In survey uses for the location of hydrocarbon
and mineral reserves, tha precision of the tfossbauer
measurement must be increased by many orders of mag-
nitude. Existing Mossbauer isotopes do not have suf-
ficient sensitivity; however, there are several long
lived isotopes available, and Rh-103 is the most suit-
able for this application. Long lived metastable
isotopes have higher order transitions, resulting in
very complex spectra. Analysis has shown that magnetic
polarization greatly reduces the n'imber of allowed tran-
sitions. Magnetic modulation can be used to measure the
gravitational shift.

Theory

A. Gravity Measurements. The main purpose of the
gravitometer is to provide oi. substrate formations, ei-
ther with an airborne pad or downhole tool'2'. McCul-
loh'3' has shown that the gravity difference between
two vertically ser-rated points underground is:

ACg ACb [1]

where: F£ = local free air gradient, mgal/ft

K = the gravitational constant

p = the average rock density within the AZ

Act ~ the surface terrain effect correction

ACg = the correction due to dippiny beds

ACb = the correction due to borehole effect*;
in mgal/ft

The AC corrections are small below 3000 ft for a homoqe-
neous lithology and £. short AZ spacing (3'.
Solving for the density, and using the gravitational
constant and an ewerage value for the frea air gradient.

p = 3.687 - 39.185 (AG/AZ) [2]

For resevoir evaluation a precision of 10 microgals at
30 feet intervals would be desired to give a density(4)
accuracy of 0.02 gm/as3. The success of borehole gra-
vimetryf^' is attributed to its large volume capability
and the absence of wellbore a d near wellbore effects.
Present gravitometers use a vibrating mass or astatized
spring, and require a large borehole diameter. The Mosu-

•Ranger Engineering Corp.,Fort worth, Texas,
** NASA, Langly, Virginia.
*** Northwestern State University, Alva, Oklahoma.

bauer devise can be constructed with a much smaller
diameter, and without moving parts.

B. Mossbauer Effect. The Mossbauer gravitometer is
based upon the general theory of relativity equivalence
principle, or(6)

AE = -;fgAZ 13]

where E is the Mossbauer gamma ray energy.

The fluctuation in AE from changes in the value of g,
is:

AE = (EY/c2)gh(ig/g) = Ey(Ag/g) lo" 1 6 ev/m [4]

To attain 1 ppm for (Ag/g), the energy resolution must
be:

(AE/Ey) = 10~22 m"1 at the surface of the earth

for a source-absorber separation of 1 meter.

This is outside the present Mcssbauer isotopes resolu-
tion. However, there are several isotopes with low ener-
gy metastable states(">. Rh-103 ia the most logically
choice from a Mossbauer gamma ray energy, isotopic a-
bu.-idance and decay scheme simplicity. The 40 keV trar-
sition insures a recoilfree factor of 0.77, and suffi
cient penetration energy in the absorber. The Ag-109
also has many of the desired characteristics.

Using the Rh-103 parameters,
[4],

AE = 4 x 10"18 eV/m

= 40 keV ia equation

The natural linewidth for the 40 keV state is

r = 1.9 x 10~19 eV

Or,
AE/r = 21 for 1 meter source-absorber separation.

C. Mossbauer Parameters. Most of the Mossbauer para-
meters can be derived frcm the nuclear properties. The
decay scheme for Rh-103 is shown in fig. 1. The 40 kev
transition is E3, from a 7/2+ to h- state. The 40 keV
level nuclear parameters are not known, but have been
estimated using deshalit (8) model of a weak coupling
core-excitation model. The excited levels are described
by the coupling of a single proton to the adjacent dou-
ble core nucleus. Using thes~. calculations and the mea-
sured values.

tjj = 57 m

aT = 40, X(K) = 0.07 K/(L+N+M) = 0.1

IA = 100*

MG - -0.0883 nm (measured)

MM = 5 nm (calculated)

BM = - 0.20 b (calculated:

!-3|< 1.2 x lO"3 (calculated)
I Kl

The isomer shift can be estimated from the electronden-
sity at the nucleus and the change in nuclear rat. ius.

For Rh-103, |*_(ri) |? = 0.49 x 10-26 cm -3

and (AE/E)= 1.4 x 10™ for a 5s electron transfer.

279



The isomer shift does not present a problem in the
gravitometer, but line broadening can arise from impur-
ities and crystal defects, which requires a high degree
of single crystal source and absorber perfection.

The quadrupole interaction will only effect the
7/2 sta.e, which will split into 4 levels. The magni-
tude of the quadrupole interaction will depend on the
crystal deformations, impurities, dislocations and the
Sternhejmer shielding factors)

°r fv (1 . Y , + (1.R , [5]

for Rh-103, and R -0.1

The q arises from the positive ion cors within the

lattice, and q is due to the non-spherical distrib-
ution of the conduction electrons in the immediate
vicinity of the nucleus. The quadrupole effect can
cause serious line broadening, but by applying a mag-
netic field the degeneracy can be lifted.

Magnetic Hyperfine Splitting. The intensities of the
gamma emissions following a nuclear transition can be
calculated for unpolarized and magnetically polarized
atoms.

In general the intensity of a transition from a
ground level jg > to an excited level |efc> due to the

absorption of a gamma ray quantum is given by the squ-
ared absolute value of matrix elements of unit irreduc-
ible tensors between groung level and excited states:

>l2 [6]

The quickest and most elegant evaluation of [6] fol-
lows from the Wigner-Eckart theorem, which states that
the matrix elements of an irreducible tensor operator
r for eigenstates of angular momentum depend on the
quantum numbers u and u in a way that is completely
deacribed by the aClebscfi-Gordan coefficients, i.e.,
the desired element is equal to a constant times the
appropriate Clebjjh-Gordan coefficient.
The electric multipole radiation associated with the

transition J_ is:

7/2+

1/2-

Rh-103

Figure 1. Energy level diagram for the Pd-103 ->-Rh-103
decay.

6 = 0°

Polarized

(a)

(b)

1 1 1
Figure 2. Magnetically split hyperfine spectrum for
a). 8=0° polarization and b). unpolarized spectrum,
of the 40 xev transition of Rh-103.

and

»^ w-«-^-r
î)

m (m - 1) t©.*> 1

i a +
f8]

where Y are the spherical harmonics, The Clebsch-
Gordan coefficients are given by Rotenberg et. al.(8)
ana. the spherical harmonics by Edmonds (9) .
For an unpolarized spectrum, the angular dependance
averages out, and the intensities a given by the
square of the Clebsch-Gordan coefficients, as shown in
figure 2b. When the polarization is 6= 0°, the 14 line
spectrum reduces to only 4 lines, as shown in figure 2a.
The values of the angular distribution functions for
6 = 0 ° and 6 = 90° are:

Z3,3

Z3,2

Z3,l

Z3,0

6 = 0°

0

0

224/2567T

0

6 = 90°

105/2S6*

70/256H

7/256H

84/256H

Magnetic polarization of the source and absorber thus
greatly reduces the complexity of the spectrum, and
also lifts the quadrupole degeneracy.
Electron-Nuclear Interaction. This dipole interaction
between the electrons and nuclear spins.

.) [9]

where d is the lattice spacing. The dipole-dipoie
interaction can be suppressed by operating at low
temperature, or by applying a polarizing magnetic field.
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The preparation and isolation of carrier free
Pd-103 produced by Rh-103 (d, 2n) Pd-103 reaction has
been described by several workers (refs.10,11,12). The
procedure used by Gile, et.al, (10) in isolating car-
rier free Pd-103 ti-osi the target element and 41-day
Ru-103 reaction, is described belov. After bombardment
for a predetermined time with 20 MeV deutrons, the 1
gram pure rhodium target was fused with excess potassium
acid sulphate and the resulting mass leached with water.
Insoluble impurities were separated by centrifugation
and the decantate was made 6 N in hydrochloric acid by

Legend. A- Single crystal Pd-103 source, B- Single crys
tal Rh absorber, C- Radiation Detector, D- Source mag-
netic polarization coil, E- Absorber magnetic modulation
coi.'., F- INVAR Source-Absorber separation tube, G- Radi-
ation collimator, H- Magnetic shield, I- Cryogenic en-
closure, K- Electronics and cryogenic control section.

Figure 3. Proposed Gravitometer construction.

treatment with 12 N_ hydrochloric acid and sodium chlor-
ide and then 5 milligrams of selenous acid were added
to the solution. The resulting solution was treated
with excess sulphur dioxide which resulted in precipi-
tation of elemental selenium which carried 99+ percent
of Pd-103 from the solution. The precipitate was wash-
ed with water, dissolved and reprecipitated. The sel-
enium precipitate was dissolved in concentrated sulph-
uric acid, transfered to an all-glass distilling flask,
9 N̂  hydrobromic acid added and the mixture distilled at
200°C. The residue contained all of the Pd-103 activity,
ftll these steps can be compleated within a j-sriod of 1-
2 hours. For the extreme purity required for the (Pd-
103 - Rh-103) gravitometjr, the source thus produced
may have to be subjected to a mass spectrometric sep-
aration and single crystal growth.

Preparation of Pd-103 Radioactive Source

There are a number o£ nuclear reactions that can
be used to produce Pd-103 i-adionuclides. Some of them
are summarized in the following table.

Nuclear

Rh103 (p

Rh103 (d

Reaction

, ») Pd103

, 2n) Pd103

(a)

(b)

(aj

(b)

Cross Section

(700* 40) mb at E =
10 MeV (ref.13) p

1100 mb at Ep=12 MeV
(ref. 14)

(58*3) mb at E, =
14.6 MeV
30*1.5) mb at Efi =
20 MeV (ref.15)

Rh , which is 100 percent abundant, is commer-
cially available to the 99.999 percent purity level. A
typical source preparation calculation based on Rh-103
(p, n) Pd-103 reaction is given below:

Source reaction: Rh-103 (p, n) Pd-103

o (p, n) at Ep = 12 MeV: 1.1 barns
Assume a 1 gram Rh target.

The bombardment time, using a beam of 100 microamperes,
needed to produce 1 curie of Pd-103 is S\ hours.

Conclusion

The development of a Mossbauer gravitometer is
well within the capability of present day technology.
The purity and perfection of the source and absorber
single crystals is the most important aspect of this
development,

This new survey meter will have a maximum dia-
meter of 3.5 inches, making it possible for use in
cased boreh-les. The absence of mechanically moving
parts and the wide range of measurement with magnetic
modulation should substantially increase the logging
rate.
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3.5 Concluding Baiarto

The studies reunited here clearly
the potential role of an X-ray fluorescence- tech-
nique in continuously monitoring the coBpositiw>
of tho so-called filler, which is ccntainad in the
product (merging Iran the paper-making machine.
Using 55Fe as the excitation source and an X-ray
proportional charter, the monitoring of the level
of the filler constituent, TiCj, is shaun to be
particularly feasible. Oorrecting the observed
titaniiin X-ray counting intensities for the effects
of change in basis weight, clay contoit d»S noisturc
appears to be feasible, provided is*icpi&&sax. naasure-
ments of these parameters are available on a contin-
uous basis, as is the case in aniern plants. Neutron
activation analysis proved to be a valuable tool for
determining the filler caqpositions ir. the experi-
mental samples studied in the present work.

The X-ray fluorescence- technique alma appazas to
be toisible for nenitcring the levels of CaCOj jirt—
sent in the finished product, although not when
appreciable quantities cf T1O2 are also present.
This restriction is owing to the lower fluorescent
yield from calcium than fran titanium, coupled with
the partial overlapping of the fluorescent peaks
iron the two elGncnts in the present apparatus.
Frequently, however, &CO3 docs not appear as a
filler constituent along with TiO2. Correction for
variation of basis weight, clay content, and noisturc-
appears feasible for CaCO3 noUtoring as for TiO2.
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2.8 CB o.ii.
Z.i ca f .d .
J..8 ca

A •seheassis: dravlnfi of the KPCe crvonrat and
deteetar ists>.ratinK. (See teitt for d e t a i l s )

Tiws t«
«?stt*h con-

ci>.|' .i!M> 48 set. ritcifU.iS in»ulatotr. The sapphire
;w!rt£t,i.jnud ai;jSo3t a tu!>ular itlusl'Atn cold finger.

is) '*$*& to ic;>ru'.tt titrrs.U conductivity at each
ne*i. Ttie tuggtphlre tttii dfltrcSnr are held eo the

tlzp.e* by three 0.2J-BiR-dla3eter
rtt<tSni«<<» «{e«l vtrct*. i>aiy unt is -.JIB-.T) in Tig- *.
*s ih*f ate jwsi5 Sesett « 120" intervals ,'»rou«4 the
tSet.ees»ir. Tttese vtren couple into a O.'/J-as-thtck p£«ce
of le'AiiH* tSus irxit-mSs 4cros« the entire ?*« of the
4st««trtr. Tiw lessn i« l.S are thick around the edse
o{ the detector. Ttiis Sou-?, isatcrijl J» usied ta RinJ-
nisc n.iss, but it iitflu ,-tcrv«>» in 'told in place a «sall
vire ctrryinf, the !:ir*'> voltage to the detector. The
:iit;i;.i> lead tu the input ITT la a Cu vjls-e <T,clrc!ini;
tiie ti.tpphirc and iviMri! tightly into the ir.dlua end
««(>phtr«.

The t»ijcl*>sing uj!!s of the «tusinu3 vacuua
.u-o o..'iQ can titieiL In tHe vicinity of the deteetor, AHJ
K»t ersdually thicker (for e.'cli.itiicii: xtrength) av»y
froa the dirtector. TJi« (>re«tr««oed all. ..aua end jlnitov
its '). JO en thick am! «»» electron-!ie«o-velded ô the
hfluMitif. valla. Ttiuii, i»i>n surrounding the detector
has been alninisod. N'ote fd.ic no heat uhlcld Is esploy-
eii itnii that tii.-, ^old finder and ln.'iul;it:.r .ire tubular.
It VAH neceflttiii^ to adopt this "baaa d'.tJsp" f-:«>o»vcry;
otherwise the tuctc-itcattereti K.inau-r.iy distribution
(centered about 225 SxV) becoaeis Mornous vtth the ex-
cellent CoaptJii continuus supprr.-wion that this spectroe-
eter yteltts.

"Hte «plit-halves Anticoincidence-detector ^
Is tuted. The KaI(T£) dcrcctovr., 3'. en In dimeter and

Reference to a company or product n.mc does not Imply
approval or recoiwcndatton of the product by the Univer-
sity of California T the U.S. Energy Hesearch and Devel-
opment Adminlsitratlon to the exclusion of others chat
nay be suicib.\o.

17.5 c» thick are optically Isolated and integrally
aouotcd in a single housing. Nine 7.6-ct»-cUaEtter pho-
totubes view each end. The detector vscuua housing
entrance well is 5.0 en in disaster and 25 en long,
uhllc the gaaeui-ray-boats entrance well is 1.90 en in
dlawter and 9,0 CB long, Tlie nuch smaller bean en-
trance redueen the gasesa-ray back-scattering solid angle
(G-a.uc) and al l ivs better suppression in the vicinity
of the Cospton fdues. The SnKTx) ve i l enclosure walls,
designed to reduce oass absorption between the central
iSFttii detector and the anticoincidence detectors nrc
0.75-co-thick aluoinua.

Electronics

Figure 3 shevs a block diagram of the electronics.
The Sal prcamplifier» should have excellent overload

In 4ltvsx.ivT and has a I*, S-ws-deBJ* intrinsic sefttitn.
?»!lrtiiiust t* wtstrtS far ch* p-eontaet '-"-» «•-> an<i dif-
f u s e tlthiua for the n-eontael <• o.>''•'> se>. Hie dotec-
sur nperatos at 2300 V, tot In f«Uy depleted at W0 V
(*•] « lO'* inptjrltv attms/ca^). the detector is ori<mce<J
so tiwt e« 8 Hfu*i«4 eaaut rays enter t5iro«,ih the j>-
i->atiiet; Isttnce, hj»<;fc.«catt«r«») photons wSU pasn
Ihc ifttsHSpf }«setion.

¥t/,. i. Electronic circuit used to of.-«rate suppression
«nd pair aod«s slsult^.eously.

characteristics ,ind ver- fast recovers- tiaes for coscic
ray events. Constant fraction discrioinators arc used
lor both Hal and O signals. The threshold o! the »cln-
tlllatlc^ detector's dlacrlolnstor should be set .•:.-;
close la noise level as fostiible, but not in it. The
best suppression f.iccor is obtained when the aralicst
energy [retraction in the aclntillator is detected.
Wian t''.c syatea is used as a suppression spectraaeter,
a signal frsa cither scintlllator half In coincidence
v'.ch a '•'.<• evenr anticoincidences or rejects shat Gc
event and stops the TAC. In operation as a pair spec-
tr.jncto!-, both scintill.itor halves oust register a 511-
keV annihilsitt.il quanta. Hence, a "f&At-siou" coinci-
dence ars-angeccnt is used. A 467TAC fast-coincidence
cutriut B"tes the sic; 418A trlple-coinclrience unit,
w)ios« output, in turn, allows acceptance of any Re event
by the analyzer. Kate that a biased amplifier is intro-
duced prior to the analyser to select only chat portion
of the Ge speccrun above 1.0 HeV. Thus, Conpton-
iuippreasion and pair data can be recorded sloultancously.

Performance

Plgure U shous. two spectra of Zn-65. The top
sptsctrua is singles data, while the lower data is Compton
suppressed. Both spectra were recorded simultaneously.
Tite oaxlmun suppression factor achieved was 25 in the
vicinity of 700 keV. This leads to a peak-to-nlniaun
Compton value of 1100 to 1. Zn-65 is a posltrc . enlt-
u-r; thus the 511-kcV peak is normal. Note that the
two spectra join at very low energy O 2 5 ko'V), corre-
sponding to no suppression or gama-r.iy scattering an-
gles less than 0-nin, about 2*30'.
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10'

Channel number

Fig. 4. Cospton-suppressed (top) and singles (bottom) spectra of Zn-65.

Figure 5 shows a singles and Compton-suppressed
spectrum of Co-60. Here* the two spectra join at about
30 koV for a O-oin corresponding to about 2°20'. Note
that the double escape peaks at 151 and 310 keV are
suppressed beyond detection. For higher-energy garaoa
rays, they arc not completely eliminated, e.g. the Na-24
2.754-MoV transition. This Is easily understood If
one considers two annihilation quanta that escape at
0 - 0 * and 180* respectively, where there Is no antico-
incidence sclnd.Uitor. Much less likely, but not zero,
Is the probability of both 511-kcV quanta not Interact-
ing at all with either sclntillittor.

Note the presence of a small 511-keV peak In the sup-
pressed spectrum. This Li a result of Co-60 photons
interacting via pair production with collimt .or walls
and any Mass in the vicinity of the detector. Subse-
quent to annihilation of the positron, one 511-keV quan-
tum is totally absorbed by the UPGe detector. The large
size of the back-scattered gamma ray peak centered about
225 keV is readily apparent. It would have had a much
greater area were it not for the "beam dump" geometry
used In mounting the detector (see Fig. 2). The gamca-
ray penks show a FWHM of 190 keV, and the peaks are
essentially Gaussian. Thus, without significant tailing.

10'

1200 1600 2000 2400 2800 3200 3600 4000
Channel number

Fig. S. Compton-suppressed (botram) and singles (top) spectra of Co-60.
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one observes the Ge fluorescent x-ray escape peaks.
The excellent peak shape is In part due to colllmatlon
of the Incoming gamma radiation toward the center of
the HPGe detector (Fig. 2), and in part due to the ex-
cellent detector material quality, which allows the
use of a large overvoltage.

The maximum suppression factor observed so far with
this system is 31. It depends sensitively on the N a K T
SL) discriminator settings and the condition of the pho-
totubes. With noisy or poorly working phototubes, small
light signals will not be detected, and those events
will not be rejected. A oaximum suppression factor of
24 corresponds to 95.83Z rejection, while a factor of
31 corresponds to 96,77%, a difference of less than
one percent. In fact, some time after the Fig. 5 data
were taken, six noisy and two non-working phototubes
were discovered. Also the degree to which the Compton
edge "peaks11 are suppressed, and the low energy at
which the spectra join depend on photomultlplier re-
sponse and discriminator setting. In data taken ear-
lier, the suppression factors were 25X better than for
the data in Fig. 5. As a result, almost no increase
was observed to occur in the spectrun towards the low-
energy side of the suppressed 1.33-iieV Conpton edge,
contrary to the increase observed in F.g. S.

Discussion

The excellent Compton continuum suppression and near-
ly !• i enclosure of the HPGe detector lead the spectros-
copist to consider experiments not otherwise possible.
For example, it Is nearly impossible to measure quanti-
tatively via beta-spectrum intensities the very weak
forbidden beta branches whose endpoint energies lie
>rell within strong allowed beta transitions. However,
with significant Compton suppression, it is possible
to observe very weak gamma transitions that depopulate
levels fed by forbidden beta decay. Raman^ has suc-
ceeded in measuring several such cases (although with-
out suppression). The common radioactivities of Co-60,
Zn-65, Cs-134 and Cs-137, and others, all contain possi-
ble foroidden beta branches observed via weak ganaa-ray-
transition-intenslty measurements.

Similarly, one can measure weak gamma-ray branches
that test various theoretical nuclear predictions. In
the quadvupole vibrator D»del, small inter-particle
couplings remove the degeneracy to lead to a triplet
of levels (0+, 2+, and 4+) for the two-phonon vibration.
Gamma-ray transitions between the 4+ and 2+ levels (the
so-called "zero-phonon" transitions) are forbidden ac-
cording to this model. These weak lnterband or model-
forbidden gamma-ray transitions are generally hidden
by the Compton continuum. The degree of forbiddeness

could be measured by looking for such transitions.
They have been observed*§5 in a number of nuclei, and
the 346-fceV transition seen in Fig. 5 is just such a
"zero-phonon" transiton In Ni-60. Other examples jf
weak interband (8- to Y-band) transitions have been
observed in the deformed nuclei region.

In the iiearch for states of very *>igh angular tsomen-
tum via in-beam spectroscopy, Compton suppression will
allow the observation of weaker til » 2, no transitions.
Thus, those groups who have in the past used Conpton-
suppression spectrometers should aake the small invest-
ment required to adapt their old anticoincidence scin-
tillators to fit the modern high-efficiency Ge detectors.

The almost complete 4TT enclosure (98.92) offered by
this anticoincidence system combined with the small
HPGe detector size makes the system an excellent pair
spectrometer. One possible experiment would be the
confirmation of the deviation froa the ucperlmental-
Pijir-productlon cross section observed^ at low energies

from the Bothe-Heitler prediction. Another experiment
currently under Investigation with this system is the
search for double-pair production. Quantum electrody-
namics predicts a nonvanishing probability for the for-
mation of two electron-positron pairs if E ( Y ) > 2.0'-4
MeV. Wilkinson and Al.burger7 ware the first to attenpt
to measure the cross section, but they obtained only
an upper Unit. More recently, Robertson et_ a K * o b ~
served indirect evidence of this process. With the
present spectrometer (both SCA's set to pass only 1.022
MeV) and w.'ch direct experimental observations possible
with both Si and Ge detectors, a cross section for this
process can be established, even exclusive of Z depend-
ent cascade first-order processes (see Ref. 7, appendix}.

References

1. Camp, 0. C , Radioactivity In Huciear Spectroscopy.
eds., J. Hamilton and J. Hanthurthll (Gordon & Breach,
New York, 1972) Vol. 1, pp. 135-205.

2. Konijn, J., Goudsmit, P., and Lingeman, E., Nucl.
Instr. Kon. W 9 , 83 (1973).

3. Rama.), S., and Gove, N. B., Phys. Rev. C 2, 1995
(1973).
*. Camp, 0. C , and Van Hlse, J. R., Phys. Rev. C (1976)
(in press). See also Phys. Rev. Lett. 23, 1248 (1969).

5. Van Hise, J. R., Camp, D. C , and Meyer, P.. A., Z.
Phy.. A274, 383 (1975).

6. Yamazakl, T., and Hollander, J. M., Phys. Rev. 140,
1363 (1965).
7. Wilkinson. D. H., and Alburger, 0. E., Phya. Rev. C
5, 719 (1972).

8. Robertson, A., Kennett, T. J., and Prestwlch, U,
V., Phys. Rev. C 13, 1552 (1976).

287



Adams, F.
Ahmad, I.
Albert. J.J.
AmlMitr. K.
Anderson, C.R.
Armantrout, G.A.
Artz. J.E.
Barrett, H.H.
Bartell. D.M
Selvin, E.A
Bielefeld, M.J.
Bohlen, O.H.
Bolin. P.P.
Boion.C.
Brauer. F.P.
Braun, M.
Brill. A.B.
Brown. K.H.
Buchnea, A.
Bugtnii, C.K.
8urru, R.E,
BuKh, A.J.
CahHI. T.A.
Cameron. JR.
Camp. D.C.
Caw, F.N.
Chaet. A.B.
Cho, B.Y.
Chu, D.
Clavion. W.R.
Cooper. J.A.
Cronch, S.M.
Owis. R.F.
Day, R.H.
Otbtrtin, K.
Deconinck. F.
DeKaSb, EL.
OelmMtro, A.M.
Deutchman, A.H.
Draper. Jr., E.L.
Dudiik, M.C.
Ehmann, W.O.
Elgart, M.F.
Elltr. EX.
Elsberry. T.L.
Enomoto, S.
Entine, G.
Emit, R.O.
Evans. L.G.
Fager. J.E.
Farr.J.O.
Fasscl, V.A.
Fletcher. K.E.
Francis, H.E.
Friesen, R.D.
Gabbard, F.
Gainei, J.L.
Gamiu, G.
Gerber, M.S.

182
249
267

19
275
40

7
133

169
202
178
279
147

141

63
133
165
276
242
147
141
259
159
107

67. 118
23

206
234
145
202
169
190
271

79
SO

118
209
215
137
176
103
190
227
178

79
211
68

15,75
178
63

252
209
29

166
118
190

15, 75
114

137

AUTHOR

Gilboy, W.B.
Gotahi. V.
Goto. R.W.
Gannink, R.
Haaj, F.X.
HakkilaE. A.
Hanser. F A
Hanson, J.A.
Manner, R S.
Haubold. H.-G.
Heath. R.L.
Htnke. B.L.
Henry, R.E.
Berber. R.H.
Hewitt. J.S.
Hirao, O.
Hirshfeld, A.T.
Hoard, D.J.
Hobbs, B.B.
Hoffman, R.W.
Hoppes. 0 .0 .
Hutchinjon, J.M.R
Jaklevie, J.M.
Kanipe, L.G.
Kashjvwkura. J.
Kt:o. M.

INDEX

164
263
63
55

246
252
238
111

145
255
•78
36

175
271
242
263
90

252
202
275
90
25

1

202
263
230

Kaufman, L 114. T18. 145
Kawamoto, A.
Kuckuck. R.W.
LaBrecqu", J.J.
Lange. VI.H.
Unza. R.C.
Lertan, K.H,
Laumer, H.W.
Law. J.J.
Laztwatsky, J.L.
Lemming. J.F.
Liar, O.W.
Urn. C.B.
Lindau, 1.
Uoyd.W.G
Lorch, E.A.
Lowrance, J.L.
Lurie. N.A.
Lyons. P.B.
Mann, W.B.
Marlow, K.W.
Martin, M.J.
MSJS. L.D.

Mazak, R.A.
M3Z3JJ, R.B.
McNelles, L.A.
Meyer, R.A.
Miller. D.W.
Mullen, P.A.
Murray, B.W.
Mustafa, M.G.
Nacci, V.A.
Nelson, J.A.

263
15.75

173
W23
141

1£5

190

98
141
246
79

145

11

166
29
83
51
79
25
94
33

186. 2OS
279
111
242
40

137
25

141
178

186. 206
118

Nblson. J.W.
Nidav, J.B.
Ortale. C.
Pbidian, S.
Parker. J.L.
Patton. J.A.
Peppier, W.W.
P*rtz • Mendez. V
Phillips. G.W.
Pilone. J.O.
Pipe). D.G.
Pradzynski, A.H.
Preiss, I.L.
Pceu». LE
Price. R.R.
Randtke, P.T.
Reilly. T.D.
Renda, G.
Richards. A.G.
Hogerc. W.L.
Honey, J.R.
Row. V.C.
Sage. J.P.
Saito. H.
Sampson, T.E.
Sanririk. J.M.
Saio. 0.
Savoca, C.
Schima, F.J.
Schlafke. D.8.
Schlossc/. P.A.
Schmadebeck, R.L.
Schmcrak. M.
Schb'tzis, U.
Sellers. B.
Senftle, F.E.
Senoo, M.
Short. M.A.
Sinclair. n.W.
Singh, J.J.
SjoWom, R.K.
Sriikermin. J.J.
Spyrou, N.M.
Stehling, K.
Steidley, J.W.
Stokes, T.
Stoner, W.W.
Swann, S.J.
Siulc, M.
Tachikawa, N.
Teller, S.
Tirsell. K..G.
Tom:n jga, H.
Tout, Ft.E.
Trornbka, J.I.
Tuohy, 1.
L!tt. O.L.
Utts, B.K.
Vadus, J.

161

55
71

173
219
*65
111

145

94
161
151
175
173

147.151
155
71

219
83

122
125
186

186. 206
133
330
100
107
230
114

90
169

103. 137
17S
33
59

238
17C
211

7
242
279
249
279
164
178
137
155
133

114. 145
141

211

194
40

211
164
178
19 i234 i

103 :
178 !

288



Vagclatoi, N.
van d«n Barg, L.
Van Eipun. P.
Voagtle. A.L.
Wagner. J.
Wall. K.F.
W«iw, H.M.
Wheeler, B D

51
71

182
118
15S
59
59

169

Whited. R.C.
Wilton. D.T.
Winchttter. j.W.
Winick, H.
Win. R.M.
Wolfs. G.J.
Wondra, J P.
Young, F.C.

71
133
161
11

107. I l l
169
51
94

Yule, H.P.
Ztlrcny.W.e.
?i«gIor,C.A
Zimmtr. W.H.
Zolmy, A.S.
Zuha1.1.G.

196
252
238
86

103.137
103

289



REGISTRANTS

Adams, F.

Universitare Installing

Antwerpen, fiolgium

Aeschbach, J.

Tracor Northern

Middleton, Wise.

Ahmad, 1.

Argonne Nat'l Lab

Argcnne, IL

Albert, J.

Consultant

New York, NY

Amlauer. K.

Isotope Products Labs.

Burbank, CA

Anderson, C.

Case Western Reserve Univ.

Cleveland, OH

Andrews, F.

Amersham/Searle

Arlington Heights, IL

Anzelon, G.

McClellan Lab. USAF

Sacramento, CA

Armstrong, J.

Argonne Nat'l Lab.

Idaho Falls, ID

Artman, C.

Edsel B. Ford Inst. Med. Res.

Detroit, Ml

Artz, B.

Ford Motor Co.

Ann Arbor, Ml

Bahn, E.

S. E. Mo. St. Univ.

Cape Girardeau, MO

Beard, G.

Wayne State Univ.

Detroit, Ml

Bennish, A.

Univ. of Mich.

Ann Arbor, Ml

Beyer, N.

Argonne Nat'l Lab.

Argc 'me, 1L

Bohlen, 0 .

N. W. Okla. State U.

Alva. OK

Botin, F.

E. B. Ford Inst. Med. Research

Detroit, Ml

Bonner, N,

Lawrence Livermore Lab.

Livermore, CA

Boner, T.

Lawrence Livermore Lab-

Livermore, CA

Bozymowski, J.

G. M. Research

Warren, Ml

Brauet, F.

Battelle-Nortiiwest

Richland, WA

Brenner, R.

Argonne Nai'i Lab.

Argonne, • L

Brill, A.

Vanderbilt Univ.

Nashville, TN

Brown, K.

N. W. Oklahoma State U.

Alva, OK

Buchnea. A.

Sentrol Systems Ltd.

Downsview, Ontario

Burns, E.

USAF

Kirtland AFB, NM

Busch, A.

U. S. ERDA

New Brunswick, NJ

Cahill, R.

Illinois Geological Survey

Urbana,IL

Cahill. T.

Univ. of Calif.

Davis, CA

Cameron. J.

Univ. of Wiscosin

Madison. W!

Camp. D.

Lawrence Livermore Lab.

Livemiore, CA

Cairpani, J.

Canberra

Meriden, CT

Campbell. M.

Exxon Nuclear Company. !nc.

Richland, WA

Carlson. R.

Southwest Detroit Hospital

Detroit. Ml

• Case, F.

ORNL

O*k Ridge, TN

Charatis, G.

KMS Fusion, Inc.

Ann Arbor, M!

Chartrand, M.

Ecole Polytechnique

Montreal, Canada

Chen, Y.

Ghmart Corp.

Cincinnati, OH

Cho, B.

Industrial Nucleonics

Columbus, OH

Chulick, E.

Babcock & Wilcox

Lynchburg, VA

Clayton, W.

Tenn. Valley Authority

Muscle Shoals, AL

Cogburn, C.

Univ. of Arkansas

Fayetteville, AR

Cohen, B.

Univ. oi Pittsburgh

Pittsburgh, PA

Colvin, J.

St. Joseph Merre Hoji i ial

Ann Arbor. Ml

Cooper, J.

ORTEC

Oik Ridge. TN

Cronch.S.

Univ. of KY

Lexington, KY

Dav.R
Los Alamos Scientific Lab.

Los Alamos, NM

DeKiilb. E.

Ames Laboratory

Ames, IA

Delinastro. A.

Allied Chemical Corp.

Idaho Falls. ID

Qunbar, G.

Amersham/Searle

Arlington Heights, IL

Economou, T .

Univ. of Chicago

Chicago. I L

Elgart, M.

Ford Motor Co.

Dearborn, Ml

Eller, E.

Goulard Space FH Cnu/iMASA

Greenbelt, M D

Evans, L.

Computer Sciences Corp.

Greenbelt, MD

Eivins, J.

U. of Calif. - LLL

Danville, CA

Fager. .1.

Battelle-Northwcst

Richland. WA

290



Farukhi. M.

Harslinw Chemical Co.

Solon, OH

Fleming, T.

Reuter Stakes Inc.

Cleveland, OH

Fletcher. K.

Allusion Heighti. IL

Frost. J.

Illinois State Geologies! Survey

Ufbaiu. IL

Furrus. T.

MolecuSaf Data Corp.

Cleveland Heights, OH

Fufuta, T.

Int. Atomic Energy Agency

Vienna. Austria

Goines. J.

Lawrence Livermore Labs.

Dvermorc, CA

Gardner, R.

North Carolina State Univ.

Raleigh. NC

Gibbs, A.

E. I. tluPont

Aiken. SC

Gilbov.W.
Surrey University UK

Guildford, England

Gillieson. A.

Retired

Ottawa, Ontario

Gleason, G.

CRAU Training Div.

Oak Ridge, TN

Glendenin, L.

Argonne Nat'l Lab,

Argonne. IL

Goss, J.

Measurex Corp.

Cupertino. CA

Griffin. H.

Univ. of Mich.

Ann Arbor, Ml

Gunnick, H.

Lawrence Livermoie Laos.

Livernioie, CA

Haas. F.

Monsanto Research Corp.

Miamigburg. OH

Hodley. J.

Lawrence Livermcxe Labi.

L«er»nore, CA

Hsnser, F.

Panametrics, Inc.

Waltham, MA

Harget. P.

Allied Chemical Corp.

Mflrristown, NJ

Hattner, R.

Univ. Calit. San Francisco

Sat Francisco. CA

Haubolct. H.

KFA-JULICH

Juetich, Germany

Hawthorne, A.

NC Stale Univ.

Raleigh, NC

Heath. R.

Idaho Nat'l Engineering Lab.

Irinha Fall*, ID

Helmer. R.

Aerojet Nuclear Company

Idaho Falls. ID

Helmut. L.

Univ. of KY

Lexington, KY

Hen-Jerson, L.

Illinois State Geological Survey

Urbana, IL

Kenke, B.

Univ. of Hawaii

Honolulu, HI

Herber, R.

Rutgers University

New Brunswick, IMJ

Hewitt, J.

Univ. of Toronto

Toronto, Ont. Canada

Hill. R,

General Motors Research

Warren, Ml

Himes, R.

Dow Chemical Co.

Midland, Ml

Hotl>*l, R.

E. I. duPont

Aiken. SC

Hoffman, R.

Case Western Resets Unix

Cteveland. OH

Hoppes, 0 .

Nat'l Bureau of Standards

Washington, DC

Hurlev. R.

Ford Motor Company

Dearborn. Ml

jaklevic J.

Univ. of Calif.

Berkeley. CA

Jenkins, R.

Philips Electronic Instruments

Mt. Vernon. NY

Jones, J.

Pncenix Memorial Lzb. U-M

Ann Arbor, Ml

Joy. M.

Univ. of Toronto

Toronto, Ontario, Canada

Karrsykowtki, H.

Grumman Aerospace Corp.

Bethpage. NY

Karin, R.

New England Nuclear Corp.

N. Billerica. MA

Kato, M.

University of Tokyo

Tokyo,Japan

Kaufman, L.

Univ. of Calif.

San Francisco, CA

Kephart, J.

Los Alamos Scientific Lab.

Los Alamos, NM

Kirby. J.

Lawrence Livermore Lab.

Livermore, CA

Knapo, M.

Lavyrenca Livermore Lab.

Livermore, CA

Knoll. G.

U. of M.

Ann Arbor, Ml

Koppel, L.

Lawrence Livermore Lab.

Ln/ermore, CA

Kruse, F.

Owens-Illinois

Toledo, OH

Kuckuck, R.

Lawrence Ltvermoce Lab.

Liverrnore, CA

Kum.T.

Bendix Field Engineering Corp.

Grand Junction, CO

Unge. W.

G. M. Research Lab.'.

Warren, Ml

Larsen, R.

Argonne Nai'i Labs.

Argonne, IL

Law, J.

Longwood College

Farmville. VA

Lazewatsky, J.

M.I.T.

Cambridge, MA

Lehnert. R.

LND Inc.

Oceanside, NY

Leonard, J.

I. E. E. E

Anaheim, CA

Lindau, I.

Stanford, Univ.

Stanford, CA

Uoyd, W.

Univ. of KY

Lexington, KY

291



l.oveland, W.

Oregon State Univ.

Corvellis, OR

Lows, D.

Owens-Illinois

Toledo, OH

Lum, H.

U-M

Ann Arbor, Ml

Lurie, N.

IRTCorp.

San Diego, CA

Lyons, P.

Los Alamos Scientific Lab.

Los Alamos, NM

Mcll iov.J.

U-M

Ann Arbor, Ml

McQuaid, J.

Lawrence Livermore Lab.

Livermore, CA

Marlow, K.

Naval Research Lab.

Washington, DC

Martin, M.

ORNL

Oak Ridge, T N

Martirielli, P.

French CEA

Gif-Sur-Yvette, France

Mjttarella, S.

AC Spark Plug

Flint, Ml

IV'iazess, R.

Univ. of Wise. Hospital

Madison, Wl

Meyer, R.

Lawrence Livermore Labs.

Livermore, CA

Meyers. T.

U-M

Ann Arbor, Ml

Miller, 0 .

Genera) Electric Co.

Schnectady, NY

Mills, W.

Mobil R & 0 Corp.

Dallas, T X

Mitchell, T.

Federal Highway Admin.

Reston, VA

Moore, D.

Texas A & M Univ.

Collegs Station, T X

Nardozzi, M.

U. S. Steel Research

Monrouville, PA

Neylan, D.

U. S. Bureau of Mines

College Park, MO

Packer, L.

UTRC

East Hartford, CT

Parker, J.

Los Alamos Scientific Lab.

Los Alamos, NM

Pehl, R.

U. C. Lawrence Berkeiy Lab.

Berkeley, CA

Pickles, W.

Lawrence Livermore Labs.

Livermore, CA

Piper, D.

E. B. Ford Inst. for Med. Research

Detroit, Ml

Polichar, R.

U-M

A-i.i Arbor, Ml

Pradzynski, A.

Univ. of Texas

Austin, TX

Preiss, 1.

RPI

Troy, NY

Preuss, L.

Edsel B. Ford Inst. Med. Research

Detroit, Ml

Prevo, C.

U. C. Lawrence Livermore Lab.

Livermore, CA

Price, R.

Vanderbilt Univ.

Nashville, TN

Raby, B.

Atomic Energy of Canada, Ltd.

Chalk River, Ontario, Canada

Rancitke, P.

-.. G. & G. Inc.

Goleta, CA

Renda, G.

Princeton Univ.

Princeton, NJ

Rengan, K.

Eastern Mich. Univ.

Ypsilanti, Ml

Richards, A.

U-M

Ann Arbor, Ml

Richardson, C.

Bedford Engineering

Bedforu, MA

Roche, L.

EDF

Chatou, France

Roder, F.

Mar?dcom

Fort Belvoir, VA

Rogers, W.

U-M

Ann Arbor, Ml

Rose, V.

Univ. of R. 1.

Kingston, Rl

Rotariu, G.

U, S. ERDA

Washington, DC

Roth, S.

U-M

Ann Arbor, Ml

Rothbart, G.

Stanford Univ.

Stanford, CA

Ryge, P.

Princeton Gamma-Tech

Princeton, NJ

Sampson, T.

LASL

Los Alamos, NM

Sandborg, A.

EDAX Internationa!, Inc.

Prairie View, 1L

Schiosser, P.

Ohio State Univ.

Columbus, OH

Schneid, E.

Grumman Aerospace Corp

Bethpage, NY

Schneider, R.

Physics Internationa! Co.

San Leandro, CA

Seifrid, M.

III. State Geo. Survey

Champaign, 1L

Sherman, 1.

Argonne Nat'l Lab.

Argonne, 1L

Short, M.

Ford Motor Co.

Dearborn, Ml

Singman, L.

E. G. & G.

l-as Vegas, NV

Sparrow, J.

Nat'l Bureau of Standards

Washington, DC

Spaulding, J.

University of Georgia

Athens, GA

Spykerman, J ,

Ranger Eng. Corp.

Fort Worth, T X

Stanek, M.

W. S. U.

Detroit, Ml

Strauss, M.

Argonne Nat'l Lab.

Argonne, 1L

Swierkowski, S.

Lawrence Livermore Lab..

Livermore, CA -*

292



Taylor, J,

Atomic Pneigy of Canada, Ltd.

Chalk River, Ontario, Canada

Taylor, R.

Canberra IND

N. Ridgevilfe, OH

Taylor, R.

Montanto Research Corp.

Dayton, OH

Tyree, P.

New England Nuclear

N. BilUerica, MA

Urrrezis, P.

Argonne Nat') Lab.

Chicago Lawn, IL

Vagelatos, N.

IRT Corp.

San Diego, CA

Webber, C.

McMaster Univ. Med. Center

Hamilton, Ontario, Canada

West, L.

ORTEC, Inc.

Oak Ridge, T N

Whited, R.

E. G. & G.

Goleta, CA

Woldseth, R.

Kevex Corp.

Buriingame, CA

Wood, R.

U. S. ERDA

Washington, DC

Woodall, D.

Univ. of Rochester

Rochester, NY

Teller, Steen

Isotopcentralen

Copenhagen, Oenmark

Thomas, C.

S.U.N.V.

Buffalo, N.Y.

Tip ton, W.

E. G. & Q.

Las Vegas, NV

Vincent, D.

U-M

Ann Arbor, Ml

Vintersved, I.

Nat'l Defense Research Inst.

Stockholm, Sweden

Volborth, A.

Univ. of CA

Irvine, CA

Wielopolski, L.

N. C. State Univ.

Raleigh. NC

Wiesner, L.

Odenthal, Germany

Williams, J.

U-N1

Ann Arbor, MJ

Wysocki, C.

U-M

Ann Arbor, Ml

Yule, H.

NUS Corp.

Rockville, MO

Zelenzy, W.

Los Alamos Scientific Lab.

Lcs Alamos, NM

Tomin&ga, H. Wahl, J.

Japan Atomic Energy Research Inst. Schtumberger

Oarai-machi, Ibaraki-ken, Japan Ridgefield, CT

Winchester, J.

Florida State Univ.

Tallahasse, FL

Zimmer, W.

Atlantic Richfield Hanford Co.

Richland, WA

Toohey, R.

Argonne Nat'l Lab.

Argonne, IL

Turcottc, R.

Schlumberger Tech. Corp.

Ridgefield, CT

Walker, R.

Kevex Corp.

Indiarthead Park, IL

Warner, R.

.M. S. U.

East Lansing, Ml

Witt, R.

Univ. Wisn. - Madison

Madison, Wl

Wogrnan, N.

Battelle - NW

Riphland, WA

Znlnay, A.

Ohio State Univ.

Columbus, OH

Zyromski, P.

French CEA

Gif - Sur - Yvette, France

Barker, F.

Bettis Atomic Tower Lab.

West Mifflin, PA

• U . S . GOVERNMENT PRINTING OFFICE: 1 9 7 6 - M I - 3 5 8 / 1 8 293


