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PRE

This sy minmum was e fourth i a et of moepbings wuch have
senptup2evt MRitees atd apphizations ot Gectromagnelic tadation in
e domain o » 13vE, fremistrabivng, and Ww energy gamma fays
Thi seeaes bty wath the 3963 meehing i Chitago 2t the 13T Reteardt:
trestitutr 1, tubsecquont etwerlangs wore Kol at the Unseorsity of Tewas,
Busstes? 1967} and ot Boston Colleged Y0701, Ahthaugh the U S,
Lxemsce Evomtgy Commugisan (e € ADAL hat been a spaatur of ail of
e ewig, et was otgaruenl by o focal groulr and 1o some oxtent
roflegiadd thest particular thloresls  Fredans e local Havo? o duncnegh.
g e Ann ABor sy mponumn s oyched an ternationg sope valh

vttt geed -t of ther padrers vTh by authors Sram Europe 2l Japan,

Kot surpnengly the emphases af the mes'ngs have sutted from
the colgtively Weetdie concera of the finst meeting 10 3 broxt! qascturm
of weehawiues arvd appbications. T iectrem & wt hicaenily conbinous
Hat organation of the woenitaled PP OGN 10 IO AT CBIONS Prewmt
o s Sdfouttiet. OQF Que 75 pavers o the progeans, the Loege 32 Aum
ber {177 congrne dolvedons frr s with gartagutar emphaus an ugh
rewlulion spectipuony with mimcondociaor detectars. Of couts: de-
Tet W layesd . orer gt sole i mmary spacations o o sciencers 113
gapetst, snviranmeen a) studoes (16 paporsh, amid industena! zhalyss (16
papers). Interest i erees (16 papers) ranged from “trahiional
e sIogpes W Pugh cyrrent sccmior3tors 10 synchiolron radhalion.
The theee papdrs conoening Mosstawet grectrotooty shclued fre
tovhaaiues aned amv aptaliong,

The sexnons of oy and contntiuled Paders were held in e
Horace M. Ratkhaem busifing on the csenpus of 1se Unwersily of Mich
wan, in additioh o the oral prasentalians o G seduental wesyons, 18
DAICTT WOE ettt i D POREr seEsiong held on the weonit day of the
fymaotym. Atthiouph the pavter formal reguimes a wbitantal armount
of saece far each paprer, it Gitoved vatyabie in overeomung limats on dis
auson impowd by the more ngif schedule of oyt semsions, Concurren

FACE

with the tWrghnics! wsnons, manulaciuress’ exhubits® and demonstra
tons of e ERDA Simulatar by 3. Wood were pper to the syrnposium
frarliciants,

Fhe otgaruzers of the “symaosim’™ tid not igriore the ongin of
the word - a conviwal quthetty  vath diniking, musc, and convers:
on - even o the orsder of events was not stictly corrett. Earfy reqis
teants Wonk part i g wine gnd chewse tasting dunng the evening befare
the formal opeang of the meeling, and 2 300 Lour and banguet were
am ntegral part of the aymposium. Ct course, 3 banguet requites a
speaker, anyg Professar 8. L. Cohen met that requitement with a repat
on tug ftuddis of tedamgues tor dpossl af nuclear reacter wastes,

intormal contacty are an imrpangnt mechanism for eachange of
Hformatson at any suckssfyl meeting. These contacts ate aecesan’y
atd desirabty off the record. Parhaps fioor discussion totlowing indy
witdudt papiers could e conpdered part of the record, but we have chos-
©n 10 trpat s oxchange in the syme manner 33 thal ansing more witormn
ity -~ off the record. Tha papers which gre main body of this volume
»u direct repraductions of manuserints supphied try the authors. Be
Giuw the editorat commitiee constrasned the langth o.f these many-
wsS, Y some cates the otal presentat:ons were more detailed than o3
ihe record. The omasion of Jiscussion removes the distinction belweern
atal and poster prewntations; both types of papery aze grouped into
the somewhat atbilrary categories 5f the techmcs! sessions.

The organizing commatten acknowiedges tha supopoet of the U.S.
Energy Rescareh and Doveloprent Administrazion in undervwating
mitiat enpenms and publishing these proceedings. We thank the sessian
sharmen, R, Jenking, M. Kato, A.8. Brill, J.\Y. Winchestes, G. Rotar,
antd O Vangene, for keepmg the meeting ively, C. Wysock: for man
tanmg the schedule, and € Artman for tending the sersion signs
]
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Direct Electron Excitation
Although iz Is not readily used for routine X-ray
fllOP“SCPWCe anﬁly"is Jf large ﬁamp’e‘. direct elec-
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Although very
effecte are available in
wure, “he results shown in Fig.
earlier X-ray production model.!
+the 20 and 40 keV elez2trons zare
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(E-E)

N(EY = 2,76 x 10~ 2 AE (1)

where N(E) i¢ the number of quanta of energy E in the
interval AE, E, Is the energy of the electron beam,
and Z is the atomic number of tne target. The loniza-
“ion eross sections are calculated assuming a full
energy electron beam with no corrections for energy
loss in the thin deposited layer. The low-energy
K-ray spectrum Is attemuated by a 50 um Be window,
This accounts for the steeply sloped background at
low energles and the subsequent difficulty in detect-
irg the Al signal. A more rigorous treatment would
inzlude the effect of X-ray absorption in the sub-
strate resulting in a reduction in background at very
low energles.
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producticn is reduzed by several orders of magnitude
Jue to the Iincreased mass of the partisles.!? Ine
dnm:nan' "nectrnl backgr-nd no longer resulus from
darert Hremsgiratlung  produriion but Is due v con-
©inuum v3114vxon emitied the slowlng dewn of

in the sample, Heavy

szecondary elestrens p
particies are very effi:fen® a+ producing ionization
{n iight elements resuliting in a cizeable number of
energ2tic electruns which have been eiected from the
inner atomi: snells in tk2 subsirate, These produce

a zontinuum photon distribution whose endpoint energy
iz determined by the maximum ener «ransfer to the
electrong by the heavy fonizing Darti~1u>. The energy
of the charpged particle beams are normally limited to
3 MeV for protons and 16 MeV for alpha particles in
srder to achleve optimum sensitivity.

Very successful models have been developed to

scribe ionlzation by heavy-charged particles includ-
ing expressions {or the energy distributions of the
ejected inner shell electrons. These results .aave
been combined with the appropriate Bremsstrahlung
caleulutions in order to predict the background spee-
tra for charged-particle analysis.!* These caleula-
tions together with the associated X-ray production
cross sections have been used to calculate the spec~
trum for 3 MeV proton excitation shown in Fig. 3.
The mndel assumes the sample form of Flg. 1 with a
slight modificatisn due to the reduced range of the
protens,  An 8 mg/cm? substrate is assumed to approxi-
mately compensate for the energy loss of the protons
in the substratv. The solid line is derived from the
theoretical calculations of Ref. 14 wher2as the
dashed lines are adapted f{rom mecasurements on very
thin substrates.
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r. by the preuons wonid be about three
beics the level plotted., The cal-
ve-‘"un nssumes B 1ow-energy detectlen effi-

sominated by absurptlon Inoa 3175 um Be window.

rwpe of atsorption profil- has been dellberncely

hooen b the relative sensitiyity for the
teavier +ne exyense of the very lign:
A whir wiuld enhance the light element
se «i’I.ALv byt the drastic incresse [n hackground
unts vt low enerpies would reduce the relative count-
inge rute for the higher energy X rays. A compromise
solution adoptec by some workers is to use a variable
ntienuation rilter consisting of a thick absorber in
which 4 very small hole has been drilled. A normsl
background reduction is thus maintained over mest of
“he datector ares with the nxce},tion of a 10% hole
through which the low energy 2trum can pass un-
attenuated,

The theoretical background calculations neglect
the effects of electron{: pile-up of the low-energy
contlinuum and additional background due to nuclear
reactions irnduced in the semple. These would result
in an increased background at the higher energies.
n the other hand, u higher peuk-to-background ratio
is normally achieved in charged-particle analysis
through the use of thinner substrates and small area
deposits.,

OnEs.

Monoenergetic Photon Excitation

The use of photons for fluorescence excitation
has the advantage that the radiation is easily availa-
ble either from radioisctope sources or in conven-
tional a-ray tubes. The fluorescence is induced in
the sample by the photoelectric interaction of the
incident photons in the inner atomic shells of the
elements of interest. An important feature of this

intersetian s the strong dependence Lf the cross sec-
tfun on the energy of the Incident photon. The maxi-
min Value Qoo irs immedia'e ¥ above the binding energy
of s particulsr shell and decremses approximately as
7Y &5 the photon energy 1s i{ncreased., Optimum sensi-
'ili’y for a given element i{s therefore achleved using
ineldent energles neur the absorption limit.

The beskground In the spectrum is the result of
elustiz nund ineiestlc zentlering of the Incicdent
sum; le substrete., Elestic seatter-
change in direction of the scetter-
Inelastic scat~

&

g in energy,

. expressed in the Compton
enl X-ray photons, this loss in
€V or less Aor each scettering

case t¢ calculate {c monoenergetic
Tnis idealized concept is normally
practice by using the charecteristic
v of a “ar'iua7er element 2s the exciting source.
1 e plenerated el-her by the direct output
X-ray source or by & secondary target which
cresced bv a primary radiation szource,

i
in

e Y

The advantage ! monoenergetic or discrete enerpy
photon gsources is their abilisy tz optimally excite
elements whose absorption edge fs slightly lower in
energy Fluorescent pear-to-background retios can be
:axAmizad by¥ confining the scattering of the incidernt
¥-ruy lines *c an energy reglon of the spectrun where
no flucrescent ¥ ray rf irterest are expected. The
ilsadvantege -f the technique resulis from the loss
o s {+ivity Tor those elements whose absorption
2 are at a much lower energy. In order to measure
ficiently a sevcrd fluorescent erergy

h

Pu
these elemernts ef
i{s normally used.

According tc the simplified model used in these
calculations tle spectrun should consist of an siazstic
atter peak at the energy of the exciting radiation,
an elastlic scattering peak at a slightly lower erergy,

and the flucrescent ¥ rgys at their appropriate
energies, The area of the scattered peaks is prcpor-
tional to the appropriate cross section for inter-~
ac%ion in the substrate as obtained from the litera-~
ture.!S The flucrescent X-rvay lines are proportional
to the photoelectric cross section in the deposited
layers.

Figure 4 shows a calculated spectrum for the case
of 17 keV moncenergetic photons incident on the test
sample, The dushed line below the inelastic peak
represents the backgrcund as calculated assuming the
simplified model discussed above. The lack of back-
ground at lower energies Is clearly unrealistic in
view of the experimenial results. Cbserved spectra
shows a continuous distribution whose intensity is
rropertional to the high-energy scatter peaks,

Assuming that appropriate measures such as
collimation or guard-ring rejection have been used
to reduce detector background to a minimum,? then
it 1s difficult to attribute the 2ontinuous background
to any obvious physical processes. Earlier published
calculations have estimated the background contribu-~
tions due to photoelectron induced Bremsstrahlung in
the semple and resulting from escape of energetic
electrons and their associated Bremsstrahlung from
the detector.’® These offects failed to account for
the total observed background.
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Fig. 4. Calculated spectrum assuming 17 keV
photon excitation. The continuous
background is based upon a fraction
of the total continuous background
to scatter peak equal to 2%.

In order to obiain a realistic value for spectral
tackground to use in the ecalculation, an empiricel
value for the bacxground level was chosen based on
measurements of a low-background guard-ring rejection
detector., In the calculated spectrum of Fig. 4 it is
acsumed that 2% of the scattered intensity is wni-
formly distributed over the energy range from O to
15 keV.

Since the detection sensitivity for the very
light elements is greatly reduced due to the energy
dependence of the photoelectric cross section, a
second measurement is typically perf'ormed. Figure 5
shows the calculated spectrums for 4.5 keV photon
excitation., It is assumed that 4% of the total scat-
terad intensity is distributed uniformly over the
st:~trum and that the low-energy X rays are attenuated
by a 25 1m Be window. The greatly enhunced sensitivity
for AL and S 1s apparent.

~ontinuous Photon Exeitatinn

A method for reducing the effects due to the
energy dependence of the photoelectric yield is to
employ a continuous photor. distribution for fluores-
cence excitation. A continuous distribution guaran-
tees that there will be a poriion of the exciting
radiation In the energy region most favorable for
efficient X-ray production. On the other hand there
will also be @ portlon of the radiation which can be
scattered into the reglon of the spectrum where the
fluorescent X rays are to be measured. The net effect
is a slower variation of sensitivity with atomic num-
ber but with some loss in detectability relative to
monoenergetic excitation,
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Fig. 5. Calculated spectrum assuming 4.5 keV
photon excitation. The background-
to-peak ratio is assumed te be 4%.

The present calculations assume a flat energy
distribution of incident radiation., The fluorescence
intensity is obtained by integrating the photoelectric
ecross section over this distribution in the region
above the K absorntion edges of the elements. Two
separate cases of background are calculated. A pes-
simistic estimate is calculated assuming that coherent
and incoherent scattering contribute equally to the
continuous background. Sipce ai low energies ihe for-
ward peaked elastic scattering constitutes the major
portion of the cross section, it ig reasonable to
assume that a reascnably designed geometry could
reduce this component. A lower limit for the scattered
background is calculated assuming that only the
inccherent process is present. The actual background
would lie somewhere between these two extremes.

Figure 6 shows the calculated spectral responses.
A 25 um Be window is assumed, As expected the peak to
background varies more slowly with energy than with
discrete excitation. The low-energy background is
shown to approach ze2ro at very low energles although
in a more realistic calculation she effect of the con-
tinuous background due to the detection of high energy
events should be included,
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Calculated spectra assuming a con-

tinuous flat photon distribution.

The two background spectra repre-

sent possible extreme values.

More

accurate calculations would lie some-
ware between these.

COMPARISON OF RESULT:.

In order to summerize guantitatively the results
of the calculaticns, the detectable limits for each
of the methods have been derived from the model. This
limit assumee @ value of 30 where o is the root mean
square deviation equal to the square root of the back-
The camparison is norms.ized

ground under the peak.

to a totel counting rate of 10" cour.‘:s/second for each
method corsistent with a maximum counting .ate limit
determined by the pulse processing electronics. The
total analysis time ig 300 seconds for each.

These conditions are appropriate for high inten-
sity sources such as acceleraturs or X-ray tubes. The
results will probably require scaling to lower count-
ing rates and longer intervals if radioisotope sources
are used.

Table 1 is a summary of calculated detectabil-
ities for each of the methods considered. The results
appear to agree reascnably well with the trends
observed experimentally and in some Instances the
agreement is better than might be expected on the
basis of the simplified calculations. It should be
emphasized that these results represent optimistic
approximations of what might be achieved under ideal-
ized conditions.

The values for Al and S gquoted for the 3 MeV
protons were calculated assuming a much thinmer window
(0.025 um Be) relative to ihe other clements in the
column. A thinner window has the effect of improving
the detectabilities for iow atomic number elements at
the expense of the heavier element vaiues. This
followes from the assumpticn that the counting rate is
limited to 10" counts/second. Since the low-energy
backgrouad is such a dominant feature of the spectrum,
a large counting rate in this region reduces tne
relative counting rate at the higher energies. Thus,
the absorption of the lower energy pertion of the
spectrum plays an impertant rule in determining the
sensitivity of charged particles.

In the case of photon excitatien, the menoener-
g=tic source achieves a better sensitivity iu ecases
where the energies are close to optimal. The detect-
abllities for continuouc excitation exhinit a smoother
behavior with energy and are comparable to those for
mcnoenergetic excitation for the very light elements.

TABLE 1
a)
CALCULATED DETECTABILITIES
PROTONS PHOTONS PHCTONS CONTINUOUS PHCTONS CONTINUOUS PHOTONS ELECTRONS
3 MeV 17 keV 4.5 keV (Total Scatter) ( Incoherent Only) 40 keV
b)

Al .0187 162 W27 .048 342
s | .oue? 178 .04 116 .C17 .196
Ca .018 062 .010 .068 .C1% 164
Fe 0058 ,014 .036 L011 .160
Cu .0028 . 0076 .028 .010 .195
Br 014 L0038 .021 .009 277

a) Expressed as ug/cm2 referred to a 25 mg/cmz substrate.

Results are based upon

simplified theoretical models described in the text assuming 10° cts/see and 3C0 sec intervals.

b) Results ror Al and S were calculated assuming a 25 um Be window. The remnining
elements were calculated assuming 375 um Be,

o



Although one is tempted to pursue these compari-
sons into greater detail, it is probably best *a limit
the discussion to these few ohservations in ‘‘ew of
the approximete nature of the culculations. However,
the calculations do give one the assurance that the
models represent & reasonable interpretation of the
actual processes involved in each excitaticn methed.
In all but the case of moncenergetic excitation, the
calculations are based upcn fumndiamental physical
interactions inherent in the irradiation process. For
monoenergetic excitation, a semlempirical approach
was required to gquantify the effect of continuous
spectral background.

TECHNIQUES FOR TMPROVEMENT

Scme improvement in the capabilities of each
methcd relative to the calculated vaiues is possible,
The use of thinner substrates and variable attenua-
tion absorbers have already been discussed with referx
ence to charged-partlicle excitation.

The detectability of photon excited analysis
could be Improved if the magnitude of' the scattered
radiation could be reduced. Several authors have
attempted to employ linearily polarized photons for
excitatlon in order to take advantage of the minimum
scattering in the direction of the polarizution.'’~!?
Although a relative reduction in background to fluor-
escence sipnal has been observed, it has not proved
practical to construet high intensity polarined
soure 3 by conventional techniques.

All of the methods can profit by the ability to
handle higher counting retes in the pulse processing
syatem., The technique of pulsed excitation has been
empioyed successfully in each case with the accom-
panying increase in output counting rate.?®"%2 The
method of pulsed excitation also has a number of
secondery advantages such as the redused target heat-
ing which benefits charged-particle techniques.

The question of the continuous background induced
by the high-energy scattered photons is an important
area for improvement in the case of' monoenergetic
excitation. Insofar as this effect cannot be attri-
buted at present to any fundamental interactions
involved in the irradiation and detection processes,
it is hoped that future developments might reduce
‘his background contribution considerably.

CONCLUSTION

The observed energy dispersive X-ray fluorescence
spectra cbtained with various forms of fluorescence
excitation can be described using simplified physical
rodels, Theorelical and semiempirical calculations
baged on these models give reascnable agreement with
experimental values for sensitivity and cetectability.
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A COMPARISON OF SEMSITIVITIES AND DETECTION LIMITS BETWEEN DIRECT EXCITATION AND
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Summary

A comparison has been made between the direct tube
excitation mode and the secondary target excitation
mode using a Kevex 081G energy dispersive X-ray fluores-
cence system. Relative sensitivities and detection
limits have been determined with two sy stem
configurations. The first configuration used a
standard, high power, X-ray fluorescence tube tu di-
rectly excite the specimen. Several X~ray tubes, in-
cluding chromium, molybdenum, and tungsten, botk fil-
tered and not filtered, were employed. The second
configuration consisted of using the X-ray tube to
excite a secondary target which in turn excited the
sperimen, Appropriate targets were compared to the
direct excitation results. Relative sensitivities and
detection limits have been determined for K-series
lines for elements from magnesium to barium contained
in a low atomic number matrix and in a high atomic
number matrix.

Introduction

In conventional, wavelength dispersive, X-ray
fluorescence analysis the source of primary excitation
can be changed only by changing the X-ray tube and a
selection of tubes including chromium, molybdenum,
rhodium, tungsten, and gold 1s usually available., In
some X-ray fluorescence spectrometers, the intcensity-
energy distribution of the primary radiation can be
modified by inserting a filter between the tube and
sample, The advent of energy dispersive spectrometry
has been accompanied by a proliferation of X-ray
sources used to excite a sample. In addition to the
use of X-ray tubes, with and without filters, there
are also transmission target tubes, pulsed output
tubes, and secondary target sources in whizh an X-ray
tube excites a secondary targe. and this in turn
excites the sample. Additional filters may be placed
between the tube and secondary target and/or between
the secondary target and sample. A suitable radio-
active isotope can also be used as a source of X-rays
either directly or in a secondary excitation mode, With
the availability of such a wide choice of X-ray sources
it is necessary to study the relative efficiencies of
the different sources so that an optimum or near opti-
mum selection can be made for use in an analysis. The
present study {s concerned with a comparison of sensi-
tivities and detection limits for elements in light

48121

and heavy materials in direct excitatiocn and secondary
excitation modes In energy dispersive fluorescence
analysis. A Kevex 0810 excitation system, with

Siemens X-ray tubes, an 89 sq. mm Kevex 5i(L1) detector,
collimated to 3 sq. mm with a resolution of 175 eV, and
amplifier (with Lowes' live time correction), and a
Tracor Northern NS 880 analyzer were used. The study
encompasses chromium, molybdenum, and tungsten X-ray
tubes, and titanium, copper, yttrium, zirconium, tin,
and gadolinium secondary targets.

Sensitivities and Detection Limits

In X-ray fluorescence analysis, as in any form of
chemical analysis, it is desirable to obtain ihe best
precision within the available time. When analyses for
trace elements are being considered, the lowest amount
detectable shouwld be known. Detection limits,
precision, and time of analysis are all related and it
is often possible to adjust the configuration of the
X-ray equipment to optimizz the results., The precision
of a result is usually increased by increasing the
counting time and by obtaining the highest system sen-
sitivity for the measurement., The system sensitivity
is defined here as the measured intensity (peak minus
background) per unit concentration, for example, counts
per second per wefght percent. On the other hand, when
trace elements are analyzed the system may be config~
ured to produce the minimum detection limit, The de~-
tection limit is influenced by the sensitivity, the
background intensity and the counting time. The
detection limit is defined here as that concentration
which gives a measured signal that is three times the
gtandard deviation of the hackground. This relation-
ship is given in Equation 1:

Detection _ 3 x ¥ background count rate x time
limit sensitivity x time

(1)

From Fquation 1 it is evident that the detection
limit can be minimized by any of three factors:
increasing the time, increasing the sensitivity, and
decreasing the background.

Consider the effect of time in general on the
determination of both precision and detection limit.
When solid state detectors are used, the processing of

TABLE I Source Configurations

Excitation Mode X~Ray Tube (Wattage)
Cr_(2400) Mo (2800) W _(2800)

1. Direct Cr Mo W

2., Direct/Filter Cr/G.02 m Cr Mo/0.025 mn Mo W/0.025 mm W
3. Direct/Filter Cr/0.025 mm VO, Mo/0.05 wm Mo -

4, Secondary Tzrget Ti Ti Ti

5. Secondary/Filter Cu/0.04 mm Cu Cu/0.04 mm Cu Cu/0.04 tm Cu
6. Secondary/Filter Zr/0.05 mm Zr Y/0.05 mm Zr Z2r/0.05 mm Zr
7. Secondary Filter Graphite Graphite Graphite

Graphite/0.025 mm VO,
5n/0.05 mm Sn
Gd/1 mm Al

8. Secondary/Filter
9, Secondary/Filter
10. Secondary/Filter

Graphite/0.025 mmn W
50/0.05 nm Sn
Gd/1 mm Al

Graphite/0,05 mm Mo
S5n/0.05 mm Sn
Gd/1 mm Al



the pulses within the amplifier, ADC, and MCA results
in an increasing system dead time as the input count-
ing rate increases. This dead time must be considered
when computing the total analysis time, which is equal
to tine live time plus dead time. To process the most
counts in a Slven analysis time, a system 1s usually
adjusted ro between 507 and 70% dead time. For the
system used in this study, the input covnt rate of
about 80C0 cps gave the largest number of counts per
second of analysis time. A live time of 100 seconds
took about five mirutes of analysis time, Adjusting
the count rate as described gives the best sensitivity
value for any particular X-ray source configuration.

Procedure

To investigate the various X-ray source configu~
rations, two series of samples were produced. One
series consisted of low levels (less than 2 weight
percent) of elements from magnesium to barium in a
“ight element matrix (lithium tetraborate). Samples
were prepared from finely ground powders mixed into
the lithium tetraborate with the addition of 10% resin,
Pellets were pressed at about 20,000 psi and then
placed in an oven for 20 minutes at 140°C. A second
set of samples was prepared using a heavy element
matrix (tungstic acid). This set of samples included
10% of Somar Mix as a binder and was pressed at 50,000
psi. No heating was necessary, In order to minimize
errors in sample pr.:paration each element was used at
different levels in at least two samples. Where pos~
sible these samples were prepared from different
compounds. Each sample was mixed in a mixer mill for
20 minutes and two pellets were made to check for
homogeneity. 1Inter _lement effects were considered
negligible since the total weight of non-matrix
elements was kept to less than five weight percent. In
addition to these samples, several standards on Whatman
541 filter paper were purchased from Columbia
Scientific.

The source configurations used in this study are
given in Table I and data were collected from the pre-
pared samples for all of these configurations. The
X-ray tube voltage was maintained at 55 kV and the tube
current was adjusted to give ¥ 80OC cps from the pure
matrix material for each configuration. Several con-
figurations (Gd secondary target for light and heavy
matricies, and all secondary targets for filter papers)
would not five 8000 cps and for these cases the X-ray
tube was run at close to the maximum power.

The net integrated counts for ka (ko plus k8 for
light elements) were used. The integration limits were
set to include the entire peak using an algovithm that
adjusted the integration width to three times the full
width at half maximum for elements above titanium and
to six times the full width for elements bhelow titanium.
All data were collected for 100 seconds live time and
all detection limits are given for 100 seconds live
time.

Results

Conslder first the effect of filtering the source
radiation. Figures 1 and 2 show how the sensitivities
and detection limits are affected by filtering. These
results are for a molybdenum target X-ray tube in the
direct excitation mode. The effect of filtering is
beneficial, giving higher sensitivities and lower
detection limits for most elements except thoge with
iow atomic numbers. This effect was seen independent
of X-ray tube, secondary target, or matrix. The effect
of filtering becomes more pronounced as the atomic
number of the exciting source increases.

Figures 3 and 4 show the results for different X-
ray tubes being used for direct excitation of elements
in a light matrix, Examination of Figure 3 shows that
the chromium X-ray tube gives a much greater sensitiv-
ity for light elements than the others while keeping a
low background. This is the ideal case and results in
a vastly superior detection limit for light elements.
For heavier elements, the molybdenum and tungsten tubes
prove superilor with the tungsten tube being best for
elements from strontium to barium. As with any form of
excitation, a major problem is encountered in the energy
region near t.ue characteristic lines of the X-ray
source, In direct excitation the tube mwust be filtered
to elimiriate the characteristic lines when measuring a
line in these regions., This filtering results in
greatly decreased sensitlvity and increased detection
limits in this region. It is important to consider
these regions when choosing an X-ray tube for direct
excitation.

The problem of characteristic lines can be some-
what alleviated by using a secondary target system that
has selectable secondar; targets. This allows the
operator to choose the secondary target that provides
the most information in the range of interest. Ia
addition, the entire energy range from 0 to 40 keV can
be covered guite well by as few as three secondary
targets, Figures 5 and €& show the sensitivities,
backgrounds, and detection limits for titanium, tin,
and gadolinium secondary targets being excited by
chromium, molybdenum, and tungsten tubes for elements
in a light element matrix. The choice of which X-ray
tube to use depends on the energy~range of interest but
the superiority ¢f the chromium X~ray tube and titanium
secondary target combination for light elements usually
offsets the relatively smaller losses at higher atomic
numbers, It is of interest to note that the result for
the intermediate atomic number targets such as zircon-
ium and tin are affected little by the choice of the
X-ray tube. The largest effect is seen when the
characteristic 1line of the X-ray tube is very efficlent
at exciting the secondary target. Examples of this are
chromium tube/titanium secondary target and molybdenum
tube/yttrium secondary target. For higher atomic
numbers in the range 50-60, continuum radiation becomes
dominant in the excitation of a high atomlc number tar-~
get such as gadolinfum and consequently the tungsten
tube proves superior in this range.

Figure 7 compares the detection limits for the
secondary target system and direct eicitation for
elements in a light element matrix. As can be seen,
the secondary target system is superior in all cases
except very high energies. This superiority is most
significant with the chromium target X-ray tube and in
general the secondary target system gives hlgher sensi-~
tivities and lower detection limits. This generality
seems to hold providing the secondary target system can
produce the optimal 8000 cps at the detector. The
failure of the gadolinium target to surpass the direct
excited mode is primarily because this target produced
significantly less than BOOU cps. This effect is also
significant when comparing detection limits and sensi-
tivities on Whatman 541 filter papers. The direct
excitation mode gave much higher zensitivities as well
as higher backgrounds and gave detection limits com=~
parable to secondary targets. With the present 2 mm
collimator, the secondary targets did not produce 8000
cps when filter papers were used. It is expected that
there may be a better system arrang t when ing
filter papers and further work is being done.

Matrix effects can be scen in Figure 8 where de-
tection limits in light and heavy element matricies
«-e compared, The Increase in detection limit f{s
caused primarily by absorption in the matrix and the
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fact that the charicteristic llnes from the matrix form
a large fraction of the measured intensity, Table 11
summarizes the effects seen.

TABLE 11

e eftent

Summary of Conflgurations That Give High
Sensitivities and lLow Detection Limits

Tt naemmrt katr.y

Light Element Matrix

— NGt teree
=== ..tereq

Atomic

Number < 20 Cr-Ti (Secondary)
21-~46 W-Secondary Targets
46-50 W-Direct/Filter

Heavy Element Matrix

Atomic
Number  35-60 W-Direct/Flltered

Whatman 3541

Atomic

Number < 20

21-35
35-60

Cr-Ti (Secondary) or
Cr Direct
W-Secondary Targets
W-Direct/Filtered

Figuie 2. Effect of filtering on detection limit.
55 kV, 8000 cps input, 100 seconds live
time.
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background using a Mo Xeray tube with and clesent matrix using Cr, Mo, snd W target
wvithout a 0.05 mm Mo filter. Data cullect- tubes. 5% kV, 5000 cps input,
cd for clementn in lithium tetraborate
matrix at 55 kV with tube current adjusted
as described in test.
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SYNCHROTRON RADIATION:

I. l'’ndau and H.

PROPERTIES, SOURCYS AND RESEARCH APPLICATIONS

Winick

Stanford Synchrotron Radiaticn Project
Staaford University
Stanford, CA 94305

The development of modern electron storage rings
for high energy physics research has provided other
disciplines wicthin physics, chemistry and biology with
a new unique radiation source, namely synchrotron radi-
ation. 1In this paper we describe the general proper~
ties of synchrotron radiation and its characteristic
features as an X-ray source. The Stanford Synchrotron
Radiation Project (SSKP) was established as a national
facility for synchrotron rsdiation research in 1373 and
will be described in some detail. Finally we will give
a short summary of the scientific research prograa at
SCRP, demonstrating the capability of synchrotron radi-
ation as compared to standard X-ray sources,

Properties of Synchrotron Radiation

From elementary physics it is well-known that an
accelerating dipole emits electromagnetic radiation
with a radiation pattern of sine-squared angular dis-
tribution. For relativistic particles this radiation
pattern is changed drastically to be confined to the
forward direction of the dipole's motion and also given
other unique properties. During recent years high=

energy physics research has developed storage rings,l
where electrons (and positrons) travel in circular
motion with velocities very close to that of light

and with several giga electron volt (GeV) energy.
These new machines are the basis for the exploitation
of the radiation (synchrotron radiation) from these
relativistic electrons as a new X-ray and ultraviolet
source. The theory of synchrotron radiation is now
well developed and goes back to the pioneering work by

Schwinger,2 who devised the equations for both the wave=-
length and angular distribution of the radiation, Be-
fore giving & short description of salient features in

Schwinger's‘ equations it may be appropriate to pre=
sent a summary of the most important properties of
synchrotron radiation: &) an intense, continuous spec-
tral distribution from infrared to X-ray wavelengths;
b) highly collimated radiation confined near the or-
bital plane of the circulating electrons; c) highly
polarized radiation with the electric field vector ip
the orbital plane; d) the absolute intensity and spec=
tral distribution can be accurately calculated from
well=defined parameters; e) a pulsed light~source with
time structure on the nanosecond scale; f) a stable,
low=noise source operating in ultrahigh vacuum enviror=
ment. There are several comprehensive review articles
describing the properties of synchrotron radiation and

its research applications within different fi.eld&:.z’.13
Following closely the treatment by Schwinger2 and

Godwin12 the instantaneous power radiation from a mono=

energetic electron, in circular motion is given by:

R fmyc® 22 _ {2 ¥
I(v,1) ~"_1.(—3—> (1.7)° x (K2/3(§) +—l;2 Kl/j(i)),
(1)
with 2
X = (E/moc »
and

B 243/2
£ = (2mr/m)(myeZ/E)(1 + ¥9)3/2
where ¥ 1s the azimuthal angle of okscervation and is
defined as the angle between the line «f observation
and its projection on the orbital plane; ) {is the

11

wavelength; E is the electron energy; R is the orbital
radius; and K1/=’ K2/5 are modified 3essel functions
~

of the second kind, Equation (1) is the basis for the
description of synchrotron radiation and from it all
the properties a) -~ f) listed above can be deducca.

By integrating the above equation over all angles
¥ we can obtain the total instantaneous power as a
function of wavelength:

1{:) ~ (E/R%) ofy) (2)
where ®
Gly) = yjfo Ks /5(n)dn
i (/32 (s e /£)>
= {bR/3 c“/EY =2 /x
and v " mo c/
b = (bmr/s){=,c2/E) ~ R/E (3)

is the critical wavelength, The critical wavelength

is proportional to the orbital radius and inversely
proportional to the cube of the electron energy, clear-
ly showing the high electron energies push the radia=
tion maxima towards harder X-rays. G(y) is a univer-
sal spactral distribution function similar in shape

to the blackbody radiation curve with a long tail ex-
tending to long wavelengths and a sharp cutoff at
short wavlengths,

By performing one further integration the total
power into all angles and wavelengths aan be deter-
mined:

I~ 1:"/112
and hence the eneryy radiation per revolution is

~ Eh/r. The energy losses due to synchrotron radia
tion is thus a strong function of electron energy and,
in fact, is a severe limitation in design of high-
energy storage rings and synchrotrons for electrons,

The synchrotron light is elliptically polarized
and the intensities of the two polarization components,
parallel and perpendicular to the electron orbit, are
given by the two terms in Eq. (1). It appears that the
synchrotron light is compleiely polarized in the plane
of the electron orbit. Integration of the two compop-
ents (see Eq. 1) over all angles and all wavelengths
gives 75% degree of polarization, independent of or-
bital radius R and electron energy E. Furthermore,
the polarization remains high at all wavelengths since
the intensity of radiation emitted into a certain
angle falls off about as fast as the polarization does
for increasing angle v, The degree of collimation of
the synchrotron radiation can be estimated (valid near

the peak of the synchrotron spectrum) from mbc‘/E,

showing the importance of high electron beam energies
for good collimation. Other properties of synchrotron
radiation, more specifically connected to the Stanford
Synchrotron Radiatior Project, will be discussed in a
following section,

The discussion above has been carried out €for onec
electron with constant orbital velecity., 1In reality
the situation is more complicated due to synchrotron
and betatron oscillations of the electron beam and

other beam dynamical effects.1 Despite this, it can be
steted the the properties of synchrotron radiation are



well vnderstood from the expressions discussed above or
from a further elaboration of these equations.

Synchrotron Radiation Facilities

Historically research using synchrotron radiation

began with the work of Tomboulian~ and others at the
300 MaVv Cornell synchrotron in 1955 and was continued
by a team at the National Bureau of Standavds 180 Mev

synchrorron.9 Internationally the most extensive syr=
chrotron radiation research work was started by Haensel

anu co-workerslo at DESY in Hamburg, Germany, as a
secondary operation on & high energy physics machine.
For the moment synclirotron radiation research is going
on at a large number of laboratories all over the world.
A summary of existing facilities is given in the paper

by winick.lh In the following we will concentrate our
discussion on the Stanford Synchrotron Radiation
Project {SSRP), which now is uted extensively for X~ray
and UV research,

The Stanford Synchrotron Radistion Project (SSRP)

The Stanford Synchrotron Radiation Project

(SSRP)15-18 way funded in June 1973 by the National
Science Foundation as a nationil facility for UV and
X-ray research using synchrotion radiation from the
storage ring SPEAR at the Stenford Linear Accelerator
Center. SSRP started operat.ion in May 1974 and is open

to all qualified users, SPHHR19’2O operates normally
in the electron=positron coiiiding-beam mode with
stored beam energy E varying from 1.5 to 4,0 Gev and
with up to 35 mA in each beam (May 1975). In operation
as a single-beam synchrotron radiation source much
higher currents can be obtained. Thus for 2Z5 mA has

been accumulatedz‘ and more is clearly possible, It

typically takes 15=3%0 min to fill SPEAR with electron
and positron beams, after which the beams are stored
and made to collide for several hours, the lifetime
being 35 hrs, Extended periods of time are thus
available for synchrotron radiation experiments even
when SSRP is operating ix a symbiotic mode on the nigh
energy physics program, Looking into the future con=
ceptual designs have been developed to use SPEAR ex~

clueively for synchrotron radiation research,21 in
which case considerable more synchrotron radiation can
be produced in a single=beam mode of operation,

So far SSRP has heen operating around a single
beam port on the SPEAR vacuum system accepting 11,5
mrad of synchrotron radiation in the horizental plane.
For the moment (May 1976) a major expansioa of the
facility is under way at SSRP, including a second
tangential beam line accepting 20 mrad of radiation
and providing accommodation for at least L additional
K-ray experiments, The potential exists for future
expangion of additional beam lines, each with the same

capacity of the second beam llne.21

SSRP is an experimenter-operated facility designed
for maximim access to and utilization of the radiation
within the limicstions set by the radistion shielding
and personal protection systems, and the pretection of
the ultrahigh vacuum system, Shielding and a personnele
protection interlock system arc designed to pormit
close access to cxperimental equipment during all
phases of SPEAR operation (filling, storing, and dump~
ing of beam). The experimental arca is divided inco
50 called hutches, one for cach cxperiment. The hutch
concept weans that each cxperimenter is pormitted ac-
cess to his experiment by means of his own control and
interlock panel witliout requiring further permission
from outside operators and {ndependently of the condi-

tion of other synchrotron beam runs or of the SPEAR
ring status, The hutch system is interlocked into the
SPEAR operation in terms of radiation and vdacuumsatecy.

SPEAR has a radius curvature of 12,7 m. The spec~
tral distribution of synchrotron radiation from SPEAR,
given as photons + © mrad™! ma"! (105 bandwidth)™1, is
shown in Filg, 1 with the electron-beam energy E as the

ol3
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SPECTRAL DISTRIBUTION OF
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Fip. l=-~Spectral distribution of the synchrotron light
from the SFEAR storage ring.

parameter from 1,5« 4.5 GeV. As seen, it is an in-
tense, continuous distribution extending from the ir
to the X-ray region. The critical enerpy EC related

to the critical wavelength described above is also
shown for each beam energy. The #xtreme importance

of high electron~beam energies for extending the
spectral distribution into the Z-ray region is clearly
demonstrated by this plot, the critical energy increas-
ing from 0.58 kev (21 &) at £=1.5 GeV to 11 kev at

E=4.0 GeV. The rnr:ad-l refers to the collection angle
in the horizontal plane. In the vertical plane the
beam is naturally colliuated and has a divergence of
about * 0,2 mrad (typical at 2.5 GeV), i.e., the
heigiit of the beam 20 m from the source point is about
L mm, The source size (electror~beam size) is typi=
cally 1.6 = mu (FWHM) high and 3. (FWHM) wide at
2.5 GeV during coliiding beam runs. As was discussed
in a previous section the synchrotron radiation losses
are a strong function of the «lectrom-beam energy. In
the case of SPEAR, typical values are 4 kW (2.5 Gev,

15 mA) and 45 kW (4,0 GeV, 25 mA). e Normally SPEAR
is operating in the single~bunch colliding-beam mode,
i.e., there i: one bunch of electrons and one of
positrons circulating the ring with orbital {requency
1,28 MR, The SPEAR radiofrequency is 353 MHz, which
is thus the 280th termonic of the ordital frequency.
The one=bunch mode of operation offers unique timing
capabilities of using the synchrotron light as a
pulsed source, cince the pulse duration if 0.0:=0.h ns
and repcats at 1..2 Miz. It is thus possible to per-
form experiments requiring fast time correlations,

Orbit monitoring and control are important since
a small wertical electron-beam orbit distortion can
result in a displacement of several millimeters ac
the location ¢f the experfieent (20 m from the source
point) due to the angles associated with orbit motion.
Thus it has becn fours necessary to reprceduce the
position of the syucarotrvon radiation source point to
+ 0.2 mm, This iz accomplished by powering a pair of
trim coils, which provide horizontal dipele ficldy,
positioned opprox¢mately 130 apart in the phase of
the verticai betatron oscillation. Position monitors
producic zn clectrical signal proportional to the
verrical beam displacement, and a fcedback system on
the power supply controlling the beam bump keeps the
ocan centered automatically, giving the synchrotron

;
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radiation beam an accurate and reproducible position
at all times,

An artist’'s view of the SSRP facility is shown in
Fige 2. The 1l.5 mrad of synchrotrca radiation, corre-
sponding to 15 ¢m of curved path in & spear bending

Fig. 2~=A schematic drawing of the different beam=lines
at the Stunford synchrotron fadiatzon Project.

magnet, emerges tangentially into a UHV pipe. Part
of the horizontal fan of radiation is split away from
the tangentiai direction by reflcotion at grazing
incidence on two ultrasmooth (rms surface roughness
30-70 X) Pt-coated Cu mirrors placed 6.5 m from the

source point.23 One of the mirrors intercepts the
outer 2 mrad of the radiation fan at 2~ horizontal
grazing angle of incidence, resulting in a horizontally
focussed 4° deflected beam. A plane mirror intercepts
the inner 3-5 mrad of the fan at 4° vertical grazing
angle of incidence, The mirrors can be remotely in-
se-ted and adjusted and are cooled thermoelectrically
to enable operation with up to 25 W of synchrotron
radiation per mrad. The vacuum system is an all-metal,
bakable UHY system. The central beam pipe extends to
16.5 m from the source terminating at the Be window
assembly (see above). The 4° and 8° beamlines contin-
ue in the vacuum, without any window material, into

the sxperimental areas 1¢ and 23 m, respectively, from
the source point. The different beam lines cam be
isolated from each other and from SPEAR by gate values.
Water-cooled masks define the synchrotron light path
through the vacuum system.

The central part of the beam contains 4=10 mrad
of radiation (depending on insertion of mirrors) which
proceeds down the UHV pipe and passes thirough a pair
of S=um=thick water-cooled pyrolitic graphite foils,
which absorb the UV and soft Xeray part of the white
radiation, The radiation then leaves the vacuum system
10,5 m from the source point through a pair of 250-um
waterecooled beryllium windows, The foil and window
syste~ begins to transmit radiation at about 3,5 keV
ane reaches 50% transmission at 4.5 keV, After emerging
from the SPEAR vacu.m system the X-rays travel in a
helium atmosphere into a shieclded area in wich several
monechromators are installed,

Scientific Research Program

During the two years SSRP has been in operation a
variety of experiments have been performed from photon
energies of 5 eV up to 0,000 eV iavolving rescarch
programs in physics, chemistry and biology, About 130
scientists from 30 different experimental groups have
participated in the program, Here we can only summarize

1)
briefly these different research prejccts.ed

We will concentrate on the X-ray research and only
mention briefly the activities in the uliyraviolet and

suft X-ray regions. The 8° beam 1ine25 is\equigped

with a Seya~Mamioka lm':ltlot:hrt:mat:ox‘z6 which prcvides
monechromatic radiation up to 30 eV, The design of
the optical system enhances the degree of polarization

to about 98% in the spectral range &=%0 eV, Reusearch
. 24
programs including scattering, reflectivity,
21,28 have

abcorption, fluorescence and photozmission
been established, The 4° beam line29 is equipped

with a grazing incidence monochromator~ with fixed
entrance and exit slits (modified version of the Vodar-
type) and with a resolution of 0.1 in the photon
energy range 30-600 eV, Research on this beamline

has included soft X-ray absorptionEl, reflectance,

2 )
phol:oemi.ssit.m“r(’28’3’2-55 and grating calibration as

V3T aei
well as time=of-flight spectroscop utilizing
the unique time structure of the pulsed synchrotron
light,

Several different crystal monochromuators are in-
gtalled on the central beam line for use in the X-ray
region: 3=25 keV (4=0.5 %). A double-crystal mono-
chromator in the non-dispersive mode is 1nsta;éed for

»
’

¥=-ray photoelectron spectroscopy measuremen:s
with high resolution (0.3 eV at 8.0 keV) on the second
floor in the building (see Fig. 2). It has also been
used for small-angle scattering of X-rays to determine

the morphology of macromolecules in solution.2

A tunable focusing X-ray momochromator has been

made operati~nal at SSRP since May 1975.h0 The focus-
ing geometry is shcwn in Fig. 3. Both the elliptically

Fig, 3==Schematic of the tunable, tocusing X-ray mono-
chromator {from ref. 41),

curved glass mirror and the logarithmically spiraled
silicon crystal provide variable focus and monochro-

matization from 0.5 to 3.0 X.“"“’ It has been applied
to low-angle X~ray diffraction studies of biological
structure problems, e,g. frog sciatic nerve myelin,

retinal tissue and wuscle.2h The same experimental
seteup has also been used for protein crystallography

:;tudleshJJ of e.g. rubredoxin, azurin, nerve growth
factor and L-glutaminase-asparaginese.

The third X-ray monochromatorhs (shown to the
right in Fig. 2} consists of a channel-cut Si (220)
single crystal, which provides monochromatic radiation
of a bandwidth of approximately 1 eV over the photon

e ly
cmmyume}ﬁkﬂ}cg This mopoachronator has

Sl
been uded ~xtensively oy several grnupse“ for S-ray
absorption studies and also for resonant Raman



scatteringso’sl and fluorescence experiwments, The
technique known as E:xtended X-ray Absorption Fine

Structure (FXAFSsE) has been developed extensively
at SSRP with this instrument and has been applied
i
to a large category of samples: gases, 6,17 lig~
= ) 5
uids,SJ crystals, glasses,” catalysts,” enzy-
mes and proteins.sh‘-55 The power of the EXAFS
technique lies in its ability to determine the
local atomic envircnmenti. Spectra of this type

4
can be obtained 10 - 10’5 faster than with a standard
X-ray source.
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A HIGH-INTENSITY, SUBKILOVOLT X-RAY CALIBRATION FACILITY*

R. W. Kuckuck, J. L. Gaines, and R. D. Ernst
Lawrence Livermore Laboratory, University of California
Livermore, California, 94550

Summary

A high-intensity subkilovolt x-ray calibration
sgarce utilizing proton-induced inner-shell gtomic
fluorescence of low-Z elements is described. The high
photor yields and Jow brensstrahlung background associ-
ated with this phenomenon are ideally suited to provide
intense, nearly moncenergetic x-ray beams. The proton
accelerator is a 3 mA, 300 kV Cockroft-Walton using a
conventional rf hydrogen ion source. Seven remotely-
selectable targets capable of heat dissipation of
S kW/cm? are used to provide characteristic x-rays with
energies vetween 100 and 1009 eV. Source strengths are
of the order of 1073-10'* photons/sec. Methods of re-
ducing spectral contamination due to hydrocarbon build-
up on the target is discussed. Typical x-ray spectra
{Cu-L, C-K and B-K) are shown.

Introduction

Considerable need has arisen for the development
of well-calibrated x-ray detectors capable of detecting
photons with energies between 100 and 1000 electron-
volts. This energy region is of significant interest
since the x-ray emission from high-temperature (kT ~
0.5 keV), laser produced plasmas is predominantly in
thic range. For this application interest is mainly
on fast, current-mode detectors capable of responding
linearly to the intense x-ray bursts produced by these
sources. These bursts are characterized by durations
of approximately Y00 ps and peak photon intensities of
~ 1025 photans/ster-sec, Typicai detectors used in
these measurements include semiconductor detectors,
scintillator photodiode detectors and photoelectric
diodes.! Since these detectors have sensitivities of
the order of 10717-10-2C coul/keV, it is clear that, in
order to te accurately calibrated in the current mode,
intense sources of monoenergetic x-rays must be avail-
able.

Ine obvious source of monoenergetic subkilovolt
x-rays 1s the charasteristic line emission from inmar-
shell atomic fluorescence of low-Z elements. This
fluorescence can be induced by various types of ex-
citing radtativns, i.e., photons, electrons, or tons,
Howevar, the fluurescence yleid fur low-1 elaments is
quite low and intense irnization scurces are needed to
ohtain useful x-ray yitelds. While photon or electron
axcitation methods are common x-ray generation lechni-
ques, both approaches exhibit a serious disadvantage,
namely lack of spectral purity due to photon scattering
and/or bremsstrahlung continuum backarounds superim-
posed on the characteristic line emissions. To avoid
this particular difficulty, x-ray production via fon
bombardment has tecome a phenomenun of significant
recent interest., The high yields and Tow bremsstrah-
lung backgrounds assocfated with this process are
ideally suited to the above detector calibration ob-
Jjectives.

“Work performed under the auspices of the U.5. Energy
Rescarch and Cevelopment Administration under con-
iract No. W-7405-Fng-48,

Numerous investigators have reported x-ray yields
from charged particle bombardment for many different
species of target and projectile ions and over a wide
range of incident pirticle energies.? Conseguently,
much of the physical principles of the excitation and
emission processes are well understood. In view of
this understanding, and with the above-stated dztector-
calibration objectives in mind we have devaloped a
calibration facility at LLL utilizing characteristic
x-ray production in elemental turgets via Coulomb ex-
citation from proton bombardment. While heavier ions
may provide greater photon yields for specific cases
in which the enercy levels of the projectile and tar-
get atoms overlan, proton excitation provides a con-
sistently high yield for general excitation of a wide
variety of target materials. Aliso, in considering the
dependence of x-ray yield and of secondary electron
bremsstrahiung production upon the incident proton
erergy it appeared practical to base the facility
around a low-energy (300 kV) accelerator.

Facility Description

The LLL calibration facility consists of a charged
particle accelerator, x-ray target chamber, photon
monitoring system, experimentai detector chamber and
crystal diffractometer (Figure 1). Figure 2 shows a
schematic layout of the x-ray generation and detection
portion of the system. The accelerator power supply
is based on conventional Cockcroft-Walton voltage
multiplying principles and was desigrad and fabricated
at LLL.3 It has an oscillation frequency of 100 kHz
and maximum load capability of 5 mA and 300 kv. The
voltage is applied across a conventignal accelerating
column and the proton beam is magnetically analyzed
and delivered to the x-ray target through electrostatic
quadrupcle focusing elements. The accelerating column
and beam drift tubes are maintained at a pressure of
~ 2 x 107¢ Torr durirg full beam ioading by twc
1500 2/sec oil-diffusion pumps. Vacuum integrity
thr?ughout this section is achieved using Viton O-ring
seals, o i .

Photograph of the LLL extrema low-energy x-ray
facility. Vacuum chamber in fureground is the x-ray
chamber. Accelerator beam tube is seen to the upper
left. The twoe chambers in the upper right are the ex-
perimentai detector chamber and the crystal diffracto-
meter chamber, respectively.

Fig. 1.
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and detection portion of the facility.

The proton beam is provided by a standard rf ioni-
zation source and beam currents of ~ 2.5 mA have been
deliverecd on target in a spot size of iess than 5 mm
diameter. Smaller spot sizes are possible but under
such conditions target heat loads are excessive. The
accelerator is also capable of accelerating heavier
jons or @lectrons with only minor system modifications.

Three high-vacuum stainless steel experimental
chambers are mounted in series at the end of the
accelerator drift tube (Figures 1 and 2). These
chambers have metal vacuum seals and are evacuated to
pressures of 1077-10"8 Torr using 250 s/sec sputter-
jon pumps. Isolation of these chambers from the poorer
vacuum environment of the accelerator beam tube is
achieved by a low-conductance {6 £/s), double-walled,
LN-cooled cold trap mounted in the beam pipe at the
entrance to the target chamber. This trap is designed
to reduce hydracarbon buildup on the x-ray target
which, as will be discussed later, is a serious detri-

ment to spectral purity in subkilovolt x-ray generators.

The x-ray target has two primary features:
a} heat dissipation of 5 ki/cm?, and b) capability
of remote seiection of one of several different tar-
get materials, and hence, characteristic photon
energies. Seven target materials (Cu, Fe, Cr, Ti, C,
B, Be)} are deposited on the flat machined surface of a
high-purity Cu cylinder to thicknesses ranging from
3 to 5 mg/cm? (Figure 3j.

A 50 percent mixture of ethylene glycol and water
is flowed through the cylinder past the back of the
targets for temperature control. The flow system is
designed not only to dissipate up to 5 kW/cm? of
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Fig. 3. X-ray targets plated on high-purity Cu cooling

prove.

target heat during beam loading conditions but also to
maintain the target temperature at 1i5° C during beam-~
off conditions. The latter is achieved by heating the
liquid and is an attempt to further reduce conden-
sation of hydrocarbon contaminants on the target face.
The liquid is flowed at 6 2/min, through a closed-loop
pump and heat exchanger system and is nozzled to pass
the back of the targets with a turbulent velocity of
7.5 m/sec.

As a final step in minimizing carhon buildup a
double-walled, LN-filled cylinder is mounted around
the targets to serve as a hydrocarbon condenser. The
target and condenser are electrically isolated to per-
mit beam current measurements and to allow bias volt-
age suppression of secondary electron emission from
the target. The target assembly is vertically driven
by a remotely-controlled stepping motor and will auto-
matically position any pre-selected target in the
proton beam. Figures 4 and 5 show the target assembly
mounted to the chamber 1id.

The target chamber geometry is designed to allow
continuous monitoring of the x-ray flux with a pro-
portional counter during calibration of an experi-
mental detector. Both the experimental detector and
the proportional counter monitor are mounted symmetri-
cally at an angle of 135° with respect to the incident
proton beam direction (Figure 2). The x-ray emission is
found to be isotropic only for very smooth targets
\polished so that average peak-to-valley surface rough-
ness is less than 0.05 um). Targets with rougher sur
faces, e.g., B um, exhibit highly nonisotropic emission
and preclude use of the monitor detector output to
derive the flux level incident on the experimental
detector. Consequently, since target surface damage
and roughness can readily occur at high current loads,
it is necessary to frequently recheck isotropy using
a second proportional counter in place of the experi-
mental detector.
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The proportional counters are side-window,
cylindrical, gas-flow counters with 2.5 cm inside Jia-
meters, 0.25 um diameter tungsten anode wires and
0.25 mm diameter, 85 ug/cm2 Formvar entrance windows.
Their operating characteristics for detecting Cu-L
(930 eV) and C-% (280 eV) x-rays are shown in Table I.

Cu-L C-K

(930 ev) (280 _ev)
Counter gas: P-10 He-isobutane
Gas pressure: 760 Torr 760 Torr
Anode voltage: 1600 V 1i50 ¥
Window transmission: 0.75 0.76
(measured)
Counting efficiency: 1.0 0.76
(calculated)
Energy resolution: 325 eV 112 eV
(measured)

Table I, Operating characteristics of the gas-flow
proportional counters.

The counter window transmissions are measured for each
photon energy of interest and the counter efficiencies
are calculated using published mass absorption co-
efficients for P-10 and helium-isobutane gases.% The
output pulses of the proportional counter are amplified
and analyzed using conventional techniques.

The experimental detectors are mounted on a rotary
table in a second vacuum chamber connected to the tar-
get chamber and can be remotely rotated onto the 135°
X-ray beam axis symmetrical with the monitor detector
(Figure 2). Various thin foils are placed in front of
both detectors, experimental and monitor, and car:
seviral purposes. First, in come cases, they are
opague and shield the detectors from visible and in-
frared fluorescent and incandescent radiation emitted
from the hot target. Optical pyrometer measurements
have shown a carbon target to stabilize at approxi-
mately 1900° C during loading with a 2 mA proton beam.
Second, they are thick enough to stop backscattered
protons and hydrogen atoms. Buck et. al.5 have shown
that for these proton energias {~ 300 keV) a large
fraction of the bactscattered projectiles are neutral-
ized. Consequently, any attempt to remove recoil
particles from the x-ray flux by electrostatic de-
flection techniques would only be partially successful.
Hence, absorbing foils are necessary. Finally, in
some cases the foils selectively absorb photons char-
acteristic of carbo~ contamination on the target sur-
face. This requires matching the x-ray absorption
cross-section of the foil with the characteristic
photon energies of carbon and of the target material to
maximize the x-ray flux at the detector. A1l three
functions are considered in selection of the proper
foil-target combinations. For example, 600 um/cm2,
opaque, carbon foils are used with a carbon target and
700 ug/cm?, opaque Be foils are used with a copper tar-
get.

A third vacuum chamber mounted behind the experi-
mental detector chamber (Figure 2) will house a crystal
diffractometer and gas-flow proportional co ter for
high-resolution spectrum analysis.

Facility Performance

The facility is designed for nominal operation at
3 mA beam current and 300 kV accelerating potential.



Table II 1ists the x-ray source strengths anticipated
for these operating parameters. To date, however, the
accelerator has been routinely operatad at only 1 mA
and 200 kV and has been used to generate characteristic
x-rays in solid B, C and Cu targets., Results have been
encouraging. Figures 6 and 7 show pulse-height spectra
obtained from the munitor proportional counter for Cu-L
and C-K rays, respectively. Although filtered from the
spectrum shown in Figure 6 by a thin Be foil in front
of the detector, a-rays due to carbon contamination of
the Cu target have been apparent. However, no special
precautions were taken to reduce this contamination and
significant imgrovement is anticipated with the in-
corporation of continuously heated targets and the LN-
cooles condenser associated with the multiple target
assembly. This assembly will be installed on the
system shortly. The spectrum shown in Figure 8 was ob-
tained by subtracting the C<K component from a com-
posite carbon-boron spectrum emitted by a carbon-
contaminated boron target.

Approximate
Phcton Source
Energy Strength

Target {eV) (Photons/sez)
Be-K 110 4 x 101
B-K 185 4 x 1014
C-K 280 4 x 1014
Ti-L 450 1 x 101
Cr-L 570 1 x 10
Fe-l 704 1 x 101%
Cu-L 930 2 x 1013

Table II. X-ray source strengths for 3 mA proton beam
current and 300 kV accelerating potential.

M

* 2
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Fig. 6. Pulse height spectrum due to Cu-L (930 eV)
x-rays detected by thin-window proportional counter.
See Table I for counter operating characteristics.

Table ITI 1ists the x-ray source intensities and
thick-target photon yields obtained from the present
single-target (1 mA, 200 kV) data. These are in ex-
cellent agreement with published results.® It should
be noted that for a given target material, the L-shell
photcn yield is many ordars of magnitude greater than
the K-shell yield® and herce, the latter may be ignored
with respect to the spectral purity of the x-ray
source. Note that these source strengths will increase
by a factor of ten when the accelerator is operated at
its design level of 3 mA and 300 kv.
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Fig. 7. Pulse height spectra due to C-K {280 eV) x-
rays detected by two thin-window proportional counters
Counters were mounted simultaneiousiy in the monitor
and experimental detector positions (see Figure 2} to
demonstrate isotropy of the x-ray emission. See Table
I for counter operating characteristics.

Fig. 8. Pulse height spectrum due to B-K (185 eV) x-
rays detected by thin-window proportional counter.
Carbon contamination of the tirget was significant and
Boron spectrum was obtained by subtracting C-K component
from composite spectrum.

Cu-L C-K
(930 ev) (280 eV)
Source strength 1.9 x 1012 6.5 x 1013
(photons/secg
Thick-target yield 3x 107 1 x 1072

(photons/proton)

Table III., Source strengths and proton-induced thick-
target x-ray yields obtained from experimental data
(proton beam current: 1 mA, accelerating voltage:

Z00 kV). See Table II for anticipated source strengths
when accelerator is operated at full design level of

3 mA and 300 kV.
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Introduction and Theory

For the purpose of this article we define
the low energy X-ray region as lying kelow
5.9 keV, which correaponds to the Kg energy
of manganese associated with the decay of
Fe-55, Wwhile the scope of our discussion is
limited to X-ray production by alpha particle
excitation, we shall briefly summarize X-ray
sources in this region from some commercially

availabls elactron capture nuclides. (Table 1).

TRBLE 1
Nuclide Tk Weighted Fluorescence
- K Energy Yield
A ~-37 35.1 0 2,957 0.086
Ca=41 8x10" Y 3.690 0.129
Ti-44 48 Y 4,508 0.174
v-49 330 D 4.949 0,200
Fe~-55 2.7 ¥ 5.895 0.282

Because of the lack of availability of
emitters in the region below 3 keV we must
lock to another mode of production. Alpha ex-~
citation of characteristic lines was demons-
trated by Chadwick in 1912, but it is only
within the last ten years that the needs of
X~ray astronomers for compact moncenergetic
energy ma.'kers for ground test and in-fiight
calibration of X-ray detectors has created re-
newed interest in this phenomencn. Although
compact X-ray tubes are available, their size,
reliability and power requirements restrict
their use for flight applications. Laboratoxy
evaluations have been made of the alpha exci-
tation technique to determine the feasibility
of mineral analysis in lunar exploration
(Trombka, et al.,, 1966). A prototype portable
analyser for general geological use has also
been built (Sellers, et al., 1968).

Characteristic lines of all the elements
can be generated by brmbardment of a suitable
target with alpha particles, with the purest
moncenergetic emissions arising from K, lines
of the low 2 elements. The cross sectfan for
the production of K-shell X~-rays is given by:

.
w g E
gz 12

o (E) «
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where B is the energy of the alpha particle,
Z is the atomic number of the target ani® z
is the corresponding fluorescent yield. The
X~ray production increases with decreasing Z,
but the increase is partly offset due to low-
er fluorescent yields. The theory of this
process is treated in detail by Sellers et al
(1968) .

A number of alpha emitting isotopes are
available for X-ray production such as Am-241,
Cm-242, Po-210, Ra-226 and Th-228. The two
most useful are Po-210 and Cm-244 because of
their relative freedom from undesirable radia-
tions. (See Table 2). Polonium hags a short
half-life and a somewhat volatile nature, and
is therefore recommended only for the most de-
manding spectral purity requirements.

TABLE 2
Po-210 Cm-244
Th 138 D 17.6 Y
ALPHA 5.305 meV 5.81, 5.77 meVv
(2008)
GAMMA 0.803 meV 0.043 Mev (0.02%)
(0.0011%) 0.100 MeV (0.0015%)
0.150 Mev (0.0013%)
0.262 MeV (1.4x10" %)
0.59 MeV (2.5x10-"%)
0.82 MeV (7x10-1%)
X-RAYS Pb L&M Pu L&M
(Trace)

DESCRIPTION OF SOURCES

Several practical combinations of alpha
source and target materilal are available to
give X-ray sources of high integrity. The
simplest and most compact of these consists of
the alpha emitter sandwiched between two
pieces of the target foil and sealed in an
outer capsule, (Fig. la). Units can be made
as small as 3 mm diameter X 3 mm long, but
the technique is restricted to energies great-
er than about 1 keV due partially to lack of
suitable window materials below 2=12 (Mg),
and also to the difficulty of adjusting window
thicknesses to allow reasonable transmission
of the desired X-rays while at the same time
completely attenuating the alpha particles.
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Another limitation of this configuration in-
volves the use of Cm-244, whose L X-rays
easily penetrate the thin foil window and may
swamp the detector electronics. Intensities
may z2ctually exceed those of the desired Ke
line by a large factor. £0-210, decaying
directly to the ground state, is substantially
free of this type of emissiosn although traces
of lead L and M X-rays can be detected.

A different approach, shown in Fig. 1b utili-
zes a 3ealed alpha source placed in opposition
to the target material a few mm away. The
X-ray beam emerges in a broad cone, but with
the center portion occultad by the alpha
capsule. In a commercial version of this de-
vice, the "X-KIT" produced by ISOTOPE PRODUCTS
LABORATORIES, the alpha source is placed at

the side of the target to obtain a larger
effective aperture. (Fig. lc). A serendipi-
tous benefit from this arrangement is a larger
than-expected X-ray yield, which appears to be
caused by the alpha particles striking the
target at shallow incidence. 1Ia this case
X-ray excitation occurs closer to the surface
of the target, and sclf absorption is less
pronounced. The X-KIT1 provides for replace-
able targets down to Z=4 (beryllium) and is
desioned primarily for laboratory use.
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A more compact design based on this princi-
Ple has been developed for rocket application
at the suggastion of the Mullard Space Science
Laboratory (Tuchy 1975). A thin annuiar
sealed gource of Cm~-244 is placed about 1 mm
from & disc of the desired target materizl
so that the excited X-rays exit through the
centexr hole (Pig., 1d). The source-target dis-
tance is important and optimum spacing_is a
function of 2. Pluxes of at least 2x10"
photons/sec~steradian per mCi of contained
Cm-244 are typical and the complete unit is
only 12.5 mm diam. by 6 mm thick. For targets
of 2=12 (Mg) or more the aperture is .itted
with a thin beryllium window to absorb back-
scattered alpha particles. By substituting a
gas tight chamber for the target it is
possible to obtain characteristic X-rays of
neon and argon as well as gaseous compounds
of sulfur, phosphorus and chlorine.
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The alpha source is a self-contained seal-
ed unit consisting of a thin layer of curium
coated with 300-500 ug/cm2 of gold. An addi-
tional backing of nickel in combination with
the platinum support heips to minimize inter-
ference by the L X-rays associated with the
curium decay. PFor critical applications, the
source can be packaged in a tungsten alloy
shield assembly to attenuate higher energy
Cm-244 emissione.
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MEASUREMENT OF PHOTON OUTPUT

The X-ray emission from a 2 millicurie Cm-244 Pigure 2

source has been measured for several different
targets using the smource configuration shown 10t
in Pig. 1d. The instrumentation comprised a
proportional counter fitted with a one micron _L
carbon~coated polypropylene window and fiiled

with 0.00426 gcm-‘of argon-methane gas.

Window support was provided by an 808 trans-

mission mesh which covered a circular aper- -
ture of 1.27 cm diameter. The solid angle

for X-ray detection was set hy positioning

the curium source above tha counter aperture +4
with a precision spacer. A removable vacuum
shroud was fitted to the detector to evacuate
the region above the window. Standard NIM
electronics modules were used for single
channel analysis of the various target spectra
Threshold levels were set to include only the
X-ray peak under measurement in order to mini-
mize the contribution from curium L X-rays

and back-scattered alpha particles.

counts/sac/ster

The X-ray fluxes observed from varicus w |
target materials are summarized ia Table 3
for solid angles of 0.5 and 1.0 steradian.
The data have been corrected for the detector
efficiency. In particular, the X-ray trans-
mission of the detector window was accurately
calibrated for energies below silicon-K by
measuring the beam attenuation produced by 1! I T T a T
identical samples of window material. Sys- oo ?
tematic errors in the absolute photon fluxes 2
are estimated to be 10% (statistical errors
are negligible).

X-RAY INTENSITIES # (PHOTONS/SEC)

S0 =10 9 =05

Target Form Energy (keV)

v

BNAWNNNO S MW

2
Beryllium Metal 0.109 4
Boron Elemental 0.184 5
Carbon Graphite 0.279 6
Magnesium Metal 1.255 12
Aluminum Metal 1.487 13
Silicon Elemental 1.742 14
Titanium Metal 3.;38 2: hd
Carbon R . -
Fluorine Teflon 0.675 9 -
Silver Metal 3.1 (L) 47 hd
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# Intensities are corrected for detector afficiency.

® With 0.0051 cm beryllium.
Table 3

The photon outputs for the single elements
i{n Table 3] are plotted in Figure 2 with an
additional correction for 2>16 to allow for

attenuation by the beryllium filter. The n
R-ray emissiox shows a marked increase with showed an essentially linear decrease in

decreasing 2, as expected from the cross- X-ray intensigy as the solid angle was re-~
section fgrmula qivzn previously. However, duced from 0.5 to 0.0l steradian. Finally,
the emissions from boron and carbon appear to gome typical proportionai counter spectra
be lowar than expected. This effect could are shown in Figure 3 for targets of

be related to the tzrget preparation, and is beryllium, carbon, silicon and teflon.

being further investigated.

The X-ray output of the source was also de-
termined as a function of solid angle using
carbon and aluminum targets. Both targets
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Figure 3

Berylliun

e e ——

Teflon

Fluorine

Commercial Applications Of The Alpha
Excitation Technigue —

Until the present time the primary appli
cation of this technigue has been almost
exclusively in X-ray astronomy and for the
calibration of thin films by the transmiasion
technigque. Some fusion research groups have
found calibrated low energy standards useful
in the determination of X-ray flux densities
irn plasma. It is now possikle to construct
a ruggedized version of the annular type
source which will make it convenient for
many types of laboratorizs to possess and use
these devices for routinc calibration
purposes. Contained activities of 10-100 uCi
corresponding to 200-2000 photons/sec, should
suffice for many applications.

The annular source with its high efficiency
can be adapted for analytical use by removal
of the target and mounting the source assembly
in a platen in such a manner that the distance
is about one mm. (Fig. 4)., With the addition
of a permanently mounted proportional or
solid state detector and protective cover
combined with appropriate readout iastrumenta-
tiun, a compact bench-tcp instrument could be
constructed capable of the surface analysis
of a number of low 2 sheet materials, such as
paper, minerals, glass and plastic. By
utilizing higher activity levels (10-100 mCi)
and strip configurations, it may alsc be
feasible to perform on-line quality control
of certain materials produced in sheet or
roll form as well as to monitor organic coat-

ing thicknesses. The possibility also exists
of using this concept for the on-line monitor-
ing of gasaocus process streams for sulfur ard
chlorine, as well as cther elements.
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THE PREPARATION OF VERY SMALL POINT GUURCES FOR HIUH
HESGLIFT 10N RADTOGRAPHY
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Nak Ridge, Teatennee
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;JaxAry

The need for wary eaall peinl nourcen of bigh
rpecidite activizy ¢ olr, CUVE, CUCTm, amd YCe in
aob=destruclive teating has motivated She Jevelopson
of techalguen Jor the fabrication <f thesr guutves,

Te prepare Pty pulnt .urces for uxe ia emasie
nation of tude sheet welds 7 LMPYR hieat exchangore,
"t caviched te -904 wap melicd in g heliun
hiankoted afc Lo fors spheres an sozil as 0,38 = in
dlanster. Hethods wrto developed to fors the roughly
npherlcal shaped ars product iule acavly symetrical
aphetea that vould he saed for high resolullon radio-
graphy, The speciffc astiviey of thene sources was
JSO0N Cilpg.  Devause of the smsll atlze, special
graphite holders wore developed te purnit bor ¢ell
taeidl fmp aftor frradisticn and Lo ponitinn the avutce
in the vadiographle camera pigsatl capsulo,

Si2tlar scthods were uned for wpherical nhaped
sources of SCC¥R and T Ta,  The exldes wore arc
meited to form vough spheres folleved by prisndiag to
precine dimensinns, neulreyn irradistian of the sphefaos
at 3 Flux of 2 ge 3 ¢ 30%Y gqu, and use of cnriched
T te pravide The sarimum specific aviivity,

CokaitetU with a specific astivizy of L1100 (3fg
wan propared by processiag T'Uo that had been neutros
irradiated %o ncarle comgleto burnup af the " 'Co
tariet to produce Y Co, ‘MY, and TN, After separa-
tion of the nfckel fsatopes, a aearly thesrntical
spectfic activity ' “Co was obtateed, wvhich was re-
for=ed dnte right cylinder pellets for radlography.

fon exchange mothody were used (o separate the
cobalt from the anickel. The cobalt wan reducaed to
zetal by plating clther onto aluzinus foll which wan
dinsolved away from the cobalt plate, or by plating
onte mercury Lo preopare an amalgas thar could bp
casily formed Snto a pellel of cobalt with exclusion
of the mercury, Both methods are discunsed,

B e

To prepare very high apecific acriviey Pl we
have used thres methodw, cach of shieh has provided
alternatives for the fabricatlon of spherical point
gources, One prepara?ion lovelives the irradiation of
2-mil-thick iridfun rithon wrapped arousd an alusfnum
pin to prevent shadowing Juring neutron {rradiation
for optiour yield, The use of vory thin ribbon over-
comes the probles of the high neutron cross seclion
of *'iIr which reducon the nestrons available to the
interior of pellets that are aormally ured fn the
preparation of !"lr radlographic mources. After
irradfiation the ribbons are melted by feeding then
Into an oxygen propanc {lame to farm sphores up to
1/9-1n, diameter, thus provid.ng sources for use in
conveat tonal radiography.

#0perated by Unlon Carbide Corporation, Ruclear
Sivision for the Energy Research and Development
Administration,

3788

develzped fo ovorcuse the problem

' to the interfor of cassive - Ir
targnte dnvelves tha usee of ridius sponge, To preopare
the npungr » cclntlfion of {ridfus chlortde &a alcobol fw
asturatesd {n ashions filter paper, Srfwvd, and fgnitcd.
The fridiun iz reduced 2o tho cledental form and
repitoaten the paper Fibers, laaving a highls oxrended
suffacte Lthat provider optimus Irradiastion conditiony.
After irvadiation, the apunge Io pressed dnto pellets
i the form of wipht covlinders or i1 may be melited to
fors shall erbeven using a Hell-are wolding toreh and a
graphize Soat, Some vaperization of the (ridlium eccurs
during thia melriag operatien; therelofe, a amall
dhupesable eaclonnee made wiih 4 wite frame and alumi-
s Yoll e the hot cell where the fabrication
e cateied out, This enclenure in connected diractly
to the ceil Bo! offepan svulex and protects the
taterioy of the wot celi fron soricus contamination,
harfag the meliing operation the araphite boat sorves
an otte olectrode and a praphiin eloctirode in the Helf-
arc torch the otiier. The wphere thus produces provides
ontime geedetry and Jensite, When right cylinders are
preesed, o density of only nboul BOL can be achieved,
The Yollewing Iable shows s cobpariaon of wspecific

& nocond meghod

of high neulvon loun

tn suned

artivity »blainable under varieus conditiens of frradi-
agfon and fabricavion,

Table 1

Fle Irradistion St

$2 T » N .
iridius Tarpor afen sses tne curics/g*

1716 ¢« 1716 pollets 3 - 107 6 wocks 260
2emil thick ribboa 3+ 197 6 weeks 630
LE5ET 3. 100 6 weeks 650
1716 + L/1A pellet .10 10 days 600
Bponge 2+ 10 5 davs 2023

sMpanured 10 dava after remcval from reactor.,

Oac problem uncountered ia the =elting of (ridiun
to forn npheres following neutron frradiatton s the
difficulty in maintaining sfize control, While approxi-
ante sizes can be prepared, whenover precise control is
necessary the snpheres must be fabricated prior to frra-
diatton, Although pre=-trradiation fabrication offers
the sdrantage of size control, a cempronise Sust dbe
=ade concerning the optimization of surface area per
unit woight durieg neutron frrauiation. To partially
ovevcome this prodles, calutron separated ' 'iIr en-
riched to greater than 90X as contrasted with a natural
occureing 37,32, {s preparcd into spheres of the
desived size by feli-arc melting and griuding between
rotating plates, To factlitate remote handling the
spherws are placed in graphite holders that also serve
to center and fix their position i{n the radfographic
camera, Sources as small as 0.8 mm in diamcter having
a specific activity of 5,000 Ci/g were preparcd in this
manner and were uacd to verify welds in heat exchanger
tube sheetes as shown Iin Fig. } (ORNL-Dwg. 75-4511),

The pource cortained 0.5 Ci of 1%71r, Weld defects
approximately 0.025-in. in diameter were easily
visualized using this ssurce.
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Fig. 1. Cross-Sectional View of Source Tube in
Position for Radiography

Yeterbiun-169 and !7%Tm sources were prepared in a
similar sanner, For these sourceg vtterbium or thulium
oiide was arc velted {nto spheres uting a tungsten boat
instead ~f graphite to prevent the formation of
carbideg. lrregularities in the spheres were cor-
rected by grinding teotween two plates covered with
carborundum paper. As with the iridium, the spheres
wera placed in graphite holders prior tu irradiatinm
to facilitate remote handling and to positlon the
active source in the radiographic camera,

The snall very high specific activity sources are
not commer:i1ally available since for most radiographic
inspection che 1/16 by 1/16 or 1/8 by 1/B sources are
adequate Yor such applications as pipe line welds,
nornal foundry quality control and fabrication weld
inspection procedures. However, under conditions of
very rigid welding specifications, the very small
sources are frequertly required.

Very tigh specific activity 80Cco has been shown
to be advantageous in radiographic inspection of thick
material sections. We have developed methods in which
greater than 1100 C1/g cobalc can be prepared and
formed into right cylinders for radiographic use., This
is an important develspment since radiographers have
been limited to Q5-400 Ci/g €YCo and for a number of
applicarions the scurce must be either collimated with
much loss of outpur or placed at considerable distance
fron the object being radiographed. In one case we
prepared a 10,000 C{ gource of 1100 Ci/g 60co that
provided inspection capability nearly equal to an
accelerscor for inspection of very massive componeats,
We are currently preparing a 30,000 Ci high specific
activity 60Co source for ERDA project use as a point
source for instrument calibration,

Since the bar to production of very high spe-
cific activity 80co by simple neutron irradiation of
59Co 1s the production of °9vi and 6I1N1, the maximum
concentration obtainable by ordinary irradiation is
720 Ci/g. However, by removal of the nickel from
59Co that has undergone complete neutron burnup it is
possible to approach the theoretical specific activity
of 1140 Ci/g. Furthermore, once theoretical specific
activity has been obtained it can be reprocessed to
remove decay produced nickel, restoring it to its
original theoretical specific activity.

In the process, high burnup 8%°Co 1s dissolved in
nitric acid and converted to the chloride and the
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solution adjustaed to 9 N HC1 for separation of the
nickel on a Dowex 1 ion exchange column, The cobalt
remaining on the column is washed with 9 N HC1 for
removal of final traces of nickel and stripped in

<1 N HCl., Batches as large as 10,000 Ci of 50Co have
been adsorbed on the column without serious decomposi-
tion of the resin. While some gassinp of the column
occurs, the geparation is relatively easy and complete
nickel separation 1s achleved. Following nickel
separation the cobalt is electroplated either into
mercury to form an ama.gam or onto aluminum foil in
the form of a thick plate. The advantage of the
amalgam process is that it protects the cobslt from
oxidation during forming operations and it has desir-
able physical properties for pressing into a final
pellet form, By placing the amalgam into a die and
pressing at 30,000 psi most of the mercury is removed
and a cobalt compact is provided that can be sintered
at 800°C under hydrogen to provide a final product
with greater than 90Z theoretical density,

The second method avoids high temperature sinter-
ing at a small pacrifice in density. In this process
the nickel for cobalt is complexed with ammonfum
hydroxide and electroplated onto aluminum foil at a
current density of 6 ampas at 5 volts., After >95Z of
the cobalt is electroplated from the solution, the
aluminum foil containing the plate ir washed with
water, after which the aluminumr is dissolved in sodium
hydroxide solution. The thin cobalt foil remaining 1is
washed with water to remove godium aluminate and
sodium hydroxide after which it 1s placed in a blender
with water and broken into flakes with approximately
1/16~in, maxioum dimensions, These flakes are washed
with alcohol and protected from oxygen under a hlanket
of argon, The dry flakes are loaded by weight into a
die and pressed at 300,000 psi to yield a density in
the final pellet of B7Z of theoretical,

A number of sources have been prepared by this
method and in addition to radiographic uses we cur-
rently have a cooperative pvogram with Duke Univer-
sity Medical Center to evaluate very high specific
activiey 8%Co in teletherapy. With high specific
activity material, very intense and highly collimated
gamma ray beams make it possible to direct the beam
onto special areas without excessive exposure of
healthy tissue,
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DEVELOPMENT OF THE NATIOUNAL BUREAU OF STANDARDS
LOW-ENERGY~-PHOTON-EMISSION-RATE RADIOACT IVITY STANDARDS*

J.M.R. Hutchinson W.

B. Mann,

and P. A. Mullen

National Bureau of Standards

washington, D. C.

Sumnmary

The National Bureau of Standards has recently
developed point source low-energy-photon-emission=

rate standards of nFe, 65Sr, 109Cd anug l251. The

standardizaticns were performed using a defined solid
angle, Nal(Tl) spectrometer that can be operated with
gas fillings at atmospheric and reduced pressure. The
corrections applicable to such a spectrometer have
been discussed by W. B. Bambynek.X

Defined ~Solid-Angle, Nal(Tl) Spectrometer

Figure 1 shows a picture of the spectrometer,
The Nal(T1l) detector is a l-in diameter by 1/l€-in
thick cleaved crystal. It has a 0.005-in Be window,
and an XP1010 photo tube, especially selected for
low noise. A diaphragm, made from 0.0l5-cm thick
platinum, with an aperture diameter of 3.9505
(£0.0020) cm, 1s used to define the solid angle
subtended by the detector to the source. The
+(0.0020-cm uncertainty in the aperture diameter
results in an uncertainty of *0.5 percent in the
geometrical efficiency.

Figure 1. NBS defined solid angle X-ray spectrometer

A gource mount is taped across a lip protruding
from the bottom of a pure aluminum holder, which
glides into channels cut in the aluminum side walls.
The holder 1s then pressed into position against the
top of the channels, which are at accurately measured
distances from the diaphragm.

Initially, the source holder was designed with
a spring-loaded hammer to hold the source in place.
However the hammer was discarded in favor of taping

* Contribution of NBS, not subject to copyright.
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the sources when it we. found that y rays backscatrered
from it into the detector. The results of a series

of measurements on 22 keV K x rays of sflver are shown
in Table 1. The percentage differences between the
count rates with and those without a thick hammer in
place are listed for different "hammer” materials. .,
These results appear to disagree with W, B Bambynek=’
who reported that no significant backscattering occurs
for v rays of low energies.

Percent Percent

Hammer Increase with Hammer Increase with
Material Hammer in Place |Material Hammer in Place
Boron Mrnel 0.7

nitride 9.0 Brass 0.9
Lucite 7.7 Copper 1.0
Glass 3.8 Silver 1.0
Aluminum 2.8 Cadmium 1.2
Titanium l.1 Tungsten 1.6
Stainless Platinum 1.2

steel 2.2 Gold 1.4
Nickel 0.7 Lead 1.2

TABLE 1

A cyliudrical lucite sheath can be raised to
enclose the counter so that it can then be operated
in a hydrogen atmosphere or evacuated if desired,

Detector Efficiency Measurements and Calculations

Extrapolated Values to h2 =0
The geometrical efficieacy for a point souree

(see Figure 2), as mentioned by Bambynek,-/is
e= 0,5~

o—

2r

where h is the source-to-~diaphragm distance and r

is the hypotenuse of the right triangle in which the
aperture radius and h are the-other two sides.
Although the distances between the upper edges of the
various channels are very accurately known, uncertain=-
ties of a few thousandthe of a imeter exist in the
vertical positioning of rhie diaphragm. In addition,
finite source diameter, typically 3 to 5 mm, must be
taken into account,

~—-
cInt

APERTURE
lem0.9808 con

PLATINUM (00iScm
THICK}

Fipure 2, Schematic diagram of diaphragm and source



Seall uncertaimtiecs due to these effecte and,
for example, penetration of the platinum diaphragm
became negligible at large values of h for which also
the geowetrical efficiency must approach an h™
dependence. Therefore, the emission rates werw

determined from a plot of %2 b2 whare N 15 the

count rate at a given (but uncertatisn) value of h.

A excrapolation, which sppears to gc closely linear
as shown in Figure 3, {s made to h™ = 0, thus
determining the corrected value of the emission rate.
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In this figure, positive and negative glopes were
obtained, corresponding to a change in estimated
h of 0.0l em. The results obtained in boch cases
agreed to within 0.1 percent with values in which
carefully calculated corrections were made for
longitudinal and lateral displacements,

Absorption Corrections

Absorption of photons by the air, source mount
and beryllium window were measured and corrected for.
The abscrpticn by the air was found from measurements
with first air then hydrogen in the intervening
space; the absorption of the mylar source cover was
found from measurements with and without added layers
of mylar tape. These measurements agreed within t5
percent with the calculated values using cnbul7ted
narrow-beam, linear-attenuation coefficients.2’ The
calculated abgorption in the beryllium window was
caecked by measurements on an e source which had
previously been calibrated by high-gtessure 4n
proportional x=-ray counting., The 55Fe measurements
are discussed in a later section.

Other Corrections
A number of photon interaction processes lead

to pulges that are unresolved in the pulse-height
spectrum from those caused by the total absorption
by the NaI(Tl) of the photons of interest. These
processes each contribute less, and in most cases,
much less than one percent of the total count rate.
The processes are listed below and are further dis~
cussed in the next section.

{t1) Production of platinum L x rays due to inter-

action of photons in the diaphragm;

(i1) Scattering from the NaI(T1) crystal of high~
energy gamma rays which accompany the—photons
being measured. (For example, in the case of

Cd, approximately 20 keV 1s deposited in
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the crystal wvhon 88-keV gamna rays arc hack-

scarteved through 180 deprees. The 22-keV

Kex~ray pulscs are unresolved from these

‘“backscattering” pu’ses);

Interaction of conversion clectrons with the

Nal(rl);

(iv) Scatcering of photons from the aluminum sides
and gource mcunt {nto the detector. (Thts
effect s of the order of I% of the toral
count rate based on measurements made with
and without & baffle placed between the
source and detector);

{v) Frodurtion of copper and zinc K x rays from
the scactering of high cnergy v rays {n the
brass backing of the platinum diaphragm.
(This effect is mcasured from a spectyrum
taken with lcwe-snergy photons vemoved from
the beam with an absorber);

(vi) "Photoelectron cscape,” in which a phota-

electron originztes near the edge of the

Nal(rl) and lcaves without deposfting all fts

energy in the crystal, The pulsc-height

spectrum of such pulses has been shown to be
constant from ;’ro energy up to cloae to the
photon energy.* The sontribution of sueh
pulses wiil be added to the total count race,
therefore, by making a linear extrapolation
down to zero caergy of the Integrated count
rate;

Iodine K x rays excaping from the Nal(Tl)

detector (This effect was significant in the

measurements described here only f f the

35~keV gamma rays in the decay of A 51).

(111)

(vif)

Preparation and Measurement of the Standard Samples

The decay Zg?emes of the radfonuclides used are
shown Iin Figure and the radiatigyps of interest in
this paper are listed in Table IIL.

DECAY SCHEMES OF
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Figure 4, Decay

Iron-55
Bach 1iron=55 sample 1s a dried deposit of iron
chlortide on a stainless=-steel disc which had been
covered by a layer of lacquer., Another layer of
lacquer wae applied after the source was dry. Photon
interaction with the backing is totally by the
photoelectric process, thus there is no significant
backscattering. .
Photon-emission rates obtained using the
procedure outlined in the previous section agree with

e st it



those detcimined by cotparisun with sources calibrated

7,8
by 4mk highepressure proportionsl cuunclng—‘—lta
0.6 percent.
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An extrapolation, which corrects for 'photo-

electron vecaps” events, ol the integrated count rate
to zero energy is shown in Figure 5.
A
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Figure 5. Count rate v8 %ntegral discrimination

level for an >’Fe source.

From the agreement between the regults from
the 41 and defined solid angle counting, it {s clear
that calculated Be absorption corrections are also
adequate for the §h°‘°T69°f h!ghfrz: energies emitted
in the decay of 8 Cd and 1

Strontium-85

Dried, quantitatively deposited radioactive
strontium chloride 1s sealed between 0.006-cm mylar
tape. The solution from which the sources are made
was standardized at NBS for activity by means of
X-Y coincidegie counting and agreed with similar
measurement s>’ made at IAEA, Seibersdorf to 0.1%.

Figure 6 shows a spectrum of the strontium-85
gsources in the region of the Rb K-x-ray peak which s
riding on the Compton continuum of the 5l4-keV gamma
rays. The count rate of the 5l4~keV gamma rays was
obtained using an absorber to screen out the K x rays.

The K-x-ray emiseion rate determined by the
method described here, agreed to 0.3 percent with that
obtained by x-y coincidence counting using a previ-
ously publighed K-x~ray abundance of 0.588.2

Cadmium=-109

Cadmium~-109 erits K x rays with energles
between 22 and 24 keV, 88-keV gamma rays, and L, M..
x rays as well as conversion and Auger electrons
which are screened out by the Be window. The pulse-
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Figure 6. 85gp spectrum dn the roglon of the 57
K x ray. The Compron cont inuum under ths

peak {s superimposed,

helght specirum fn the Nai(Tl) detector {s showr (n
Figure 7. The "tall" of the 8B-keV gar=a ray response
is ageumed to be fiat from above the Z4-keV x rays
down to zero erergy.=

IODINE X-X-RAY ESCAPE
PLUS PLATINUM K X RAYS
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Figure 7. lOgcd pulse height spectrum

The sum of pulses in the low-energy "tail' of the
K x rays, after subtraction of rhe 88-keV contribution
constitutes less than 0.3% of the total counts. This
"tail" 1s probably quite complex, containing pulses
due to 'photoelectron escape,” Pt x rays, and Cu
K x rays generated i{n the brass backing of the
disphragm. Since it was not possible to distinguish
between these different groups of pulses, one half
of the count rate under the '"tail" was added to the
number under the total energy peak and an uncertainty
of this small additional rate was assumed.

lodine~125

The decay scheme of fodine-125 1{e shown iIn
Figure ? Using the compiled values of M. J, Martin
et nl there are 1A6 5% 5,1 X x rays plus 35-keV
gamma rays per 100 1 51 disi{ntegrations. The 27 to
31 keV K x rays originating both in K capture and
internal conversion are unresolved in the NaI(Ti)
spectrum from the gamma rays.

Because iodine in the chemically unattached state
volatilizes, sourcea were prepared by first depositing
weighed aliquots of a soluticn of iodine in 1IN HCL
onto mylar source mounts and then precipitating the



iodire as Agl using AgNDj. After dryfag, acother
layer of tapo was placed over the top to hold the
material {r place. In the first saurces prepared the
auxber of fluorescent sflver K x rays produced by
cellurfum photons was unacceptably large., This
problen was overcome, however, by drastically reducing
the agount of inactive fodinc carrifer and, honce, also
the two-times stofchiometric amount of Aghily used to
prectiplitate the Agl. Each source had an activity of
approximately 3 x 105 s~1, contatned less than one
microgram of silver and had an {rasiive o active
rat{o of 10. Upon examination with the S1(L1) and
pure Ge detectors (sce Figure 8), it was found that
less than 2 silver K % raye per 1000 tellurium photans
wzre mmitted by the sources,
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Pigure 8. 125, photon spectrum in St(L{) detector

lodine K-x~ray escape events are seen as a
peak at approximately 8 keV in a pulse-height spectrum
obtained with an absorber covering the source to cut
out L x rays, The number of {odine K-x-ray escapes
per Te K x ray plus gamma ray is 0.9%, which iy
obtained by dividing the torn! counts under this peak
by the summed counts in the total spectrum. This
value means that 21% of 35-keV gamma rays that were
detected result in an 1°di8 Kex=-ray escape, which
agrees with Heath's value=~/for a 3-in x J-in
detectora

Sumiaing of K x rays from the electron-capture
transition with K x rays or vy rays in decay from the
35 keV energy level in tellurium was taken into
account by counting each summed event, at roughly
60 keV, twice.

The value of N obtained in these measurements
agreed, to lewss than 1 percent, with the value
obtained from NBS sum-peak measuremernts and using
146,5 K x ray plus gamma rays per 100 disintegrations.

Conclusion

A defined-solid-angle spectrometer for the
measurement of the emission rates of photon emitters
with energles from 5 keV to 40 keV has been developed..
The detector, which employs a thin NaI(T1l) crystal
was tested using SFe sources (K x ray energies of
approximately 5.9 keV) which had been calibrated by
41 high-pressure proportionzl counting. The results
show that there are no surface effects or "dead spozs"
in the crystal which cause these low-energy photons
ro go underected, Scattering from the air and
beryllium window can be calculated to sufficient
accuracy with narrow beam linear attenuvation
coefficients.

Although bsckscattering of photons fros OFe
sources from the nuurc‘-/cuunl wop flegiigible, as
digeussvd by Sambynek,=' there was as Such as ¥ percent
buk“““{‘ssns for the 22 keV photons emitted in the
decay of "VUCE, "Photuelectron cscape” S5 taken fno
acceunt by an extrapolatfon of fntegra!l count rate to
zeco energye lodine K x ray escape for the Nal{ll)
crystal usfng 71 sources wax derermined feem the
photon spectrum with a 20 gg/em® sbzorber ovev the
source to cut out the L x rays. Ihe K x ray escape
peak 15 well regoived for chis “‘E‘*}“"’Yo'a Using the
gpeclrvmmer, standards of Sch. sr Cd, and
1231 have been developed and fssucd as SKM's thus
reducing to 5,9 keV the lower limit of che photen
energy range, 58 kol te I,Bo MeV, of the XNES ‘kic" of
polat~source photun aégndnrdag Addiy m;;ll correboara-
tive measurements on sr, 1094 a0d 1237 have heen
performed using published abundances and Kx/+ ratios.

.;L was necssgary to veduce the amsunt of silver
per 125, source tu 1 ,.g or less because for greater
anuunts, the silver atoms are ncr.”gtcd Lo an
unacceptably large amount by the Te photons,
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Fadlofsstope sources € low energy gamma and
radlation continue find increasing application
many <lverse fields cof industry, medicine and
rescarch. Significant developments in instrumental
techniques are extending and lmproving these
arpiications particularly in the flelds of thickness
gauging and X-ray fluorescence analysis.

-
to

Amorg sources coreanly used are those incorporating

2 2
the transuranic nuclides “41Am. “aaPu and 244Cm,

which enable useful s»urces to be prepared with
emitted radiation in the energy region 10 to 60 KeV.
Although these nuclides also emlv a-particles and are
thus of high radiotoxicity, they do combine the
advantages of high specific activity, long half~life
and relative cheapness not found in other low energy
radiclsotope sources,

However, it is essential that the design of sources
based on these nuciides should not only allow
efflcient emission of the required radiation but
should ensure continuous safe containment during the
working life of the source.

Design Considerations

Primary Containment

In order to achieve acceptable safety standards
attention at the Radiochemical Centre has concentrated
on the incorporation of the radioisotope in a ceramic
matrix which is usually fired onto a metal insert and
then further contained in a welded metal capsule.

The aim is to produce inserts which are relatively
free from contamination and in which the nuclide is

29

o5

3 THANSTHANTS

roand b A

1 Al ARFLICA ANL A=BAY SUURCES

W

icreh

fcal Jentre L

, Ingland
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for "Q‘Am Ggamma KeV] snurces has heen extended

tc enable s.urces emitiing X-rays to be preparecd in

bcth disc and annular configurations. Examples cof

inserts are shown in Fig 1.

[55.58

Fig 1

Typical disc and annular
source inserts.

Stainless steel or tungsten are the favoured backing
materials for the ceramics, the choice depending on
the degree of back shielding required.

Emission efficlency curves for typical imserts are
given in Figs 2 and 3 and iliustrate how the effects
of self absorption limit the output intensity as the
activity per unit area Increases.
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Fig 2 Gamma and X-ray emission for

241Am as a function of activity
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For Am garmma [59.5 KeV] sources the maximum
practical loading is reached at about 800 mCi/cm.
However, a new ceramic system which enables loadings

of up to 1200 mCi/cm2 to be prepared is currently
under development.

Final Encapsulation

For 241Am gamma [59.5 KeV) sources stailnless steel
capsules are normally employed. In order to minimise
absorption losses windows must necessarily be thin,
usually 0.25 mm; it is therefore important to use
high grade material, preferably vacuum cast, which
has been carefully tested for mechanical and chemical
properties and certified defect free. Examples of
disc and annular source capsules are shown in Fig 4.

Acites corsmic

Fig 4 Typical annular and disc source designs
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” .
For disc sources using ‘41Am, 838Pu and 244Cm where
X~radiation in the range 10 - 25 KeV is required, it
is no longer possible to use-a stalnless steel
window and capsules with 1 mm thick beryllium
windows have been dsveloped. The window is bonded
to a monel capsule body by use of a high temperature
braze material. After loading of the insert the
capsule 1s finally sealed by argon arc welding. A
typical design 1s shown in Fig 5.

Tungsten
attoy

"\ Beryllium

Active ceramic window

Fig 5 Monel capsule with brazed hegxllium

window for 431am, 23Bpy and 234cm
X-ray sources.

Annular sources are the preferred confliguration for
many applications and designs based on this
construction are currently under development.

Prototype and Long Term Testing

Since their introduction about fifteen years ago it is
estimated that many thousands of low energy gamma and
X-ray sources based on these transuranics have been
supplied world-wide and remain in use today, witnh a
commendable record of safety in terms of countainment.
However, because the range of applications and
environments for use 1is so diverse and increasing,
source manufacturers must continually be conscious

of the safety requirements for each design.

‘Ideally each source type should be tested according
to the actual conditions likely to prevail during use.
Since this 1s clearly impracticable for all cases the
normal practice is to test prototypes according to
the International Standard for sealed radioactive
sources.3 This establishes a source classification
based on radiotoxicity, maximum aetivity and the
performance in a serles of tests of graded severity-
The resulting classification is then compared with
source performance standards which are suggested

for particular applications. The tests comprise
tempersture, external pressure, impact, vibration and
puncture tests.

Details of the test classes are given in
APPENDIX 1.

Some testing facilitles in current use at The
Radiochemical Centre are shown in Fig 6 angd 7.



Fig 6 Vibration Testing Facility
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Fig 7 Facility for Impact and Puncture
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The performance ratings determined by testing for
typical TRC source designs are shown in TABLE 1

and are well above the suggested minimum requirements
for typical uses.

The standard also clearly stresses the need for both
the manufacture: and the user tc assess any special
hazards. With sources based on nuclides which emit
alpha particles two particular hazards need
consideration at the design stage:

1) helium gas build up

2) radiation damage, particulariy of the
source insert material.

For ceramics the problems are inter-related in that
at normal temperatures the amount of gas released
depends on the degrze of lattice disturbance due =
radiation damage. In the extreme case all the gas
produced will be evolved from the ceramic and
accumulate within the capsule. Source designs must
therefore incliude sufficient void space to
accommodate this gas ana prevent bursting of the
capsule window even in the event =f accidental
exposure to high temperature. Since the bursting
prassures are difficult to predict accurately Lty
~alculation, they have been determined by testing
at ncrmal and elevated temperatures for many TRC
capsule typese.

Fig 8 shows a stainless steel capsule used for
sources containing up to 5 Ci ¢%4iam after internal
pressure testing. Rupture of the window occurred
at 1600 p.s.i.

Fig 8 Stainless steel source capsule after
internal pressure testing to
destruction

This illustrates how for this type of capsule the

problem is self-relieving to some extent since as

the internmal pressure rises the thin window bulges
and thereby increases the available void space.

The effects of radiation damage in the insert are
also difficult to predict theoretically. For alpha
emitting nuclides it is likely that most effects
result from the displacement cf atoms by the
recoiling decayed nucleus. Although the threshold
energies for this process in ceramic systems are not
well known, it can be axpected that for sources of
high loadisg (Ci/ece] a large fraction of the

lattice atoms will have been displaced from their
original sites within a few years.

A programme of long term testing and inspection is
currently in progress to study the effect of this
damage or: the physical properties of the ceramic.




Fig 9 shows a S-ywar old sample containing 2.5 Ci This attitude is now becoming customary in countries

241 which require licensing of each source type, and
An/cc of ceramic. Despite the massive internal where the authorities freguently request a statement

radiation dose received, the ceramic layer remains of the estimated maximum working life for each

hard and smooth, firmly bonded to the metal backing desiqgn

and shows no evidence of swelling or cracking at :

. 4

this stage. It is considered that this approach and the further

development of improved source designs will result
in the continuing safe use of sources based on these
potentially hazardous materials, despite the wide-
spread and varying range of applications.
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The continuous programme of development and testing
at TRC whilst leading to improved source designs “as
also emphasized that a radiation source is a dynamic
system in which ageing effects occur and accumulate
and, morecver, that such effects can only be
minimized nov eliminated by good design practice.
Sources of this type should not therefore be
expected tc retain their initially high performance
standards indefiritely but should be regardeéd as
having 2 limited working life not related to the
long half-life of the nuclide but determined by the
particular source design and the environment in
which it is intended to be used. This should not
prove to be a great disadvantage since for the
typical source designs described in this paper
recommended lifetimes are likely to be at least

15 - 20 years in normal conditions and to exceed the
life of ary associated instrumentation.

APPENDIX 1

CLASSITICATION OF SEALED SOURCE PERFORMANCE STANDARDS

Class
Test 1 2 3 4 5 L | X
?ll'-npeulult No test | -40 °C {20 mun) | -40 “C [20 min) | 40 C (20 min) [-40 *C (20 min) [-40 *C (20 min} | Special tess
80 “C (1 h) -180°C (1 h) }[+400°C (1 h) -600<C (1 h) ~B00 °C (1 h)

and thermal shock { and thermal shock | and thermal shock
400 °Cto20°C [600°C1020°C [800°Cro20°C

Extarnat No test | 25 kPa abso! 25 kP2 25 kPaah 25 kP2 ab 25 kPa 2bsol Spec:a)l te3t
prassuie 10 atmaspheric  {to 2 MPa 10 7 !\ﬂPa to 70 MPa o '7.0 MPa
impacr Notest | 50gtromim |200gfkom 1 m |2 kgfromlm Skgfrom i m 20kg from 1 m Spocial test
Vibeation No test | 30 min 30 min 40 min - -— Speciat test
25 Hz 10 500 Hz | 25 Hz to 50 Hz |25 Hzto 80 Ha
a1 5 ga pesk at § gn peak #81.5mm
litud i and i enk

p
50 Hz to 90 Hz | to peak snd 80 H2
#10.635 mm 10 2000 Hz
amplitude peak |at 20 gn
10 Eeak and .
90 Hz to 5VO H2
at 10 g

Puncture Notest] i gfromi1m 10gfromTm ([S0gfomim 00glemim |ixgtromim Special test
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THE NUCLEAR DATA PROJECT DATA BANK~+

M. R. Schmorak and M. J. Martin
Onk Ridge National Laboratory, Oak Ridge, Tennessee 37830

Introduction

The Nuclear D: ‘a Project, part of the Physics Division
of the Oak kidge National Laboratory, has as its main re-
sponsibility the collection, evaluation, and dissemination of
nuclear structure information for the basic research com-
munity. This information is published in the Nucl.ar Data
Sheets.1

Prior to 1971 the Nuclear Data Sheets! were produced
manually. The tables of experimental nucleer data, as well
as the compilers' comments, were tvped, and the drawings
summarizing the nuclear level schemes were drawn by
draftsmen (only the reference lists were computer readable).
By 1971 parts of the drawiags were being produced by com-
puter, and now (1976) the buik of the drawirgs, tables, and
comments is produced essentially automatically from the
Nuclear Data Project data bank (also referred to as ENSDF,
Evaluated Nuclear Structure Data File). This automation
process has improved the efficiency of production, increased
the reliability of the product, and enabled retrieval of infor-
mation on requeat. In particular, the evaluated data can be
of use in applied programs which require an authoritative
base of radioactive decay information

I. Input to the Data Bank

A. Physics

The physical quantities can be divided (somewhat arbi-
trarily} in:c 1) nuclear level properties such as energy rela-
tive to the ground state, halt-life, spin and parity, static
electromagnetic moments, probability of radioactive decay
branches and 2) radiation prnperties such as a-, -, y-
radiation energies, intensitics, time-coincidence relation-
ships, multipole orders, association with other related rad-
iations (e.g., conversion electrons, X-rays, neutrinosj.
Uncertainties are given where available.

B. Organization

The details of the organization of information are given
in ORNL-5054.2 A brief description is given below. The
information is keypunched on standard IBM equipment.
Separate punched cards, called records, are used for 2ach
level and radiation; a-, B-, and e-radiation cards follow
physically the level card they feed, and y-radiation cards
follow the level card they deexcite. The punched cards are
grouped into ""data seta".

The ENSDF atandard formats, from which data sets
are built up, are shown in Fig. 1. The nucleus label appears
in columns 1-5. Column 8 conteins the record type: L for
level, G for gamma (y), B for negatron (87), E for positren
(8%), and/or electron capture (¢), A for alpha (a), Q for
Q-value, N for normalization, and P for parent. For level
records are given the level energy (E), spin and parity (57},
and half-live (T), among other quantities. For gamma rec-
ords are given the energy (E), relative intensity (RI), muiti-
polarity (M), mixing ratio {MR), total conversion coefficicnt
(CC), and (occasionally) the total intensity of photons + con-
version electrons (TI). B-records contain the endpoint
energy (E), intensity (IB), and log ft. E-records contain the
total transition ervergy (E), positron intensity (IB), electron
capture intensity (i), log ft, and (occasionally) the total
transition intensity IB + 1E (TI). For alpha records are
given the energy (E), intensity (L)), and hindrance factor
(HF}. The parent record coniains the level energy (0.0 for
the ground state (E), J7, half-life (T), and ground-state
@-value, The normalization record contains data required
to convert the relative photon intensities to photons per 100
decay's of the parent, Uncertainties in the above quantities
are denoted by "D*, as DE. DRI, etc.

Data types other than those mentioned above can be
included on continuation cards. In particular, average g*-
and p~-energles, K-, L-, etc., conversion ccefficients, and
K-, L-, etc., electron capture fractions are needed for the
output program, MEDLIST, to be discussed below. Com-
ments can he made relating to any of the data types. These
are denoted by a *'C" In column "7,

NUCLEAR DATA SET-ORNL NUCLEAR DATA PROJECT
STANDARD FORMATS

| R B
nucteus| [ || o+ ——E—~——<[DE - - e —T——ep—or L s Dsicims|o
nucteus | | 6| fo- ———E-—— +{DEje——R I-—=R M MR DMR-—sfe—— CC—+DCQ TI j::%%o

L B8 E DE——18- l*-— 1.0GF T—ste—DF T—» U NQ
4 E E D Efe——1 B— T E-—+PIE>--LOGFT—»{e—DF T —» T1 T JunlQ
nucleus | | laf fo——-E—— ——~D Efe—-T A—— HF — -+ VIRl
nucleus Q] f——— Q- ——=0Q4*—-SN—-+ S P —+PDSAe——Q A——+te—DQA--+fe————- key pumber and date
nuclevs| | |N| fe——NR-—— =NR=- PNTe——B R~ '
nucleus | (i iticotion e—f-- — in free forn =
nucleus | [Fiy fo— - -3 -1 - - e symbotzcolumn
nucleus e - 4-type of doto set4— f-— - -— o - ce————d.———reference hey b
nucteus| | |P| [@-———E --— =D Jv T DT— je——Q———e PR




Figure 2 shows a sample data set.
88SR 88Y EC DECAY

is the "name” of the data set that contains all "adogted"
information on g*-radiations and y-rays following 8y EC-
decay and on levels in 888y fed in this decay. Similarly,

88SR 86KR(A, 2NG)

is the name of a data set (not shown) that contains all
"adopted” information on levels and y-rays in 88gr observed
ina 86Kr(a, 2ny) reaction.

The best and most complete information on nuclear
levels, based on all available decay and reaction studies, is
given in "Adopted Leveis' data sets, together with nuclear
mass differences (@Q-values). Finally, the data seis are
grouped Into "A-chains' contalning information relevan’ to
all nuc!‘des with mass number A. Each A-chain has 2 stated
literature cutoff date and is the responsibllity of one or more
compilers.

C. Status Report
The number of evaluated data sets grows rapidly; at
the present time (April 1976), there are 1230 radicacilve

decay, 1800 nuclear reaction, and 1540 *Adopted Levels"
data sets.

1. Output from the Data Bank

The major output up till now has been the Nuclear Data
Sheets.! The drawings show, to scale, some relationships
of the nuclear levels and radiations; the vertical scale is
energy (in keV). Information pertaining to levels of each
nucleus can be shown side by side for ease of comparison.
The tableg include 1) adopted levels listed in order of in-
creasing energy (ground-state and long-lived isomes proper-
ties usually include the radioactive decay branching proba-
bilities in % of decay fcr the unstable nuclides; 2) tables of
radiations grouped by type of radiation and listed in order of
inereasing energy; 3) tables of levels seen in nuclear reac-
tions; ard 4) literature references listed in chronological
order. Figure 3 shows the 88Y EC-decay data set as It
would appear in the Nuclear Data Sheets. Figure 4 shows
the decay scheme.

III. Gamma Rays and X-Rays

This being the topic of this symposium, I will mention
in more detail our treatment of these topics, Gamma rays
comprise a significant fraction of the bulk of information in
the data bank.

The placement of a y-ray in a decay scheme or nuclear
reaction level scheme is established by physicel location of
the punched card (see Sec. 1.B and Fig. 2). Unplaced y's are
inserted before the first level card, ard will appear in any
y-ray listing. The energy 18 given (usually) in keV with its
uncertainty (in the last one or two digits). The annihilation
vadiaiion and tungsten K,) X-ray are considered as primary
evergy standards (the best measurements are accurate to
0.2 &V relative to tha tungsten X-ray standard). As a rule,
only a few of the very best data are corrected by compilers

for changes in the y-calibration standards (this being a time-
consuming and uncertain procedure). The internal consis-
tency of the decay scheme, as well as the degree of realism
of the uncertainties in y-energies, is checl:ed routinely by a
least-squares adjustment program; energies inconasistent by
more than the standard deviation are flagged by the program,
and the resulting adjusted level energies and uncertainties
are used for the adopted levels data sets. (Systematic

" errors which are linear in the y-energy cannot be discovered

by this program.)

The y-ray photon intensities are usually given relative
to the intensity of one (usually among the more intense) y-
ray in the data set. The normalization record is then used
tc convert the relative intensity to other units. The compu-
ter program allows different choices of units for the data
bank output (for example, y-intensity in photons per 100 8™ -
decays, phatons in % per decay, total intensity of photons +
conversion electrons, etc.). A y-intensity balance is calcu-
lated routinely for each level, and the deduced ™-, €-, or
a~decay branch is usually given and compared te direct
experimental information when available. Note that the ex-
tent to which such deduced quantities are correct depends
upon the correctness of the decay scheme and the intensity of
any unplaced gammas.

The time and angular-correlation relaticuships among
y-rays can be deduced from the level scheme, provided the
level half-lives, the relevant level apins, and y-multipolari-
iles are known. Conversely, experimenta) information on
angular correlations and distributions is used to infer level
spins and y-ray multipolarities.

The large number and variety of calculations and other
operations performed on one unique data et improve the
reliability of that data set. This generul observation is,
hopefully, true also for y-rays included in each data set.

An additional output format in which decay data sets
can be provided is shown in Fig. 5. This cutput is generated
by the program MEDLIST. Based on the date sets in ENSDF
described above, and computerized tabulations of relevant
Z-dependent constants (fluorescence yields, X-ray energtes,
etc.), MEDLIST calculates the energies and intensities of the
atomic radiations (X -ray and Auger-electron transitions and
conversion slectrons). The program then combines these
radiations with the puclear radiations, sorts them according
te radiation type, and withia each type arranges ard mumerj-
cally labels them in order of increasing erargy. A reportd
containing data on =190 nuclei in the format of Fig. 5 has
recentiy been published by the Nuclear Daia Project.

Specific informatior retrieval on request is becoming
more common. This may involve information which was not
published in the Nuclear Data Sheets (for lack of space) or
information from several A-chains list~d in a specific order
(for example, a list of y~rays in the actinide region listed in
order of increasing énst;y or a list of y-rays observed fol-
lowing a (d, p) reacticn on any Sn (tin) nucleus. The infor-
mation may be provided in computer-readable form (punched
cards, magnetic tapes). The nature of further development
of information retrieval capabilities will probably depend on
user interests.



88SR 88Y EC DECAY

88SR W 0.9935 3
ABSR C¥ MR PRON RI(183642734+32206G) =100
88Y P 0.0 L & 107 D 1 3619 L]
88SR L 0.0 0 STABLE
885R L 1836.06 2 2+
88SR B 1783 4 6.20 1 5.8 6 9.76 S 6.0 7 10
88SR2 B K=0.840 $ 1=0.101 3 Ne=(,022 § BAY»358 2%
B8SR CE 1B PROM 63RAOY (0.20% 1), O8BA26 (0.203% 16)
8BSR G 1B36.0% 2 100
88SR 1L 273s.08 3 3~
88SR B 88S [} 98.6 7 6.8%9 7
88SR2 B K=0,873 § L=0.105 § #+=0.023 $
88SR G 898.02 2 94.0 7
88SR G 2734.03 7 0.64 3
88SR L 3218.47 S5 2+«
885k E 401 4 0.032 5 9.37 7 10
88SBR2 E X=0.852 §
88SR G 1382.39 5 0,024 S
88SP G 3218.48 8 0,0078 17
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X-RAY CALIBRATIQON SOURCES FOR THE 100-1000 eV REGION

Burton L.

Henke

University of hawaii
Department <f Physics and Astronomy
Honolulu, Hawaii 96822

In crder to callbrate windows, detectors and dis-
persive analyzers for low energy x-ray spectroscopy,
certein characteristic line sources have been found to
be particularly useful. These are obtained directly
from an appropriate anode of a two-kilowatt demcuntable
Xx-ray source, or from a {luorescent secondary radiator
that 1s coupled closely to the x-ray source as shown in
Fig. 1. Often the characteristic lines may be effec-
tively isolated by filter and/or by pulse height
discrimination with a proportional counter. Tais is
rossible in the iow energy x-ray r<sion because the
spectral line series are simpler and the line intensity
relative to the associated continuwm background is
considerably higher than that for the ordinary x-ray
region. This is illustrated in the spectra presented

in Figs. 2 through 13 of fluorescent line sources in
the 100 to 1000 eV region (10 to 100 A region}. Alsc
presented are typicel absclute intensities as measured
off a crystal analyzer and directly from the flucres-
cent radiator. The absolute characteristic radiation
output intensities from three often-used anode sources
for the excitation of the flucrescent lines are listed
in Fig. 1. All intensities were measured with a
calibrated proportional counter and with the window set
to accept the full pulse height distribution. The
measured intensities were divided by the appropriate
x-ray tube windew transmission. (Typical window
transmissions are 50 to 80%.) The demcuntable x-ray
source that is used in this laboratory is descr® ed in
Fig. 1L,

DIRECT SOURCE INTENSITY -1

DIRECT

=== =""1

| P e

)

A PHOTONS / SEC - STEARADIAN -KILOWATT
(FOR CHARACTERISTIC RADIATION)

3e* ANODE RADIATION i
v ALUMINUM | Al-K4(8.34 A/1490 ev) | 6 x 103
COPPER Cu-Lq (13.3A7930eV) | 6 x 10"
FLUORESCENT GR@;;PIE-F‘E,D C-Kq (447 As277 ev) | 2 x 104
Figq. Showinag the direct and fluorescent x-ray

source geometries. Also listed are typical,
absolute characteristic radiation output inten-
sities from aluminum, copper and graphited anodes
as used in the excitation of the fluorescent
spectra shown in Fias. 2 throuah 13.
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TWO -KILOWATT

DEMOUNTABLE
A-RAY TUBE

INTERCHANGE ABLE
ANODE CYLINDER

TUNGSTEN —
CATHGCE

Figure

In Fig. 14 is shown the demountab.e structure of
the x~ray source. Tne constructional details are
available from the author. This tube design places
abcut 1.5 squere centimeters of effective anode area
very close to a two centimeter diameter port over which
a thin window mey be introduced by a sliding vacuum
isolation gate when the spectrometer has been evacuated.
Because only the anode is at a positive potential,
above housing and cathode ground potentiasl, electrons
reflected from the anuvde to the thin window arrive at
eassentially zero energy. This simple geometry allows
the focusing of electrons from thne tungsten filament
into the effective anode region with sufficient inten-
sity (at typical anode voltage of about 6 %o 8 kV) to
melt a heavily water cooled anode structure. By
Yhiding" the tungsten cathode below the anode structure,
essentially no tungsten contamination of the effective
anoce eres occurs. This tube is pumped by a parallel,
closely coupled combination of a sputter-ion pump and a
Zeolite molecular sieve trap both at about 10’ Torr.
These approaches sssure that the target remains effec-
tively clean through weeks of operation and thereby
ylelds a constant output of useful line radiation that
is characterlistic of the target material. In the par-
ticular design illustrated here, the ancdes are

.,{9" ,

A

' | WATER
‘/' COOLING

[

1k

interchengeatle (machined from %" material and simply
inserted into the water-cooling structure with a Viton
O-ring seal)}.
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Summary. We consider four areas of research that will
have significant imgact on the further development of
Y-ray spectroscopy as an accurate analytical tool.

The areas considered are: 1} Automation 2) Accurate
multigamma ray sources, 3} Accuracy of the current and
future yray energy scale, and 4) New solid state X
and y-ray detectors.

Introduction

Several constraints become quite apparent when one
considers what the scope of a presentation on y-spec-
troscopy ought to be at this symposium. First, the
past problems and current status are very well present-
ed in the Herceg Novi International Summer School on
Radionuclide Metrology.!'-? Second, current research is
aptly chronicled in the IEEE groceedings of its annual
Nuclear Science Symposium®®-~!? In addition, presenta-
tions at this symposium deal with some of the current
problems and their solutions in far better detail than
can be justly done in a single lecture. These facts
and this symposium committee's guidance, that they wish
ed us to explore the issues involved in the future of
the field, lead one to ask what areas of current work
will have the biggest impact on expansion of y-ray
spectroscopy as a common and accurate analytical tool?
A review of the current literature shows that present
and future work on autcmization, accuracy of measure-
ment, and advanced design detectors certainly are three
prime areas where significant developinents can give a
major impact. Indeed, these areas make up the majority
of general problems to be considered as first priority
by the Internatioral Committee for Radionuclide Metro-
Togy's (ICRM) Working Group on a, 8 and y-ray Spectro-
metry. As pointed out by the chairman, Dr. Debretin,'®
we should explore "general problems related to:

~ construction and type of detectors

- set-up of spectrometers (shielding, geometry,

electronics, . . .

~ calibration procedures

- souyrces and standards used for calibration

~ data acquisition and analysis."

Here, we propose to 1) discuss an example of a highly
automated y-ray spectroscopy facility 2) present the
results of some current research efforts at increasing
the accuracy and simplicity for calibration of y-ray
intensities and, hence, detector efficiencies 3) dis-
cuss some aspects of precise y-ray energy measurements
and 4) discuss what areas of research in solid state
detectors present the most promising prospects.

1. Automation of v-ray Spectroscopy

As an example of a highly automated y-ray spectros-
capy facility, I have picked the facility of which I
have the greatest familiarity. This facility, housed
in LLL's Radiochemistry Division, processed in excess
of 6,000 samples last year yet is staffed with a group
of five workers headed by Dr. Ray Gunnink. The ver-
satility of the system is {llustrated by considering
what variety of sample sizes and level of activities
must be processed. Large, Tow-levei samples from
environmental research must be counted along with small
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nigh-level sources used in the diagnostics of under-
ground nuclear explosions. In addition, various sizes
and activity levels from activation analysis samples
from the Livermore Pool Type Reactor and the LLL in-
tense 14 MeV neutron source must be accommodated.

A significant factor in providing the high through
put of samples is the presence of five automated sample
changers. These 16 position changers feed a selected
sample to a ram that positions the sample to be counted
below a Ge(lLi) detector at a preselected distance. The
Ge(Li) spectrometers and the entire system is control-
led by a central small computer. Entry of commands
allows coded identification along with the selection of
counting duration, source-to-detector distance or count
rate and sequence of counting on one of the changers.
Ouring the counting period events in excess of 10°
("overflow")are automatically recorded. A central de-
cimal day clock records start and stop counting times.
The measured spectra are recorded on a disc and latter
transferred, via magnetic tape to the LLL computations
center for processing on CDC-7600 computers.

At this point, it is instructive to consider the
actual analysis of spectra by large computer. "Spec-
tral analyses can generally be divided into two parts;
first, the reduction of the spectral features into un-
derstandable entities such as photopeak energies and
intensities, and secondly, the quantitative interpreta-
tion of these items as disintegration rates, atoms or
grams of specific nuclides or materials. Some of the
spectral features we will now discuss are: 1) The pro-
per form of the bacground continuum under a peak or
peak multiplet, 2) The components of the observed peak
shape, 3) Methods for fitting peak multiplets, and 4)
Schemes for interpretating the observed peaks. Much of
this material originates directly from R. Gunnink
et.al's, Spublications on GAMANAL and its applications.

If one were to consider a hypothetical detector
system exhibiting no instrumental noise or iine dis-
persions, all of the full-energy pulses corresponding
to a given y-ray would appear in one channel rather
than as a broadened distribution. The background just
before the peak presumably consists of degraded full-
energy events resulting from such effects as "trapping"
in the detector and low angle scattering by the source
or materials surrounding it. It would appear that
these produce events that would contirue right up to
the full peak energy; the result being a discontinuity
or step in the level of “he "background". If this is
so, any processes that disperse the original narrow
y-ray line width will also smooth the background dis-
continuity. In GAMANAL, a procedure which closely re-
presents the detector process initially interpolates a
step functicn with the discontinuities nccurring at the
peak positions and with step heights proportioned
according to the approximate peak heights. The region
is subsequently smoothed with two or three cycles of
linear smoothing.

There are at leasi three distinct components in the
observed line shape of a gamma-ray photopeak. These
are illustrated in Fig. 1. Additional structure may
result from improper usage or alignment of the electro-
nic components of the system. The major portion of the
peak can be described by a Gaussian equation. However,



accurate data interpretation requires that the “short-
term” tailing in particuiar not be ignored. The "long-
term" tailing may be important in the analysis cf some
complex multiplets. Otherwise it can frequently be
treated as part of the "background" as is done in
GAMANAL. Gunnink has found an algorithm adequately
fits the observed peak shapes.'®:'® Techniques have
been found'!® whereby all of the peak shape parameters
can be determined from two widely separated peaks in a
spectrum.

The simultaneous fitting of ceveral peaks in a
multiplet is generally accomplished by some iterative
method. For example, GAMANAL linearizes the equations
by using the first terms of a Taylor's expansion about
the trial values and then use a Newton-Raphson or Gauss
iterative technique. Very complicated unfoldings can
be made using this approach.!®

If Ge(Li) detectors are to be used for quantita-
tive measurements, they must be calibrated using appro-
priate sources. The counting efficiency at any parti-
cular gamma energy is dependent on a number of factors.
Most of these are associated with the interaction pro-
cess within the detector, the source-detector geometry,
or with gamma-ray attenuations within the source or
from surrounding materials. If the samples to be anal-
yzed all have the same size, shape, set of radioactive
components, and activity level, then it is possible to
carry out a specific calibration for this sample type
such that gamma-peak intensities can subsequently be
directly converted to the desired units. This cordi-
tion does not generally prevail in our case. As a con-
sequence, Gunnink has developed a more flexible
approach where he separates the overall efficiency into
two romponents as follows: Efficiency = ¢ x G, where
¢ = intrinsic efficiency G = a geometry factor {includes
attenuation factors). This scheme reguires only one
afficiency curve, which can be used for all samples
without regard for their shape, size, or activity level.
A rather elaborate model has been developed to compute
the geometry term and is discussed by Gunnink later in
this session.

A popular method of interpreting a spectrum is to
hand pick one or more gamma-ray peaks for each nuclide
represented and to compute nuclide abundances assuming
that no interference exists. Although this is very
practical for some situations, it generally means that
much useful data is discarded and furthermore, unanti-
cipated interference may cause errors,

A more generally applicabie approach is to assume
that the observed intensity of each peak is a linear
addition of intensities from one or mcre components,
i.e., J , where Y; is the intensity of

Y. =2 A, o X

1 i=1 J 1J
the ith peak in gammas/min, Xj;j is the branching inten-
sity of the jth component at the ith peak energy and
Aj is the disintegration rate of the jth component (a
number that is to be determined}). The calculational
method is to write the equations in matrix form to find
those sets of equatjons that are interdependent and
then to solve them by the method of lease squares.
This approach becomes almost imperative for complex
spectra, such as mixea-fission-product and some activa-
tion-analysis spectra, betause of the large number of
unresolved peak interferences.'!~!s
2. Intensities

The large number of issues that ought to be dis-
cussed in relation to the measurement, standarization
and utilization of y-ray intensities could well take up
the entire conference. Indeed, some of the major re-
view papers and a full session of the First Internation-
al Summer School on Radionuclide Metrology at Herceg
Novi covered this topic. Those covered by Grinberg,?
Spernol,* Campion,S Muller,® Cavallo et.al?, Legrand®
and Fink et.al.? state the issues very well. Hence, it
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would be only repetitious to explore the metrology pro-
blems discussed there. In addition, several talks in
this conferenc~ are addressed to current efforts in the
y-ray intensity and efficiency calibration sphere. We
have tried to avoid duplication of those subjects as
vell, Indeed, when one asks: "As far as the question
of yray intensities, what facet may have a major impact
on the future of y ray spectroscopy?” The availability
of accurate, detailed multigammz ray sources of single
leng-Tived nuclides emerges as a current "front runner”.
Automization of y-ray spectrometers, such as we have
discussed, certainly will open up new analytic uses.
However, for Targe systems with high usage factors de-
tailed calibration with many single y-ray sources is
not going to be possible or cost effective. Further,
the fundamental aim of any metrologist is to improve the
accuracy of his measurements. Le Gallic!? as well as
Mann!® have pointed out that efforts are under way
through the aegis of the Bureau International des poids
et Mesures to improve the accuracies of their radio-
active standards to the order of 0.1 percent. On the
analytic usage side of the coin, the ability to identify
and quantitatively measure radioactive constituents is
limited, in some crucial cases, by the accuracy in ths
knowledge of both major and minor y-ray components of a
radionuclide‘s spectra. Let me cite an example from
the field of environmental chemistry and its utilization
of activation analysis. W. H. Zoller, G. E. Gordon and
W. B. Walters?® of the University of Maryland have
pointed to two classic examples. In their work, zinc
and mercury are two important elements that must be
identified. However, zinc is identified only by the
1115 keV y-ray of ©°Zn and mercury by the 279-keV y-ray
of 2%%Hg. A number of other workers have been mislead
in attributing Zn to a low abundant impurity. Once
rare earth terbium is present, neutron capture in '*3Tb
produces significant amount of ®°Tb and it has a low
abundance 1115 keV y-ray that can give false identifica-
tion of Zn. To add to this !**Fu, !!°Ag and “®Sc have
1115 keV vy rays that can interfer. Similarly, mercury
can be mistakenly identified*when 7%Se, 1?21 or 12%Te
are present. Again, the latter two have low amount

y rays of identical energy, hence, are not obvious as
the 75Se interference. Hence, efforts aimed at delina-
tion of accurate values of both high and low intensity
y-rays will allow the y ray spectroscopy field to ex-
tend its utility.

Here, we wish to point to some technological pro-
blems associated with multi-gamma sources, then present
some cross evaluated multi-gamma socurces that have
emerged as a result of the LLL-Radiochemistry Division's
nuclear structure research effort.

The major technological problems concern dead time
effects, summing, and an accurate knowledge and descrip-
tion of large volume Ge{lLi) detector efficiences below
200 keV. A discussion of dead time and pile up probiems
is a vast subject in itself and I refer to the fine
Herceg Novi Summer School article by J. W. Muller® for
that subject. The paucity of accurate y rays in the
range up to 200 keV has hindered accurate description
of the Ge(Li) efficiency curve in this critical region.
Here a number of workers, including NBS and LLL have
adopted a procedure of matching two analytic functions
in order to describe the efficiency curve, one to cover
the reginn up to 200 to 300 keV and one for the region
above (at Teast to 3 tc 4 MeV)}. Both calibration and
analytic uses are hampered by the summing nemesis. For
most multi-gamma sources accurate calibration ought to
be performed at a minimum of 10 c¢m if not 20 to 30 r..
Examples of the summing problem fn analytic work comes
from applications where low intensity samples, must be
counted at small distances to gain any results. Activi-
ty such as !S2Eu can have a 30 percent error introduced
by not recognizing sumniny effects. Even at 3 cm some
lines of "5S5e can be off by 16 percent. The literature
values for '?!Ba y-rays vary as much as 20 percent. Our
work on this decay has been able to duplicate almost



every value . . . if we vary the source to detector
distance. The final resuits, given later, were 0b-
tained by counting at distances of 20 cm or greater.

As a result of our research effort, which explores
nuclear structure through systematic studies of the
electromagnetic interaction in related nuclei, we have
developed a set of long-lived multi y-ray nuclides
which are internally consistent. That is, they have
been measured on the stable of cross calibrated spec-
trometers in existence at LLL. In Table 1, we pre-
sent a selected list of those that may be useful as
multi-gamma standards and shall use them to illu-
strate a tew potentially interesting cases of multi-
gamma standards of the future. To do so, we will
break the discussion into two areas: Those multi-
gamma sources below 2 MeV anc¢ those above 2 MeV. These
two categories reflect the fact that a majority of the
analytic natural and induced vadioactivity measurements
can be performed with spectrometer settings of 0-2 MeV
while in-beam and research disciplines are more inter-
ested in the above 2 MeV region. Before continuing
we wish 10 pause to stress a pragmatic pnint. A numter
of the ressarchers and standards laboratory workers are
being forced to the conclusion that for high percision
and accurate work, gafn settings of less than 0.25 keV
per Channel are mandatory. Herce, for future analytic
purposes, it would be useful to witness the availabil-
ity and use of more 8096 channel analyses to allow 0-2
Me¥ measuvements at 0.25 keV/chanrnel.

For the region below two meV, we have already dis-
cussed the problems of efficiency shape and fitting up
to 200 kev. The correct description of this region is
stiil not resolved. Our best value for the "Se of
exactly equail intensity for the for the two most in-
tense y-rays is quite different than that in the pub-
1ished literature. However, it is in agreement Jith
preliminary results from the international standards
laboratories. For the higher energies, two nuclides
that have had increased attention are '!°Ag® and’’%u.
These two nuclides have much to speak for them as they
can be produced easily (have large neutron capture
formation cross sections and can be prepared rela-
tively pure e.g., ‘S}Eu enriched isotope is inexpen-
sive and high purity Ag-foil is readily available.)
Our y-ray list for 119AgM is more extensive than in
published literature and is a result of studies
us’ng the LLL Ge{L1) systems and the new LLL intrin-
sic Ge anti-Compton spectrometer described by Dave
Camp in this session of the symposium. The S2gy
has been studied by many workers, however, the re-
lative intensity values in the literature again vary
by large amounts e.g., normalized to 190.0 for the
344-keV y-ray the 121 keV y ray has relative inten-
sities of 125, 110, 117, 103 and 105. These values
presumably vary because of a combination of problens
in the past, the main two of which are summing and
knowledge of the low-energy efficiency curve. In
Table 2. we compare the major 1ines measured at
30, 43, 67, and 100 cm on various LLL Ge(Li) detec-
tors as well as the result values of Debritin,2! 27
Barrette et.al.?® and Legrande.?*

We have explored the question of how well we
can fit a region of the efficiency curve above
300 keV but below 2000 keV. This was done as part
of our recent studies on '2“Cs decay where special
attention was given to the determination of the
relative y-ray intensities as precisely as possible.
The errors shown for the intensities in Table 1 are
a result of the measurements described in Ref. 8B.
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Is there a way one can test the relative efficiency
curves that are in use today by using sources that
have an inherent accuracy better than the known de-
tector efficiences? The answer we contend is yes.
However, there are very few instances where a concer-
ted effort has been made and is an area where some
research is much needed. First, we wish to recall
some pertinent nuclear decay features. 1f a parent
nucleus has a progeny (does the term “daughter”
violate the equal rights ammendment?) which differs
by 3 large spin charge then no decay can occur to the
ground state. In this case it may cascade through
several levels where maximum angular momentum charge
accurs. In the ideal case, a y-ray cascade will re-
sult with several y rays of equally differing energy.
We have encountered at least three cases °’Mo™,

4“8y and “°Sc. In these three, their low 1 does not
allow significant electron conversion to occur. OQur
measurements can easily reproduce the requived re-
sults within 2 percent. However, to reach the statis-
tical accuracy possible of 0.3 percent special atten-
tion has to be given not only to recalibration of the
detector but to the peak shape fit of each photopeak.
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3. Energy Standards

Although the current general usage of analytical
v-ray spectroscopy does not demand the full precision
with which y-ray energies can be determined some
techniques are sensitive enough that errors of 1- or
2-eV in the energy of a peak can effect the final re-
sult? Applications which do require a precize know-
ledge of the y-ray energies, we are led to ask: What
limits our current knowledge of accurate yray energies?
The continuing question of an absolute energy scale,
determination of primary energy standards and their
errors are the most limiting at the moment. We recall
that using Ge(Li) detector systems, the relative
energies of y-rays can be measured with precisions
of better than 10 ppm (10 ev/MeV). To achieve this
precision, the inherent nonlinearity and poorly-defined
zero characteristic of these spectrometers can be over-
come by measuring the difference in energy between
closely spaced lines, one of which has a "known" energy.
Therefore, convenient energy calibration standards must
be known with adequate accuracy. Moreover, since Ge(Li)
spectrometer nonlinearities are normally measured with
calibration lines, it is important that the distribu-
tion and number of lines be adequate. 30.31

Basic Reference Values: Some authors™
have based their energy calibrations on twc energy
standards; the W ka] - X-ray 2 1ine and the 412 keV
Tine of 198y which'is usually considered to be the
working definition of the myc {electron rest mass)
scale. There are problems in using these scales. Be-
sides being relatively wide, x-ray line shapes recorded
using high precision, crystal diffraction spectrometers,
for example, tend to be unsymmetric. Precise determin-
ation of x-ray centroids is therefore compromised.
Moreover, it has been suggested that x-rays emitted
after ]SéTa g-decay, a source used in many earlier
basic measurements, are shifted by 1.8 - 0.5 eV rela-
tive to "normal” W Ky, x-rays,3%a question which still
remains to be resolve&.35 The second energg scale is
based on the rest mass of the electron, mpcé, with a
value known to within 3.3 ppm according to the Taylor
1973 adjustment.36 The 1ine from annihilation of a
positron-electron pair, however, is not useful for energy
measurements. The observed line is a few keV wide and
shifted to a slightly lower value (by an amount which
is material dependent) due to the annihilation of posi-
trons with bound electrons. Therefore, most experimen~
ters have used the 412 keV line of 198Hg decay as a
primary standard. The value for this line is based _on
a careful series of experiments by Murray, et. al.,37,
in which one of the externally converted lines of f98ay
are compared with the narrow component of the annihila-
tion radiation using a high resolution electiFon spec-
trometer. The resulting uncertainty in this scale is
19 ppm which, incidently is equivalent to 68 eV at a
vy-ray energy of 3500 keV. Until vecently, the only
confirmation of this 412 value involved a comparison
with the 412 value based on the W Ka, scale.

In comparing 411 values based oA the two pri-
mary scales, one must revise Murray's m,c2 comparison
results to incorporate new information (recall Taylor's
revision) being careful not to introduce any x-ray
scale dependence. The best value for 411 based on the
W Ka, c:ale is obtained from a weighted average of
three direct comparisons using crystal-diffraction
spectrometers and a fourth value by Greenwood et.al.
who summed low energy lines in 183Ta to obtain a 406-
keV crossover y-ray and then measuring the 406-411
energy difference. The low energy 183Ta lines were
compared divectly with W Ka, using crystal diffraction
methods. Averaging the four results yields a value
based on W Ka of 411.794  0.007 _keV in exact agree-
ment with the value based on myc2. Combining direct

measurerents and measgrements through 411 keV we aktain
1 %211 ev for the mgc eneray increase needed to bring
the scales in*o agreement.39,40

The accurate measurement of y-ray energies will
soon benefit from a series of extremely precise 412
keV calibration measurements being fongucted by
Deslattes, Kessler, et.al, at NBS.41.4Z They are by-
passing the problems inherent in the two basic standards
by relating the 198Au 412 wavelength to that of a
visible iodine line near 633 nm which is known to with-
in £ 0009 ppm. The three stages of their measurement
include: (1) establishing the lattice spacing in one
or more Si crystals using the visible standard, (2)
determining the lattice spacing of several Ge crystals
by comparison with that of the Si, (3) measuring the
diffraction angles of the y-ray wavelength, very pre-
cisely using a two crystal transmission spectrometry.
An accuracy better than 1 ppm (0.4 eV) is expected; this
is equivalent to only 3.5 eV at an energy of 3500 keV.

Secondary Standards: In order to extend y-ray
energy measurements to higher energies, it is necessary
to establish an appropriate set of secondary standards
which have been referenced with precision against the
primar{ absolute_scale. In their respective reviews
Marion! and Kern¢ hoth rejected a large number of pre-
cise crystal spectrometer measurements and chose to use
results obtained using iron-free magnetic spectro-
meters (mainly that at Chaik River) in order to esta-
blish secondary standards. In using this procedure the
density of secondary standards is not very great, there
is a serious gap between 600 and 1200 keV, and little
advantage is taken of the cascade method. Moreover
since we have observed good agreement between 412 values
measured using both types of measurements, its not
clear that the crystal spectrometer results should be
rejected.

Cascade-Crossover Method: A fundamentally sound
method For "bootstrapping" to higher energies involves
summing the energies of cascade transitions to obtain
that of the crossover after correcting for recoil 192
energy differences. Some cascades in the decay of Ir
are being used by Deslattes, et.al, example, to inves-
tigate small systematic energy-dependent uncertainties
in their very precise series of measurements.

In their work Greenwood, Helmer, and Gehrke
(GHG),33.44 ysed the two differeni set of cascades
shown in Fig.2 . as a basis for substontially increas-
ing the number of standards below 1300 keV. The measured
energy differences were obtained using Ge(Li) spectro-
meter technigues. The values obtained for energy
differences are relatively insensitive to changes in
the calibration energies. Explicit energy differences
enable easier future revision in case more accurate
primary standards become available. The authors have
also done a more careful error analysis than one finds
in much of the previous work. They explicitly identi-
fied the system@tic error component of the fundamental
energy value defining their energy scale. This refer-
ence error is clearly common to all y-ray energies
measured on titis scale and must be identified in order
that errors may be properly combined. It is perhaps
their lack of rigor in obtaining weighted averages and
in using a basic scale intermediately between the two
energy sets which resulted in their work being rejected
by Kern.

Ge{Li} y-ray Energy Measurement Technigue -- Error
Components: 1In a precision Ge{L1) y-ray-eneryy measure-
ment, data from an “unknown® source {source to be
measured) and from a set of standard sources are
accumulated simultaneously. Energy values for lires in
the unknown are then obtained by comparison with standard
lines in the spectrum.

System Nonlinearity: To limit the uncertainty due
to system nonlinearity, the unknown full energy peak
should be relatively close to the standard to which it
is being compared. A sufficient number of adequately
well-knowii standards should cover the region to permit
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the nonlinearity relation to be determined. Since
the electric field effect produces nonlinearity,16
the sources should enter the detector at the same
range of angles as the standards and preferably in a
perpendicular direction with respect to the source.

Good technique must be used in developing the non-
linearity curve and handling the associated errors.

In order to take into account the combined system non-
linearity, we least-squares fit the standards in each
spectrum with a power series polynomial of the form:
- n

5 = heo 20 O
where E; is the energy corresponding to the channel
C;. For each of the standards, peak energies and
centroids along with corresponding standard deviations
were input to a computer code. The appropriate stan-
dard deviation of the energies includes only measure-
ment errors, not the reference component to the totai
error. (Reference errors bear a .oimon relationship
to all of the standards and, hence, should not affect
the weighting.) The code generates an error matrix
which gives the total measurement error for any peak
energy under consideration. This includes contribu~
tions due to the measurement error of the standards,
the peak fitting errors and an error associated with
interpolating between standards, that is, the size
of the error envelope at a given energy depends on its
proximity to the standards. For most spectra, a poly-
nomial of order 4 or S proved to be adequate to fit
the standards with an average deviation of less than
that of the average statistical deviation of the
standards. No apparent integral nonlinzarity remained
and the deviations from the fit suggest that differen-
tial nonlinearities are small.

Addition of Errors in ike Cascade Method: A pro-
blem in using the cascade method which is not fully
appreciated is the complexity in the error analysis.
Because of the interdependence of errors, a rigorous
y-ray energy error analysis, particularly when several
cascades are involved, is very difficult. Consider
the decay scheme shown in Fig.2 for which we wish
to determine the ener?y and uncertainty of the cross-

over line (E_, A Gl3 by measuring the energies of
two cascade y-rays {y° and yz) with total uncertainties
oYl and °y2 respectively. Clearly
= + i H

EY; EYl EY2(+ recoil corrections)
If the uncertainties in EYl and EYz are independent
then 2 271/2

+
%y, = [0y, %+ 0, %]

Using a 25 e¥ scaie error combined with 10 eV measure-
ment errors for y; and yz{i.e., EY: = EYz = 1 MeV):
2
o , . [(29)% + (200512 = a1 ey

But can we assume that o_ and UYz are independent?

Consider two cases:
Case 1. E_ and E_, are both determined by compari<

, 1
son with the same s%andard 1ine -- then clearly the
scale error g, is a systematic error component which

must be separated out and added directly. Hence,
9, =9, ¥ 0, = 2 g%,

UMZZ]]/Z

52]1/2.

2
M, = [UMx ¥

2 4
%, = [UMJ 9
where Oni is the 1th measurement error. And for
example:

o, . [(10)2 + (1002 + (50)271/2 = 52 ev,

an increase of 21% over the result obtained by dis-
regarding systematic components. If, however, vy,
and v, were compared to different standard lines,
the effect would be less serious.

Case 2. Consider the same cascade with y, and y:
each lying close to a different standard line.--
Can we now treat the errors in the two standards
as being independent, giving

2 2 2
Og, - [cs1 + 9, ] ?
We can only if dg and dg have no common elements,

But this is not uéua11y the case. If the two celi-
brated y-rays have a common "ancestor” (a standard
line) from which their energies were obtained, then
the uncertainty in the ancestor is common to both
ard is therefore a systematic component, Once this
cormon element is identified, tien the uncertain?y
in each standard is obtained from o = [02 + a}] 2
where 9, = the systematic compoment of the
uncertainty in the primary or
secondary standard,
o. = the independent component of the
“  uncertainty in the standard,
The total error due to the standaris become; 12
[P 2 a /
S;= [Uiz + %, + (o61 + 062) ]
Based on Helmer et, al,, ' it is reasonable to assume
that of the 25 eV error in the standards, the
systematic component is at least 21 eV. Using this
along with other components used in Case 1 gives

55, = [1OZ + (10)% + (32)°1% = 46 ev,

and fer the total error
o, = [(20)% + (46)21/2 = 57 ev

3

whicih is still substantially higher than the 41 eV
obtained when systematic components were disregarded,
0f course, the effect of incorrectly handling systema-
tic components decreases rapidly with increasing
measurement errors, But it also increases with vy-
ray energy since the error {n the standards is dom-
‘inated by the systematic component above about 1
MeV,
The frequeni’y used procedure of obtaining level
adjusted energies by means of a leastesquares fitting
scheme must be criticaily examined, Because of the
interdependence of the errors involved, it is not
clear how valid are the weights used for the averages.
The error in the average level energy is too small be-
cause the assumptions concerning the input errors cre
not valid, WKhat is needed and certainly does not now
exist, i1s a similar procedure for obtaining level
energies in which the errors are handled rigorously.

Gamma Rays in the 1.2 to 1.8 MeV Energy Range:
As an example of the use of the cascade methad to
calibrate higher energy y-ray lines, we wil’l 2iscuss
the measurements made_in the 1.2 to 1,8 YeV energy
range, The isotopes 72Ga, 82$r, 110mAg, and 124$b
were used simultaneously for this region because
they provide many cascade crossover combinations,
As can be seen from Table 3 , there is a good
distribution of crossover energies with which to
define the nonlinearity curve, Note that we have
tabulated the uncertainties due to the standards
412, and 675 separately to aid in the handling of
errors, These intermediate energy crossovers will
serve ai secoggary standards for the direct compari-
son of 2Ga, Co, and S0Mn cascade lines which will
enable us to extend the calibration work to 3.5 MeV.

Gamma Ray Standards up to 3,5 MeV:

Because the impact of the NBS calibration

work will be very significant, particulai ly at these
energies, we Feel it is premature to present our re-

sults,
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4, Basic Considerations and Future Prospects
of Solid State Detectors

A semiconductor y-ray spectrometer operates as a
solid state ionization chamber. Their performance
and ultimate resolution depend on a number of factors
including charge generation statistics, signal "size",
a multitude of charge collection effects, and the
electronic characteristics of the ampiifying system.
Consideration of new detector types and comparison
with present detectors requires understanding of these
factors. In general, a large, fluctuation free signal
is desired from the detector. Tne signal size, which
is important in reducing electronic noise, depends on
the average energy needed to produce an ion-pair. 1In
general, this parameter does not vary significantly
for different materials, ranging from_2.9 eV/ion pair
for Ge to 4.33 ev/ion-pair for Hglo.47 Translated into
electronic effects, this means that an electronics
system which has 1 keV FWHM resolution for Ge would
have 1.49 keV for Hgl, - a material with nearly 3
times the bandgap. The value of the eV/ion-pair for
other semiconductor matsrials of interest generally
fall within this range.48

Another factor which becomes increasingly impor-
tant at higher energies are the charge generation
statistics. Due to a quantifying effect in the energy
partition, true randomness is not observed so that
observed statistical fluctuations during charge gen-
eration are reduced by a constant called the Fano
factor, F, which takes on values from 0 to 1. The
signal-to-noise ratio is~ N//FN = /" N/F where N is
the average number of ion-pairs produced in a given
event. Quite small measured Fano factors have been
found for Ge (0.06) and Si (0.08).50 Larger Fano
factors have been observed for other semiconductors,
but these are probably not true values due to the
increased importance of trapping effects.

The effect of the electronic noise depends on the
detector size and geometry, detector technological ex-
cellence, and the detector energy bandgap. The latter
is extremely important due to the exponential depend-
ence of noise on the band gap energy (Eg) where noise
~ exp{- Eg/kT). For low energy y-ray and x-ray
applications, this noise is extremely important.

Up until now, we have considered only the effects
on resolution of basic properties of materials. A
very important line droadening effect is that due to
"trapping". "Trapping" refers to thea temporary or
permanent loss of charge from the ionized state during
coilection of the charge in the crystal with a result-
ing loss in signal amplitude. A measure of trapping
severity is the mean time before trapping, t. General-
1y, the larger values of t correspond to better spec-
trometer performance. In considering detector effects,
a parameter termed mean trapping length, L = yte, is
used where y is the carrier mobility and e is the
electric field. In general, if the detector thickness,
d, equals or exceeds L, then extremely large statisti-
cal spreads due to trapping can be expected.- However,
if L >> d, then resolution effects due to trapping
are minimized. In most real-world detectors, it is
not the value of L with relation to d which is most
important - rather, it is the fluctuation in the value
of L in different regions of the detector which is
important. These fluctuations produce different ampli-
tude responses from different portions of the detector
which in turn result in significant ginEBbroadening,
especially at higher y-ray energies.?'*>7 Since L=syre,
localized fluctuations in the magnitude of the electric
field, e, represent one source of variation in pulse
amplitude which adversely affects the resolution.
These variations in e can occur due to dopant fluctua-
tions (as can occur as a result of partial loss of
compensation in a Ge(Li) detector) or due to surface
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state charging effects. The other very impertant
source of fluctuation in L is the variaticn in the
trapping time, 1. Thesz variations are caused by
Tocalized regions of high trap density. Such traps are
caused by both deep level impurities and crystal de-
fects and their control is extremely important for a
high resolution spectrometer.

In summary, the parameters of importance for spec-
trometer performance are high mobility (), small Fano
factor [F), small energy per ion pair (e), minimal de-
tector noise, excellent detector fabrication technol-
ogy, negligible charge trapping. The parameters u, F,
and ¢ are optimized for a small bandgap material.
Detector technology and trapping are optimum for ele-
mental semiconductors and the detector noise is mini-
mized by cryogenic cooling. Based on these collective
consideratiocns. GeandS¢ will remain detector materials
of choice for high resolution spectroscopy. For x-
rays, Silicon has the advantage of lower detector
noise and relative freedom from X-edge fluorescent x-
ray escape artifacts. Germanium has the advantaae at
higher energies due to its smaller bandgap, higher
atomic number and density. A1l other semiconducter
materials are and wiil be of inferior spectrometer
quality in the foreseeable future providing other fac-
tors such as the desire to operate the detector at
room temperature are not of prime importance. The
only realistic alternate choices available at present
for semiconductor detectors are the Group III-V and
Group TI-VI compounds and Hgl2.55 However, the carrier
diffusion length, L, for these materials is smaller by
a factor of at least 10% as compared to that cbtainable
for Ge and Siso that the detector thickness, d, is
greater than L for reasonable detector dimensions.36
The result is relatively pcor spectrometer performance
for these materials.

Virtually all Si x-ray detectors are lithium com-
pensated. Lithium compensation presents no stability
problem and resuits in relatively uniform electric
fields with a minimum applied detector bias. Trapping
is an ever-present problem but its effect is minimal
at lower energies. E£lectric field nonuniformities,
especially near the edges, can result in "background"
in the x-ray energy range. Various geometries and
electronic means have been employed to reduce the con-
tribution of these slow pulses so that significant
background reductions have been achieved.b/ At pres-
ent, the main limitations on resolution are electronic
noise and the spread due to charge generation statis-
tics with the result that attainment of the ultimate
resolution is approaching an asymptotic value.

Germanium detectors, which are made either by
lithium compensating P-type germanium (Ge(Li)) or by
using high purity "“intrinsic" germanium, are normally
used for y-ray spectroscopy where the ultimate energy
resolution is required. Historically, it was rela-
tively easy to compensate germanium by the 1ithium
drift process and high quality spectrometers with
active volumes in excess of 100 cm? were relatively
easily made. Basic difficulties in fabricating these
detectors have been overcome through years of research
which included minimizing oxygen content, controlling
dislocations and quenched-in point defects in the
crystal during growth, 58, The main sources of trap-
ping,51,53.60,61 which included 1ithium precipitates,
thermally-induced point defecis, transition element
impurities, and Si02 inclusions, are now well con-
trolled and Ge(L) detectors with active volumes > 50
cm3 and resolutions < 1.8 keV FWHM @ 1.33 MeV are
readily available.

While Ge(Li) detectors at present are less expen-
sive and are available in larger volumes with excel-
lent enargy resolution than detectors made from high
purity germanium {HP Ge), they do suffer from stabil-
ity problems due to loss of compensation if acciden-
tally brought to ambient temperature. Also, Ge(Li)



detectors which are subjected to radiation daggge can-
not be easily annealed but must be redrifted. To
overcome the stability grob1em. high purity germanium
was grown by R. N. Hal183 wherein the electrically
active impurity concentration in the Ge was low enough
such that a reasonable volume of detector material
could be depleted with realistic bias levels in a PN
junction. To achieve this, net impurity levels on the
order of 2 x 1019/cm3 are needed before 1 cm of Ge can
be depleted by 1000 volts bias in a P-N junction. This
corresponds to an electrically active purity level of
about 1 part in 1012,

HP Ge detectors have a number of advantages. Since
they are not formed by the lithium drift process, they
are stable at room temperature. In addition: the fab-
rication time is hours rather than weeks since only a
P-N junction need be formed, a wide variety of junc-
tion geometries are possibie limited only by the de-
pletion characteristics of the material, very thin P-
regions are possible as opposed to the Ge(Li) detec-
tors which normally contain undepleted P-type material
which adverseiy afrects spectra performance,64 the N
centact can be made much thinner since excess lithium
is not needed for the drift process,65 and the HP Ge
detectors are relagively easy to anneal following
radiation damage.® The present drawbacks of HP Ge
detectors are their smaller avaiiable size and the
relatively higher cost of the high purity germanium.
These are bkeing overcome as the teshng?ogy and accept-
ance of HP Ge detectors advances.6/-6

The actual spectrometer performance is for all

practical_purposes, the same for HP Ge and Gef{li)
detectors.’0 The main sources of trapping are crystal
point defects such as vacancies and the Si02 in-
clusions. 61, Sinca these are some of the same traps
of concern as in Ge(Li) detectors, similar trapping
effects are expected. Some difference, however, is
seen since electric field uniformity is more difficult
to obtain in HP Ge due to the higher net ionized im-
purity density (- 101%/cm3 for HP Ge versus - 108/cm3
for Ge(Li)) and the app;reng greater surface sensitiv-
jty of HP Ge detectors./2-76 "The actual ability to
cycle HP Ge detectors between room temperature and
77°K is variable due to this surface sensitivity and
generally requires the use of a clean vacuum cryostat
where the thermal design is such that the detector is
the last part to cool down.

Future detector developments using dete.tor mater-
ials other than Ge and Si are being undertaken to gain
specific advantages in terms of operating temperature
or higher specific sensitivity per unit volume.
Detector materials which have received significant
attention in this regard include GaAs, CdTe, and Hgl9
GaAs has the advantage of larger bandgap with reason-
able mobility so that it can be used as an x-ray or
y-ray spectrometer &t room temperature. Successful
detectors have been made using ey;tagial growth but
they tend to be relatively thin.’/=/7 Since the atomic
number of GaAs is about the same as Ge, significant
losses in efficiency will occur for such thin detec-
tors used as y-ray detectors.

CdTe has a higher atomic number and a large energy
bandgap so that it can be used as a room temperature
y-ray spectrometer with reasonable efficiency.80-8
However, CdTe has a relatively small hole mobility so
. < d for the hole ard trapping becomes a severe
problem, Geumetry cianges have been employed to over-
come the single carrier collection problem but this
also introduces enrrgy-dJependent distortion effects on
the spectrum. An additional problem with CdTe is the
difficulty in forming effective blocking contacts.

The result is a conductivity tyge of counter with
relatively large leakage currents and an appreciable
detector noise contribution to resolution.

Hgly 1s a large bandgap, high-z semiconductor
which has shown some recent promise as an x-ray
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spectrometer.7+8% While the detector noise is quite
low and the specific efficiency is relatively high,
Hglo has a very low hole mobility coupled with a Tow
elactron mobility. The result is that L < d for both
carriers in all but very thin detectors. The success-
ful detectors that have been used for x=-ray spectros-
copy are thinner than 1 mm and rely on only electron
collection since all the x-rays are absorbed on one
detector surface. Serious technological problems
remain in growth, handiing, and with trapping effects
S0 that it is unlikely that Hgl, detectors will make
any serious contributions to y-ray spectroscopy though
there may be specific x-ray spectroscopy applications
where they will be quite useful.

Any prospects for other room-temperature y-ray
spectrometers revolve around the availability of semi-
conductors with 1) band gap energy greater than 1.5 eV,
2) at least one high-z element inthe matrix, and 3)
good charge collection parameters in terms of carrier
mobility and minority carrier lifettme. The most
promising unexploited material is A15h which, on the
basis of computer simulated spectra, eggears to be a
good candidate for y-ray spectroscopy. However,
AlSb is still in its technological infancy and sig-
nificant developmental work is required.

*Nork performed under the auspices of the U.S. Eneray

Research & Development Administration, contract No.

W~7405-Eng-48.

+Member, Working Group on a,B, and y-ray spectroscopy.
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Ag-110m 1384.270 8 8 17 20 677+706
620+763
446+537

Ga-72 1464,047 11 8 18 23 629+834
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Intensity Values of Long-Lived !
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626. : 370.712(25) 1.12 ( 9)
530.610(55)  0.40 (2) 35 719(25) 2.49 ( 9)
657.749(12) 1000 (¥ 372713088 2200 8
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763.928(14) 236 (6) 4a5°778(12) 2.7 (1)
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242.89 ( 5) 0.0210(8) udN.dmuM_mv .3 (3)
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R

E (2}

1)
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1379.083(55)
1485.450(31)
1499.31 (10)
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— W
— (1 day)
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(36.38) <0.
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_Nw 79(11
4.22( 1
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dom.waA-
206. NoM
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Table

Blp) L) W

— Yy per 10,000
Decays

40.586(15)
89.40 (20)
140.462(15}
142.671(25)
158.778(15)
162.366(15)
181.052(15)
242.280(76)
249.024(27)
366.412(15)
380.123(79)
410.264(95) 0.19( 4)
417.481(15) 1.44( 6)
455.83 (13) 0.13( 6)
457.591(29) 0.67( 5)
469.617(70) 0.26( 5)
490.52 (15) o.
528.775(15) 5.
537.78 (15) 0.
580.490(65)
581.28 (12) 0.
620.010(35)
621.756(24) 2.
739.481(17)
761.755(76)
777.901(20)
822.351{15) 12.
960.730(20) 9.
986.418(35} 0.1
1001.318(18) 0.4
1056.170(49)

24.390(55) 0.4
66.059(15) 18.7
80.935(30) 0.1
96.732( 5) 57.§

0

103 ( 5)
0.28(18)
9062(181)
2.27( 7)
1.67( 8)
1.16{ 5)
604 (12)
0.14( 2)
0.29( 3)
19 ( 3)
0.90( 3)

{
{
%
121.118( 7)298.3 (
135.996( 9) 1000 (
198.591( 8) 25.4 (
264.651( 3) 1000 E
(

{

{

{

419.291(45)
572.710(20)
617.880(35) 0.
821.895(35) 2*2022(
— 125-Sb ———

110.892(12) 0.009(1)
116.952(11) 2.55 (4)

146.08 {10) 0.0062(4)
172.615(15 ) 1.82 (3)
176.334(11) 67.9 (2)
178.78 { 5) 0.27 (4)
198.65 ( 6) 0.13 (3)
204.129(25) 3.23 (4)
208.088(25) 2.36 §4)
227.911(35) 1.32 (4)
314,94 (11) 0.042(4)
321.03 ( 4) 4.10 (4)
380.435(20) 15.2 (1)
408.01 { 4) 1.83 (6)
427.889(15)294.4 (9)
443.497(35) 3.03 (7)
463.383 15;104 5 (2)
491.28 (- }<0.0008

497.36 (12} 0.036 (4)
600.557{18)177.8 (3)

1 (continued)

_7A_L
606.641(19) 50.2 (1)
635.895(18) 113.2 (2)
671.409(20) 18. 009(4)
—— 121 Temtg ——
37.138( 2) 13.3 (13)
65.548( 8) 3.23( 9)
81.788(15) 0.61( 3)
103.850(78) 0.011(4)
212.189(27) 1039(12)
470.472( 8) 17.5 (1)
507.591( 5) 220 (1)
511.00 0.052(21)
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509.847(15) 0.881(8)
946.989(15) 0.103(2)
998.291( 5) 0.997(9)
1024,000(250) 0.0010(5)
1035.400(95) 0.0072(27)
1102.148(15) 31.8 {1)
1107.600(175) 0.005 (2)
1144.650(35) q30.0135(5)
—— 131-Ba ——
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78.759(18) 24 (1)
82.479(35) 0.5 (2)
92.285(15) 20.8 (7)
123.828(12) 1000 (*)
133.635(12) 76.3(1.5)
137.383(18) 1.3 (1)
157.183(15) 6.9 (2)
216.113(12) 689 (20)
239.629(13) 93  (9)
246.913(15) 21 (1)
249.426(15) 28 (4)
294.482(15) 5.5 (7)
351.202(17) 3.4 (5)
373.236(15) 478(25)
404.033(15) 46 (2)
461.254(19) 4.0 (2)
480.404(14) 11.7 (5)
486.511(15) 73 (1)
496.317(15) 1612(35)
534.14 (10) 0.26(5)
572.706(15) 10.5 (8)
585.043(14) 45 (3)
620.149(18) 51 (3)
674.462(25) 4.7 (4)
696.534(15) 6.0 (3)
703.40 (10) 0.3 (1)
831.594(35) 8.5 (5)
914.096(25} 1.9 (1)
919.33 (19) 0.23(4)
923.877(15) 25 (1}
1047.705(25) ﬂgB (2)
—— 83 Rb ——
9.39 (9) 131 (80)
K x-ray 1300 (280)
32.18 ( 5 0.8( 1)
119.32 ( 9 0.32(5)
128.55 (12) 0.030(5}
237.19 (- ) < 0.0
520.41 ( 3) 1000 (50)
529.64 ( 1) 656 (30)
552.65 { 2 357 (15;
562.16 { 7 0.19(2
648.96 ( S 1.9 (1)
681.17 ( 7) 0.7 (1)
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APPLICATION OF STATE-OF-THE-ART MONTE CARLO METHODS
TO GAMMA-RAY (AND ELECTRON) SOURCES AND DETECTORS

N. Vagelatos, N. A, Lurie, and J. P. Wondra

IRT Corporation
P. O. Box 80817
San Diego, California 92138

Introduction

Advances made in recent years make it possible —
and more importantly, practical — to perform photon and
electron transport in complex three-dimensional geom-
etries. The purpose of this work is to acquaint the
user community — experimenters and applied scientists —
with the kind of calculational information which can be
generated with present codes and computers. The central
discussion involves the solution of coupled photon-
electron problems using Monte Carl. methods in general,
and the code SANDYL! in particular. The examples we
present are results of such calculations obtained with
this code. The emphasis on SANDYL is not intended to
imply superiority over other codes, but is simply due
to our greater familiarity with this code which we use
routinely in our laboratory. 1t should be viewed as
representative of currently available codes.

The Monte Carlo Method

Systematic development of Monte Carlo methods
began in about 1944 with the work ot Fermi, von Neumann,
and Ulam on neutron transport.? Since then, as large,
high-speed computers developed, Monte Carlo methods
have been used to solve an increasingly larger number
of complex problems. Indeed, many of these problems
cannot be solved by any other means.

A general description of Monte Carlo methods is
clearly beyond the scope of the present work. However,
there are a number of good reviews of this subject
w»hich adequately fill this need and provide generous
references to the literature.2-5 Rather, we intend to
illustrate the use of Monte Carlo methods for problems
involving the detection and measurement of radiation
from electron and gamma-ray sources.

There have been many photon and electron transport
codes written with varying degrees of sophistication.
Space limitations prevent us from describing the opera-
tion of the various codes. Instead, we will concen-
trate on SANDYL which is one of the most complete,
general codes. Like many of the transport codes, SANDYL
uses the physical approach which consists of random
sampling and simulation of individual histories which
are used to construct the solution to the physical
problem. A transport equation is never explicitly
written and solved. The only information needed to
simulate a history is the probabilistic description of
all events which may occur at each point in the history.
The random, probabilistic nature of particle/radiation
interaction with matter renders Monte Carlo methods
particularly well suited to problems of particle/radia-
tion transport. The necessary information in this case
includes a description of the geometrical boundaries of
the different regions through which transport occurs,
the material composition of each region, and the cross
sections (differential in energy and direction) of the
constituent isotopes.

A simulation consist: of generating a large number
of particle histories one at a time,with primary parti-
cles starting at the source, and secondaries starting
at their generation points along the trajectories. As
the particles traverse the different regions of the
system, the contributions to the quantities of interest
are tallied following each collision to generate the
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desired information. The average of these quantities

for a number of primary, and their induced secondary,

particle histories represents a statistical approxima-
tion of the solution.

Photon histcries are generated by tracing their
trajectories from collision to collision. At each
point of photon-medium interaction the type of inter-
actions, secondaries and the new photon energy, direc-
tion, and distance to the next collision are determined
on the basis of probability distributions characteristic
of the medium composition, Photon collisions can result
in photoelectric absorption, Compton scattering, or pair
production. Secondary photons include bremsstrahlung,
fluorescence, and annihilation radiation.

Electrons are treated in a slightly different
manner because, as a result of being electrically
charged, they suffer a much larger number of ccllisions.
The method used for electron transport is known as
condensed-history Monte Carlo.® Accordingly, an elec-
tron history is generated by following the trajectory
in spatial steps of pre-computed length, so that the
electron energy and direction at each point may depend
on a number of different collisions which may have
occurred in the previous step. Therefore, electron
energies and directions are determined on the basis of
multiple scattering discributions. Within a step,
secondary photons and electrons are generated according
to the corresponding protability distributions. Elec-
tron interactions include electron-electron collisions,
bremsstrahlung radiation, and medium polarization.
Secondary electrons which are followed include knock-on,
pair, Auger, Compton, and photoelectric electrons.

Three-dimensional geometries with a high degree of
complexity can be treated. The problem geometry is
divided into zones of homogeneous atomic composition
bounded by planes and quadrics. Options are available
for splitting or biasing to improve the statistical
uncertainty in certain problems. The code calculates
flux or energy deposition (dose or spectrum) in any
desired zomes.

Photon and electron transport are fcllowed in an
energy range from 1 keV to 1 GeV or higher, The lower
energy limit is a result of inadequate cross-section
information for electrons below 1 keV. For most gamma-
ray problems, a 1 keV lower cutoff is not a severe
limitaticn.

In addition to SANDYL, there are a number of good
codes which are similar; comparisons betwean the dif-
ferent codes are difficult to make with any generality.
Potential users should consult the code centers at Qak
Ridge National Laboratory and Argonne National Labora-
tory for information on available codes and their
properties.

Examples of Results

The most sensitive test of gamma-ray transport cal-
culations is comparison with measured pulse-height
spectra. The first example is a calculation of the
spectral energy response of an NE-213 organic liquid
scintillation detector.’ The liquid is contained
in a pyrex glass cylinder and surrounded by an iron-
nickel alloy magnetic shield. The purpose of these




calculations was to obtain a gamma-ray response matrix
for this detector to be used for spectral unfolding.8
The lack oi monoenergetic gamma-ray sources with ener-
gies in a range sufficiently wide to determine the
response matrix accurately, coavinced us that the only
practical means to generate this matrix was by calcula-
tion. However, in order :o verify that our model of
the detector and the computer code were satisfactory,
measurements were made using available sources. A com-
parison of the measured pulse-height distribution for

a 137Cs source with the SANDYL calculated spectrum is
shown in Fig. 1. Calculations were made of the energy
deposited in the active vegion of the detector which is
proportional to the light output and, hence, to the
measured signal. The results were resolution broadened
by folding the energy deposition spectrum with a gaus-
sian resolution function. The low energy cutoff of
this spectrum is approximately 100 keV, imposed by the
noise of the detector electronics; the agreement is
remarkably good. Similar results were obtained for
other laboratory scurces such as 0Co and 22Na; the
former is shown in Fig. 2.

In most cases we found a minor discrepancy at .he
lowest energies where the experimental problems (back-
ground subtraction, noise, etc.) are most severe. Part
of that discrepancy may be due to the energy degrada-
tion of the source radiation. Tt is rarely possible to
obtain moncenergetic gamma rays from standard labora-
tory sources without some secondary or degraded primary
radiation present. Fortunately, our Monte Carlo methods
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Figure 1. Comparison of measured and calculated pulse-
height spectra for a 137Cs source
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can also examine this problem. An example is presented
in Fig. 3, which shows a rather crude calculation of
the leakage spectra of a weak 50Co source. Although
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Figure 2. Comparison of measured and calculated pulse-
height spectra from a 8°Cc source. Compliete
source spectra (shown in Fig. 3) were used
in the calculations.
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this was considered to be a very small, thin source,
the energy-degraded or secondary radiation still repre-
sents about 5% of the total number of gamma rays. The
effect is amplified by the fact: that the lower energy
part of the source spectrum is detected with higher
efficiency than the primary source radiation. The %%Co
spectrum shown in Fig. 2 included the contribution of
source secondaries. More detailed discussion of these
resclts is given in Ref. 8. For large (kilocurie)
gamma-ray sources, the problem can be much more signifi-
cant. For a 5000 Ci 8%Co source at the Salk Institute,
we found that approximately 35% of the source photons
are energy degraded. Similar results can be obtained
for electron sources.

Another comparison of calculated and measured
pulse-height spectra using a different radiation detec-
tor is shown in Fig. 4. The detector in this case is
a fully depleted silicon surface barrier detector which
is surrounded by 1 cm of silicon;? the source was 137Cs.
As before, the energy deposition spectrum was broadened
by a gaussian resolution furction. Again, the agree-
ment is quite remarkable. In formulating a model for
this detector we learned a great deal about its
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Figure 4. Measured and calculated pulse-height distri-

butions for a 137Cs source on the silicon
surface barrier dosimeter
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principle of operation, especially the spatial varia-

tion of the charge collection efficiency in the sensi-
tive region of the detector. The interested reader is
referred to Ref. 9 for additional details.

The purpose of showing comparisons for the two
rather different detectors is twofold: (1) to display
the remarkable quality of the calculzted responses
achievable by careful modeling and with presently avail-
able codes; and (2) to demonstrate the genzral nature
of the calculations.

An example of a detector response to an electron

source is shown in Fig. 5. The measurements were mzde
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Figure 5. Pulse-height spectra for a 1-MeV electron

beam or. a2 silicon detector. Circles are
measurements of Berger et al.,!0 and solid
line histogram is their ETRAN calculation.
Black points are SANDYL calculation.

by Berger et al.,!0 who also performed a calculation
using the one-dimensional code ETRAN.1l In this experi-
ment, a 1-MeV electron beam, produced by a d.c. acceler-
ator and collimated to 3-mm diameter, impinged on a
10-mm-diameter by 0.53-mm-thick diffused silicon detec-
tor. The experimental conditions constituted a good
approximation to a one-dimensional slab. The results
for both the ETRAN and SANDYL calculations are in excel-
lent agreement with measurements. Similar agreement

was found for the other detector thickmesses and source
electron energies investigated by Berger et al.



The exarples discussed so far have been compari-
son: between calculated and measured pulse-height
spectra for photon and electron detectors. These pro-
vide the most sensitive tests of the calculations.
There are, however, many other applications for which
it is not possible or necessary to obtain energy spec-
tra. These include the whole class of dose-measuring
devices. The final example we wish to show is an
application of thermoluminescent dosimeters (TLDs) in a
device known as a depth-dose spectrometer.l? It was
constructed for the purpose <f measuring bremsstrahlung
spectra consisting of shert, intense bursts of photons
in the energy rangc of 30 to 1000 keV. The device con-
s'sts of 13 layers of TLD5 separated by metallic foils
graded in Z and thickness, so that the responses pro-
vided a unique measure of photon energy.

A response furction for tho spectrometer was cal-
culated using SANDYL. The response in this case con-
sisted of the total dose in ecach of the 13 TLDs. As a
check on the calculations, measurements were made for
four monoenergetic gamma-ray sources; the results are
shown in Fig. 6. As with the other examples, we find
excellent agreement.
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Figure 6. Responses of TLD-based depth-dose spectrom-
eter for four gamma-ray lines!?

Additional Applicaticns

The examples shown above are just a few of the
many applications we have found for these powerful cal-
culational tools. The results demonstrate the gencral-
ity of the Monte Carlo methods, and the remarkable
accuracy with which they simulate experimental situa-
vions. The degree of precision and the range of reli-
ability having been demonstrated, additional applica-
tions become apparent. An obvious, but extremely
useful appiication, is the simulation of experiments,
or parts of experiments, intended to detect or measure

radiation spectra or doses. The results of such simu-
lations can be useful in optimizing the design of the
experiment, thus possibly saving time and redesign
expenses. A second application is the calculation of
detector response to a source or different sources for
actual source-detector configurations. This informa-
tion can be useful in new detector deveiopment, and as
an aid in selecting the best detector for a measure-
ment in order to extract the most useful data. Another
very important application is the prediction of dose
enhancement phenomena which occur at the interface of
materials with different atomic numbers.!3-15 Doses very
close to the interface can be many orders of magnitude
larger than the bulk dose. This effect 1s very impor-
tant in studies of radiation damage in electronic
devices. OQOther applications include design of gamma-
ray shielding and bremsstrahlung converters, and pre-
diction of doses in structures, devices, and systems.

There are likely many other applications of Monte
Carlo photon-electron transport calculations. On the
basis of the examples presented in the previous sec-
tions, and many others which we have not been able to
include, we are convinced that SANDYL, or any similar
transport code, is a highly versatile and reliable
experimental /analytical tool.
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A WORKING MODEL FOR Ge(Li) DETECTOR COUNTING EFFICIENCIES

R. Gunnink and J. B. Niday
Lawrence Livermore Laboratory, University of California
Livermore, California 94550

Summary

A practical model has been developed that is
capable of describing the overall Ge(Li) detection
efficiency as a function of several known or meas-
urable parameters such as gamma-ray energy, source-
to-detector distance, detector dimensions, source
extension (area and volume), source composition, and
external absorbers. The algorithms of this model
permit the evaluation of a large variety of sample
shapes, sizea, material compositions, and source
astrengths with a single iniftial detector calibration.
Sources of small volume generally can be measured to
within 1 to 2% regardless of energv or source-to-
detector distance. Even large volume sources placed
at cluse-in geometries give results within 10%Z of the
correct values.

Introduction

Absolute gamma emission rates and quantitative
analyses by Ge(Li) gamma-ray spectrometry can be
obtained only with detectors that have been cali-
brated for photopeak detection efficiency. A common
approach is to make such a determination for each
counting configuration used. However, this procedure
is very restrictive and the effects of small uncon-
trollable variations in the source cannot be compen=-
sated for easily 2nd errors result. To handle the
many and varied samples routinely analyzed, we have
developed a model that adequately describes the de-
tection efficiency as a function of energy as well as
a function of source and detector parameters.,

Some of the pirincipal source parameters taken
into acrount are source-to-detector distance, source
extension in area and volunme, self-attenuation by the
various materials of a volume source, and attenua-
tions by external absorbers that may be interposed
between the sample and the detector. The attenuation
of low-energy radiations by the Ge(Li) dead layer is
also considered,

Nescription of the Model

A basic premise of the model is that the overall
efficiency can be treated as the product of two com-
ponents: the intrinsic efficiency of the detector
{defined in Eq. 1), and the source-to-detector geom—
etry., Calculation of two hypothetical points in
space, one at which the detector is said to reside
and anotlier at which all of the sample is said to be
concentrated, determines the latter component. When
this 1s accomplished, a basic rule of phvsics 1is
invoked; namely, that the detection efficiency is
inversely proportional to the square of the source-
to-detector distance. The fundamental equatioun used
by the model is

c
€ = E « 4%, (1)
g

where
€. = counting efficiency for gamma ray of energy
E
E, normalized to 1 cm
CE = net counts per unit time in peak
YE = source emission rate of gamma energy E
d = source-to-detector distance.

Oncz a calibration curve (€ vs E) has been de-
termined, the equation can be transposed to yield
photon emission racios, YE’ for sources of unknowm
intensity,

A typical configuration for a cylindrical de-
tectoyr and a point source is shown in Fig., 1. To use
Eq. (1), the parameter d must be assessed by using
measured or calculated values for:

distance from source to window

x =
w = distance from window to active detector
surface
p = effective penetration of gamma ray into
detector
r = effective interaction radius in the
detector
0 = limiting value of r at low energy
Jd = divtance from source to effective zone of
intaraction
T = detectnr thickness
R = detector radius
R
o
—— T
1
Active r'..8
detector p rola
surface——se Ge(Li)
w dead layer
Window —/ Z
X
J Source
Fig. 1. Point source and cylindrical detector used in

the model.
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From simple geometry we have

d2 = {(x+w+ p)2 + rz.

(2)
Of these, x is the only easily measured parameter.
The others must be empirically determined. Our
studies of these parameters were made ou a variety of
detectors ranging from small x-ray detectors to de-
tectors as large as 70 cc, Obviously, the model is
tested most severely in the case of large detectors.

The first parameter we consider is the penetra-
tion value, p. It 1s depandent on the gamma-ray
energy and has limiting values of zero at low energy
and ocne~half the detector thickness, T, at very high
energy, The following equation- describes the pen-

etration
[
u

where u is an appropriate energy-dependent absorptiovn
coefficient. This relationship is depicted in Fig. 2.

uT exp(-pT) )

P= T exp(-m J°

Altheugh the form of Eq. (3) appears reasonable,
we must decide on appropriate absorption coefficients.
Quite precise values can be found for the photo-
electric, Compton, and total attenuation coeffi-
cients.2 However, it is not clear which, if any, of
these should be used in the above equation because we
are concerned only with the interactions that even-
tually result in full energy deposition in the de-
tector, whether by photoelectric or multiple Compton
scattering processes, Since the latter process is
complex, no rigorous meaning should be assigned to
the penetvation parameter, p, or to the absorption
coefficient. u. However, we have found an empirical
function that adequately describes the total absorp-

tion:
Inp=-2,316 + 4.2 exp[~G.478 1n E ~ 1.434]. (4)

It is important to consider the dependence of
gamma-ray penetration on energy even when establishing
relative efficiency curves. These variations in pen-
etration result in efficiency curves of different
shapes for different detector geometries, This
effect becomes very pronounced at zlose~in counting
geometries.

The effective interaction radius, r, is more
difficult to characterize. A rigorous meaning can be
attached to it only for low energies, when the inter-
action is primarily photoelectric and occurs at the
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Fig. 2. Measured effective penetration of various

energy gamma rays into a 38 cc coaxlal
detector,
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surface of the detector. In this case, r and r, are
equivalent and can be used interchangeably in the
following discussion. This case can be used for mor-
malizing purposes since the exact detector efficiency
and the effectlve radlus can be computed from simple
geometry (see Fig. 1}. That is,

Physlcal geometry = 1/2[1 - aifa% + &2 ], (5)

where £ = x + w, iowever, in our model, the geometry,
G, is described by:

G=Tl(_._2.. (6)
L5+ r
o

A value of k = R2/4 is determined by normalizing the
two expressions as £ goes to infinity. The relation-
ship between the effective Interaction radius, r, and
the detector radius, R, can now Le gi'en by

r: = (1 - czz)/c . (¢)]
where
C= 1(— E/JEZ + RZ)% . (8)
R

However, @ study of experimental data indicates
that the effective interaction radius decreases from
the initial value of r as the gamma-ray energy in-
creases. Although the deteruminatlon of the radius
parameter is very sensitive to statistical and other
sources of error, a definite trend of r with energy
is demonstrated in Table 1,

This trend may be qualitatively explained by the
increzsad importance of multiple Compton scattering
within the detector producing fuil-energy pulses from
the higher energy gamma rays. Compton gamma rays
escape frow the detector more easily after inter-
action near the outer surface than after interaction
near the center of the datector. Thus, the 2’fective
radius of interaction for production of photopeaks
decreases as the penetration depth increases. This
is shown in Table 1 and as curve A-B In Fig, 1. The
magnitude of the trend indicates that other surface
and edge effects also modify r. The empirical algo-
rithm we have found tu describe this trend is

v =r (L2 - p/VT). )

The distance from the window to the active de-
tector surface, w, is the final pc~ ‘meter to be dis-
cusped. Since detector design sperifications do not
describe w accurately enough, its determlnation Is
always the first requirement in calibrating the total
detector efficlencv, This is accomplished by counting

Table 1. Data from a 38 cc coaxlal detector showing an
inverse relationship between energy and
radius parameter, r.

Energy
Source (ke V) T
241Am 60 1.49
1JnNd 91 1.38
o 122 1.28
203“8 279 0.61
D7qq 661 0.35

[
;
i
‘
1




sources o different energy at several distances. The
sets of d ta at each energy are used to calculate

(w + p) values, which are plotted as showa in Fig. 2.

The 1dealized curve derived from Eq. (3) is fitted to

these data points and the y axls interce»t is taken

to be the window-to-active detectcr surface distance.

There 1s a lack of standardization of Ge(L1)
detector sizes or shapes and thus, care must be taken
in applying this model to each detector. At times,
estimations or adjustments of the mcdel parameters
must be made to obtain a better fit with the observed
data, TFor example, slight adjustments may have to be
made in the thickness, T, for coaxial detectors, de~
pending on the size and position of the inactive core.

For most larger Ge(L1) detectors, an additional
correction related to the dead laver must be made for
low-energy gamma emissions, Although the efficiency
curve accounts for the attenuation of gamma rays
entering the detector in a direction perpendicular to
the detector surface, many gamma rays from sources
counted at close-in geometries enter the detector at
oblique angles. Low=-energy gamma rays especlally
will suffer greater attenuation than indicated by the
efficiency curve. If there were no attenuation fi,e.,
no dead layer), a detector's efficiency would not
vary with energy and 1ts efficiency at low energies
would be determined snlely by its area. Thus, the
dead layer thickness can be estimated by using the
slope of the efficiency curve in such a low-energy
region, Once this thickness has been calculated, a
correction can be applied that will approximately
account for the additional attenuation suffered by
ganma rays entering the detector obliquely.

A typical test of the model using a poinc source
is skown in Fig. 3. Our experience indicates that
the geometry contribution to the counting efficiency
can be described to within #1 to 2% of correct values
for all energies and usatle source-to-detector
distances.

Meagsurement of the Intrinsic Efficiency Curve

The intrinsic efficiencies as defined in Eq, (1)
are determined by counting absolute standards at rela-
tively large distances and normalizing these effi-.
ciencies to a l-cm distance. These values may be
described by a fifth- or sixth-order polynomial
equation of the form

N
= (3-1)
1n € z aj(ln Ei) , (10)
i=1
where

ei = efficiency at the ith energy

Et = gamma energy

aj = coefficients of the polynomial.

We found this single function to be inadequate over
the full range of interest (0.05 to 4.0 MeV). Thus,
we used two polynomial equations that overlap in the
100 to 200 keV energy region. After the data were
fitted by a least squares analysis, the resulting
curves were examined in the region of overlap and a
crossover energy which gave the same efficiency by
either equation was chosen. In this way, the effi-
ciency data can be fitted to within tl to 2% of the
correct values.

Correcting for Sample Extension

In the discussion thus far, we have assumed that
the sample activity resided at a point. In practice,
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hewever, most samples extend in two or three dimen-
sions. Not only must the change 1n geometrry be con-
sidered, self-attenuation in volume sources also must
be properly calculated.

Our approach was to use approximate fcrmulas to
reduce the sample to an equivalent point in space.
The location of this po’~t depends on the energy of
the gamma ray and on the physical dimensions and
composition of the sample. To avoid the extreme
complexity of volume~volume geometry calculations, we
have assumed that the detector is adequately repre-
sented by an equivalent point (Fig., 4).

It can be showm t. t for disk sources placed on
axis at distances that are large compared to the
source radius, the counting efficiency decreases by

the ratio
2
2 az + R”
a In —
e\ 84 /
Gd/Gp 7 s (11)
R
where
Gd = disk geometry,
Gp = point=snurce geometry,
= source~to~detector distance,
R = source radius,
a
Volume
source /
Disk source—/
R

Fig. 4. Detector and volume or disk source. Here,

a = source-to~detector distance, b = distance

from detector to mid-point of source,

£ = one-half the effective sample thickness,
r = effective source interaction radius, and
R = scurce radius,

H
i



This equation can be used to correct the point
source calculations. Tests of the giodel were made
using cources up to 50 cm® in areg’ Some azomslous
behiavior was noted at low energies, as Fig, 5 shows,
but otherwise, this description appeared to be quite
adequate for most applications.

Volume sources can be thought of as multilayered
disk sources. Gamma ray attenuation in passing
through the upper layer of the source poses an addi-
ticnal complication., The effect on the counting
rate, n/n,, for a linear element of 2 Rdx dimensions

18 expressed by

2
n/n = (e'“l/zz) f ™ x (1 - x/b)"2 ax, (12)
-2

where
= gne-half sample thickness,

= distance from detector to midpoint of
source,

[4
u = absorption coefficient,
b

When this integrand 1s expanded and integrated term
by term, we obtain:

2 2,2 4,4
an =e Wb ) ut o p2 .
o b2 - 42 3 51

3,3
ﬂ‘-(~-1‘-’L——— i )+ . (13)

+ 5(3,)+ e

b Can *
If either p or 2/b are small when compared with 1.0,
the higher-order terms can be disregarded. The aver-
age sampla thickness that gamma rays must penetrate
to reach the detector is calculated at an effective
sample radius approximately R/¥2. (See Ref. 3 for a
more complete discussion.)

FPigure 6 illustrates the appiication of these

corrections for sample extension in which a larga
volume sample was counted in several positions.

Corrections for External Absorption

It is also necessary to correct for gamma-ray
attenvation by external absorbers. These absorbers
may be an unavoidable part of the sampie container
or environment or deliberately used to attenuate the
lower~energy gamma rays.
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“ig. 5. Deviation from correct resulis using a 30 cm2

disk source.
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For these calculations, as well as fur those dis-
cussed in the previous section, 1t 1s necessary to
keow the composition of the absorbing materials and
to determine the absorption coefficient at each
energy. Values csrrespondfng to the logarithms of
the cross section® and energy can be fitted to a
seventh-order polynomial. The resulting coefficients
can be used in subsequent analyses to compute absorp-
tion coefficients at any given energy.

A problem arises with a discontinuity in the ab-
sorption curve at the K-shell hinding energy. Wa
have found that the magnitude of the discontinuity
can be represented empirically by

uE/uu = 0.1027 + o.ooss\h:K + 0.000654 Eg, (14)

where pg and 1, are the respective mass absorption
coefficients just below and above the absorption
edge, and EK 1s the K-shell blnding energy. The
glove of the absorption curve 1s assumed to he the
_same just below and just above the absorption edge
and Eq. (14) 1s used, together with the polynomial
equation, to describe the absorption coefficient
balow the absorption edge.

Application

The above description of detector efficiency has
becone an integral part of our GAMANAL code which is
the general-purpose program used to reduce and inter-
pret over 5000 spectra yearly. Admittedly, many
approximations ar: being made, but fortunately, in
most cases where high accuracy is required, the cor-
rectlons are small and results within a few percent
of the correct values can be achieved.
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EFFICIENCY CALIBRATION OF SEMICONDUCTOR SPECTROMETERS -
TECANIOQUES AND ACCURACIES

K.Debertin, U.Schdtzip, K.F.Walz and H. M. WeifR
Physikalisch~Technische Bundesanstalt, Braunschweip,
Federal Republic of Germany

Table i. Decay data of radionuclides and ac-

Summary
. . tivity uncertainty of the standards
In this paper we discuss the accuracies used in the efficiency calibration
which may be attained in the efficiency cal-
ibration of semiconductor detectors in the Nuclide T E 1 AT/1  AA/A
energy ranpe from 13 to 2800 keV. Paak effi~ 1/2 &eﬂ h] I3l %]
ciency curves for two coaxial Ge(Li)~ and a Y -
planar high purity Ge~detector were estab- Na 2.60a 1274,5 99.95% 0.0 .3
lished using standard sources of about 20 ra- 28va 15.0 h 1368.5 100.0 0.7 9.5
dionuclides, the activity of which was deter- 2754,0 99,85 0.0
mined absalutely by sophisticated 4mB(X)-Yy ue
coincidence methods. An uncertainty of 0.5 to Sc 83,7 d 889.2 99.98 0.0 0.3
2%t, depending on energy,was obtained. 1120.5 99.99 0.0
Fast though less accurate calibrations Syn  312.5 d 834.8 99,98 0.0 .5
can be performed by using multigamma sources. 57Co 272 d 14.4 9.6 1.0 .5
For some suitable radionuclides relative y- 122.1 85.6 0.3
ray emission probabilities have been deter- SOC 5 27 1173.2 99,88 0.0 0.3
mined, o ~27a . . - .
The reduction in calibration accuracy for a5 1332.5 99.98 0.0
measurcments at low source-detector distances Sr 64,8 d 13.4 50.7 1.5 0.8
and at high countin: rates is discussed. 514,0 99.28 0.0
es
Calibration with Hiph Accuracy ¥ 106.6 4 18%::? :::2 é:; 0.5
In this parapraph we report on efficiency SSHb 15,154 765.86 23.80 0.0 o.¢c
calibration measurements in the enerpgy range 113 ) : : ' v
from 13 to 2800 keV performed with three “sn  11F.2 4 24,1 79.5 2.0 0.7
semiconductor spectrometers. 131J 8.024 364.5 go.u 0.5 0.3
Detectors 138pg 2.06a 50U .6 97.5 0.2 0.3
61 Ge(Li), 30 cm3, resolution 2.9 keV 13700 30.0 a 31.8/32.2 S.68 2.0 0.7
at 1.33 Mev . 661.6 85.3 0.4
G2 Ge(Li), 70 em3, resolution 2.2 keV 139
at 1,33 MeVv Ce 137.6 4 33.0/33.4 64.1 2.0 0.3
G3 high purity Ge, 16 mm diameter, 5 mm 16%.8 80.0 0.4
thick, resolution 1.7 keV a2t 1.33 MeV 141
and 220 eV at 6.4 kaV Ce 32.5 d 35isé3g.0 t:.s g:g 0.3
Standard Sources IUOLa 40.27h 1596.6 95.6 0.3
Nearly all sources used in the calibra- 1983
tion were prepared in our laboratory., The ra- zoaAu 2.696d 411.8 95.53 0.1 b
dioactive substance was deposited between two Hg 46.6 4 70.8/72.9 10.1 1.5 .
0,25 mm thick polyethylene foils., The activity 279.2 81.3 0.2
has been determined absolutely by simple and ?“lAm 432 a 59.5 6.0 1.0 0.5
more sogh%sticated Yng-y- coincidence ' : ’ 7
methodsZs3 for sources which were prepared s -
from the original one by gravimetric dilution. :;:hSEci::rrg:::mg::::sv:i:e:;rzrp::::: from
These methods have been checked over the last original publications. Only those ensrgies
:::nzia::dwift::e:ZE g:::::g;:azgs;:;er“a' are iisted and used for which the uncertain-
. ty AI/I of the emission probability is less
Radionuclides from wnhich standard than or equal to 2 %.
sources have been produced are given in :
Teble . "alons itk the decay data and uncers ., 55, S°URSEI,0Y opter swvelicra have
tainties AA/A of the activity determination. ratio counting rate/n;minal azt'vit was
Half-lives T;/2, energies E and photon emis- 1 £ 203 3%) b h'1 y P a
sion probabilities (intensities) I are argest for He ( ut this was foun
to be due to continuous activity losses by
t Throughout this paper uncertainties are diffusion and sublimation. No losses were
always given at the 68 % confidence level. observed for our 293Hg-source.
Estimated maximum systematic uncertainties &; .
and random uncortainties G; at the 68 % For low energies (<30 keV) self-absorp-
confidence leval are combined, following a tion in the radioactive substance may lead to
errors in the efficiency calibration as was

t W rl
suggestion by Wagner’, to a total uncertainty pointed out just vecently by Campbell et al.'.
w2V, 2 ¢+ L gps2 For our scurces errors due to self-absorntion
i 3 i are assumed to pe less than 1 % for energies
above 13 kev.

which ha&s a confidance lavel of about 68 %,
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Measuring Conditions

Measurine conditions were chosen such
that any corrections for real and random
summing effects were low, and that they did
not contribute to the uncertainty of the
calibration points. Total counting rates were
less thaa 1000 s~1. The pulse generator
method was applied for deadtime and pile-uo
corrections. Uncertainties due to variations
in source positioning were less than 0.1 %,
The stability of the complete spectrometer
set-up was ensured by regularly checking for
efficiency constancy with a 152Eu source.
Numerous spectra were taken for each cali-
bration point, in part with two or three
sources of different activity. The uncertain-
ty due to counting statistics has alway. been
less than 0.3 %,

For measurements with the Ge-detector G3
and energies beiow 100 ¥aV, lead diaphragms
of 2 mm thickness and 10 mm hole diameter
were mounted in front of the detector and
just behind the source. Thus, peak-shape
distorting contributions from the detector
edges and contributions of scattered ra-
diation to the recorded spectra are reduceds.

Peak analysis

Peak arveas were obtained both by fitting
analytical functions and simply summing up
the counts in a well-defined region around
the peak. In the latter case background was
subtracted by extrapolation of the spectrum
above the peak. Of course, the efficiency
curve depends on the type of peak analvsis
since, due to the asymmetric peak shape, sev-
eral definitions of peak area are conceivable.
But if the calibration and ali later emission
rate measurements are evaluated in the same
manner, it is unimportant which method is
applied, so long as isolated peaks are con-
sidered. The attainable accuracy does not
depend upon it. Only when multiple peaks have
to be resolved, peak fitting procedures
should be used.
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Fir. 1. Efficiency curves for detectors G1
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Fig. 2. "Reduced" efficiency curve for
detector Gl (cf. text).

Efficiency Curves

In Fig.l the efficiency curves of detec-
tors Gl and 63 are given in a double loga-
rithmic plot. The curve for Gl it almost a
straight line in the enerey region fror ~~°
to 2000 keV, i.e. €(E) = go(E) = akE”

with ¢ efficiency,
€o approximate value of efficiency,
E energy,

a,b constants.

The double logarithmic representation
deces not allow clear judegement of calibration
accuract. Hence, in Fip.2 we rive the ratio
€(E)/€o(E) on a rather larpe scale, where one
unit on the ordinate corresponds to 1 % de-
viation of ¢ from €,. The sclid line was ob-
tained by fitting an analytical function,
similar to that used by McNelles and
Campbell®, to the calibration points. For
detector 63 the double lomarithmic efficiency
plot is almost linear down to 120 keV,

For the enersy resion below 120 keV we
give in Fip.? an efficiencv €” which is de-
duced from € by correctine for absorption
losses in the source foil and im air, and bv
adding the escape neak to the full energy
peak areas. The detector is almost black for
photons with enerpsies below 60 keV. The ob-
served drop at low enarpies is due to absorp-
tion losses in the thin beryllium window, in
the gold contact laver and possibly, in a
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thin germanium dead layer on the effective
volume of the crystal. The solid line is a
physically established function? with four
free parameters fitted to the calibration

points,

Calibration Accuracy

In the energy region between 550 and
1600 keV, where the density of calibration
points is high, we estimate the calibration
accuracy to 0.3 to 0.5 %. The small scatter
of nearby points obtained from different in-
der:ndent standard sources encourages us to
give such low figures. The intsrpolation be-
tween 1836 and 2754 keV is believed uncertain
to 1,5 %. Below 30 keV the interpolated line
deviates from the calibration points by up
to 2 $. This may be due to the uncertainties
of the X-ray emission probabilities, but it
cannot be ruled out that particularly the
scatter of the triplet at 14 keV is partly
cauvsed by variations in self-absorption. In
Table 2 we have given estimated accuracies in
specified energy regions. The figures taken
as valid at the 68 % confidence level. are
considered tn be pessimistic estimates.

In order to maintain this accuracy in
emission rate measurements based on the effi-
ciency calibration, it is important that the
sources under study, and the calibration
sources, are similar in construction. This is
particularly true for low energies where
thick backings, for example, give rise to
considerable contributions of scattered radi-
ation to the full energy peakS and render the
results incorrect.

Calibration accuracy obtained in
the energy range 13 to 2860 keV

Table 2.

Energy region Accuracy
(kevl [%)

13 - 30

30 - 70

70 - 110
110 - 180
180 - 250

110 - 180

180 - 250

250 - 550

550 - 18600
1600 - 1900
1900 ~ 2300

Detector

G3

-~

G1, G2

HFOOOKFKM HONKMN
oW D

Calibration with Sets of
Standard Sources

Commercially available sets of standard
sources feor the energf region above 60 keV
usually consist of 24lam, 57co, 203ug, 22y,,
137¢g, 548n, 60co and BBY. One may achieve
similar efficiency calibration accuracies as
quoted in Table 2 in the immediate neighbour-
hood of the calibration points. On account of
the larger interpolation ranges, however,
accuracy will be less by at least a factor of
about 2 in the intervals between the points.

Care should also be exercised in using
so-called "emission rate standards". Here
the emission rate may have been calibrated
with scintillation or gas detectors of low
energy resolution, Since scattering events
are more likely to fall into the broad peak

61

region obtained with these detectors than
into the narrow peaks of semiconductor detec-
tors, errors can occur in the efficiency cal-
ibration of the latter. These will be small,
but not negligible, for sources on thin
plastic foils.

Calibration with Multigamma S-urces

Fast efficiency calibrations can be per-
formed by using sources of radionuclides
emitting yv-radiation with different energies
spread over the energy region of interest.
Several nuclides have been proposed in the
literature. With regard to half-life, number,
distribution and relative abundance of pho-
tons, 152py is particularly suited for the
energy region from 100 to 1500 keV. The uncer-
tainty of interpolation is largest between
122 and 245 keV and between 444 and 779 keV.
The details of this nuclide have been pub-
lished elsewhereB. We reproduce here in
Table 3 the relative Y-ray emission proba-
bilities of 2Eu which we have determined.

Table 3. Relative y-ray emission probabili-
ties of 152Ey taken from reference8.

E 1 a1/
‘kevl r (s
121.8 137.§ 1.6
2047 35.8 1.7
asu.3 128.3 1.0
411.1 10.79 1.5
454.0 14.90 1.0
778.9 62.0 0.8
964,0 70.0 0.8
1085.8 48.0 1.5
1112,1 64.8 0.9
1408.1 100.0 0.7

One of the main disadvantages of multi-
gamma sources is the enhanced background
under the lines of low energy which gives
rise to additional statistical and, in some
cases, systematical uncertaintics. Moreover,
it often happens that the calibration lines
are not sufficiently isolated fron neipghbour-
ing small lines, thus leading to further un-
certainties. Nevertheless, the attainable
accuracy of efficiency calibration with a

52Eu standard source is estimated to be
less than the fipures given in Table 2 by no
more than a factor of two.

n some fields of application, e.g.
burn-up determination, extended sources are
needed which can easily be produced by neutron
activation of silver foils. In the enerzy
region from 600 to 1500 ke?V a calibratien
accuracy of 1 % can be achieved by using a

10gp™-Source. The relative emission proba-
bilities we determined are given in Table 4.

Sources of 133pa, 18273 apd 75ge are
suitable secondary calibration standards in
the energy region below 400 keV. The accuracy
attainable is slightly poorer than that given
in Table 2. Results on emission probabilities
of 133pa and 182Ta with uncertainties of the
order of 1 % are or will be published else-
where9,10,

For energies above 1500 keV 55¢co or
226Ra may be used as multigamma sources.
Owing to the lack of primary calibration



Table 4: Relativelfaray emiss\ion probabili-
ties Agm.
E I 81/1
[k eV] 1y r [%]
©57.7 \\\\iig;g. 0.7
706.7 N 0,8
763.9 23.7 B
88u.7 77.5 .7
937.5 36,6 0.8
1384.3 26.1 0.9
1505.0 13.8 1.0

points, y-ray emission probabilities cannot
be determined to better than * 2 to 3 %.

Calibration at low source-
detector distances

In many practical applications source-
detector distances cannot be chosen as large
as has been assumed in the preceding para-
graphs, For low-level measurements for exam-
ple where the source is placed directly on
top of the detector summation corrections for
radionuclides emitting two or more coincident
photons (e.g. 60ca, 88Y, 152Eu) are no longer
small but may reach values of 20 to 30 $%.
This is very often not realized by workers in
application fields of y-ray spectrometry. An
"inexplicable” scattering of calibration
points can frequently be traced back to such
summation effects. In principle, the correc-
tions, may be calculatedll from the decay
scheme, angular correlation coefficients and
the total efficiency. The determination of
the latter as a function of energy, however,
is a new problem. An uncertainty of 5 to 10 %
for the correction factors is regarded as
typical. This introduces an additional uncer-
tainty of 1 to 3 % in the efficiency cali-
bration,

For the calibration of Ge(Li)-iatectors
in the energy region between 100 and 1200 keV
one may find some radionuclides emitting
photons which are either not accompanied by
any other quanta or where the detection prob-
ahilitg of these quanta is negligibly small
(e.e. °%Mn, 37co, B52zn, 85Sr, 95Nb, Cs,
139pe, 1984y, 205Hg). for these radionuclides
no, or only small, summation correction fac-
tors have to be applied and the calibration
accuracy may reach that given in Table 2,
This is, however, of limited value if the
source under study emits coincident photons.
In that case high accuracy can only be
obtained if a source of the same radionuclide
is used for calibration. In addition, differ-
ences in source dimensions have to be avoided.

We
sources

caution against the use of multigamma
such as 132zy or 1104pM i, calibra-
tion a2t low source-detector distances. On
account of the complex decay scheme and in-
complete knowledge of the angular correla-
tions of the photons, any calculated summa-
tion correction factor. are of low confidence.

Measurements at high counting rates

Up to now all statements on the attain-
able accuracy were valid sor low counting
rates. It was tacitly assumed that correc-
tions due to dead time and pile~up losses
were small, and did not give rise to addi-
tional uncertainties in the efficisncy cali-
bration.
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One often comes across the opinion that
a multichannel analyzer, operated in the live
time mode, suitably accounts for any counting
losses. This is particularly untrue for pile-
up losses which may amount to one or more
percent, depending on the shaping time con-
stant T of the amplifier, even at counting
rates as low as 1000 s~1. Ffor counting rates
up to 3000 s~1 (t1=2us) the pulser timing
methodl? is considered the most reliable to
correct for each kind of counting losses,
It should be applied repularly in all meas-
urements aiming at hieh accuracy. The limi-
tations of this method were pointed out by
Bolotin et al.l3, for example. We have ob-
served that the method also fails for asym-
metrical peaks at counting rates above
3000 s~1 if inadequate peak evaluation rou-
tines are applied!¥, Additional uncertainties
of 1 to 5 % may arise for counting rates
between 2700 and 10000 s~1,

References

1, Wagner S.: PTB-Mitteilungen 79, 343
(1969)
2, Debertin K., Schdtzipg U., Walz K.F.,
WeiB H.M.: Ann. Nucl. Enersy 2, 37 (1975)
3. Baerg A.P.:; Metrologia 2, 23 (1966)
4, Campbell J.L., Thompson J.A., Jorch H.H.:
to be published in Nucl. Instr. and Meth,.
S. Peflara W,, Physikalisch-Technische
Bundesanstalt: to be published
6. HMcNelles L.A., Campbell J.L.:
Nucl. Instr, and Meth. 109, 2ul (1973)
7. Gallagher W.J., Cipolla S.J.:
Nucl. Instr. and Meth. 122, 40S (197u)
8., Debertin K., Schdtzip U,, WeiBB H.M.:
PTB-Mitteilunpgen B5, 187 (1375)
9. Schétzie U., Debertin K., Walz K.F.:
to be published

10. Debertin K., PeBara W., Walz K.F.,:
Verhandl, DPG(VI) 11, 879 (1976)

11. McCallum G.J,, Coote G.E.: Nucl. Ins:p,
and Meth, 130, 189 (1375)

12. Strauss M.G., Sifter L.L., Lenkszus F.R.,
Bremer R.: IEEE Trans. Nucl. Sci., NS 15,
Nr.3, p.518 (1968)

13. Bolotin H.H., Strauss M.G.,, McClure D.A.:
Nucl. Instr. and Meth. 83, 1 (1970)

14. Debertin K., Schdtzig U.: to be published



Proceedings, ERDA X-and Gamma-Ray Symp. Ann Artor, Mi, Mey 19-21, 1976 (Con! 760539)

HIGH RESOLUTION X- AND GAMMA-RAY COINCIDENCE SPECTROMETRY*
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Richland, Washington 99352

Symnary

A data acquisition and analysis system has been
developed for high resolution coincidence spectrometry.
The system hardware and software are described together
with the system capabilities. The sensitivity and
selectivity of NaI{T1)-NaI(T1), NaI(T1)-Ge(Li) and
Ge(Li)-Ge(Li) coincidence detector systems have been
experimentally evaluated. The Nal(T1)-Ge(Li) system was
found to have about the same sensitivity, based on a
5000 minute count, as the all1-NaI(T1) system with im-
proved selectivity. The applications of Ge(Li)-Ge(Li)
detectors are limited by their low efficiency. The
utilization of time as a third parameter was investi-
gated by correlation studies of the coincidence event
energies and the time interval between signals from the
two detectors.

Introduction

X- and gamma-ray spectrometric methods are being
used to investigate and regulate the impact of nuclear
and conventional power generating facilities upon the
environment. Both radioactive effluents and non-
radioactive effluents are measured by nuclear detection
techniques. Currently high resolution diode
detector systems and two-parameter NaI{T1) coincidence
systems are being used for high-sensitivity measure-
ments.1-8 The NaI(T1) coincidence systems are useful
for some measurements of those trace radionuclides
whose emissions tend to be obscured by other radioactive
compounds in the sample matrix or by natural background
levels. However, more sensitive, selective, and versa-
tile methods are required for the instrumental measure-
ment of trace radionuclides ir complex mixtures encoun-
tered in activation and environmental analyses.

Abundant short-lived radionuclides can often
interfere with the detection and measurement of signi-
ficant longer-lived activities. The natural and fallout
radioactivity in soil, silt, and other environmental
samples interferes with normal gamma-ray spectro-
metric analyses for nuclear industry produced effluents.
Highly selective detection for many radionuclides can be
achieved by exploiting unique and extremely specific
correlations between decay emissions. Multidimensional
spectrometyic analysis methods utilizing x-rays, gamma-
rays, particles and time relationships between coinci-
dent emissions are being developed for radionuclide
measurements.%-13 The high resolution of diode
detectors requires the use of large arrays for data
storage if full advantage of the detector resolution is
to be utilized.

A megachannel, multiparameter analyzer system
coupled with two or more detectors permits simultaneous
high resolution measurements in many coincidence
modes.13 This is especially advantageous for low
radioactivity-level samples when it is not known before-
hand what nuclides to expect.

This paper discusses the hardware and software
used for data acquisition and analysis of megachannel,
multiparameter coincidence spectra. The capabilities
of sevarai high-resolution coincidence spectrometry
systems are compared with the more conventional NaI(T1)
coincidence spectrometers.
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Data Acquisition and Analysis System

Hardware

The data acquisition and analysis system used in
these studies is illustrated in Figure 1. The system
consists of a commercial, computer interfaced data
acquisition system with added peripheral components.
One of the several possible detector arragements is
also shown in this figure.
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FIGURE 1.

The system allows the accumulation of event de-
scriptions (ADC addresses) on magnetic tape at low
count rates. After acquisition, selected data may be
read at maximum tape reading speed by the computer.

List mode data storage on magnetic tape is used
for coincidence spectrometry data acquisition. The ADC
multiplexer accepts data from up to four ADC's. The
multiplexer then generates sequential 16-bit words cor-
responding to data from each ADC. Thirteen bits (8192
channels) are used for data from each ADC. Two bits
are used to identify the ADC being stored and one bit
indicates whether ADC rejection of a conversion occur-
red (as opposed to address zero due to no input). Data
can be acquired in several different modes including:
1) a four-parameter coincidence configuration, 2) a
three-parameter coincidence configuration and one inde-~
pendent ADC, 3) two dual-parameter coincidence configu-
rations and 4) various other combinations of coin-
cidence and independent configurations., Provision for

* Work performed under ERDA, Contract E£(45-1)-1830.



rejection of noncoincident (singles) events is provided.
This reduces data storage requirements wien only coin-
cidence events are of interest.

Either hardware or software list-mode operation
is possible. The multichannel analyzer memory is used
for buffer storage of the data in hardware 1list-mode.
Data accumulation is interrupted and the data recorded
on magnetic tape when the 4096-word buffer is filled.
The computer is completely available for other uses
during hardware list-mode data acquisition. This
feature is especially valuable, since week-long counts
may be taken and the computer is only required for
short intervals for analysis of the acquired data.

In software list-mode the multichannel analyzer
memory is used for accumulation of preselected portions
of any of the ADC outputs as a function of any other
ADC coincident events while the computer memory is used
for buffer storage of all the raw data. When filled the
computer memory buffer is written to magnetic tape
along with a four decimal digit experiment identifica-
tion tag. The pulse-height analyzer and the data
acquisition are controiled from the compujer teletype
in software list-mode. A total of 6.4x10°, 16 bit
words can be stored on a 2400 foot reel of magnetic
tape.

Software

Software supplied by the multichannel analyzer
manufacturer has been previously described.!3 These
routines required considerable operator interaction and
were not written for use with the added peripheral
equipment such as the disk system and the printer/
plotter. Additional nrograms which operate under the
RT-11 (DEC) operating system have been written to fit
our experimental needs.

Detailed analysis of the list mode, megachannel
data stored on magnetic tape is accomplished by reading
the magnetic tape data file urder computer control and
constructing spectra in computer memory or on disk
files. Portions of the spectra may be viewed on the
pulse height analyzer display for rapid data scanning
or the data may be listed or plotted with the printer/
plotter. Several data selection modes are available
depending on the experiment requirements and how the
data was accumulated. The system allows analysis of
up to four-parameter data. The data can be examined
by reading the 1ist mode data file and accumulating
spectra from one ADC gated by a channel or range of
channels from the other ADC's. Since the list mode
data file contains all of the coincidence data from
a particular experiment, the data can be examined for
different coincidences after all the experimental data
has been accumulated. As many spectia coincident with
any combination of ADC gates may be examined as are
required to compietely analyze the data. The spectra
can be further processed using peak location, energy
computation, area computation, nuclide identification
and nuclide estimation programs. These computer rou-
tines greatly reduce the man-hours required for data
analysis.

Specific programs which can be used in various
sequences as required are described below:

XYLP  Constructs & spectrum on the disk file from
Tist mode data of all events from a specified ADC in
coincidznce with any events from a second ADC.

XYLP3 Constructs a spectrum on a disk file of all

events from a specified ADC in coincidence with any

avents from a second ADC and in coincidence with a
recified range of channels from a third ADC.
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XYPLOT Plots and lists spectrum constructed on disk
files by XYLP and XYLP3, locates peaks in spectrum,
1ists peak energies on plot, and prepares table of peak

energies.

NSSORT Constructs spectra on a disk file from 1list
mode data from a specified ADC in coincidence with
events of specified energy ranges from a second ADC.

NSSORT3 Constructs spectra on a disk file from list
mode data from a specified ADC in coincidence with
events of specified energy rances from second and third
ADC's,

NSPLOT Locates peaks in spectra constructed on disk
TiTes by NSSORT, prepares table of peak energies loca-
ted in each spectrum, 1lists and plots each spectrum
with peaks labeled with energies.

NSTABL Lists by channel number, energy and peak
area each peak found in each spectrum constructed by
NSSORT, also prints out two-dimensional summary table
containing the energies and area of each coincidence
peak.

LODK2 Constructs from list mode data a compressed
two-parameter coincidence spectrum and produces
printed output.

L00K3 Constructs from 1ist mode data a compressed
two-parcmeter coincidence spectrum in coincidence with
events of a specified range of channels from a third
ADC and produces printed output.

XYLIST Constructs from 1ist mode data a specified
50x20 channel region of a iwo-parameter coincidence
spectrum and produces printed output.

XYGEM Sorts tlist mode data, performs specified
surming and prepares punch card output for further
processing.

NS6P Prcpares a plot of data displayed on puise
height anaiyzer display.

Experimental

Detector System Comparison

Data from two parameter NaI{T1) coincidence
spectra are normally reduced to radionuclide analyti-
cal results by use of weighted least squares computer
programs. 1%-16 These programs require calibration
information obtained using the same counting geometry
for each nuclide present in the sample. The method
gives good quantitative results when proper calibra-
tions are available but can yield spurious results
when unsuspected components or differences between the
sample and the calibration standards exist. The coin-
cidence photopeaks resulting from minor constituents
in the sample are often obscured by radiations from
other sample components. The analyst must then depend
on the quantitative weighted least squares data analy-
sis. The improved resolution obtained by using one or
more diode detectors in a coincidence system
improves the coincidence spectrometer’s nuclide identi-
fication capabilities. The effect on the spectrometer's
detection sensitivity has been investigated.

The detection timits for the major long-lived,
coincidence-detectable radionuclides present in environ-
mental river sediment samples have been compared for
three detector configurations. The radionuclides used
in this investigation were 69Co, 106Ry, 134Cs, 152fy,
154y, 226Ra plus daughters and 232Th plus daughters.
The coincidence photopeak detection efficiencies for
the nuclides studied are listed in Table I. The
detector configurations consisted of the following
three systems:
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1. A pair of opposed 15-cm diameter by 13-cm thick
Nal{T1) detectors with Nal 1ight pipes and an
anticoincidence shield.

2. A 28-cm diameter by 15-cmthick Nal(T1) detector
opposed with a 120-cm3 Ge(Li) detector.

3. A pair of opposed 60-cm3 Ge{Li) detectors.

TABLE I
COIRCIDENCE PHOTOPEAK DETECTION EFFICIENCIES

COUNTS PER D SINTEGRATION

e Sk M B %, By 2, B
N2lTH + Nal (T3) 03 K] 045 019 012 L0096 .09
NalT)) + Geili) .09 .00 .0099 010 0050 0015 0015
Gelli) + Gelli} 00012 . 00008 0005 .0007 0003 .00006 00012

The detection sensitivities of the three detector
configurations were calculated from data obtained by
counting pure radionuclide sources mounted to simulate
a 5-cm diameter by 1.3-cm thick sample geometry. The
calculations were performed for an inactive sample
matrix and a sample matrix containing only the natural
radioactivity fromatypical silt sample. The GEM pro-
gram!¥ was used to calculate the 1o Tevel detection
limits for a 5000 minute counting period. The results
of this investigation are presented in Table II. The
data shows that the measurement sensitivity of the
Nal{T1)-Ge(Li) coincidence spectrometer is at least as
good as the NaI(T1)-Nal{T1) coincidence spectrometer.
The detection limits for the Ge(Li)-Ge(Li) system were
about a factor of ten higher than the other systems.
The NaI{T1)-NaI(T1) detector background levels limit
the improved sensitivity which can be obtained with
longer than 5000 minute counts while the detector back-
grounds for systems containing one or more diode
detectors are sufficiently low that improved detection
sensitivities would be expected with longer counting
times.

TABLE II
DETECTION LIMIT (1o) AS A FUNCTION OF DETECTOR
SYSTEM AND SAMPLE MATRIX FOR A 5000 MINUTE COUNT

Ypm i sample)
NO SAMPLE BACKGROUND ACTIVITY

SILT SAMPLE

NUCLIDE Nl *Nal Nal+Ge Ge+#Ge  Nal +Nal Nal+Ge G _.¢
8, BT a6 2 2 16 1
106, 8 w1z 2 3, 9
B4, 2 »® 4 9 B L
152, 3 2 9 4 3 L
L 8 1610 2 3 2
226, 8 RN NATURAL RADIOACTIVITY IN SAMPLE
3y 15 185 “ " "

The radionuclide estimates calculated from a
gamma-ray spectrum are correlated with each other due
to the overlap of portions of the spectrum of indivi-
dual nuclides. The correlations between pairs of
nuclide estimates as calculated by the GEM program!“
are listed in Table I1I. An absolute correlation value
of 1. is the maximum and values close to 0 are low
correlations. A considerable reduction in correlations
between nuclides was found for the detector systems
which used one or more high resolution detectors. Also
the positive correlations which indicate a possible
over estimation of a pair of nuclides were reduced.
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Negative correlations indicate over estimation of one
nuclide and underestimate of the other nuclide in a

pair.
TABLE III

CORRELATION BETWEEN PAIRS CF NUCLIDES AS A FUNCTION
OF DETECTOR SYSTEM AND SAMPLE MATRIX

NUCLIDE  NO SAMPLE BACKGROUND ACTIVITY SILT SAMPLE
PAIR.  Nal+Nal Nal+G: GeeGe  NaloNal NaleGe GevGe
My P, -0 -0m TR |
o Zhn . -0 -0 @ 0B -@
e, 2% @ -.001 a7 B -0 -®
106, By 3 - -0 -4 B -0
Bag, P, 3 - -15 -5 07 -1
By B4y Lp -0 - S - -1
152, W, 06 - -0 .2 -.08 -08
B, By g -1 06 -8 -12 -0
By, %, .m -0 -3 ® % -B
B B e -3 - ¥ -6 -1
W Py -0 -0 3 -0 -3
o, B, 009 o0t 3 om0
17y, 1%, 4 -18 2 5 -1 -2
The detector calibrations and data analysis methods

were evaluated by analyzing a standard river sediment
sample (NBS-SRM-4350). The results of these analyses
are listed in Table IV for the nuclides measured by
coincidence spectrometry. A comparison with the values
reported by NBS was found to be generally within the
range of the NBS certified and uncertified (other
measurement results reported by NBS) values.

TABLE IV

RESULTS OF A COINCIDENCE SPECTROMETRIC ANALYSIS OF
NBS STANDARD REFERENCE MATERIAL 4350

(NUCLEAR TRANSFORMATIONS PER SECOND PER GRAM OF MATERIAL)
COINCIDENCE DE(ECTOR SYSTEM

NBS

NUCLIDE  CERTIFIED UNCERTIFIED  Mal + Nal Nal+Ge Ges Ge

0, J5%.01 14 A5:.00 L5500 074.@

Py uta 16 265,00 B0 7£.00
L, 052,004 .ou .0402.003 .092% .00 049,005

Delayed Coincidence

Radionuclides which decay through an intermediate
isomeric state can be selectively detected by means of
delayed coincidence methods. The megachannel analyzer
can be used to record the energy of each gamma event
and the time interval between events with the arrange-
ment shown in Figure 1. The data can then be simultane-
ously analyzed for the presence of both prompt and
delayed gamma-ray emitters. An example of the apg]i-
cation of this technigue is the determination of “7Co
in the presence of 152Eu, The 122 keV gamma-ray from
152Ey interferes with the measurement of S7Co especially
when the less abundant S7Co 136 keV gamma-ray is not
detectable due to the presence of other.radioactivity.

A source consisting of a mixture of 57Co and 152Fu was
counted between a 60-cm3 closed coaxial Ge(Li) detector
and a 500-mm2 ptanar Ge{Li) low-energy photon detector.
The energy and time data were recorded with the mega-
channel analyzer. Figure 2 shows the coaxial Ge(L7)
spectra observed both in prompt and delayed coincidence
with the low energy photon detector. By gating off

the prompt time peaks one can totally discriminate
against all prompt events. Moreover, anether degree of
discrimination, aithough not needed in this case, can
be obtained through conventional energy gating techni-
ques.



Cor.clusion

High-resolution ceincidence spectrometry has appli-
cations to a variety of radiochemical analysis problems
including low-level environmental sample analysis.
Sensitivities equivalert to all1-NaI(T1) detection
systems can be obtained with increased selectivity by
use of high-resclution coincidence spectrometric tech-
niques. Data acquisition and amalysis of the large
arrays associated with high-resolution detectors can
be accomplished with relatively modest equipment invest-
ments. Software has been developed to aid in the
examination and reduction of the spectral data. The
use of time as well as radiaticn energy in coincidence
spectrometry has been shown to provide a further means
for radionuclide measurement selectivity. It merits
further investigation and development.
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FIGURE 2. Ge(Li) Spectra of a Mixture of 57Co and
152Fy in Prompt and Delayed Coincidence Modes with
a Coaxial Ge(Li) Detector and a Planar Ge(Li)
Detector.
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A HPGe COMPTON-SUPPRESSION AND PAIR SPECTROMETER#*

David C. Camp
Lawrence Livermore Laboratory, University of California
Livermore, California 94550

Summary

A HPGe detector incorporated into a Compton-
suppression and pair spectrometer yields a continuum sup-
pression factor of over 30. Cryostat housing require-
ments to obtain such suppression are discussed, sample
spectra are presented, and several experiments making
use of the HPGe dual system are discussed.

Introduction

Early Ge(Li) detectors were small. Consequeatly, the
signal-to-nozse or peak-to-Compton-continuum values were
poor, and ways to Improve peak identifiability were
sought. Pulse-shape discrimination, Compton scattering-
sumning spectrometers, Compton-suppression spectrome-
ters, and three-crystal pair spectrometers were all
tried. The first two methuds proved unmsatisfactory, but
the latter two have been more successful. These methods
are more fully discussed and referenced in an earlier
review.l

Compton-suppresaion ané pair spectrometers are useful
in measuring gammc~ray spectra. They improve upon the
peak~to- continuup ratio of a Ge detector alone. Also,
they simplify the spectrum, remove interferences, and
lead to improved accuracies in determining transition
intensities. Compton continuum suppression factors have
varied from 4 to 12 depending on the ‘geometry employed.
Pair spectrometers can lead to dramatically simplified
gpectra, but generally they require longer data accumu-
lation times.

Over the past five years, the efficiency of Ge(Li)
detectors has increased from 10%Z to almost 50% relative
tc a 7.6 cm X 7,6 cm NaI(TR) at 1.33 MeV, Excellent en-
ergy resolution (v 2,0 keV @ 1,33 meV) has been main-
tained. Thus, the necessity or desire for continuum
reduction appears to have lessened. This is unfcrtunate
because suppression and pair spectrometers can always
improve the signal-to-noise ratio regardless of the
Ge(L1) detectcr size. The use of Ge(Ll) detectors of
15% to 45% relative efficlency in combination with ap-
propriate anticoincidence geometries can result in Co~60
peak~to-minimum ratios of from 100/1 to perhaps 500/1.
Unfortunately, these larger Ge(Li) detectors no longer
function effectively as three-crystal pair spectrometers
because of the reduced amount of annihilation radiation
that escapes. However, if careful sttention is paid to
the experimental arrangement, it is possible to achieve
excellent continuum suppression and use the spectrometer
simultaneously as a three-crystal pailr spectrometer.
This paper describes the use of a high-purity-germanium
(HPGe) detector and large anticoincidence NaI(T{) detec~
tors in combinations which lead to simultsueous use of
the system as a Compton-suppression and pair spectrom—
eter.

Principles of Operation

The two mest common snticoincidence geometrias used
for Compton-suppression spectrometera are illustrated in
Fig, 1. Another g try is di d by Konijn, et al.
Generally, a Ge(Li) detector within its owm vacuum hous-
ing is placed within a scintillation detector (usually
NaI(TR) or plastic scintillators with a split-sunulus or
aplit-halves enclosing geometry). Gamma rays from a

~
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Fig. i, The two most common geometries used in Compton-—
suppression spectrometers.

source positioned outgide are collimated to strike the
central Ge(Li) detector. Those gamma rays scattering
between G-min and O-max have a “inite probability of in-
teracting with the survounding scintillator. TIf these
gcattered gamma rays can be detected sbove the scintil-
lator noise level, they can be used as anticoincidence
gates for the corresponding central Ge(Li) detector
events., In priaciple, then, only full-energy events
should remain in the Ge(L1l) detector spectrum.

In practice, however, the Compton continuvum is not
eliminated, but only partially suppressed. Those gamma
rays having scattering angles less than O-min will nct
be suppressed, while those having backscattering angles
greater than O-max escape detecticn. The latter contrib-
ute high-eneryy photoelectrons to the Ge(L1) spectrum
concentrated near the Compton edge. Contributions to
tlie Compton continuum zlso come from gamma rays that
gcatter from inactive Ge, the cryostat housing, or the
collimator walls and then interact completely with the
Ge(L1) detector and from gamma rays that scatter out of
the Ge(L1l) detector and are totally absorbed in inactive
Ge, cryostat walls, or the scintillator housing., There~
fore, the extent of continuum suppression will depend on
the completeness of enclosure by the antlcoincidence de-
tectors, the active to total volume of. the Ge detector,
and the materials enclosing and surrounding the central
detector.

In three-crystal pair spectrometers, source gamma
rays are collimated to strike only the central Ge detec-
tor. Those interacting with Ge via the pair preduction
process produce electron-positron pairs, most of which
lose their kinetic eneryy within the central detector.
If the two oppositely directed 511-keV annihilation
quanta escape the Ge detector and deposit their full en-
ergy in the surrounding scintillators, a triple coinci-
dence will allow recording of only the double escape or
pair peaks. As the central detector volume¢ increases,
the probability of both 511-keV quanta escaping de-~
creases rapidly. Thus, large-volume Ge detectors make
poor central detectors for palr spectrometers, but ex-
cellent detectors for Compton- suppression spectrom-
eters. A more detailed discussion can be found in
Ref. 1.

The HPGe Central Detector

The availability of HPGe offers the possibility that
both the n- and p~junctions required to make a detec~
tor can be made vanishingly thin (0.1-100 um); thus
the active to total volume ratio can approach 1.0.

With inactive Ge reduced to & minimum, the next require-
ment 18 to reduce the amount of total mass surrounding
the detector, Figure 2 1s a schematic drawing of the
detector-holding arrangeient. The detector 1is 31 mm

(cont. on p. 285)
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NUCLEAR APPLICATIONS OF CdTe DETECTORS

Gerald Entine
Radiation Mcnitoring Devices, Inc.
6 Silver Lake Avenue
Newton, Massachusetts 02158

Introduction

During the p-~t year, Te detectors have been
used by diverse groups needing compact, sensitive,
room temperature instrumentation for nuciear measure-
ment.,

These applications are interesting both in them-
selves and as a means of understanding more about CdTe
detector behavior. The applications which will be dis-
cussed include nuclear medicine, communications, satel-
1ite spectroscopy, heat shield ablation and reactor
monitoring,

CdTe detectors are usually made from chlorine-
doped or indium doped crystals with metallic or aquadag
(carbon) contacts, Despite differences in the operat-
ing parameters of the two types of devices (such as
bias voltage, and leakage current), both types of detec-
tors perform comparably well, As I am more familiar
with detectors from chlorine-doped materlal, I shall
focus, predominantly on uses of that detector.

4 typlcal chlorine-doped detector consists of a
1 cm dia. erystal, 2 mm thick, with symmetrical plati-
num disc contacts ol 7.5 to 8,0 mm dla, Blas voltages
run from 10 to 100 volts with leakage currents of 10 to
400 nA., While the wide band gap (1.44 eV) reduces the
signal pulse helght slightly with respect to silicon,
1t reduces the rnolse even more, so that the signal to
noise ratio of a GiTe detector at room temperature usu-
ally exceeds that of a comparable S1 device, In addi-
tion, the high atomlc number provides excellent stop-
plng power. A 2 mm thick CdTe detector stops 8% of
the 100 keV rays hitting it and 8,5% of the 661 keV
rays. Of particular importance 1s the fact that below
150 keV, over 80% of the absorbed rays can be in the
photopeak.1

One of the nicest feitures of the detectors is the
ease with which they can be handled. They can be
stored indefinitely, handled by tweezer without clean
room precautions, and can be used in non-hermetlic pack-
ages if the humldity 1s kept low enough to avold the
formation of a temporary conductive moisture film,

They cannoi be permanently damaged by overvoltages or
changes 1n temperature “etween -30°C and +70°C. Strong
lead attachment is stralghtforward becanse the plati-
num is chemically bonded to the crystal.

In addition, 11 is possible to epoxy bond the de-
tectors to a printed. circult board to form very compact
arrays. Some problems have been encountered, however,
when epoxies were used to totally encapsulate the sen-
sors.< Apparently the epoxies will occasionally cre-
ate a surface film c¢cn the detector which ran alter iis
leakage current and nolse characteristics. Control ex-
periments have indicated that the effects do not arise
from the heating of the detector during the curing
8ycle, Rather, it is the chemistry of the epoxies that
1s most suspect, In general, the overall handling as-
pects of the CdTe detector have proven quite nice.

Nuclear Medicine

The first use of CdTe detectors for nuclear medi-
cine involved the development of subminiature detectors
small enough to fit into hypodermic needles. These
have been used for both brain research and intracavit-
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ary exploration.3 More recently, larger sensors have
been used for instruments which rely on extermal sens-
ing for non-invasive detection of disease.

One clinical application of CdTe detectors is now
under test at the V.A, Hospital in West Roxbury, Massa-
chusetts,* A recognized screening procedure to identi-
£y patients with a high predispositlon to pulmouary em-
tolism is based on the early detection of venous throm-
bosis of the legs. I-125 labeled fibinogen, injected
into the patlent will collect at the clot over the
course of several days and create a hot spot which can
be detected externally.

The detectlon equipment standardly used consists
of a Nal prcbe over 3 cm in diameter and almost 23 cm
long. This large probe l1s particularly inconvenlent
for bedridden patlents of limited mobllity, especially
since one of the most common clot sites 1s high between
the thighs. A €dTe probe consisting of a 1 cm dia,
crystal and a minlaturized preamplifier was developed
with overall dimensions of less than 5 ecm. This small
size not only provides greater comfort for ihe patlent,
but also allows the sensor to be positioned more pre-
clsely over *he index marks which are put on the pa-
tient to aid in placement reproducibility.

At this time all patients in the study are being
measured with both the Nal and the CdTe probes in or-
der that a direct comparlson can be done. The proce-
dure consists of measuring the count rate over several
points along the leg and comparing those rates to that
measvred above the heart which serves as the nomaliza-
tion site. A clotted silte shows a significant increase
in count rate over 3 days while an unclotted site
shows little change., In all, over 200 patlents wilil
be studied. The initial resulis show that the CdTe
probe is performing as expecied - namely that it prc-
vides ccnvenience, comfort and precision with at least
as good and possibly better clinical sensltivity as
the Nal probe. This convenience is essential 1f the
fibrinogen screening procedure is to be widely used.

Another nuclear medicine instrument using CdTe de-
tectors is being developed by the U, of Cal. S, ¥, Med,
Center,” The instrument will be capable of measuring
the absolute density of a patient's lung as an aid in
detecting pulmonary edema. The system consists of a
collimated Gd-1i53 source and two CdTe detectors separ-
ated by a small fixed angle, The source is first
placed opposite detector 1 which measures the transmit-
ted beam while detector 2 measures the scdttered beam.
The source 1s then placed oppusite detector 2 and the
measurement is repeated. Finally the instrument is
moved to different positions to scan various parts of
the lung, The use of GdTe detectors allows the system
to be quite compact, In particular the tight shield-
ing of the detectors which 1s necessary because of the
low intensity of the scattered beam 1s made much easier
by the elimination of the phototube associated with Nal
detectors.,

The development of such a non-invasive clinically
useful instrument for measuring lung density will per-
mit significant advances in the evaluatlon of pulmon-
ary edema., The simplificatinns of the mechanical and
electrical aspects of the system through the use of
CdTe should help to make the system cost effective and
convenlent to operate., This particular application
will be described in detall at tomorrow's session.
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Current Mode Communication System

While most detector applications are presently
based on the pulsed mode of operation, the current
mode will surely be used in many future applications.
One such development effiort by the Navy 1s now under-
way. An x-ray communications system is being designed
based on a pulsed x-ray source and a CdTe sensor. The
x-ray source has a peak voltage of 40 kV, an average
cnergy of 25 keV, and a pulse width of 5 microseconds.
The CdTe detector is required to cperate ai tempera-
tures of up to 70°C with as little noise as possible,
An Interesting approach to the problem of reducing the
leakage current at the higher temperatures is being
used, namely to run thr detectors at only 10 V bias.
The reduction in signal level is mnre than compensated
for by the reduction in noise and leakage currents.

In additlon, this voltage is extremely compatible with
the requirements of the solld state electronics so that

the system 1s greatly simplified.

Present Navy results indicate that the quiescent
leakage current of the detectors can be taken into ac~
count by subtraction, reduction with low bias voliage,
or by source modulation, and that CdTe detectors will
perform well in this mode.

Satellite Spectroscopy

Nowhere is detector size and efficlency of more
central importance than in space sateilites where each
cubic centimeter is worth thousands of dollars. It is
therefore not surprising that work is under way to use
CdTe sensors for gamma ray spectroscopy above the at-
mosphere. In this application, both long term stabi-
1ity and resistance to radiation damage are a necessi-
ty. Because of the polarisation effects whlch occured
before the development of the modern platinum contact,
several long term studies werv done on recent detec-
tors to measure the change of wsignal pulse height with

time. In one of these, a platinum contacted, chlorine-
doped detector was operated continuously for over 100
This

days with no measurable change in peak position.
particular detector had energy resolution of 7 keV at
122 keV.

In a program undertaken to measure the effects of
proton bombargment. d?tectors were subjected to_fluxes
of between 10° and 1011 33 MeV protons per em®.® No
significant degradation was observed until a flux of
107 per cm? was reached, at which dose the energy re-
solution degraded rapidly with further irradiation.

The main focus of these pro s at present is to
provide relatively large - 10 cm= - assemblies of de-
tectors for launches in the next two years. In parti-
cular, valuable ‘nformation about the Berformance of
the detectors at temperatures near -15°C is resulting,
Here, the leakage current and noise are reduced enough
to allow large areas to be practical while the carrier
mobilities are still quite good. It is expected that
this cooling approach may be applicable in other areas
as well, where the small added bulk of thermoelectric
coolers can be accepted in exchange for improved per-
formance.,

Heat Shield Ablation Studies

At present, the largest use of CdTe detectors in
the world is in an Air Force program which studies the
ablation of spacecraft heatshields during their pas-
sage through the atmosphere, Heat shield materials are
difficult to test because the extremely high “empera-
tures and frictional forces of reentry are impossible
to duplicate on the ground. Thus, new materials are

69

tested on very small rockets with measurements taken
of tip recession during fllght. The shield material is
inpregnated with radioactiviiy and a sensor, located
far erough behind the tip to stay at room temperature,
measures the decrease in cuunt rate as z function of
time. This decrease can be directly correlated to the
ablation of the tip while the velocity and heighi of
the rocket can be used to estimate the forces of the

atmosphere,

Very stringent instrumeniation difficulties arise
here because of the small time interval over which the
measurements must be made (seconds), The sensor pack-
age has to be as sensitive as possible so thav suffi-
cient counts are received to provide the required sta-
tistical accuracy. In addltion, as the top of the
shield sees much different conditions than the bottom,
the package must be as small as possible so that sever-
al sensors can be put in one rocket tip. To do this,
the previously used bulky scintillator-photomultiplier
tube detectors were replaced with the CdTe sensors. As
a result, a great deal has been leaxned, not only about
heat shields, but atout the performance of the detec-
tors and hoy Bhey behave under conditions of rugged en-
vironments,“*

One finding concerns the sensitivity of detectors
to vibration, CdTe detecters are microphonic but do
not generate spurious signals under ordinary laboratory
or field use. However, the extremely high shock and
vibration levels of the test flights requires that the
detectors be packaged in a highly sophisticated isola-
tor of foam and rubber, One of the packages for this
Alr Force program which isolates the crystal from vi-
brations as high as 10,000 g's at 24 kHz 1s less than
6 cm long by 2 cm dia., Included in the package with
the detector is a complete preamplifier. Another of
the preamplifiers developed under this program has
noise of below 6 keV and is a hybrid circuit of post-
age stamp size, These circuits could b verry useful
if they were made generally available.

Over 100 detectors have been used in ihe Air
Force program. All were used in the counting mode with
bias voltages between 35 and 67 volts, Variailons
among the sensors in sensitivity were small enough that
it was not diificult to exchange one for another with
only minor changes in calibr:¢ion. Leakage currents
were varlable but always below the design maximum of
250 nA,

At this time CdTe sensor packages have been used
successfully on several flights and have resulted in
significant improvement in measurement precision, The
instrumentation packages are becoming more nerfected
and should provide engineering data which will allow
other CdTe users to progress at a rapid rate,

Techniques To Improve Energy Resolution

The major limitation to the energy resolution of
CdTe detectorr at present involves the difficulty of
applylng large blas voltages to the detector. While a
few detectors have been made which can operate at
several hundred volts, the typical bias is about 60
volts, Significant efforts are being directed into
this area, both in the United States and Europe, which
should result in detecterz cpernting at up to 1000 V.
Iii the meantime, iwo electronic techniques have been
developed to circumvent this problem,

One of these, techniques involves the use of an
MIS-type contact, The uncontacted crystal is sand-
wiched between two thin, metalliged mylar films with
the metallic side outward. An electronic timing cir-
cult applies one to two thousand volts of bias tc the
sandwich for tens of seconds, and then short clrcuits



the device for about one second., Because the device
is thermoelectrically coolei 1o -20°C, its internal im-
pedance 1s high enough that it wiil not self-discharge
during the on time; thus, excellent charge collection
is achieved. During the off period, a pulse of light
from an LED discharges the detector so that no long
term charge bulldup occurs. The spectrometer head
whkich contains the detector sandwich, the thermoelec-
tric cooler and the preamp is only 1i cm long by 7 cm
in dia. Resolutlon of 3.0 keV at 30 keV and 6,0 keV
at 122 keV with the large fraction of the counts in
the photopeak were obtained with crystals 2 mm thick,
The system is now belng developed for use in several
areas of application.

A totally different alectronlc approach to im -
proving the resolution of the detectors has been de-
veloE in conjunction with work on reactor monitor-
ing. Here pulse shaps discrimination is used to se-
lect those pulses which arlse near the negative con-
tact of the detector. This results in the rejection of
pulses which do not have 100% charge collection effi-
clency, and 1s effective If the corresponding decrease
in count rate can be tolerated. For exampls, using
Radlum 226, resolution of 13 keV at 295 keV and 17 keV
at 1765 keV were obtained at room tempsrature with a
1 mm thick detector opera.dng at 200 volts. Cooling
the deightor to -20°C further improved the results,
For Ca~“’, the 661 keV peak was resolved to 14 keV at
room temperature and to B keV at -20°C with a peak to
compton ratlo of 6 to 1,

This resolutlon, aven at room temperature, is
sufficlent to readily distinguish the isotopes and fu-
slon products relevent to reactor monitorirg. The
small physlcal sigze of the detectors will allow the
measurements to be made in situ despite the narrow con-
strictions dictated by reactor design, thus overcoming
one of the major drawbacks of the cryoganically cooled
solid state detectors.

Future of CdTe Detector Applications

It has always been difficult to predict the most
provable applications for CdTe detectors. The detec-
tors were inltlally developed for reactor monitoring
and fuel analysis. For reasons as yet unclear, tris
area for CdTe has developed extremely slowly, while the
field of heat shield -blatlon measurement, which was
entirely unknown to aimost everyone in the CdTe fleld
a few years ago, 1s now the largest by far.

At present the users who are displaying the most
interest are those in nuclear medicine, Clinical in-
struments such as the lung densitometer and blood clot
detector appear to be stlmulating researchers to con-
slder using CdTe in other medical instruments., In
particular, there are several instruments being con-
templated which wiil use fairly long linear arrays of
CiTe sensgors in order to reduce measurement time in
present scanning systems,

Research groups 1n reactor monitoring, process
control and safeguard survelllence are also beginning
to show interest in CGdTe. Although many industrial
development engineers are reluctant to make & major
commitment tc usage uniil they can be assured that
there will be an inexpensive version of the Cife detec-
tor suitable for counting applications. This should
be forthecoming in the near future,

The rate at which GiTe detectors become widely
used will depend upon several factors, culy some of
which are in the hands of the producers of these de-
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vices., The producers must necessarily develop detec-
tors, which are either larger, have better resolution,
have lower leakage current, or areesmuch cheaper and in
a short enough time that the momentum built up over the
past year is not lost. This requires that Government
funding agencies contlnue to provide dsvelopment money
so that the technology gets to the peint that it is
commercially viable. Finally, applicativcs groups must
strive to keep continuous direct contact with the pro-
ducers so that their zhort term development efforts
can be interfaced with nesded long term research em-
phases, With the coopsratlon of these three segments
of ithe field, CiTe detectiors should become the basis
for a large aumber of useful instrumeris in the nunclear
instrumentation field.

the coming two years, the place of CdTe
detectors in the nuclear instrumentation field sheuld
become clear, Detectors will be avalladie in a large
enough quantity and at a low enough price that engin-
eers will be able tc consider tihem on thelr technical
merits and on their cost effectivensess rather than on
thelr promise for the future. Already prototypes for
large linear arrays, small clinical ingtruments, and
new flight packages for both satellites and ablation
studles are being tested, Operating parameters are
being pinned down, and compatible microcircuits are
well along in development, As a result of the inten-
sive activity now being carried out both by detector
development groups and by application groups, CiTe de-
tectors should produce a significant, beneflicial im-
pact on the fleld of nuclear instrumeatation.
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ADVANCES IN MERCURIC IODIDE SINGLE CRYSTAL NUCLEAR DETECTORS*

P.T. Randtke, C. Cuitale, R.C. Whited, and L. van den Berg
EG&G, Santa Barbara Operations

abstract

The preparatior oi crysiziline detector maxarial
of high perfection, the wethods used for its character-
ization, and the fabrication of individual detectors
are described. HMajor progress has been made in the
uniformity of large-area (1 cm x 1 cm X 0.5 mm} detec-
tors manufactured from crystals havieg 2 low disloca-
tion density. An array of nine individual matched
detectors has been built and evaluated.

1ntroduction

During the past several years mercuric Zodide has
been studied as a petential room temperature, high-Z
seniconductor, gamma spectrometer detector material,
It hae been reported! that thin (0.1-0.4 mm) small area
~10 min?) Hgl, detectors work very well for low energy
(<60 keV) gamma-rays. Efficient high energy (0.4-1.0
MeV) gamms-ray detecrors, however, require thicker,
larger volume devices. An Inteprated effort, starting
from commercially available Hgl: powdir and extending
through to packaged detectors, is being made at this
laboratory to produce such detectors.

In this report, preparation and selectior of the
crystalline material and the consistent manufacture of
1 ce X1 cem > 1 mm detectors with 20 mm“ actiive contact
area are described. With continual improvements in the
quality of the crystals,; the uncollimated gamma-ray
spectra now obtained ‘are equal to those previously ob-
tained on significantly smaller detectors. -Nine indi-
vidual detectors have bean combined Into a 3by 3 array,
and the resulting spectra are reported.

Material Selection

The use of thick detectors with a large area re-
quires that the detector materizl is uniform, and that
the mobility-trapping time (UT) product of the charge
carriers is sufficiertly large. Crystalline unifermity
is reflected in the resolution of uncollimated nuclear
spectra, and Ut determines the tvapping occurring for a
given thickness and electric fileld. The crystals used
for detector fabrication are selected and tested by
five procedures.

Etch Pit Count

A single crystal is cut in half perpendicular to
the ¢ axis. One of the sawed surfaces is etched in
either methanol for 1 to 6 minutes or in 10%Z KI solu-
tion for 1 to 3 minutes, Iir order to reveal dislocations
acress the surface gz evidepce by etoh pits, Rarlier
cryatals were aonuniform, containing growth rings
generally perpendiculer to the direction of growth.
Density of dislocations in the growth rings was usually
about 10° cm™? and between the rings about 105 cm™2.
The presence of the growth rings has been correlated
with changes in the ambient tem,erature in the crystal
growing room, which was alsc observed independently by
Scholz,? Correction of tetperature variations during

*This work was performed under the auspices of the U.S.
Energy Reseasch and Development Administration. NOTE:
By acceptunce of this article, the publisher and/or
recipilent acknowledges the U.S. Government's right to
retain a nonexclusive, royalty~iree license in and to
any copyright cowvering this naper.

71

crystal growth have largely eliminated this type of non-
uniformity. Figure 1 shows three crystals with severe,
medium, and minimal growth ring structure, and Figure 2
ghows uncollimated ?“1An gamma~ray spectra from three
identical size detectors fabricatad from these crystals.
The FWHM of the 60-keV gozk decreases with increasing
dislocation homogeneity. 1In additicn to being more

homogeneous, recently grown crystals also have a lower

average dislocation density of about 10“ cm

Three crystals with (left to right)
severe, medium, and minimal growth
ring structures.

Fig. 1.

Uncollimated 2%'Am gamma-ray spactra for
a) severe, b) medium, and c¢) minimal growth
ring structures; FWHM are 22 keV, 9 keV, and
5 keV, respectively; pulser FWHM 2.6 keV.

Fig. 2.

e,

™



EI TSR

Optical Homogeneity Check

A raster pattern light scanner has been used to
look for inhomogeneities in HgI; using both He-Ne
(63288) and He-Cd (44164) lasers. Such scans should
reveal inhomogeneities not visible on the surface by

etch pit densities. Detalls of the measur:. rents 860 =
will be published later. S6-8
700 T
Ut Product r kY i
600 \ ;
The ut products are determined from changes in the Y H
pulse height of an 5°Fe gamma-ray spectrum (5.9 keV) as 9 590 \ :
a function of the bias voltage.’ Since HgI, detectors 2 AN {
have low noise at low gjemma-ray energies, 5°Fe with its S sood AN )
2-micron penetration depth can be used, which permits 5 ‘\\
separation of LgTe and W,Th while avoiding the plasma S 300} \\\\
effect associated with alpha particles. To insure e §5-2 i
stability of th~ detector response, 12 to 24 hours are 200 F B
generally allowed to elapse after the blas is applied
before a measurement is madz. Table 1 lists the 100 |
products measured on several recent large single
crystals. W ea T 8o 100 i
Time After Bias Applied (sec)
Table 1. wut products for several HgI, crystals
uT uT :
Crystal e'e h h Fig. 3. Count rate &s a function of time for
Batches (cm?/V) (cm?/V) Crystals 56-8 and S5-2.
51-6 1.5 x 10=* | 2.0 x 10-® :
§5-4 2.0 x 10-* | 1.5 x 10~% .
$5-8 2.0 x 10~* 3.0 x 1g-° Detector Preparation ?
-4 -6
gz_g 3'; : ig—u ;'g : }2—5 One half of a crystal 13 cat into approximately
. . k) 2 v
1 cm® blocks. One block is wounted on 2 iz 2ud the top
face is polished and etched with 10% KI solution. A
20C4 thick palladium contact is evaporated onto this
Experimental" and theoretical® studies indicate surface and a platinum lead wire is attached. The tep
that the values of the mobility for electrons, lg, and area is then covered with Humigeal, and a zlass cover
holes, up, are lattice scattering limited. Therefore, plate 1s attached to the Humiseal with epoxy. . The
increasing the ut product neccssitates Increasing the upper part of the block is then cut off to about 1 mm
tvapping time, which is directly reiated to the cross greates than the final thickness, and the surface 1is
section. and density of the traps. Since uUT is measured again pelished and etched. The thickness is periodi-
using an electronic shaping time »f 107" seconds, cally checked with a non-contact gauge which monitors
shallow traps with a detrapping time much less than absorption of the 59.5-keV photopeak of a Am source.
10~% secoands do not affect the measured trapping time The contacting procedure is repeated, and the entire
(unless 2 high density of shaliow traps results in a detector is finally encapsulatad in Humiseal (Fig. 4).

multiple trapping-detrapping process).

Polarization Effects

The presence of polarization effects is checked by
measuring the count rate as a functicn of time at low
bilas. Figure 3 shows a recently grosm crystal (56-8)
with minima). polarization, while an earlier crystal
(S5-2) has substantial polarization effects. The data
were taken with a source count rate of 700 counts/sec.
The time to reach stable condit.ons depends on the count
rate. Polarization effects are present in recent
cryatals only at low fields and therefore do not affect
detector performance under usual conditions.

TSC Measurements

To increase the trapping time it is necessary to
underatand in detail the nature of the traps involved.
The most straightforward method to obtain information
about the shallower traps is provided by thermally stim-
ulated conductivity (T5C) measurements. In T5" measure~
ments on recent crystals, major hole traps have been
observed at 165°K and 180°K; other traps are present at
81°K, 98°K (electron trap), 102°K (hole trap), 116°K and
138°K. The energy level of the 165°K trap as determined
by the Garlick-Gibson initial rise method® was 0.32 eV.
Details will be published later. Fig. 4. Photograph of a fiuished detector.
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Detector and Array Performance

Figures 5a, b, and ¢ show the uncollimated gamma-
ray response for z“’Am, 57Co, and l:’7Cs, respectively.
The detector, 1 cm x 1 cm X 1 mm with a 20 mm? area and
200A thick palladium contact, was bilased with 2500 V,
and the amplifier shaping time was 3 ,se.. Table 2
lists the peak to valley ratios for detectors from dif-
ferent crystals, These values show an improvement com-
pared to previous large-area detectors.

QMIAn

59.6 keV

f

s

Uncollimated gamma ray spectra of 2“lAm,

Flg. 5.
57Co, and '37Cs.

Tabla 2, Peak-to-valley ratio of several detectors
Peak~to~-Vailey

Detector L
Ratio (1?7cs)

Number

S1-6-4-2 1
51-6-3-2 2
$3-8-5-1 1
S$3~8-5-4 2
53~8-7-1 2
§5-8-3-1 1
§5~8-3~2 1

Twelve planar detectors were fabricated from
crystals S1-6 and S3-8 as described above, The detec-
tors were 1L cm X 1 cm x 1 mm with a 20 mm? Temporel con-
tact. Three detectors were wired to a Tennelec 161A
preamplifier with three preamplifiers used to form a
3 by 3 arcay.

The preawp’iiier outputs were summed by a linear
amplifier and passed to an Ortec 450 shaping amplifier.
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Figure 6 shows the array setup. Figure 7a is the total
array output for uncollimated *“'Am, and Figs. 7b-d are
the outputs of each preamplifier., The FWHM of the

60 keV photopeak in Fig. 7a is 11 keV. Figures 8a and
b show the uncollimated '%7Cs and 23°Pu spectra (log
scale) for the 3 by 3 array.

Fig. 6. Photograph of array arrangemert.

Fig. 7.

Uncollimated gamma-ray spectra of
243Iam for a) array output, b-d) three
individual preamplifiers.



Fig. 8. Uncollimated spectra from array for
a) '%7Cs (linear secale) and
b) 2¥py (log scale)

Summary and Conclusicn

R t improwv ts in crystalline homogeneity
allow better resolution for large area Hgl, detectors,
A FWHM of 5 keV for an uncollimated 2*’Am spectrum has
beer. achieved with a 20 mn“ by 0.5 mm detector at room
temperature. A prototype array which increased the
active volume to approximately 0.1 cm? had a FWHM of
11 keV for 2*'am, which is comparable to the resolution
of a Nal detector.

Further improvements in uT products and crystalline
uniformity will allow larger active detector volumes
with resulting increases in detector efficiency and

resolution.

Acknowledgment

The authors wish to acknowledge M. Slapa and
W. Seibt of UCLA for helpful discussions and use of
special equipment.

References

1. M. Slapa, G.C. Huth, W. Seibt, HM. Scaieber, and
P.T. Randtke, IEEE Trane, Nucl. Sei., N5-23, No. 1,
102 (1976).

2, H. Scholz, private communicaiion.

3. H.B, Serreze and G. Entine, JEEE Trane, Nucl. Set.,
NS-22, No. 4, 1995 (19725),

4., R. Minder, G. Majni, C. Canauli, G. Ottaviani,
R. Stuck, J.P. Ponpon, C. Schwab, and P. Siffert,
J. Appl. Phys., 45, 5074 (1974).

5. J.H. Yee, J.W. Sherohman, and G.A, Armantrout, JEEE
Trana. Nucl. Set., N5-23, No. 1, 117 (1976).

6. G.F. Garlick and A.F. Gibson, Proec. Phys. Sce.,
(London), 60, 574 (1948).

4



Proceedings, ERDA X-anct Gemma-R»; Svmp. Ann Arbor, MI, Mey 19-21, 1978 l.Conl 160539
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Summary

The absolute sensitivity for several different types
of radiation detectors has been measured using x~-rays
in the energy range of 28U eV to 100 keV, The photons
in this energy range are produced using three separate
x-ray-gencrating facilities. The detectors include
a silicon semiconductor, two photoelectric diecde detec-
tors employing aluminum and gold photocathodes, and
three detectors incorporating plastic scintillators
and photodiodes, The plastic scintillators were MEL-
150C, Pilot B, and NE102,%

Introduction

The measurement of intense, low-energy x-ray pulses
has received a significant degree of attention in the
last few years, primarily because these measurements
are important for laser-plasma inceraction studies.

To perform these weasurements requires a detector whose
time response and whose sensitivity as a function of
photon energy arn both well known.

The detector sensitivity is generally determined
using x~ray flux lewvels, where a small steady-state
output current can be accurately measured and vhere
counting techniques can be used to determine the inci-
dent x=ray flux absolutely, Thus, for tha measured
sensitivity to he meaningful when measuring much larger
x=-tay Fluxes, the linearity of the detector must also
be considered, It is important therefore that the
detectors be operated only in those ranges of incident
flux where the output current is directly proportional
to the incident flux, i.e. where the sensitivity is
constaut. Since previous studies!’? have examined
both the time response and the linearity of detectors
similar to the type used in the present work, we were
concerned oniy with the sensitivity as a function of
photon energy. The absolute sensitivity § of an x-ray
detector is here defined by the expression, S = I/hvéaA,
where I is the detector output current, ¢ is the inci-
dent photon flux of energy hv, and A is the area of
the x-ray Leam incident on the detector. To determine
the sensitivity, the detector is placed hehind a col-
limator of known area in a known x-ray flux of energy
hv, and the output current is neasured. A correction
i3 usually made to the measured curzent to account
for the presence of contaminant x-rays in the cali-
bration spectrum, This is achleved with the aid of
computer codes?*" able to account properly for these
contaminants., The absolute sensitivity as defined
above was measured for the following detectors: a
silicon semiconductor, three plastic scintillator-
photodiode detectors, and two photoelectric diode
detectors,

3

Work performed under the auspices of the U.S. Energy
Research & Development Administration, under contract
No, W~7405~Eng-48.

+Reference to a company or product name does not imply
approval or recommendation of the product by the Uni-

versity of California or the U.S. Energy Research and

Development Administration to the exclusion of others

that may be suitable.

Experiment

Apparatus

Detectors. The silicon semiconductor detector,
an R series ruggedized surface barrier detector with
a 500-um depletion depth, had a neminal 40 ug/cm2
aluminum front electrode thickness and was obtained
from Ortec. The active area was 25 —2, and during

the calibration a 0,51-cm~diameter collimator was
This detector is illustrated in Fig. 1.

used,

Fig., 1. Silicon semiconductor detector.

The plastic scintillators, MEL-150C, Pilot B, and
NE102, were coupled to an FW--128 photodiode using Dow
Corning 20-057 optical coupling compound. For MEL-
150C and the Pilot B, the photodiodes used had S-20
responses, while for the NE102, the photodiode used
had an S~/ response, The MEL-150C and the Pilot B
were 2.5 cm in diameter by 2.54 em thick. The NE102
was 2.54 cm in diameter by 0.519 cm thick and was
coupled to the photodiode via a 2.54-cm~diameter by
0.476-cm=thick Lucite light pipe. All the scintilla-
tors were collimated with a 1.27-cm-diameter colli-
mator, Figure 2 illustrates one of these detectors.

Plastic scintillator-photodiode detector.

Fig, 2.
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Positive bias

X-ray beam

\\4:/;nsulators

Fig. 3, Schematic view of conical aluminum cathode
windowless photoelectric diode detector.

Collimator

( -Nicke! wire mesh grids

Tantalum
collimator ]

Bias supply Bias supply

Electrometer

Fig., 4. Schematic view of gold foil catiiode window-
less photoelectric diode detector.

Tne photoelectrs: diodes were both windowless detec-
tors. The first «f these had a conically shaped alumi-
aum cathode with a *runcated conical shell surrounding
it acting as the anode, X-rays enter the detector
throuzh the truncated end after passing through a
1.59-cm collimator as shown schematically in Fig. 3.
The other detector consisted of a thin gold foil, 0.95
mg/cm? thick, spaced between two wire-mesh grids having
optical transmissions of 96%. The x-ray beam enters
the detector through a 0,95-cm-diameter collimator,
passes through the front grid, and interacts with the
gold foll, producing eiectrons that are collected by
the grids as shown schematically in Fig. 4.

X-ray Generators. Three separate x-ray generators
were used for the calibrations reported in this paper,
and all have been described in greater detail else-
where.®”® For the sub~kilovolt energy region, the
x~rays were produced using an ion accelerator that
generates fluorescent x-rays via proten bombardment
of the target materials. An overall vi v of this
facility 1is shown in Fig, 5. Figure & 3 an overall
view of the x-ray genarator used in the 1.5~ to 8-keV
energy range. In this machine, an electron beam is
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Fig. 5. The sub=kilovolt x-ray calibration facility.

Fig. 6. The 1.5- to 8~keV x-ray calibration facilixy.

i

Fig. 7. The 8-keV to 100-keV x-ray calibration facility.

used to excite the target materials, producing fluo-
rescent x~rays, which are absorption-edge-filtered
for additional beam purity. In both of the above
x-ray facilities, the calibrations are carried out

in evacuated chambers. The x~-ray generator used for
calibrations from 8 keV to 98 keV uses photon bombard-
ment of the target materials to produce fluorescent
x-rays. The spectral purity is further improved by
using k-edge absorption filters. Calibrations on
this machine are carried out in air. An overall view
of this calibration facility is shown in Fig. 7.

Snderctamm .-



Electronics. The current from the detectors was
measured using an electrometer in conjuaction wish a
digital voltmeter and a chart recorder, A phase lock
amplifier was also used in some of the semiconductor
calibrations where the x-ray source was modulated at
1080 Hz with a 50% duty cycle using a mechanical beam
chopper. The bilas voltages were obtained from a var-
iable supply incorporating a series of dry cells and
exhibiting a very low ieakage current.

Procedure

The calibration procedure was very straightforward.
The detectors were placed behind a collimator of known
area and irradiated with x-rays of known energy and
intensity in a manner simflar to that shown schemat-
ically in Fig. 2 for the sub-kilovolt x—ray facility.

It was necessary to place a 600-uglcm -thick, cali-
brated carbon foil over the collimator on the scintil-
lation detectors while they were being calibrated using
the subkilovolt x-ray facility, This was to eliminate
the light produced at the target from entering the
detector and creating a large background signal, This
was not necessary on the 1.5- to 8-keV x-ray generatsr,
since the calibration chamber could be completely dark-
ened, While using the 8-keV to 100-keV x-ray machine,
a 0,00127=-cm=thick beryllium window was used on the
scintillation detectors to eliminate the effects of

the room 1ight. To calibrate the windowless photoelec-

Proportional
counter

Collimator ;)
<
=

P
"0(
%}?9
e
4b.¢a Carbon fo1l Scintillator-
F photodiode
detector

Water-cooled
target

I

1‘\A:iralene feils

Beam monitoring
proportional
counter

Schematic view of calibration geometry on

Fig., 8.
the sub-kilovolt x-ray generator.

T

tric diode detector on this latter facility required
that a 0.0254~cm~thick beryllium window be added and
the detector evacuated, since the calibrations on this
machine are carried out in air. The x~ray transmis-
sion of all the various windows used were accounted
for by the computer code used in reducing the data.

Results and Discussion

Semiconductor Detector

The absolute sensitivity of the silicon semicon-
ductor detector described above is shown in Fig. 9.

]0-]6 T T T T L T L
= . § \
2 i ) ]
[
- \
z
2
é 10“]8" -
w
~-19 i AN | " (A : 1 14
10T 2
10 1 10 10
Energy — keV
Fig. 9. Sensitivity versus energy for a siiicon semi-

conductor detector with a 500-um depleticn
depth.

The solid line ig a calculated value® for a detector
with a 500~=um depletion depth and a 60—pg/cmz aluminum
front electrode, For the calibrations from 280 eV

to 8 keV, we vere able to calibrate this detector in

a dc mode. For any particular calibration run, the dark
current of 10 ? A varied only by 10 ! A, The signal
was in the 10 ° -A range and also varied by only 10 "1,
The measurements were repeatable to within 2%. The
digital voltmeter connected to the electrometer output
allowed these small changes in current to be precisely
measured, Although the signal-to-noise ratio was only
0.02 to C 04, the uncertainty in the measurements is
estiuvated to be within the error bars shown in Fig. 9,
due t0o the stability of the signal and the noise. A
phase look amplifier was used for the calibrations

on the 8~ to 98-keV x-ray generator due to the smaller
signals, The agreement between the calculation and
the experimental points is quite good, with the excep-
tion of the lower-energy points. Here, the difference
might be attributed to the low-anergy secondary elec-
trons from the aluminum being collected.

Photoelectric Diode Detector

Figure 10 shows the absolute sensitivities as a
function of x=ray energy for the gold and aluminum
cathode photoelectric diode detectors. The gold
cathode detector was only calibrated on the two lower-
energy x-ray machines, where it could be placed in a
vacuum. There was no convenient way to evacuate it
for calibration on the 8- to 100 keV macirine. The
aluminum cathode photoelectric diode detector was
designed so that beryllium windows could be attached
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Fige 10. Sensitivity versus energy for the gold and 3.
aluminum catiiode photoelectric diode
detactors,
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and the deccector evacuated for calibration on the 8-

to 100-keV x-ray machine. Thus, the calibration shown

fu Fig. 10 for this detector goes from 280 eV to

98 keV. The dark_currents for these detectors were

very low (<2 x 10 1S A) while the signals varied from 5.
107! to 107! A, The uncertainties in the calibrations
come primarily from the uncertainties in determining

the x-ray flux and the output current, and the error

bars shown are believed to be for the worst possible
situation. 6

Plastic Scintillator-Photodiode Detectors

The absolute sensitivities of the photodiodes used
together with the MEL-150C, Pilot B, and NE102 plastic
scintillators are shown in Fig, 11. The uncertainties 7.
in the measurements are indicated by the error bars
shown on the grarhs, The error bars at 282 eV repre-
sent an uncertainty of 25%. This uncertfainty results
irom taking the estimated uncertainty of each of the 5.
variables ehat enter Into the calibration in quadrature.

For the calibrations from 1.5 to 98 keV, this uncer-
tainty is within 107, being determined in a similar
manner.

The MEL-150C and Pilot B scintillaters are thick
enough to be 100% absorbing below about 10 keV, while
the NE102 is totally absorbing only below about 4 keV,.
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SUB-KEV X-RAY CALIBRATION OF PLASTIC SCINTILLATORS

P. B. Lyons, R. H. Day, D. W, Lier, T. L. Elsborry

Los Alamos Scientific Laboratory
Los Alamos, NM

INTRODUCTION

bevernl types of x-ray detectors have found widespread use for
ications in the energy range below a few keV.

thcon dlodes. phowelectnc diodes, and plastic scintillators have
ben used to obtain diagnostic information in this region. In this
paper we will report sub-keV calibration data for plastic scintillator
detectors and contrsst the advantages and limitations of these three
Aetapt, in diag ic

In a previous paper! we presented calibration data for plastic
scintillators from 1.5 to 20 keV. In this paper the data are extended
to the C-K, line (277 eV). These data represent one application of a
new sub-keV x-ray calibration facility at the Los Alamos Scientific
Laboratory.

CALIBRATION SYSTEM

The system is shown schematically in Fig. 1. The detectors view
the x-ray tube anode? through a filter window that also acts as a
vr.uum isolation window betweer: the high vacuum tube (<2x107
Torr) and the low vacuum detector region (~1au).

“ . Vocuum Isalahon
il L T Torger Bypass Valve
node -] i1} Sude
’_\(: H Voive X
1
[}
Water -1 | M l Detector
Cooling bes 4
Jocket 4 |
tsolotion
Window

Te
Mechanicol
Pump

Gate
Volve ——{

vac lon
Pump

Cryo

Fig. 1. Schemstic of the ultrasoft system.
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The x-ray tube is shown in Figs. 2 and 3. The demountable anodes
are either machined from the bulk metal of inserest or vacuum
deposited on Cu anodes. The filter windows are thin metallic or
metal coated plastic. Beam purity is controlled by limiting the tube
high voltage to about twice the absorption edge of each anode

material. The filter is used to provide additional optimization of
beam purity.
Filament Lead
Ceramic Vacuum
N\ Feed Through
N
/-Anode Suppo: t
T U —
To Detector —
!g:;er ————
hing
Jocket \-Anoae

Fig. 2. Schematic of “Henke” x-ray tube.

Of particular importance in those filters is the limitatior of C-K
radiation that is evident despite the low system pressure. The source
of this contamination is still under investigation.

Additional calibration data were acquired with two conventional
calibration systems similar to that described in Ref. 1. The systems
used Cu and Al anodes, respectively, to fluoresce secondary targets.
Filters were used to enhance spectral purity. The anodes utilized in
the present study are listed in Table I. Also listed are beam filters,
tube high voltage, and tube emission current. Carrents were kept
below the onset of space charge limitation. In some cases (the oxygen
anode using vacuum deposited Li,0 ), the current was limited
by anode deterioration.



Fig. 3. The “Henke” x-ray tube, showing the demountable anode.

DETECTOR FABRICATION

Thin plastic films were placed directly on the faceplate of an ITT
FW114 diode behind a light-tight entrance window of either
aluminized polycarbonate film (Kimfoil3) , or 150 ug/cm?
magnesium foil . NEI1114 plastic films of 0.57 and 11.51 mg/em?
were used. An entrance collimator of 1.59 cm was used.

In previous work!, the importance of diode faceplate response was
stressed in cases where the fraction of energy absorbed in the plastic
film was very low and & special glass substrate was used to limit this
reaponse. However, since most of the heam energy is absorbed in the
plastic for the energies and plastic thicknesses used in this report, a
glasa substrate was not used; most practical rpplications of the plas-
tic films should utilize the special substrate.

DETECTOR CALIBRATION

A Cary model 401 electrometer was used to record the photodiode
current (>2x10-1% A). An in-line, 30 volt, battery provided bias to
the photodiode. The overall calibration of the current measuring
system utilized a Keithly model 261 precision current source.

Beam normalization was done with a thin window flow propor-
tional counter with a 0.5 mm entrance aperture. The gas path length
was 2.5 cm, Fill gases were propane, methane or P-10 at atmospheric
pressure. The entrance window was either 80 ug/cm?2 polypropylene
(with 50 A Nichrome overcoat) or 150 ug/cm? magnesium foils. At
most energies, the transmission of both the counter and scintillator
windows was measured.

TABLE I
X~RA{ SOURCE PARAMETERS
Element Line Energy Anode ’ Filter High Voltage Emission Current
c 277 eV € on Cu 250 pg/en? Kimfo1l® 600 V 10 mA
+ 38 pg/cm? Al
T 452 solid TL 600 vg/cms Ti + 1000 35
150 pg/em” Mg
0 525 Lig0 on C1 | 370 yg/en® Cr 1000 10
o 679 a 600 ug/cm> ¥4 or 2600 350
590 ug/em' CF2 2400 350
N: 852 Nion Cv | 1.15 mg/em® N1 1600 50
Ni® 852 AL 600 pg/en® Ni 2800 350
1a® 1041 AL 2.7 mg/cm® Mg 2800 350
Mg* 1253 Al, Cu 2.7 ng/en” Mg 2400 350
A% 1487 Cu 1.7 mg/en® AL 3000 600
s1% 1741 Cu 370 /o’ N 3koo 600

#3econdary fluorescence mode
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DATA ANALYSIS

From current and fluence data, the response R(E) of the detector
(photodiode current per incident MW of x-ray energy) was deter-
mined. The plastic conversion efficiency C(E) (photodiode current
per MW of absorbed x-ray energy) is defined by

R(E) = «(E) C(E) T(E)

where «(E) is the plastic absorptlon efficiency (1 - exp(-ux)), T(E)
is the d window tr X is the plastic thickness and
u is the aboorption coefficient for NE1115.6,

The four configurations, two windows and two plastic fuil
thicknesses, all lead to different values of the conversion efficiency.
due to differences in foil optical quality and windew reflectivity. To
obtain data on a common scsle, a normalizing factor was applied to
all conversion efficiencics measured in a given configuration to bring
the value of C(E) at E=Mg-K into agreement with the value oh-
tained witi: the Mg window and the thin plastic. Thus, for example,
C(E) values meesured with the highly reflective Kimfoil window
were scaled by 0.76 to agree with the less reflective Mg window data.

For cases where data from all configurations were available, agree-
ment (after the above scaling) was excellent. The resulting conver-
sion efficiencies are tabulated in Fig. 4. In Fig. 4, distinction is made
only between the direct and secondary fluorescer data; the various
configurations are not shown separately. It should be noted that the
agreement of the data at Ni-L(where both system types were used) is
excellent.
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Fig. 4. NE111 conversion efficiency. The solid line is an extrapola-
tion of the data from 1.5 to 10 keV (Ref. 1).
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Corrections for beam impurities were made where necessary. Such
corrections were made with a minor effect on the overall uncertain-
ty. However, on the Cu anode fluorescent system the thick plastic
data necessitated much larger corrections and was not used. The
largest impurity correction was 16% at the F-K energy {with a CF,
filter). All other corrections were less than 10%.

One uncertainty is not included in Fig. 4. For the K x-tay lines.
data are piotted at the K-lin. energy. For the Ni-L line, the data are
plotted at 810 eV instead of 852 eV. For the Ni-L line, we have
evidence that the average energy is well below the line energy. This ia
probably due to the filtered bremsstrahlung continuum present in
the final beam. Other L lines, and contaminant lines, may be pre-
sent. With the present system we must admit to the possible ex-
istence of such contamination at energies somewhat below the actuai
energy cf interest. Such problems would be more severe for L. x-ray
lines, but may also be present in other spectra. Energy-dispersive
measurements will address the beam purity in subsequent work.

DISCUSSION

The strright line shown in Fig. 4 is an extension below 1 keV of an
approximate power law dependence that was observed to fit the data
of Ref.1 in the 1.5 to 10 keV energy range. This dependence is U(E) =
aEx, where z is about 0.46. Such e power law, with a somewhat

values for dE/dx must be known for all electron energies below the
primary photoelectron energy. A% some low energy, the Bethe-Bloch
enecgy loss formula must become invalid, but several references
suggest that it has some validity down to energies well below one
keV. Using the parameters suggested in the literature for NE1027,
and assuming the validity of the Bethe-Bloch formu'a down to
energies below 100 eV; & value for the exponential powe-. %, of about
0.35 is calculated for the 1 to 10 keV range. Such e treatment is ad-
mittedly anproximate and several other effects may complicate such
a simple interpretaticn.

Dre effect that can be dismissed is loss of energy from the plastic
from electron eacape or gain of energy by the plastic from primary
electrons leaving the substrate or window. Using an approximate
value for dE/dx of 130 eV/ug/cm? below 1 ke\' (measured? for Al),
negligible upper limits for such effects in this study are readily ob-
tained. For different energies, or thinner foils, such effects should be
consiclered (see Ref. 1).

In Fig. 4 the data indicate a rise in C(E) at low energies, but the
character of that rise (whether a continuous increase, or with some
discontinuity at the C-ecge) is not known. The form of dE/dx is suf-
ficiently uncertain that a test of the ionization quenching model
much Lelow 1 keV is not possible. However, a comparison of the C-K
nnd 0- !\ data vn]u-s suggests that mechanisms other than simple

g are ble. In the C case, interactions are of
photeelectric origin with C 'L- or H K-shell electrons — thus yielding
an ~ 250 eV photoelectron. In the O case, iiteractions are virtually
all with the C K-shell yielding an ~ 250 eV photoelectron and a K -
shell vacancy that decays to yield an Auger electron of ~ 250 eV.
Thug the C and O cases yield similar electron erergies. This suggests
that the conversion efficiencies should be equal.

Several effects could poesibly explain the obgserved difference. One
such explanation would involve the much greater attenuation coef-
ficient of O-K x rays as compared to C-K x rays. But such an ex-
planation leads to the suggestion of a dead layer that must be ~ 30
ug/cm? to explain the C/O data. This is unlikely since it is not sup-
ported by the data of Fig. 4 or Ref.1, or by reports® of Leavy particle
detectors using plastics of 10 ug/cm? thickness.

Still another effect involves the observation thet O-K interactions
are with inner shell electrons, while C-K interactions sre with outer
shell eiectrons. It ean be speculated that a molecule that ur:dergoes
an inner shell interaction is sufficiently perturbed that it cannot par-
ticipate in sub while an outer shell in-
teraction may be lufﬁcnently gentle that the molecule may be usefu]
in subsequenit light production. It should be noted that only about
0.5 photons per O x ray are being emitted from the plastic, so any in-
creased emission probability for an event becomes significant. This
explanation, while certainly speculative, would be in greater favor if
subsequent data showed a discontinuity at the C-K edge.

Perhdps the most likely hypothesis is that guenching interactions
between the ionization clouds of the two electrons generated in the O
case are important. Without further irformation, a choice between
possible hypotheaes will not be maeade.

Through these calibrations sub-keV x-ray conversion efficiencies
for plastic scintillators have becorme available. The plastic scin-
tillators offer several advantages ior plasma disgnostic work. The
plastic foils are inexpensve and are availgble in a wide range of
thicknesses. Commercial foils as thin as 150 sg/cm? have been
received and i exist? to fabri much thinner foils. By
using foils of various thicknesses and filters, the response of a detec-
tor can be tailored to peak at a desired energy. NE111 scintilla.oms
are quite fast (1.3 nsec FWHM) and new quenched plastics with a
FWHM below 200 psei have been demonstrated 10, No special
vacuum requirements must be met. Light tight wmdm are needed,
but these are common to virtually all detectors. Gain ia readily possi-
ble with photomultipliers and output is directly compatible with
fiher optics.

Photoeiectric diodes can be built faster if enough effort is expend-
ed, 30 psec response hac been demonstrated!!. [f time response in
the nsec range is desired, the detector can be very simple. Photoeler-
tric diodes are more sensitive than plastics below ~ 400 eV12, while
the plamc is much more sensitive at higher energies. However. they

llen? vacuum conditions.

different exponent, fc!lows from the semi-empirical i ion
hing mode) di d in Ref. 7. This model relates the light
output from a particle io its energy loss rate. To apply this model,
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PIN diodes have dead layers that restrict their use down to a few
hundred eV. They are very slow (several nssc), fairly expensive and



sensitive to visible light. However, they do not require stringent
vacuum conditions and are simple to use.

In conclusion, plastic scintillators offer several advantages in low
energy x-ray diagnostics. A number of these detectors are in use in
the Los Alamos laser-produced plasma diagnostics program.

ACKNOWLEDGMENTS

Many individuals contributed suggestions and materials used in
this effort. Some coated anodea were made by R. Deck, J. Gursky,
and E. Fullman of LASL; sorae were provided by K. Glibert and L.
Morrison of Sandia Laboratories. Particularly helpful suggestions
were received from B. Henke, University of Hawaii; R. Moler,
Science Application, Inc.; R. Blake and D. Barrus of LASL.

REFERENCES

i. P.B. Lyons and D. W. Lier, IEEE Trans. Nuc. Sci,,NS-22(1975)
p.88.

2. B. L. Henke, Advan. X-Ray Anal. § (1962) p. 285,

3. Availablc from Kimberly-C'ark Corp., Peter 5. Schweitzer Div.,
Lee, Mass.

4. Available from Nuclear Enterprises, Inc., San Carlos, CA.

5. B. L. Henke and E. ° Ebisu, Advan. X-Ray Anal., 17 (1973)
p.150.

5. W.I. Veigele, E. Briggs. L. Bates, E. M. Henry, and B.
Bracew ell, Kaman Sciences Corparstion (1971), DNA 2433F, KN-71-
431 (R).

7. J. B. Birks, TVie Theory and Practice of Scintillation Counting,
Pergamon Press (1964).

8. R. H. Ritchie, F. W. Garber, M. Y. Nakai, and R. D. Birkhoff,
Adv. Rad. Biol.3 (1969} p. 1.

9. M. L. Muga, D. J, Burnsed, W. E. Steeger, and H.E. Taylor,
Nucl.Inatr. and Meth.83 (19701 pp. 135- 133,

10. P. B. Lyons, C. R. Hurlbut, L. P, Hocker, Nucl. Instr. and Meth.
133 (1976) p. 175.

11. X-Ray Diagnostics for Laser Systems, L. F.Chase, R. K. Bardin,
T. R. Fisher, H. A, Grench, W. C. Jordan, D). A. Kohler, R. K.
Landshoff, T. D. Miller, and J. G. Pronko, Lockheed Research Lab.
(1974), DNA 3404F.

12. R. H. Day end E. J. T. Burns, Adv. X-Ray Anal,, 19 (1975) p.
597,



Procesdings, ERDA X-end Gemma-Ray Symp. Ann Arbar, MI, Mey 19-21, 1978 (Con! 760539

SOFT X~RAY DETECTION WITH

CHARGE COUPLED DEVICES

John L.Lowrance and George Renda
Department of Astrophysical Sciences
Princeton University

Telephione No.:
Princeton, New

Introduction

In nuclear fusion research it is important to
measure the fmpuriiies in the plasma and the total
energy being radiated. The sensitivity of silicon
over a broad spectral range makes it very attractive
and when configured as a CCD it 1s even more attrac-
tive because of {ts relative insengitivity to strong
maguatic fields associated with plasma ccontainment.
The Fairchild 201-CCD has been illuminated with X-rays
from a copper target to explore itg applicability for
¥-ray imagery. The Reticoa 512 B/24 self-scanned lin-
ear array has been evaluated using copper, aluminum
and carbon targegs.

Experiment Configuration

The measurements were made in a vacuum using a
high intensity electron source to illuminate the tar-
gets as shown in Fig. 1. Both the CCD and the lin-
ear array were cooled to minimize the dark current.
beryllium or aluminum filters blocked the visible
light from the electron gun filament. The trats for
the CUD were conducted at a pixel clock rate of 61 Khz,
which resulted in frame rate of 3 3/4 frames per sec~-
ond. In order to obtain data over the X-ray energy
range shown in Figs. 3 and 4, the period of integra-
tion was varled from 0.25 ceconds to 5 minutes. Data
was displayed as a single line (100 pixels) of video
information on an oscilloscope and polaroid photo-
graphs made to record the information. The full scale

sipgnal for the CCD of approximately 5 x 105 electrons

per pixel is used as a means of calibrating the detec-
tor since the CCD has a linear response. The Recticon
was calibrated in a similar way, its full scale signal

ts spproximately 2.5 x 107.e1ec:rons per pixel.

Fairchiid 201-CCD

The photosensitive area of the 201-CCD 1is cov~
ered by about 1.5 microns of silicon and silicon diox-
ide that is "dead” in terms of visible radiation.Thar
is, photons absorbed in this layer do not contribute
to the signal. The shift registers are covered by an
additional layer of aluminum 1.2 microns thick that 1is
opaque to visible radiation. Figure2 shows the trans-
nission characteristics of the aluminum and siticon
layers in the soft X-ray spectral region. As can be
seen by the aluminum transmission characteristics, the
shift register circuits behind the aluminum are also
exposed to the X~ray photons. We have found that the
problem of the X-ray sensitive shift register can be
circumvented by rapid scanning the shift registers
during the expogure time. Large doses of X-rays also
cause permanent damage. A back illuminated CCD would
protect the circuits from the X-ray damage and also
allow a thinner dead laver with corresponding improve-
ment in long wavelength response.

Reticon RL 512 B/24

The Reticon linear array of 512 one mil wide by

24 mil tall photosensitive elements has a dead layer

of 50 R of silicon making it potentially juite sensi-~

tive in the soft X-ray region. The signal is scanned
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out by 4 sets of interleaved ghift registers that are
an integral part of the silicon chip located on each
side of the photosensitive area. This geometry al-
lows the shifr registers to be masked from the X-rays.

The disadvantage of the Reticon aside from its-
one-dimensional characteristics is that its readout
noise is about 10,000 electrons rms compared to 250
for the Fairchild 201, However this readout noise
could be reduced to about 1000 electrons by redesigning
the Beticon preamplilfier. The Reticon is, of course,
well suited for spectral readout with its 1 x 24 mil
elements,

X-ray Sensitivity

For light elements the equation for the conzinu-
ous X-ray intensitv can be written

(E, - B)
NE =K Z E
Where: NE is the number of photons per unit energy

(1)

interval; Eo is the high energy limit of the spectrum
(ev); E 18 any energy between Eo and O (ev).

Z 18 the atomic number of the element and X is the
continuous X-ray efficiency constant of the element

(v, Taking into account the beryllium filteg
attenuation, and the polysilicon and silicon dioxide
layers on the CCD, the equation for the number of
X-rays per unit energy interval rearking the active
silicon is

-y ~Y
Eo E —ulxlE 1 -uzx?E 2
e e

5 @

NEI- K2

-Y
vhere e 91%1F '} 15 the transmission function for the
Beryllium and the Silicen transmission (s expressed
by a similar temm.
The silicon has a conversion efficiency of one
electron-hole pair per 3.5 electron volts of energy.
And for a given electron accelerating voltage Eo’ the

response of the CCD is

E

o E ~-Y -~Y
- Kz o _ ~u.x E 1 -uxE 2

guae EOR0) (mjo(zo E) e "1%:7 te T"2%2¢ “ag

Signal electrons scerﬁdian-l electron-l. (3)

The characteristic X-ray spectra of interest for the
copper target are the L shell lines Lc(l 2 and I.81 at
’

at 0.928 and 0.548 Kev recpectively.The other L series
lines are either weak compared to these lines or are
sufficiently attenusted by the beryllium filter so that
they are negligible in these measurements

The empirically derived equncion:(z)

1.63

Nen (Eo - E%) photons electron &)

gives the characteristic line strength where E* ig the

line of interest (Kev) and "n" is the efficiency coef-

ficient. Efficiency coefficients for Log) o are pub-
»

lished for hesvier elaments and have been extrapolated
to yield a value of 3.4 x 10.5 for copper. The ratio



of L) 5 to l.Bl is 2. Therefore, the combined charac-
’
teristic }ine stremgth is given by the equation:

o * - 1.63 - 1.63
* » 2

Signal electrons steradian-l elactroa™l(5)

vhere Cegand Cgare the attenuation factors for the
filter and dead iayer at the characteristic line

energy and 3
ot = X100 6)

(3.5) 4n

Similar equations for the characteristic lines of
carbon and aluminum were solved. The characteristic
lines of interest for aluminum are K.ql, (1.487 Kev),

K“‘z’ (1.486 Kev), and Kﬁl' (1.553 Kev), and the zar-
bon line of interest is Kd‘l 9* (.282 Kev).The charac-
»

terigtic efficiency coefficient, n, used for the cal-
culations was 6.3 x 10-5 for aluminum and 2 x 10~A‘for

the carbon target.
Test Results

Figure 3 shows the sum of equations (3) and (5)
plotted as a solid line. For a copper target and the
Fairchild 20i-CCD the experimental results are plotted
as points. There is a clogse agreement between the
experimental data and the calculated response from
1.7 to 6 Kev. The roll off in response at lower ener-
gies is readily attributed to a somewhat thicker
beryllium filter and/or thicker layers of polysilicon
and silicon dioxide on the CCD.

The actual CCD signal current when converted to
signal electrons in the silicon per steradian per
incident electron on the copper X-ray target agrees
with the calculated value when one uses a value for
the continuous X-ray efficiency constant (_K ) of

~2

1.3 % 10_9 ev

a total area of 12 mmz. Figure 4 shows similar data
for the Reticon RL 512 B/24 linear silicon array.
Aluminum,carbon,and copper targets were tried and the
predicted responses in each case is plotted on solid
lines. For the carbon and aluminum targets, the con-
tinuous X~rzy efficiency constant

(K)used was 1.82 x 10 x 10 ev™}
2

-1 and an active CCD area of 7 mm2 cut of

and 1.55 x 10 2ev™?

ev
respectively. Here again there is fairly close
agreement between the measured and predicted response
and the differences are easily attributable to un-
certainties in the filter thickness and/or target

contamination.

Fe 55 Calibration and Resolution Test of CCD

The Fairchild 201-CCD was exposed to a radio-
active Fe-55 source emitting 5.9 Kev X-rays. The
measured CCD signal current when converted to units
of input flux indicated a quantum efficiency of 100%,
assuming a conversion factor of one electron hole
pair per 3.5 volts of incident X-ray energy.

A metal aperture type test pattern was placed in
contact wiih the silicon dioxide coated surface of
the CCD ani illuminated by the Fe-55 source. One
aperture was 3 pixels (90 microns) in diameter,
another aperture was 21 pixels in diameter. The
results showed that the 3 pixel signal amplitude and
the 21 pixel signal amplitude was approximately the
same. This implied that there was little smearing
of charge into adjacent pixels.
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Phosphor Wavelernzth Conveiter

As a means of extending the sensitivity of the
CCD co weaker energies we have measured the X-ray
response of a red emitting phosphor that is a good
match to the CCD response in the visible. The phosphor,
RCA 33-Z-237A, wag deposited on a glass slide and in-
serted in the X-ray beam near the CCD. Using the CCD
as the detector, the effective phosphor efficiency in
the region from 1.6 Kev to 5 Kev was measured to be
between 8 and 15%. 1In the region from 0.6 to 1 Kev
the cifective efficiency was considerably higher. This
increase at lower energies is not understood and may
be due to some experimental error. As a next step we
plan to coat the CCD photosensitive gurface with the
phosphor, as it would actually ke used in an instru-
mental application.

Visible Light Excitation

Ir addition to iiie R-.ay testing, the dynamic
range of the CCD was evaluated with visible light
excitation, The CCD was exposed to various levels of
il"umination and the data was stored on digital tape
for analysis by digital computer. It was found that
the predominant noise was coherent, This cohereat
noise was assumed to be caused by the gain variations
in the silicon detecters and charge transfer in-
efficiency. A straight line equation, ax + b, seems
to adequately fit the individual pixel data. The "a"
term corresponds to the gain or sensitivity of each
pixel and the "b" term corresponds to an initial
"zero exposure" offset. A computer program was
written to find the a's and b's of each pixel element.
This full frame set of a's and b's were then used t»>
process ciher data files. For a quantitative compari-
son of raw and processed data, the standard deviation
was computed over @ 50 x 50 pixel patch and for 100
pixels along a single lipe.

Tables 1 and 2 show the improvement in signal-to-
noise ratio after point-by-point calibration of the
data. This 1is compared with the predicted signal-to-
noise that one would calculate, assuming that the sig-
nal-to-noise in the calibration files is Gaussian, i.e.
o = (number of electrons)‘/z.

TABLE 1
S/N CHARACTFRISTICS (50 x 50 PIXEL AREA)
Exposure S/N S/N S/N Ideal 1/2
Level Raw Processed Predicted (Yhotoelectrons)
% Full Data Data
Scale
24 62 195 236 380
84 71 313 446 710
TABLE 2
S/N CHARACTERISTICS (100 PIXEL LINE)
Exposure S$/N S/N S/N Ideal 1/2
Level Raw Processed Predicted (Photoelectrons)
% Full Data Data
Scale
24 62 207 236 380
84 116 438 446 710

The discrepancy between Table 1 and Table 2 for the
84% file may be due to a small number of pixels in
the 50 x 50 pixel patch that were several sigma away
from the mean,

The processed data S/N is reasonably close to the

i
H
i
3



predicted S/N. Therefore the assumption of (photo-

elet:t:ron)ll2 noise 1s valid. This lmplies that by
averaging calibration data frames to achieve higher
S/N in the calibration frames one can closely ap-
proach the ideal case. This makes the CCD uniquely
attractive for low contrast applications. Witk the
large galn assocfated with the X-ray photon con-
version into signal electrons one can expect that the
CCD will be quantum noise limitad in the X-ray region.
Our examination of raw X-ray data substantiates this
conclusion. Computer reduction of X-ray data is
planned for later this year.
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SUMMARY

The starting premises for this data reduction system
were (a) the individual researcher needs all the accu-
racy that can be achieved but he has neither the time
nor the inclination to learn how to achieve it, and
(b) if the data reduction system is to be ceniralizad
the people operating it will want to minimize conver-
sation with the computer.

This is a working system. We put the detector/
analyzer system where the work is: in the field, in
the operating plant. in the research laboratory, or

in the counting room. A1l srectral data are stored

on Data General 4234 discs afcer background normali-
2ation and strip. Storage is initiated from magnetic
tapes loaded by detached pulse height analyzers or
directly from Scorpio pulse height analyzers. The
only restrictions placed on the individual researchers
are that the pulse height analyzer energy scale be

set up consistently, that a recovery standard be run
at least once avery day of use, and the total acquisi-
tion system be calibrated to its range of use. In
many instances, and if desirable, the latter is pro-
vided as a service.

At the time of writing this ga . data reduction sys-
tem is actively being used to calculate net peak
areas, activities with or without tiie correction,
activations analysis results, counting precisions,

and dynamic limits of detection for the spectral data
cutput of 17 detached pulse hgight analyzers. To all
modes of data reduction are applied background subtrac-
tion, random summing correction, detector recovery

99352

factor correction, peak interference correction
(second-order product interference for activation
analysis), geometry function correction, acquisition
time decay corrections, external and internal sorber
correction. All of this is accompiished and a cus-
tomer report typed in a readable format after a half-
line of noninteractive instruction.

S$till being programmed are the data reducticn of 8900
channel spectra, correction of irrradiation and decay
time for cyclical activation analysis, and, the calcu-
lation of accuracy, instead of counting precision.

CONCEPT

The basic concept of the GXDR system is to extend to all
Atlantic Richfield Hanford Company (ARHCO) semicoaductor
detector users the accuracy, time, and labor-savings
availahle through the use of modern automation tech-
niques. Control of the dstectors and their calibra-
tions, contral of the data acquisiticn equipment, and
the timing of its use are left in the hands of the user.
Data reduction is performed on the GXDR system. In

this way each gamma unit can perform data reduction for
up to 120 acquisition systems and neither type system
need be purchased at the price of a stand-alone unit.

The detached or satellite analyzer consists of a mini-
mum-pr iced pulse height analyzer interfaced to a Tracor
florthern NS-111 magnetic tape cassette deck. The
attached analyzers consist of ADC's and memory attached
to a Scorpio Processor (see Figure 1). Spectra from
magnetic tape and via the Scorpio Unibus interact in
the Scorpio PDP-11/05 32K x 216 Central Processing

FIGURE 1

GAMMA, X-RAY DATA REDUCTION SYSTEM
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Unit {CPU) with background spectra stored on floppy
disk. Here the backgrounds are normalized ¢n the
basis of acquisition time and stripped from the sample
spectra. The data are then routed through a Data
General 1220 fer storage on a 4234 disc system.

CAPABILITIES
Figures 2 and 3 illustrate the capabilities and
mechanics of GXDR-Gamma data reduction. The calcula-
tions used are as follows. Variables are called out
by name in Figures 2 and 3 or specifically identified.
CALCULATIONS

net area-BN:GEO-e*T

Activity =

where = 1n 2 : half-life

T = time difference in days between Time of
Count and Time Zero

Activity e**TOR.A-TC
f1-e=2*TR}.Focy

where

pm =

TC = §%%:%§§ « time difference in days

between Time of Count and 252Cf
Time Zero (for californium muiti-
plier neutren source)

F = neutron fiux density

. I (4

o = % - =gy

Q= e~} T9

TQ = (TR + TOR + acquisition Clock Time)

The first item entered under "Sample Identificaticn
Input" 1is the customer's proper name followed by a
carriage return and line feed. When the report is
read to TI733 cassette magnetic tape, this portion of
identification will act as the search code in assem-
bling a1 item reports intn a total report. The cus-
tomer name is not typed when ihe report is read from
the tape. The average reading time of the sample
spectrum from the disc plus typing time for the

full identificaticon and the instruction 1ine

(Figures 2 and 3) is 10 seconds. The automatic data
reduction plus typing and magnetic taping of up to

30 peak analyses takes less than 20 seconds. Output
far each peak analyzed consists of a floating point
activity or concentration, the units specified in the
instruction line, the isotope or element name, and
the 29 percent counting precision, soon t¢ be
accuracy.

For additional details, referances 1 and 2 are
recommended.
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FIGURE 2

(CNTAL) X ACTIVITY ANALYSIS

SAMPLE IDENTIFICATION INPUT (CNTRL) A

11020.611 46 10X 7.05 0000 R 500 | t 1000 10000 )
—l T _1—1. '[‘

TIME ZERO IN DECIMAL DAYS FOR TIME CORRECTION ]

ACQUISITION TIME IN SECONDS - CORRECTED FOR DECAY
ERROR TIME - CHECK OF SPECTRUM i

l— ERROR CHECKSUM - CHECK OF THREE CALIBRATION TABLES

L 1SOTOPE TABLE
® NAME OF ISOTOPE {30y + 2 BHEMSSTRAHLUNG)
® RANGE OF CHANNELS IN WHICH PEAK IS LOCATED
® (EFFICIENCY y/d)~' = BN
® HALF-LIFE IN DAYS
® 20 UNCERTAINTY OF COMBINED EFFICIENCY, y/d AND HALF-LIFE
b= ACQUISITION SYSTEM IDENTIFICATION :
ke OT TABLE ;
NORMALIZATION FACTOR
® NUMBER OF CHARMELS INTEGRATED FUR GROSS PEAK AREA ;
® CHANNEL SEARCH SPAN FOR PEAK NOSSE LEVEL
® RANDOM SUMMING FACTOR
# PEAK INTERFERENCE CORRECTION (3)
RECWPIENT PEAK LOCATION l
DONOR PEAK LOCATION :
CORRECTION CONSTANT
ARANDOM SUMRING MODE SELECTION
IMTEGRATION
PULSER
150TOPIC
20 COUNTING PRECISION CALCULATION
20 UNCERTAINTY OF NORMALIZATION FACTOR
2a UNCERTAINTY OF PEAK INTERFERENCE CORRECTION CALCULATION
20 UNCERTAINTY OF RANDOM SUMMING CORRECTION CALCULATION

= GU TABLE: CHANNEL vs GEOMETRY FUNCTION OR SORPTION FACTOR

= UNITS MANIPULATION TABLE: SELECTOR DIGIT/CHOICE OF REPORTING UNIT/
CONVERSION FACTOR FROM d/s (UF)

- 27 UNCERTAINTY OF GU TABLE CALCULATION

|
"WV FACTOR (WEIGHT - VOLUME - CONSTANT FACTOR APPLIED BY DIRECTIVE) 1 :

b= LIMITS OF DETECTION REQUEST FOR ACTIVITIES WITH COUNTING PRECISIONS GREATER THAN
THROWOUT LIMITS H
~= THROWOUT LIMITS -ACTIVITIES FOR PEAKS WITH 20 COUNTING PRECISIONS GREATER THAN VALUE i
ARE NOT CALCULATED

- SELECTOR DIGIT FOR UNITS {SANIPULATION TABLE
— APPLICATIONS DIREC TIVE FOR GU TABLE AND "WV" FACTOR ;

TENS DIGIT DIRECTIVE FOR GU TABLE (GEO) OIRECTIVE FOR “"Wv"
' SYBSTITUTE + 1FOR CONTENTS - (wy)~? §
2 . Qy » (w1 N
3 paiMe gAY . (wy)-?
. ame =L » IN EXPRESSION
I1~e —AX
s o~ ! FAOM GU TABLE » (W) « - w1

e
AW 1~e =Bk

TIME OF COUNT IN DECIMAL DAYS FOR TIME CORRECTION
SAMPLE IDENTIFICATION NUMBER - USED IN CONJUNCTION WiTH ACQUISITION SYSTEM IDENTIFICATION LETTER
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FIGURE 3

(CNTRL) 2
SAMPLE IDENTIFICATION INPUT (CNTRL) A

ACTIVATION ANALYSIS
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0003 E 900

1T T
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= LIMITS OF DETECTION REQUEST FOR ACTIVITIES WITYH COUNTING PRECISIONS GREATER THAN
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GERMANIUM DETECTOR EFFICIENCY CALIBRATION WITH NBS STANDARDS

A. T, Hirshfeld, D. D. Hoppes and F. J. Schima
Radioactivity Section, National Bureau of Standards

Washington, D. C.

Summary

The efficiency calibration of two complementary
germanium detectors has provided a means of comparing
the gamma-ray emission rates of all suitable radioac-
tivity scandards currently available at the National
Bureau of Standards. This procedure has not only
checked the activity calibrations and the accepted
gamma-ray probability per decay for each gamma ray,
but has served to illustrate precautions necessary fcr
the use of the standards in accurate detector calibra-
tions. Our approach has been initially to use rather
idealized conditions (low rates, geometrical eff{icien-
cles of about 0.1% of 4w, well-separated peaks) to
establish the characteristics of the detector systems,
then to observe discrepancies as these conditions are
relaxed. A constant-dead-time pulse-height-analysis
system allows monitoring of the operating parameters
during data collection and statistical evaluation from
repeated measurements. An expansion of the logarithm
of a detector efficiency in powers of the energy fits
extensive energy regions with only small systematic
deviations and provides an interpolation function. The
calibration curve for a 30-cm3 coaxial Ge(Li) detector
contains 24 points betweern 88 and 2754 keV, with an
average deviation from a fitted function of about 1/2%.
The detector systems have been used to measure direct-
ly a probability per decay for many gamma rays from
standards of 75Se, !10Tag, and 152py whose activities
had been determined by methods essentially independent
of decay~acheme parameters.

Spectrometer Systems and Data Analysis

Two germanium detector systems designed to check
radionuclidic purity and the gamma-ray emission rates
from current and proposed NBS radioactivity standards
were calibrated for efficiency as a function of ener-
gy, with care taken to avoid some of the errors that
may be responsible for discrepancies observed in the
values for gamma-ray probabilities per decay, Py.

Detectors. For the energy region from 100 keV to

2 MeV, a coaxial Ge(L1) detector 34 mm in diameter and
33 mm long is used. With 2~pus amplifier time con-
stants, the full width at half maximum (FWHM) is now
0.84 keV at 122 keV and 1.70 keV at 1332 keV. There
has been a general improvement in resolution, with
some fluctuations, over the past 2% years, with an
accompanying increase in efficiency of 1 to 1.5%.
Peak-to-total ratios and peak shapes have remained es-
sentially constant, as have pulse heights observed
relative to that of a stable pulser.

In the region below 100 keV, the coaxial detector
peaks have a low-energy tail that makes an area deter-
mination uncertain. A pure germanium planar detector
with a 200 mm? nominzl active area and a thickness of
5 mm is used for energies from a few keV to 400 keV.
One such detector showed erratic and dramatic losses
in efficiency and was replaced by another which lost
less than 1% efficiency in almost a year. The detec~
tor is maintained at liquid nitrogen temperatures to
avoid smail efficiency changes that were observed when
it was allowed tu return temporarily to room tempera-
ture. The detector is equipped with a resistive-
feedback preamplifier and has a resolution of 290 eV
at 14 keV and 840 eV at 392 keV, when a 6-us amplifier
time constant is used. An original pulsed-optical-

90

20234

feedbach preamplifier had a few percent Letter resolu-
tion, but was replaced because higher-energy gamma
rays were selectively rejected. The pulse which trig-
gers a reset of the FET, after the equivalent of 2 MeV
of charge have been accumulated, is lost, and fewer
higher-energy gamma rays are required for triggering.

Both the coaxial and planar detectors show effi-
ciency variations of several percent for different
possible bias voltage settings. Constant bias voltage
and gain settings are used and both spectrometer sys-
tems are kept operational at all times.

Data Collection. Data are collected in 8192 channels
with a fixed-dead-tiwve, multiple input ADC under com-
puter control. The use of the direct access mode for
data storage in the computer permits concurrent peak-
fitting and data analysis. The data required are
collected and processed in cycles of preset duration
for as long as necessary to sllow statistical assess-
ment of the accuracy of the determination of the col-
lected peak areas. In this manner, the effect of
possible gain shifts can be minimized, particularly
when the counting extends beyond a day.

Stable 50 or 60 Hz pulsers are used for measuring
counting losses, which are primarily due to pulse
pile-up. Low pulse amplitudes permit the overshoot
due to the finite pulser decay times to remain hidden
in amplifier noise. The pulser peaks are analyzed in
the same manner as spectral peaks, and provide a nor-
malization good to 0..! for total rates under 1000 s~!.

Data Analysis. A computer program based on the method
wi first differences (four channels in a row have con-
tents at least one standard deviation above the local
background) locates pesks to the nearzst half-channel
and gives a rough measure of their area. We can then
select those peaks whose areas are to be accurately
determined. A linear background is fitted to a region
starting above any channel containing significant
counts due to the peak and extending upward for 40
channels or until a non-l!inear region is encountered,
as observed with an oscilloscope display. This back-
ground is extrapolated under the peak and subtracted;
a Gaussian function is then fitted to the peak region
extending from the half-maximum height on the low
energy side to the 0.1 maximum point on the high energy
side. For isolated paaks on a hackground that changes
slowly with energy, the fitted Gaussian locates the
peak and determines the FWHM accurately for both de-
tectors. The area of the Gaussian can be taken as the
peak area, for both calibrants and unknowns, but a
more reproducible area is obtained by summing the net
channel contents between points 1.55 times the FWHM
above and below the peak center. The ratio of the
Gaussian area to the summed area averages about 0.975
for the coaxial detector for energies greater than

300 keV and is greater thdan 0.99 for the planar detec-
tor for energies greater than 40 keV. A statistically-
significant ratio which differs by more than 1% from
those values indicates a complex peak or incorrect
background subtraction.

The above simple analysis suffices for the cali-
brants used, and for most of the gamma rays of radio-
uuclides to be investigated. If a decomposition of a
complex peak into components must be made, more compli-
cated analytic peak shapes are used or known peak



shapes are used to synthesize the complex peak graphi-
cally or numerically. The uncertainty increcases con~
siderably. This has apecial significance for a-rays,
vhere techniques suitable for measuring the usually
complex peaks are still being Snvestipated.

Source Mounting and Poeitioning. All of our sources
use the usudl low-ubsorprion BBS configuration,
nagely, a 2-to-8 mm diameter dried deposit of the
radionuclide between two layers of polyester tape
0.006 ca thick mounted on an alusiaun annulus with a
3.8 cam inside diameter. Source holders use spring-
loadgd plastic dlscs to preas the source tape agalnst
a raised plastic ring about 2 cz in diameter and arc
located at reproducible distances from the detectors
by light, but rigid, plastic tubes. The positions of
the detectors inside their cryostats were determined
by x-ray photography, and source-detcctor distancen
are quoted with respect to the front face of the de-
teéctor.

A large source~detector scparation reduces errors
due to source size and positioning. It also reduces
the porssibility of the loss of peak cuunts dyc to sus-
ming with coincident radiations, including beta parti-
cles aud x rays. Our most-uscd calibration positions
(25 cm for the coaxial detector and 10 cm for the
planar) correspond to geometrical efficiencies of less
than 0.22 and the largest correction for sny of the
calibrants 18 0.17%7. However, at 10 ce from the co-
axial detector, the 1064-kev peak of a 20784 gource
aust be corrected by 0.96%. For smaller separations,
larger detectors, or Several radfations in cascade,
the corrections became larger.

Efficiency ZJalibrations

Calibrant Data. The pertinent data for all NBS
standards used in the present efficiency determina-
tions are shown in Table 1. The energles, P, values
and uncertainties are those published by Lj. or ob-
tained directly from, the Nuclear Data Project at the
Oak Ridge National Laboratory (except for the cas: of
20784, where NBS values and uncertainties arce given).

The uncertainties to be considered in cach cali-
bration point include, in gencral, that associated
with Py, those involved in the calibration of the
sources, and the standard error of the counting {maxi-
oum 0.3%). The errors quoted for P, rcpresent one
standard deviation plus, perhaps, the experimenter's
eatimate of systematic errors. The source uncertain-
ty, in column 5, includes the statistical error, quoted
at the 99% confidence level, plus a correspondingly
conservative estimate of the conceivable systematic
errors. 1In obtaining a least-squares fit of the effi-
ciency data, we have arbitrarily taken the quoted ».
uncertainty plus 1/3 the source activity calibratien
uncertainty plus the standard error of the ccunting,
to arrive at a standard deviation to be used in weight-
ing each point. Houever, for those cases where a y
appears in column 5, our souvces were calibrated dir-
ectly in terms of emission rate at the particular
gamma-ray energy, so that the P, values and their un-
certainties do not enter into the efficiency calcula-
tion.

Interpolation Functions. Although analytical expres-

sions which have some physical basis are more satisfy-
ing for deacribing the energy dependence of a detector
efficiency, we have found thet, for the present cali-
brations, truncated pover rerfes in El give satis-
factory fits with non-iterative computer programs.
expansion of the logaiithm of the efficiency in 5
powera of the energy yields curves with few systeaatic

An
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Table 1. Cslibratien Data
P, Calibracton
Bhergy | Nuclide [Value !Un:er;atnty Uncer;a!n:)
86,007 9%y 372 3.0 v 1.9
122,063 ¢ 8s5.%9 .22 1.6
120,509 ™. pm.% .27 1.6
165.853 3% so0.08 .16 1.0
2719.189 %%, aps .25 r 137
320,078 ¢ o 1.0 1.5
66,480 1y 912 1.7 1.80
vt.eee e pal9 ER v 2.2
w1795 ¥ 95,7 .UB 15
$13.9%0 %%s  9s.0 1.02 2.3
s69.689 9751 97,84 .10 1.4
604.699 g 97,6 3t )
702627 " 100 .3 1.5
795,845 M0 ms.a %7 .93
834.827  mn 99,98 .00 « 1.0
971,999 v 100 .3 1.5
1063.635 %41 75,3 1.0 1.4
173,208 %%ca 93,50 .02 1.22
1276560 2. 99,94, .02 v 1.53
132,560 O¢o 100 .00 1.22
1268.53 %ka 100 .00 2.0
1836.000 8% g9 35 .03 v 1.9
2756.09 % 99,86 .01 2.0

Jepartures aad no disturbing undulations wichin regions
of interest. Where there is a paucity of points, such
expressions many not gilve & reasonable approximatica to
the cfficiency; the region between 166 keV and 279 keV
oay be ill-defined for this resson. But caission rates
determined using the two detectors in that interval
agree to better than 1.5X, despite the quite different
encrgy dependences involved.

Calibration Results. Tables 2 and 3 show the present
results for the cosxial detector. Although a single
fitting with the same five povers of E produced a max-
imum divergence from & point of 1.4%, there werc
regions with several consecutive points diverging in
the: same direction. Fitting in two separate regiona,
vhich is justified by the available degrees of freedow,
produces a more acceptsble distribution of the aigns of
the residuals. The figure dispiays the quality of the
fit from 411 to 2754 keV. Plotting the product of the
efficiency and the encrgy shows the deviations over an
cxtended range, while permitting casy interpolation of
the calculated efficiency.

A similar fitting for the efficiency of the planar
detector, at 10 cm, 18 shown in Table 4. An extension
of the curve to lowver energies will require the devel-
opment of consistent evaluation techniques for x-ray
peaks, for the best calibration points will involve
X rays.
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made vith the 4Ye, 6l4- and 723-keV gamma rays of
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The application of these cfflcivacy-calibrated
datectars to standards that smit many pomsss ravs
roquires that sore elaborate eovaluation techiaiqguen
be used {n many cases. Howover, the spectrua pro-
duced by the nixed-radionuclide NBS standardsic ix,
by design, free of serfous fnterfercnces for good-
resolution detectors. The greater background around
poaks contributes to the uncertainty in the gazma-
ray catsnlon rates, but the values ayrec to 17 with
the scurce calibration values, Of the radionuclides
used in the aixturs only 59Co and #8Y are susceptibvie
to large coincidence summing ¢rrors, with the fraction
of councs lost from each peak corresponding to about



& othe fraction of &2 subtended by the detecior. The
sumzing corrections, and inicrfcevaces obscrved for
Rt podkn, are sore stgnificant for S5g, ! Whp,
and 3TEm,  Valuow of 7 ‘s seassred for those aaclel,
and a discunslon of thr evaluation techniquer used,
will be pubdlinhed cleovhore,
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PERFORMANCE OF A LARGE MULTI-DETECTOR ARRAY OF INTRINSIC GERMANIUM GAMMA~RAY DETECTORS

K.W, Marlow, G.W. Phillips and F.C. Young
Naval Research Laboratory, Washington, D.C. 20375

Summary

A twelve detector array of ceaxial intrin-
sic germanium gamma-ray detectors is
dascribed. At one-meter source distance,
array has full energy peak etfficiencies of

5.5 x 107% at 60 keV and 6.9 x 107% at 1332
keV. The energy resolution [FWHM} at 60 keV
is 1.0 keV and at 1332 kev it is 2.07 keV.

The efficiency and energy resolation of
individual detectors are given for comparison.
The array has been thermally cycled mary
times between room temperature and the
operating temperature of liquid nitrogen with
no apparent degradation of performance.

the

Introduction

Within the past few years the availabil-
ity of high purity [intrinsic’® germanium has
led to the development of coaxial intrinsic
germanium gamma-ray detectors. Since such
detectors can, in principle, be warmed up
without damage to the detector, it is possible
to assemble a large volume array of high
regsojution germaniuam detectors without the
risk of losing all as a result of a minor
vacuum leak or failure to replenish liquid
nitrogen,

In the sections below, results are
reported on the performance of & twelve detec-
tor array of intrinsic germanium coaxial
detectors.

System Description
Drtectors

The detectors, preamplifiers, cryostats
and dewar were obtained on contract from
Princeton Gamma Tech, Inc. The detectors
range in diameter from 44 to 46 mm and in
length from 23 to 25 mm. Each is mounted in
its own vacuum enclosure and all are
connected to a common copper cold plate
attached to a4 single dewar. Figure 1 shows
the rompleted detector assembly mounted on a
dolly. The cold plate can accommodate up to
18 detectors, however only twelve are
currentiy installed.

Electronics

Preamplifiers. Each detector has its own
preampflfier, the first stage of which is
cooled and contained inside the respective
detector cryostat, The remainlng portions or
the preamplifiers are mounted together above
the detectors as shown in Fig., 1.

Amplifiers. Commercially-available
ampli/iers have been used, ORTEC Models 451
252 471, The latter are decidedly more stable
than the former, The 2 microsecond time
constants are adequate, but 4 microseconds
would give slightly improved performance as
indicated below,

Multiplexer. The commercially-available

multiplexer, Model 459D of Northern Scientiiic,
Inc., accepts as inputs the amplified detector
signals. Each input channel possesses a
discriminator and a linear gates. The linear
gate is normally closed and the cutputs of all
of the linear gates are summed and amplified
at the output of the multiplexer. If a signal
appears at one of the inputs, the discrim-
inator is triggered, which in turn opens tne
linear gate for that channel, The gated
signal then appears at the output. This kind
of operdtion avoids summing the noise from the
detectors and therefore preserves the energy
resolution. W¥When two or more signals arrive
at the multiplexer inputs within the pulse
duration, & coincidence circuit detects such
events and rejects their analysis. This is
acceptable since the count rate is assumed to
be low; otherwise one would probably not need
an array of detectors. The single output of
the multiplexer is applied to & conventional
pulse~height analyzer. In order to provide a
“"super-fine'" gain control, a variable
resistance (0 - 3.3 Q) was placed in series
with each nultiplexer input,

Performance

Individual Detectors

Energy Resclution and Efficiency. Cali-

brated sources of %41lam and 69Co were tested
on each detector at 25 cm distance {source to
detector housing). A Canberra Model 1412
amplifier with 4 microsecond time constants
was used for these measurements. The results
are shown in Tuble 1. The first six detectors
in the Table have a dead layer of germanium

of approximately 1 mm. The later detectors
have a smaller dead layer (0.5 - 0.6 mm) as
evidnnced by the higher efficiency to 59.5 keVv
gamma rays.

Array

Alignment. Radioactive sources of 241lAm
and 6°Co are used to adjust the baseline and
gain, respectively, of each of the detectors.
Measurements utilizing the array have been
macde with amplifier time constants set at 2
microseconds.

Energy Resolution. A portion of a %°Co
spectrum is given in Fig. 2, showing the
reglon about the peak at 1332 keV, as well as
a psak fit by the computer program HYPERMET.2
The full-width at half maximum (FWHM) of 2.07
keV and full-width at one~tenth of maximum
(FWTM) of 4.0 keV are also shown, The resolu-
tion (FWHM) is approximately 1.0 keV in the
region 60 - 120 keV.

Efficiency. Since the detector array
spans a distance of approximately 40 cm, an
efficiency measurement made at 25 cm wculd
not be useful for scaling purposes.
Efficiency measurements, therefore, have been



made at one meter. At least on n semi-
quantitative bhasis, the efficiency for larger
distances can then be inferved using the
inverse square law and air attenuation, The

efficiency for 2+lAm and %%°Co gamma rays are
shown in Table 2.

Stability. There are several possible
concerns on stability of the system. Some of
these have heen investigated and are reported
here. The largest instability problem
encountered has not been given a detailed
quarititative treatment; namely the tempera=
ture induced change in gain and baseline of
the amplifiers. Most importantly, the
amplifiers do not have the same temperature
coefficients, liweading to distorted peaks when
large ambient temperature changes occur
(~ 10 - 20 deg C). Small temperature changes
(~ 1 - 2 deg C) have a much smaller effect on
the system as exemplified by the fact that
spectra recorded for a duration of 2 x 104
seconds on each of five successive days

showed that the 4°K gamma ray line at 1461
keV changed in position by less than 0.1 keV
in the first three days and the resolution of
2,35 keV changed by less than 0.05 keV. A
change of room temperature upwards by 2 deg C
during the last two days resulted in the peak
position decreasing by 0.15 keV and the
rer:olution worsening to 2.5 keV. No
realignment or changes in the electronics was
made during this five day period. Measure-
ments made on a single detector of the system

indicate that the 6°Co gamma ray peak posi-
tion changed by -0.08 keV/deg C. The same
detector and associated electronics has been

shown to drift 5.4 x 10™3 keV/hour for 30
hours at constant room temperature. Other
amplifiers have temperature coefficients of
the rame ordev, but not necessarily of the
sane sign.

As a test ¢{ the capability of the
detector to operate in the down-looking mode,
the system u#s shown in Fig. 1 was tipped over
and then elavated so that the faces of the
detectors were 20 cm above the laboratory
floor. A background spectrum was recorded
in this position and is shown in Fig. 3.
Prominent gamma ray peaks are identified by
their energies in kiloelectron Volts. SE and
DE refer to single escape and double escape
peaks of the indicated gamma ray. 9%%o
spectra recorded before and after tipping
over gave resolutions of 2.0 keV and a peak
shift of less than 0.1 KkeV.

The spectrum shown in Fig. 4 was recorded
while the array was mounted in a stationary
truck and operatirng on the power supplied by
a motor-generator set. The spectrum of Fig.4
is that of a typical background. The
resolution for the system is the same
whether operating in the truck or the
laboratory; however with the truck in motion,

the %9Co resolution was degraded by approxi-~
mately 0.2 keV.

Recyclabilitv, The array has been
recycied many times over a six month period.
No change in efficiency «>~ resolution has been
observed.
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Table 1

Energy Resolution and Efficiency of
Individuai Detectors

Detector Resolution Absolute Efficien:
Number at 1332 keV 55.5 kev 1332 kev
217 1.77 1.1(-4;‘ 7.3{-5)
218 1.91 7.6(-4 7.6(-5)
219 1.90 7.5(-4) 7.9&-5;
227 1.86 7.6(-4 8.7(=5
228 1.95 7.7(-4 7.9(~5
229 1.90 7.5(~-4 8.3(=-5
237 1.90 8.8(-4) 8.4(-5)
259 1.81 8.3(-4 8.3(-5)
260 1.87 8.7(-4 8.2(=5)
261 1.94 9.6(~4 8.9{-5
270 1.75 9.0(-4 8.62-5
271 1.80 10.1(-4) 9.3(-5)

»
This nctation means that 7.1{(-4) = 7.1 x 10~%

Table 2

Energy Resolution and Efficiency of
the PDetector Array

Photon Energy Resoluticn Absolute Efficji-ncy

{ keV) ( keV} at one m~t<r
53.5 1.0 5.5{ -4}
1332 2,07 6.9( ~-5)




Figure 1.

intrinsic germanium detectors,

cryostat,

The twelve~detector array of
including

preamplifiers and dewar.
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Figure 2. Resolution of the array for the
1332 kev gamma-ray i1rom %9Co. The solid
lines show a computer fit to the data points
which are represented by small squares.
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Figure 3. Background snectrum taken in the laboratory with the array suspended and
pointing downward.
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Figure 4. Background spectrum taken with the array in a stationary truck and the
electronics powered by a motor generator,
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MEASUREMENT OF HIGH GAMMA DOSE RATES 0y
MEANS OF COMVERS!ON ELECTRON COUNTING

Joseph J,
Nepartment ot Naturaf

Law
Sciences

Longwood Colleae

Farmville, Va.

The induced activity of the irternal conversion
electrons emitted from the indium nuclel exposed to

60Co gamma radiation can be used as a measure of the
high dose rate delivered by the irradiation source.
The sensitivity of measurement under the experimental

conditions is calculated to be 5.6 krad hr™'. [t can

be iricreased to about 8.0 X (02 rad hr~! {f the
irradiation period is increased to 4.5 hr and the
counting period Yo | hr, There is no upper limit of

determinaticn,
introduction

Upon irradiation with gamma-rays the target nuyclei
of the efements having metastable isumers are excited
and, consequently, release induced radiaticn which
often includes interna! conversion electrons., The
induced gamma activity nas beer used as a measure of
the dose rate, flux density, or activity of the
ircradiation source, when alt othar parameters are

s The irduced activity has been found {inear
with these quantities. There is no theoretical upper
timit of the measurement, Dosimetry based on photo-
nuclear axcitation has advantages over chemical
dosimetry as it i< simple, rapid, and independent of
temperature. Photonuclear dosimetrv is specialty
usetfu! in the comparison ot strengths ot different
sources of the same rasioruclide in a standard
rconfiguration,

fixed.'-

The nighest sensitivity of the dose rate
measurement by p.otonuclear dosimetry was 2.75 X IO5

rad hr", reported by Ware et al.’? However, the
sensitivity can be increased if the efficiency of
counting the induced activity is improved. This goai
can be achieved by a better counting geometry such
as the 4-pi counting. In this study the feas:ibility
of using th2 liquid scintillation method (d4-pi
counting) for measuring the induced activity of
conversion electrons and the high dose rata response
of the photonuclea dosimeter were explored. The
sensitivity of the mathod was calcuiated.

Materials and Methods

An indium dosimetric system was chosen for this
study as indium has an isotopic abundance of 96% tor
l|5tn and the cross-section for "5|n(r,r')i|5mln is
comparatively !arqe. The metastable isomer has a
half-life of 4.5 br and emits 308 and 331 keV
corversion electrons. The ratio of the conversion
elactron activity of '™ 4o that of '™ is
catculated to be about 20:1 after I-hr irradiation
with 60Co source. This ratio increases as The
irradiation period increases. Therefore, the
contribution ot '*3Min 1o the total induced activity
is minor.

The dosimetric systems investinated were aqueous
InCt3 solution with (1) {0 mi of Insta-Gel (rPackard

Instrumant Co., Inc.,) as the liquid scintillator; (2)
10 a of anthracene as the suspended scintiifator. The
concentrationr of the solution was 11.7 a of InClg in

10 ml of solution. This concentration is slightiy
Jower than the solubitity ot InCly at 0 °C so that

98

23901

can be avoided when the dosimeters
placed in the tiquid scintiilaticn
counting at a temperature c* slightiy

phase separation
are prepared and
spectrometer for

13
abtove 7 C.

Tan mittititers ot InCly soiution was irragiated
for | hr with the 4.7 x lOd Ci 6050 source installed
a* the Atomic Reactor Facility of the iniversity of
Virginia. Calibraticn of the dose rate de!ivered by
the source was by ¥Yricke dosimetry, Atter irradiation
the solution was transferred into a 22-ml borosiiicate

alass counting vial containing the scintillator. The
vial had been chillnd in ice~water before it =as
placed in a Fackard Tricart 3330 tiquid scin®l.igtion

spectrometer tor 10-min counting at 5 aC. The
activity from the dosimeter containing anthracene was
counted in the same way without chiflina. The gain
control and discriminator settings of the spectrometer
were optimized tor recordinc no noise pulse ang
cbtainina *he maximum countina rate. H8ackaround rates
were obtained dv countinm; the blanks tor | hr. The
blanks were the same materials as those used in the
dosimaters without irradiation, The time ciapsed
petween the ond of irradiation and the start of
counting was 3 min. Three identicaily prepared
dosimeters were made for each measurament,

Results and Dlscussicn

The scintillation mixture containing Insta-ief
became a thin nel and appeared transluscent. |t was
not milky and no suspension was seen, The averaqe net
count of the conversion electron activity was 4.86 X
104 counts., Since the dose rate determined by fricke
dasimetry was |,03 Mrad hr", each count was equivalent
rad el The vackground rate was 463 counts per
10 min, The lower limit of determination, which was
ardbitaritly taren as i4.) standard deviations of
backqground rafe,6 was calculated to be 294 counts,

This is aecuivalent to 6.0 krad hr™!, For the
dnsimeters containing anthracene the averaqe net count
was 3.8 X 1G4 counts. Each count was equivalent to
27 rad he~!, The backqround rate was 2720 counts per
10 min, The Jlower~ )limi* of determination was
calculated to be 209 counts, It {s equivalent to 5.6
~1

to .|

krad hr™', The dosimeter is about 50 times as
sensitive as the one developed by Ware et at. Tha
1imit can be increased to about 8,0 X {0 rad el it

the irradiation period Is Increased to 4.5 hr and the
countina perioc to | hr based on the calculation using
the activation equation.

The sensitivity of measurement for sources other
than 60Co will chanae as the axten® of photonuclear
excitation changes with the spectral energy
distribytion of the radiation field.? It is necessary
to calibrate the photonuclear dosimeter for each
system studied.

Photonuclear dosimeters using cadmium solution as
the target material are less sensitive than the
corresponding indium system as the cross-section tor

the production of Himeg g considerably smaller than



.
thar of '™™in ang the isctopic abyndance of ey is

anly 3%,
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GAMMA RAY LETECTOR OPTIMIZATION FOR MOBILE DETECTORS

Thomas E. Sampson
Los Alamos Sclentific Laboratory
University of California
Los Alaros, New Mexico, 87545, USA

Introduction

The Energy Research and Developrent Adminis-

tration supports a programl’z) enabling a rapid

response to situations requiring a mobile, detection-
at-a~distance capability for locating lost or stolen
nuclear materials. For this application, man-
portable, vehicular~borne, and airborne detection
systems are used. Fer gamma ray detection, Nal
detectors are usually used. Because weight is a
serious constraint, many systems employ unshielded
detectors.

This paper presents results of optimizaticn
studies to determine a suitable thickness for
12.7cm diameter Nal detectors that are commonly
used in these applications.

Meagurements

Detectors. Table I displays the characteristics of
the detectors used in this study. The optimization
was directed toward the 1.27cm to 7.6cm thicknesses
of NaI. The FIDLER and two Ge(Li} detectors were
included because they are often mentioned as
candidates for detectors for this scenario. All
detectors were unshielded because shield weight is
usually prohibitive for these applications.

Source. The source used for all measurements was
819g of PuO2 doubly enclosed in "tomato can"
geometry. The PuO2 was contained in a right circu-
lar cylinider geometry of about 8.6cm diameter by
11.3cm high. For all measurements the source was
placed 9.14m (30 ft) from the detectors. The Pu
240P

contained about 6.5% u.
Source Shielding. Several thicknesses of different
types of shielding were used around the source in

41 geometry. The shielding was chosen to be typical
of low Z (140mm concrete), medium Z (25mm, S5Omm
iron), and high Z (3.2-.: 6.3mm, 12.7mm Pb). A
"bare' spectrum was exa..ined with 0,79mm of Cd

shielding tc remove the 241Am 60 keV line that is

usually net a frctor when any shielding at all is
present.

Data Accumulation and Analysis. Pulse height spectra
were accumulated from four detectors simultaneously
using a four-input mixer-router with a 40%6 channel
PHA. 7The 5x1 Nal was used with both sets of four

i{nputs to provide normalization. 100

The spectrum of the net signal was isolated by a
point-by-puint background subtraction., The nct
and background spectra were computer searched to
find the energy window that maximized the ratio

]
(Net Signal)Q/Background (SZ/B). The $“/B figure of
merit is appropriate when detection is based on the
ratio of the net slgnal to the background standard
deviation. The minimum count time for detection 1is

also related to 82/5 by

where n is the number of standard deviations or 'O
level”™ used for detection. One must be careful in
using the expression for toin in situations involving

a smzll number of counts since exact Poisson statis-
tics must be used. In this case the usual false
alarm probabilities derived from the normal distri-~

bution appreoximation are not valid. This SZ/B
figure of merit was used to rank the detectors.

Results. Some typical spectra are illustrated in
Figs. 1 and 2. Figure 1 shows the PuO2 source

spectra for a 5x13 Nal with four source shielding
config :ions. In Fig. 2, the background spectra
for a . iectors =-- except the LEPS -~ are
displayeu. Table II summarizes the results for four
shielding configurations. The results for the other
iron and lead thicknesses studied are qualitatively
similar toc those listed. For the optimum energy
windows listed, differences of a fiw keV are not
significant. Window limits below v 20 keV should be
interpreted as "above noise”. The two listings in
Table II for the 5x1 NaI illustrate the reproduci-
bility between the two sets of four detector data
for each shielding configuration. ¥rom Table II

the following comments are made:

1) For high Z {Pb) shielded sources thicker Nal
detectors improve detectability. The hardening
effect of the Pb (Fig. 1) accents the high energy
region of the Pu spectrum that makes thicker
detectors more useful.

2) For "bare" (0.79mm Cd), low Z (concrete), and
medium Z (Fe) shielding, detector thickness in the
range from 1.3cm to 12.7cm has no significant
2ffect on detectability.
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3) The FIDLER is poorer than thicker Nal detectors
in all cases but approaches thicker detectors for
thick low Z shields. This is in general agreement
with previcus measurements at this laboratory. We
find whenever the shield is thick enough to degrade
the spz.crum eaough to make the FIDLER "competitive®
it is thick encugh to make detection impractical

for realistic counting times,

4) For thicker detectors (> 2.5cm) and high Z
shielding, a window on the 400 keV complex maximizes

SZ/B for this Pqu source.

5) For "bare", low Z. and medium Z shielded sources
a wide cpen window from above noise to v 450 keV

maximizes SZ/B in most cases. Our experience finds
that this usually holds for other sources and
spectril shapes where the upper edge of the window
is set just above the principal energy emitted by
the source.

6) Even for the high resolution Ge(Li) a wide open
detector window offers superior detectability
compared to narrow windows on a photopeak «-
except for 6.35mm Pb shielding. The use of a
larger Ge(Li) detector might change this result.
However, the 127mm diameter Nal detectors will
still give superior detectability because of the
brute force effect of detector area.

Conclusions. These results fndicate that the

detectability of a PuO2 source in various shielding

configurations is insensitive to I'al detector
thickness in the range from 1.27cm to 7.6cm. This
means that outside factors such as cost, weight,
geometry, and data analysis techniques caan play the
dominant role in selecting Nal detectors for
wobile detection-at-a-distance applicatioms.

References
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Table T

Quartz
Detector Entrance Window Light Pipe Resolution
5x%3 Nal 0.25 mm Be 2.5 cm 7.25% at
12.7cm diam 662 keV
7.6cm thick
5x1% Nal 0.25 mm Al 2.5 cm 8.1% at
12,7cm diam 662 kev
3.8cm thick
5x1 Nal 0.51 mm Al 1.27 em b.1% at
12.7cm diam 662 keV
2.5ca thick
5x% Nal 0.25 mm Al 5 cm  6.8% at
12.7cm diam 662 keV
1.27cm thick
FIDLER Nal 0.25 mm Be 5 cm 26% at
12.7cm diam 22 keV
0.16cm thick
Ge(L1i) 0.51 mm Al ——— 1.72 keV
42mm diam at 1332 keV
31lmm long
7.9%, ~40cm3
LEPS Ge(Li) 0.127 mm Be ——=——n~= 550 eV at
122 keV

16mm diam
Smm thick



Table II

Maximum SZ/B {Window (keV)]

Detector 0.79mm Cd 6.35mm Pb 25mm Fe 140mm Concrete
5x3  Wal 1576  (8-456) 30.7 (353-448) 68.1 (16-457) 19.2  (0-447)
5x1.5 Nal 1688 (7-450) 26.8 (328-444) 71.7  (7-461) 21.3  (7-443)
5kl  Nal 1567  (8~453) 17.8 (330-447) 65.0 (10-460) 20.6  (0-446)
5x1  Nal 1582 (13-454) 20.0 (18-480) 65.8  (7-453) 23.4 (7-440)
5x0.5 Nal 1513 (6-446) 15.9 (8-484) 55.2  (6-452) 23.7 (6-440)
FIDLER 689 (5-414) 4,74 (5-481) 17.7 (3-422) 3.2 (6-227)
Ge(Li) 132 (9-416) 1.66 (414 peak) 6.19 (22-423) 1.76 (16-415)
LEPS 14 (16-270) 0.093  (14-424) 0.38 (10-381) 0.16 (9-180)
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The Ohio State University
Department of Nuclear Engireering
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I. Summary

The distinguishing churacteristic of high purity
germaniun (HPGe) detectors, as opposed to the lithium-
drifted variety, is their ability to be cycled between
ambient and liquid nitrogen temperatures without
degradation of operating characteristics. Since the
commercial introduction of HPGe crystals in 1972,
several important applications of this unique material
have been under development by the authors and by
other investigators. The purpose of our research
has been to develop detector fabrication techniques
which are appropriate for the construction of gamma
ray detector systems which have applications in nuclear
medicine, portable gamma ray spectrometers, and
orbiting satellite gamma ray telescopes. Over the
past three-year period, approximately two dozen gamma
ray detectors have been fabricated from high purity
germanium in our laboratories. This paper gives a
detailed discussion of the detector fabrication and
testing process as it has evnlved in our.laboratory,
presents some theoretical considerations which have a
direct bearing upon proper fabrication and successful
ope.ation of HPGe spectrometers, and illustrates the
above discussions with experimental results obtained
in the operation of typical detectors.

II. Fabrication and Testing

The detector fabrication process involves the con-

struction of an n*pp* semiconductor structure which
can be reverse biased with electric fields of suffi-
cient strength to sweep out electron-hole pairs
(generated by radiation interactions) without appre-
ciable charge recombination. In additien, the

reverse leakage current at full bias voltage must be
maintained below some maximum value above which it
degrades energy resolut’ n, Fabrication of HPGe diode
structures is similar t. making lithium-drifted diodes
but is considerably less difficult because the time
consuming drift process is unnecessary. There are,
however, several important differences between the two
methods which are largely due to the very pure nature
of the HPGe starting material. Comsequently, in all
process steps considerable care is taken to avoid
contamination of the HPGe crystal.

All of the detectors which we have constructed
have bee: planar devices from p-type crystals as large

as 20 cm3 in volume and 1.0 cm thick. We begin with

a HPGe wafer which has a purity of about 2x1010 net

acceptors/cms. The following process steps are
employed:

The planar crystal is initially lapped
lightly on both sides and cleaned by an
acid etching solution (2 minutes in 3 parts
HNO; plus 1 part HF) fcllowed by a dis-

tilled water or methanol quench.

1.

The crystal is mounted in a vacuum
system and lithium metal is vacuum

2.

*This research has been supported by Contract
No. NQ1-N5-2-2323 with the National Institutes of
Health, Department of He.lth, Education and Welfare.
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evaporated on one side through a mask
which prevents lithium from reaching the
sides.

The crystal is heated in an argon atmos-
phere at 275° for about 5 minutes. This

forms the n* contact by thermal diffusion
of lithium to a depth of about 0.015 inch.

3.

The crystal is subsequently etched in
acid (3HN03:1HF) for 30 seconds.

4.

The lithium contact is covered with etch-
resistant black wax and the wafer is
etched for 2 minutes in acid and quenched
in methanol.

w

The black wax is removed and the wafer is
again mounted in the vacuum system.

6.

Palladium metal is vacuum evaporated onto
vthe reverse side of the wafer to a thick-
ness of 500-1500 Angstroms. This forms

7.

the p+ contact.

8. Both detector contacts are masked with
black wax and the wafer is acid etched for
2 minutes with a methanol quench.

The wax is removed; the detector ic boiled
in methanol for 10 minutes, and quickiy
mounted in a vacuum cryostat.

After evacuating the cryostat and cooling the
detector with liquid nitrogen, the initial electrical
characteristics of the diode are evaluatea. This
includes measurement of the reverse current-voltage
curve and the capacitance-voltage curve. Following
this, energy resolution vzlues are measured. Some
representative current-voltage curves are shown in
Figure 1 along with the structure of electric fields
in the intrinsic region of the detector under various
bias conditions. The theory which predicts electric
fieid and bias current characteristics for both good
and poor detectors is developed more fully in the next
section., It is seen from Figure 1, however, that the
upper limit for reverse leakage current at full over-
voltage is about one nanoampere. Planar detectors
fabricated using the above process have exhibited
acceptably low leakage current and energy resolution
of the order of 2 keV.

I1I. Theory

The objective of this section is to review the
structure and deplction characteristics of HPGe radi-
ation detectors giving a basis for some of the observed
experimental results. The analysis should begin with

fs + s
the examination of the n pp+ diode structure.
+ o+, 3
The n pp diode structure commonly used in the
construction of radiation detectors consists of a

lithium diffused n'p junction (+ indicating highly
doped) on one surface and a metal to semiconductor
surface barrier junction of palladium (or other




suitable metal) on the other surface as shown in Figure
1. The high purity germanium used is generally p-type
with an impurity concentration of approximately

2x1010 impurities/cms.

Detector operation involves the application of a

reverse bias to the n+p junction forming a depletion
region which starts from the lithium side and extends
all the way to the surface barrier contact. The
depleted region should have sufficient electric field
(about 100 V/mm) to impart saturation velocity to the
charges produced by radiation interactions, thereby
minimizing charge collection time and the possibility
of recombination and trapping. The overvoltage
criterion requires that the surface barrier contact
remain noninjecting at least for electric fields which
just produce saturation velocity of charge at this con-
tact. For proper operation, these detector biasing
conditions must be achieved with very low leakage
currents, otherwise serious degradation of energy
resolution will result due to leakage current noise.

The electric fiell structure of a depleted radia-
tion detector is of interest. As expected, depletion
of the electrically neutral p region results in a
charged region, sometimes called the intrinsic region,
where the potential and electric field distributions
are obtained by the application of Poisson's equation.
The charge density on both sides of the depleted
junction is a constant consisting almost entirely of
fully ionized, fixed donor and acceptor atoms. Thus,
the electric field is linear as a function of distance

from the n* junction and the potential is parabolic.

Due to the very heavy doping of the lithium diffused
region, the junction vcltage drop occurs almost entirely
in the depleted p-region. A representation of this
situation is shown in Figure 2 for an overvoltaged
detector.

Assuming that the potential changes only in the
direction perpendicular to the surface, expressions
for the electric field, potential, and depletion
depth are obtained from Poisson's equation in one
dimension for p-type germanium,

2
d°v
S5=1, m
dx €
where V = electric potential in x direction (per-

pendicular to surface)

x = distance from the n+p junction {+ toward
p region)

q = net impurity concentration for p-type
Ge

e = dielectric constant of p-type Ge

Some simplifying assumptions used for the solution of
Poisson's equation ave:

1. The n‘p junction is abrupt.

2. The undepleted region is neutral (potential
is constant).

3. The doping is much heavier in the n* region
than the p region.

4. The applied bias voltage is much g:eater
than the junction voltage.

5. There is ro appreciable leakage current.

With these simplifying assumptions, Poisson's equation
is readily solved by integration and is valid for the

depleted portion of the p region.!

The electric field distribution is given by

_gqd  Va gx
E(x) =50+ - T (2)
where d = depletion depth

Va = applied potential (reverse bias).

The potential distribution is given by

j= 3 _JVa, gd .
Vix) 2e A TIE A va . 3

By taking into account charge conservation, the
depletion depth as a function of applied reverse bias
is found from Equation 3,
172
d = Z%¥3 . (49

Of course, the depletion depth cannot be greater than
the detector thickness so that a reverse bias greater
than that required for full depletion will produce a
constant component of electric field across the entire
depleted region provided the surface barrier contact
remains noninjecting. This is shown in Figure 1b. The
reverse bias voltage required for full depletion and
two overvoltage conditions (100 V/mm at the surface
barrier contact insures saturation velocity everywhere
in the depletec region, whereas un electric field of

50 V/mm at the surface barrier contact probably results
in negligible recombination) as a function of detector
thickness and impurity concentration is shiown in Figure
3.

The depleted region gives rise to a detector
capacitance of

EA
ki) 5
C T (5)
where A = electrode surface area.

By substituting into Equation 5 the expression for
the depletion depth we obtain the detector capacitance
as a function of applied reverse bias for bias voltage
less than full depletion (for bias voltages exceeding
full depletion the capacitance remains constant),

C=a (i‘!- . )

2Va )1/2

With the aid of Equation 6, the depletion voltage is
indicated when the capacitance becomes constant during
a capacitance versus bias voltage measurement.

IV. Illustration of the Thcory
with Experimental Results

With an elementary understanding of the electric
fields in a radiation detector provided in the pre-
vious section, some aspects of the current-voltage
curve can be readily explained. Experimental current-
voltage curves may exhibit one of the shapes illus-
trated in Figure lc.

An acceptable diode will maintain low leakage
current beyond the depletion voltage Vd. This is shown
in Figure lc along with the other cases that will be

104
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discussed. Such a good diode current-voltage curve

implies a rectifying u*p junction, negligible surface
leakage current, and a noninjecting surface bar.ier
contact. At full depletion an injecting surface barrier
contact will allow a sudden increase in leakage
current. This is due to the electric field reaching
the surface barrier contact. Such detectors cannot
be overvoltaged and rework of the surface barrier
contact is indicated. In some cases defects and con-
tamination on the sides of the detector contribute an
increasing surface leakage current (Figure Ic) as the
depletion region becomes deeper with the application
of reverse bias. This situation is usually corrected

by re-etching the dctector sides. A poor nt contact
will result in current through the bulk of the detector
immediately upon the application of bias. Correction
of this defect is usually accomplished by lapping

of f the relatively thick n* contact and Teprocessing
the detector.

Verification of the depletion voltage calculated
from the impurity concentration provided by the manu-
facturer of HPGe zan be accomplished by taking a
capacitance voltage curve. A typical experimental
curve is shown in Figure 4., The leveling off of the
capacitance indicates that full depletion voltage has
been reached. Figure 4 also shows a current-voltage
curve for a detector that can withstand a minimum over-
voltage. The current shows a sharp increase just
after depletion,

Although current-voltage curves of experimental
devices may not exhibit the same shapes as presented
in this section, a good indication of the basic
problem can be surmised with the aid of Figure lc.

V._Conclusicon

Some basic considerations necessary for the
understanding of high purity germanium detector oper-
ation have been reviewed. The detector fabrication
procedure has been presented in <detail as a means of
approaching experimentally the ideal detector charac-
teristics discussed. Experimental curves of radiation
detector characteristics were interpreted in terms of
theoretical considerations presented earlier with
specific suggestions for repairing unacceptable
detectors.

Reference

Semiconductor

1. G. Bertolini and A. Coche,
106,

Detectors, John Wiley § Sons, 1968, p.
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PHOTON SOURCES FOR ABSORPTIOMETRIC MEASUREMENTS
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Summary

After defining photon absorptiometry, the paper
describes the requirements of photon sources for these
measurements. Both x-ray tubes and radionuclide
sources are discussed including the advantages of each
in absorptiometric systems.

Introduction

Photon absorptiometry is a non-invasive method of
determining the masses of body components by direct,
puoton--transmission measurements in vive. The method
employs collimated, low energy (20 to 100 keV) photon
beams from either radionuclide sources or x-ray tubes.
The transmitted beams are monitored by collimated,
electronic detectors including those used with nuclear
counting instrumentation, such as NaI(Tl) crystals,
Ge(Li) and Si(Li) diodes, and multiple wire propor-
tional counters, and also image intensifiers coupled to
TV chains. Photon absorptiometry has been used to de-
termine the masses of the following body components:
bone mineral content (BMC), iodine, 1lipid, and fluid.
In theory as many components can be simultaneously an-
alyzed as there are photon energies. One, two, and
three energy systems have been devised. The single
energy method can determine the mass of one component
in a two component substance, but the requirement of
constant total thickness of the components usually
limits fts applfcation %o measuremerts on the limbs.
Dual energy absorptiometry allows measurements of the
masses of two components (e.g. BMC and soft tissue),
permitting measurements on any site of the body.
Photon absorptiometry, especially the single energy
method, has become widely accepted for the precise and
accurate determination of BMC and for the evaluation
of skeletal status in biomedical research and in ¢lin-
ical practice."“ This report will review the radia-
tion sources that have been used for photon absorptio-
metry.

Desired Characteristics of Radiation Sources

To be useful for photon absorptiometry the photon
sources should have the following characteristics:

1. Suitable energies at fluence rates to allow
measurements to be completed in short times (v min),

2, Adequate monoctkromaticity of the radiation
beams (energy spectrums),

3, Small dimensions to minimize the geometric
effects of the collimation,

4. Stabie and reproducible outputs.

The choice of photon energy and the source inten-
sity are related to the statistical precision of the
method and have been described by others.5~® The sta-
tistical precision depends upon (1) the energies of
the photons, (2) the tissue mass and the proportions of
the cumponents, and (3) the total and relative inten-
sities of each radiation beam.

For simulated measurements, analyses of the sta-
tistical errors allow prediction of the optimum ener-
gles for given tissue masses and component proportions.
Optimum energies have been calculated for the single
photon determination of BMCS Fig. 1), and for dual-
photon determinations of fat fractions® and BMCI?
(Figs. 2 and 3). For in vivo measurements, however,
the proportions of the body components very with poai-
tion such that there is no one photon emergy or energy
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pair optimal for the determinations of the masses of
the tissue components. A compromise can be made by
choosing the energies to be optimum for either the max~
imum or average amount of the tissue componcnts
encountered across the measurement site.
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For specified bear energies, source interiities to
actteve a given statistical precision can be estimated.
With the single energy method a desired precision can
be obtained wirh smaller source intensities or shorter
measurement times than with the dual-energy method. In
dual-photon aksorptiometry, the precision of the meas-~
urement depends on the relative intensities of the
radiation beams. For beams of 28 and 60 keV there is
little improvement in the precision if the intensity of
the low energy beam is four times greater than that of
the high energy beamlo-(Fig. 4). Similar retios would
be expected for other energy pairs.

Mass determinations from photon absorptiometric
measurements assume that Lambert's Law relates the in-
cident to the transmitted intensities. Deviations from
exponential attenuation may be due to detection of
scattered radiation and the lack of monochromaticity of
the radiation beams. For monochromatic sources if 10%
of the detected beam is scattered radiation there 1is no
effect on the measurement of BMC or soft-tissue
massi0s!l  If multiple photon energles are present in
the spectrum or the energy spectrum is continuous, as
with x-ray tubes, the radiation beam will exhibit



hardening as it passes through the bndy tissues. Hard-
ening nas been investigated for single photon absorpti-~
ometry with 125712 gnd dual photon absorptiometry with
1251/2%14n, 10 The results of these studies have indi-
cated that hardening can be predicted by models and can
be corrected by calibration.

An error is wade in scanning transmission measure-
ments when a photon heam of finite size crosses or
overlaps the boundary between two substances with dif-
ferent attenuation properties, This geometric effect
depends on the size of the radiation beam relative to
the size of the object, geometry, photon energy, at-
tenuation properties of the substances at the boundary,
and the scan velocity of scanning systems. The effect
has been theoretically analyzed for BMC measure-
ments.5»13715 For BMC measurements the absolute error
is negative and approximately constant provided that
the bone diameter 1s about three times the beaw dia-
meter. The error is larger for slit sources. For
large bones the errors can be as large as 20% as the
beam diameter approaches the bone diameter. Geometric
effects, however, do not affect the precision of photon
absorpticmetry.

The output of radiation sources should be stable.
A radlonuclide source uas stable output that decreases
according to its half life. :ua x-ray tube provides
stable output if supplied by a constant potential gen-
erator; however, all types of x-ray generators have
been emgluyed. In some cases reference detectors2®s33;
MO,y or band~pass f1lters29+33 have been included
in the detector system to correct for output fluctua-~
tions.

X-ray Sources

This discussion of x-ray sources concerns genera-—
*ors of electromagnetic radiation in which the primary
photon source derives from the deceleration of elec-
trons in a target material. Radiative interactions of
the electrons with the nuclel of the target atoms yield
a continuous spectrum of radiation, called bremsstrah-
lung, with x-ray energles ranging from zero to the max-
imum energy of the incident electrons. cCharacteristic
radiation 1s emicted at discrete energies when inciden:t
electrons interact with the electrons of the iarget
atoms. X-rays striking a second target material can
produce monoenergetic, fluorescent radiation character-
istic of the secondary target by means of photoelec-
tric interactions. Finally, Bragg diffraction can be
applied to an x-ray beam to produce monoenergetic
radiation of an arbitrary wavelemgth.

Application of Monochromators

In 1925 Glocker and Frohmayer!® described a dual
energy abscrptiometric system in which the x-rays emit-
ted from a conventional, tungsten-anode Coolidge tube
werc passed through a crystal to produce monochromatic
radiation by Bragg diffraction. Insensitivity of the
output cnergy to fluctuations of the input spectrum is
an advantage of crystal diffraction; lack of intensity
is its main digadvantage. Analysis of a 1 cm thick,
in vitro sample required 2 to 3 hr of cxposure time to
achieve an accuracy of + 107,

In wivo measurcments with monochromator x-ray
sources aave been limitcd to the determination of BMC
of finger bones, Frommhold and Schoknecht!? applied
stabilized current and high voltage supplies to a mo-
lybdenum anode tube and selected its K, x-rays (17.5
keV) with a calcium carbonate monochromator, A BMC de-
tersination for the middle phalanx of the fifep finger
required 3 sin. Zwicker and Gebhart'®!? degcribed
dual energy systems incorporating monochromators.

Using various diffraction crystals they selected the
K;1 radiation produced iu scvoral x-ray tubes with dif-
ferent anode materials. A copper-anode tube piravided
the low cnergy radiation (8.1 keV) and either a silver-

(22.1 keV) or tungsten-anode (59.3 keV) tube provided
the high energy radiation.

Fluorescence Sources

Jacobsun et 81.20725 developed fluorescence x-ray
sources intended fer absorptiometry of thicker body sec-
tions. Three such sources were developed between 1953
and 1964. Only the most recent version will be
discussed here.

The anode of the tube was a cylinder of gold-plat-
ed copper foil. The secondary radiators, shaped like

..the frustum of a cone, were placed within this cylinder

to minimize the distance between anode and se~ondary
targets and maximize the fluorescence output. The
entire auncde plus secondary target structure was rotated
at 25 rps to provide heat distribution in the anode and
switching of the output energy. The secondary radiator
consisted of three sectors, allowing the simultaneous
analysis of three body components. For the quantita-
tion of iodine, bone mineral, and soft tissuc the sec-
ondary sources were fodine (K;1=28.6 keV), cerium
(Kq1=34.7 keV) and tungsten. The secondary radiation
from this source was of high spectral purity with the
non-characteristic radiation accounting for less than
S% of the total output fluence; but the x-ray vield was
in the range of 109 to 10° quanta/ma~s~sr.23 A two
component system (bone and soft tissue) could be ana-
lyzed in less than 2.5 s; but three component analysis
required at least 20 s.2"

Atkins et al.26® described a fluorescence source for
imaging and quantitation of iodine in vivo. The prima-
ry source was a water—cooled, end window, tungsten-
anode tube connected to a constant potential generator.
External to the tube were pellets containing the three
elements used as secondary sources--barium (Ky;=32,.2
keV), cerium, and neodymium (K,1*37.4 keV). The three
secondary radiators emitted simultanevusly and the ener-
gles were separated using a S1(Li) detector and a three-
channel analyzer. With this system thyroidal iodine
measurements required at least 10 s per measurirg point
at a count rate of ~10%/s,

Non-specialized Bremsstrahlung Sov+ces

Measuremente with absorptiometric systems incorpor-
ating conventional, continuous-spectrum x-ray tubes are
typically extensions of clinical fluoroscopic examina-
tions. An effort is deliberately made to obtain quanti-
tative information with the least modification of the
stgndard equipment, Determinations of lung ventila-
t40n27733 and perfusion3!33 by fluoroscopic pulmonarg
densitometry and applications of videodensitometry3“~ 9
exemplify this type of measurement. Source modifica-
tions are generally limited to increased filtratfonJls33
small field sizes,3? and stabilization and filtering of
the high voltage supply.3® Blirach et al.3 investigated
the validity of the assumption of exponential attenua-
tion of a continuous spectrum x-ray beam as applied to
the videodcnsitometric determination of contrast medium
concantratlon., The range of thickness over which the
assumption was valid was a function of filtration of the
x-ray beam. With 2mm of copper filtration the assump-
tion was valid up to a thickness of 5 em of 21 g%
Urografin contrast medium.

Specialized Bremsstrahlung Sources

Other lnvestigators have constructed more special-
ized systems for absorptiometric neasurements. Smith“?
described a system for BMC deteiminstions of the os cal-
cie in which the photon source was a 50 kV x-ray micro-
scope. Reiss“’ developed a dual energy system for ds-
termination of BMC and saft-tissue mass in which the
x-ray tube potential was switched between two valucs
(typically 70 and 150 kVp) by a thyristor circuit at a
rate of 5 Hz. Copper filtration of 1.5 to 4.5 wm was
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added to balance tne intensitles of the two spectra. A
narrow beam geometry was used for quantitative meas-
urements that required ~10 s.

Jacobson et al.%<7*% also developed a dual energy
system in which varying potential was applied to the
X-ray tube, Two spectra were obtained by usirg a high
voltage waveform consisting of both AC and DC compo-
nents. The magnitudes of both components were inde-
pendently adjustable. A filter wheel placed in the
output beam had se:tors of camarium (K, =46.8 keV) and
either lead (K,,s=88.0 keV) or thorium (K.}, =109.6 keV).
Typical operating conditions for BMC measurements on
adult humans were 110 peak kVi 65 kV DC level,

1.7 ;/cm? of lead and 0.5 g/cm® of samarium. The .il-
ter wheel was rotated synchronously with the pulsation
of the applied voltage such that the samarium filter
was in the beam when the woltage was low and the lead
filter was in the beam when it was high, Count rates
at the detector of 45x10° for each energy pormitted
precise {+1%) BMC determinations of the femoral neck
in 25 s and of the distal radius.ip,3 s.

Another class of specialized absorptiometric sys-—
tems are the computerized transverse axial tomographic
scanners.*S Few details are known about the X-ray
sources in these systems. The filtration has been es-
timated from half value layer measurements as being 4
to 5 mm Al."6+%7 The typical operating characteristics
of 120 kVp, 32 m‘ or 140 kVp, 27 mA are ~acessitated
by the requirement for low statistical noise. The use
of a constant tissue thickness bolus system is one
means of compensating for the polychromatic spectrum of
tile output beam.“? Other compensatory mechanisms,
particularly those used with non-bolus systems have mot
been disclosed, but seemingly might exist in the soft-
ware rather than the hardware.

Radionuclide Sources

The increased use of radionuclides as sources for
phioton absorptiometry over the last 15 years has par-
alleled the increased acceptance of the absorptiometric
method to determine BMC as develuped by Cameron and
Sorenson.*®+*? The number of radionuclides suitable as
sources is limited (Table 1.).“9»50-38 Radionuclides
emicting a single energy were used for single energy
absorptiometry. For dual energy methods the sources
were composed of either two radionuclides each emit-
ting photons of a different energy or radionuclides
that emit at two discrete energies. Some of the radio-
nuclides useful for BMC determinations have been in-

agree with theoretical determinations of optimal ener-
gies. For singie energy BMC determinations !251 is al-
most the tdeal source for measurements of small bones
in the hands and forearms. Al hough the photon energy
available from !“5Pm makes it a better choice for meas-
urements of larger limb bones such as the humerus and
femur, ““lAm has been used more commonly perhaps be-
cause of its availability and long half life.l3»59,60
For dichromatic absorptiometric BMC determinations the
1257/241pm combination is well suited for mecasurements
on forearms and hands!? while !53Gd is preferable for
measurements of large limbs, the spine and whole body
BMC measurements.®! For soft :tissue analysis by di-
chromatic absorptiometry '99Cd is better at a m2asure-
ment site where the totai soft-tissue mass 1is swall,
such as the hand, while !51/2%]Am combination is the
choice for measurements of the limbs.

1o minimize measurement times the radionuclide
sources should have high activities and small self-
absorption. Sources of 1251 and 1%3Gd are available
with high activities (>10 GBq) in a size of a few (V&)
mm, High self-absorption limits the amcunt of 2“4‘Am
and 219Ph thet can be placed in a small volume.

The discrete levels of radioactive gecays make the
radiation beams from most radionuclides moncenergevic.
Sources such as 2“!gm with y-rays widely separated in
energy, at least in the region below 100 keV, are most
desirable. Characteristic radiation emitters such as
1281, -09¢d, and 153Gd emit Ky and Kg x-rays over a
small energy range (25 keV). High resolction detecuors
can separate the characteristic x-rays but the more
commonly used scintillation detectors can not resolve
the separate energy peaks; they detect all the x-rays
as a single energy beam. Lower energy characteristic
x-ray sources such as 1251 and 199¢d have a sufficiently
large separation between the Ky and the Kg x-rays trat
the radiation beams exhibit hardening as they pass
through large amounts of tissue.l2 The monochromatici-
ty of these sources has been 1mgroved by using K~edge
filters: 0.06 am tin for !25I'2 gnd 0.0 mm palladium
for lﬁSCd.GZ

The active volume of a radionuclide source is small,
usuaily only a few mm in any dimension (Table 1). They
can be enclosed in small source capsules making radio-
nuclide sources compact and easy to collimate. The
nature of radioactive decay makes radionuclide sources
inherently stable with emitted intensities that only
decrease as a function of their half lives. Sources
with long half lives are desirable to minimize the fre-
quency of source replacement. An exception may be 1251,

vestigated.51 The conclusions of tnese investigacions Its other desirable properties such as its nearly
Principal Source Typical Activity
Half Decay Type of Energy Size (mC1)

Radionuclide Life Mode  Radiation (kev} {mm) Actual “Eff" Applicatious Ref.
24hem 17.6y a Pu L x-ray 18 3 100 20 BMC, hand, small animals 50
12514 58.5d EC Te K x-tay 28 2 200-400 same BMC, hand, forearuw. 48
laspp 17.7 EC  Nd K x-ray 37 1x5x1 25 same  BMC, ‘wmerus. 50
~10pp 22y 8- Y 47 100 BMC, torearm. 51
241 Am 463y a Y 60 3 45 15 BMC, femur. 52

57Co 270a  EC Fe K x-ray 122 0.2x1 53
Table la. Radionuclide Sources for Single Photon Absorptiometry
109¢d++  453d EC Ag K x~ray 22 <4 10-30 Soft tissue analysis, 54
Y 88 thin sections (hands).
133xe 5.3d 8- Cs K x-ray 31 3 Bone mineral and soft 55
Y 8l tissue analysis, limbs
153Gq 2404  EC Eu K x-ray 44 3 500~ same Rone mineral, larger limbs 56
¥ 97,103 2000 spine, and whole body
1257/241p0+ 60d EC  Te K x-ray 28 2 50 50 Tone mineral and soft tissue 57
463y a Y 60 3 45 15 analysis, forearm, upper arm,leg.
24lan/t37ce 463y a ¥ 60 7.2 100 ac Bone mineral, spine. 58
26.6y 8- ¥ 662 3 o
Table 1b. Radionuclide Sources for Dual Photon Absorptiometry
t+Flleration: 0.06 mn tin ++Filtration: 0.10 em palladium
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optiral photon energy, high activity, and commercial
availability as sealed sources apparently offset the
necessity of frequent replacement. Typical 1251
sources have initial activities of 20C mCi, are used
for two half lives (120 d), and require replacement
three times per year.

Conclusion

Both radionuclide and x~ray sources have been u~-
tilized in photon absorptiometric measurements of body
components, Radionuclide sources are cowpact, rugged,
easy to collimate, and require no auxilliary power
supply, making them particularly well suited for com-
pact and portable instruments as needed for field
studies and space flight applications. These sources
emit discrete monoenergetic radiations which do not
vary in energy. Their energy fluence rate is deter-
mined by the decay rate and is therefore predictable;
monitor detectors are unnecessary.

The main advantage of the x~ray tube as a photon
source is its high output, which allows rapid mea:ure-
ments in the thicker body sections. Beam energy is
selectable; the optimum energy for a particular meas-
urement can, In principle, be obtained., Although the
output of most x-ray tubes is polychromatic, filtra-
tion can be added to achieve exponential attenuation
over a useful range of subject thickness. An image
intensifier can be used for visual verification of the
measurement site to ald repositioning of serial meas-
urements, with a concomitant increase of radiation
dose to the subject. X-ray sources in absorptiometric
systems are durable, do not require frequent replace-
ment, and cost less per photon than radionuclide
sources. The high intensity radiation beams necessary
for computer’iced tomographic data acquisition In times
of 5 to 20 s currently demand that the photon source
be an x-ray tube.
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PROGRESS IN PHOTON ABSORPTIOMETRIC DETERMINATION
OF BONE MINERAL AND BODY COMPOSITION

R.B. Mazess, R.M. Witt, W.W. Peppler and J.A. Hanson

Department of Radiology (Medical Physics)
University of Wisconsin Hospitals
Madison, Wisconsin 53706

Summary

Single-photon absorptiometry, with low energy radio-
ruclides, has become widely accepted for measurcment
of bone mineral content in vivo. Dual-photon absorp-
tiometry is a newer approach which overcomes previous
limitations and allows measurement of total body and
spinal bone mineral with high accuracy and precision
(2% error). Dual-photon absorptiometry alsec permits
measurement of the lean-fat composition of soft-tissue
and the monitoring of shifts in body composition and/
or fluid balance.

Introduction

Single-photon hbsorptiometry has become a widely
accepted non-invasive method for the precise and accu-
rate measurement of bone mineral content in vivo, and
has proven useful in biomedical research and clinical
practicel®10r11¢18  The bagic technique was developed
over a decads ago by Cameron and Sorenson?’'? and in-
volves use of a highly collirated beam of monoenerge-
tic radiation from a low-energy (20 to 100 keV) radio-
nuzlide source. The beam intensity is monitored with
a collimated scintillation detector and conventional
nuclear counting instrumentation. The source (most
often 1251 or 2*!aAm) and dacector are mechanically
linked and are passed across a body area, usually a
1imb such as the forearm. Changes of beam attenuation
are proportional fu the mass of bone mineral in the
scan path. Several studies have shown that single-
photon scans accurately indicate the local bone miner-
al content3*?*12 Measurements on long bones also pro-
vide uccurate estimates of the weights of long bones,
total skeletal weight, and total body calciume=5:?

The high accuracy and precision of the method compared
to other methods!? together with ease of measurement,
have fostered its use in evaluation of skeletal dis-
orders!" (nsteoporosis, renal bone disease, anticon-
vulgant osteomalacia, corticosteroid demineralization,
etc.) as well as in assessing ncrmal changes of bone
with growth and aging.

Dual-piioton Absorptiometry of Bone

In recent yvecars there has been an increasing inter-
est in dual-phioton absorptiometric methods for measur-
ing both Wone miners«l content and soft-tissue componi~
tion?*!? This approach uses a bea: from two monoener-
getic radionuclides (1251/2%lan; 24}Am/i37¢s) or
radionuclides which emit at two disrrete cnergles
(1%3cd; 199cd). The dual-photon approach eliminates
the need for surrounding the limb in a constant thick~
nes8 of tissuc cquivalent materinl and permits neas-
urement of bone mineral fn otierwise inaccessible
areas, such as the hips or spine. Dual-photon proce-
durcs and the sources of erraor have been detailed?s!®
16220 1p our iaboratory we have concentrated on use
of 133Gd (44 and 100 keV; 242 doy nalf-life) for de-
termination of spinal and total! body bone mineral,
and on use of 1231/ %dan (27.4 and 60 keV) for exami-
nation of woft-tissue conmposition (fat versus lcan)
and wonitorirg of flula shifts.

A modificd Ohio Nuclear rectilinear scanner was
used with o 1-Cl (4 om bead) source of 1%3Gd to meas-
ure spinal ard total body bone mineral? The source
and detcctor move In a raster pattern and cover a
10-cm length of the splne in 1,15 cm uteps for deter-
minations on the lumbnr splae or {a 2.5 cm ateps for
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total body mineral. The dose from a spinal measure-
ment was 2 mrad and for total body-mineral 0.1 mrad.

Precision of vertebral scans was evaluated om a
phantom measured 35 times over 3-months (1.7%) and on
4 subjects measured 4 times over 6 weeks (2.27)% The
accuracy in estimating vertebral phantoms of known
mass was very high (1.2%). Measurements on iiving sub-
jects showed that aging bone loss occurred in the
spine at half the rate of tha: in peripkeral bones.
This confirmed anatomical observations though it is
contrary to prevailing clinical belief. The spine has
bren shown to demineralize and remineralize more
rapidly than long bunes in response to disease, immo-
bilization, and therapy!’ and therefore is of clinical
interest,

The precision of total body iktneral was 27 over two
weeks on an isolated skeleton and on a living subject.
Long-term precision on the skeleton was 2% while on
the living it was 3%. Measurements were made on nor-
mal subjects and patients and the bone was found to
comprise about 4% of the lean body mass. There wvas
also a very high correlation (r = 0.96) between bone
mineral content of the radius znd total body mineral
(n = 16). The scan results have been outpuited to a
graphics dipplay (Figure 1) to provide a quantitative
"radiograph”. Computer aralysis allows assessment
of any anatomical region (spine, Llps, head, limbs)
as well as informaticn on the distribution and symme~ -
try of bone.

Dual-photon absorptiometry can be utilized in many
nuclear medicine departments with existing rectilinear
scanners. The method permits for the first time
detailed evaluations of the spine and total bone min-
eral and promises to be of great utility in skeletal -
disorders.

Dual-photeon Absorptiometry of Sof+ Tissue
Dual-photon absorptiometry with a coungruent source
of 1251/2%1am has been used for measurirg soft-tissue

composition on the limbs?! The precislon of these
determinations was evaluated on 5 subiects over 5
wvecks and on phantoms. The precision for scft-tissue
mass was 27 on the subjects, while the grecislon for
the fat~fraction was absut 2% fat.. On phantoms the
precision for soft-tissue mass was .52, The "fat”
percantage of known mixtures was estizated with small
error (1-2%). Measurements were made on 160 elderly
wopen (nean age = 71 + 15 years) and the bone mineral
content of the limbs correlated more highly with lean
wmass of the ldmb {r ~ 0.6) than with height, weight or
limb circumierence {r v 0.4).

Soft~tissue measurrments were also done to follow
fluid shifts in surgery patients?! validation was
provided by experiments on dogs that were exsanguin-
ated, and infused while ahsorptiometric changes were
recorded in the hind limb, These was high temporal
cervespondence (r = 0.96) between actual fluid shifts
and absorptiometric changes. Fluid shifts were
followed fn 20 patients during and after surgery and a
post—-operative fluid loss was found in many patients.



Computer graphics display of

Figure 1.
total body bone mineral. Specific

areas may be selected using a cursor
for determination of regional bone
mineral content.
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ABSOLUTE LUNG DENSITOMETER INCORPORATING A Gd-153
SOURCE AND CdTe DETECTORS

Leon Kaufman, Gordon Gamsu, Charles Savoca and Sybil Swann

University of California,

ABSTRACT

A low-cost portable non-invasive densitcmeter is
described. While the present system is optimized for
lung densitometry, similar configurations can be used
for bone dewcitometry and in industrial applications.

INTRODUCTION

The measurement of absolute lung density by a non-
invasive technique is of importance in assessing the
status of patients with pulmonary edema. Radiographic
methods suffer because of the difficulties associated
with calibration of the x-ray source-patient-film-
developer system, and provide information only when
large relative changes of density occur.

'g%;@

Transmission densitometry (Figure t) provides an
accurate relative value of density, but because chest
wall thickness and path length in the lung are not known
this method cannrt be used to measure absolute density.

Figure 1, Conventional absorp-
tion densitometry cannot sepa- tecrey
rate effects due to chest wall P
and varying path lengths A
through the lung. \iggily

|

gl
i

While the new body computerized x-ray scanners can
provide a measure of lung density, the need exists for
serial bedside sampling, and the cost, radiation dose
and central location of these large scanners would make
serial measurements impractical. There is also a need
for measuring lung density n normal volunteers during
pulmonary physiology experiments, and the same objec-
tions to the use of the x~ray scanners would preclude
their use in this application.

We have developed an inexpensive system that
measures lung density within a small volume, the
results being independent of the thickness and respira~
tory movements of the chest wall and ribs.

FORMULATION

Density is obtained following two sequential
measurements. A collimated source (Sp) is directed for
a time t; at a co-linear collimated detector D; and
the transmitted beam intensity through the subject, T,
is measured (Figure 2). Another co-planar collimated
detector {D,) detects a scattered beam intensity S,;.
For the second measurement a second source {S;) co-
linear with D, is directed for a time t; at tﬁe subject
and the transmitted and scattered beam intensities, T;
and S,, respectively, are measured (Figure 3). If Sp
and Sg represent the same radioisotope (i.e., same
energy emissions), we can write !»

$152 )
;oY
where g is a geometric factor dependent on the config-

y2 52 eq. {1)
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uration of the collimators, ¢ is the differential
Compton cross-section, V is the effective volume and &
is the mean electron density within that volume. Since
the first three terms are constant, the electrons
density can be written as

Ssz
TITZ

§=K eq. (2)

While K can be calculated from first principles, it is
easily measured using a water phantom.

5, 7

Figure 2. Arrangement for absolute
densitometry, showing the first
measurement of scattered and trans-
mitted beams.

figure 2. Second measurement of
scattered and transmitted beams.

E]ecgron density can be transformed to gravimetric
density p through the relationship

= T Ajai
p = 0.5565 ﬁﬁ eq. (3)
where Zj and Aj are the atomic number and atomic
weights of constitutent elements of the sample, and
aj 1s the average number of such atoms per molecule
of the material. The constant 0.556 represents
L Zijaj/ tAjaj for water. For lung tissues and the
accuracies desired, we assume p % 6.

Equation 2 is only an approximation to §. The validity
of Equation 1 is dependent on the equality of the exit
absorption paths {paths 2 and 4 in figures 2 and 3)
seen by the transmitted and scattered beams. Since in
Compton scattering the primary beam energy is decreased,
the assumption of equal paths is not exact. Since at
high (1ow§ energies the change in energy is large
(small), but the change in absorption cross-section is
small (large), it can be estimated that for biologic
tissues the error in equation ! is minimized for
primary beam energies in the range of 80 to 100 keV.
This error can be eliminated if two different sources
are used, choosing the energy of the second sourc® to
match the energy of the first source's sca:tered beam?.
While exact, this approach is less convenient in that
the system becomes more complex, source choice is more




restricted, and since geometric configuration depends
on source availability, it becomes less versatile.

The scattering angle of 20-deg in this densi-
tometer is chosen because the narrow angle is better
adapted to measurements accross the eliptical chest
cross-section. Also, narrow angles are advantageous
because of the increased forward-scattering cross-
section (which increases statistics), and because the
change in energy due to the scattering process is
smaller (minimizing the error of squation 1). Also,
the sensitive volume is elongated, thus increasing the
count rate.

HARDWARE

Configuration

The system is configured at a 20 deg angle with a
30cm working span between collimators. The assembly is
part of a rigid plate which can be displaced vertically
and rotated through a 180-deg angle. The densitumeter
is shown in Figure 4.

Figure 4. The densitometer shown in a horizontal
positjon. On the left are the detector collimators
and >reamplifiers. On the right are the source colli-
mators, in the movable source mount. Electronics are
shown in the background.

To obtain a compact configuration while producirg
a relatively wide beam with narrow angular dispersica
each - ollimator consists of 19 tantalum tubes, each of
0.224 'm outside diameter, 0.010 cm wall thickness and
6.35 cm length, contained in a cylindrical lead holder
of 3.3 cm diameter and 6.35 cm length. Figure 5 shows
the end view of one of the four collimator assemblies
used in the densitometer.

- Figure 5. End view of a
- tantalum tube collimator.

Radiation Source

6d-153 was chosen for the densitoi<ter because of
its spectrum, ready availability, adequately long half-
life, and high specific activity*. Emitted photons at
100 kev as well as 41 keV are both adequate for lung
densitometry. The source in use consists of 10Ci of
Gd-153 in a steel capsule of 1.2 cm active diameter.

It is moved between positions A and B (Figures 2 and 3}
to obtain the two measurements necessary for each
density determination. {he resultant skin radiation
exposurg is less than 15mR per measurement.

Detectors and Electronics

Twe Tychc CdTe detectors of 1 cm diameter (0.7 cm
contacts), operated at room temperature are used in the
densitometer. Their thicknesses are slightly different
(2.35 and 2.15mm). The detectors are encapsulated in
aluminum cans, as shown in Figure 6. Tesnelec elec-
tronic components are used throughout the system: two
TC 161A preamplifiers, two TC 203 BLR amplifiers, four
TC 441 single-channel-analyzers, four TC 540A scalers,
one TC 54] timer and one TC 911 NIM bin. Bias voltage
is obtained from a battery pack.

Figure 6. CdTe room tempera-
ture detectors used in the
densitometer.

Operation of the CdTe detectors has to be set so
as to optimize energy resolution, couni-rate capability
and charge collection. The first condition minimizes
detection of multiple scatter photons which tend to
produce a non-linear response vis-a-vis density, since
they enhance the scattered beam intensities from dense
samples. Count-rate capability has toc be high because
the transmitted beam has an extremely hish intensity
when compared to the scattered beam {~10%:1), and a
rate-dependant response would introduce systematic
errors. Finally, charge collection has to be
maximized so as to collect as many events as possible
within the photopeak region. The parameters of inte-
rest are dependent on bias voltage and amplifier shap-
ing time, and they were optimized using the 122 keV
peak of Co-57. The behaviour of peak-to-plateau ratios,
i.e., charge collection, and energy resolution are
shown as a function of bias voltage and amplifier time
constant in Figure 7.

Co-57
T PEAN.
LY e T T T T
® Dummcior ¥1. 233mm thick  [PLATEAD| O} canss B
© Dawcar 82, 2\t mm thich | o L of O i
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Figure 7. The dependance of peak-to-pTateau ratio on
amplifier time constant (7A) and on detactor bias (7B)
as well as energy resolution dependance on time constant
(7€) and bias (7D) are shown for the two detectors vsed
in the (densitometer, measured for the 122 keV peak of
Co-57. Peak-to-plateau ratios for the "100 keV" gamma-
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rays of Gd-153 are also shown (7B).

As can be seen, operation at 100V with a t*me constant
of 0.5 usec offers an adequate compromise in perfor-
mance at 122 keV, where conditions are more stringent
than those necessary for the detection of 100 keV
photons. Under these conditions count-rate response is
Jinear with beam intensity when more than 5 cm of
tissue absorber are present between source and detector
collimators. The spectrum of Gd-153 nicasured with one

of the CdTe detectors through 5 cm of absorber is shown
in Figure 8.

Figure 8. Gd-153
spectrum from a
CdTe detector used
in the densitometer.

The use of CdTe h7; allowed us to realize a
compact system, with adequate energy resolution and
drift-free operation.

PERFORMANCE

Characterization of the densitometer included
measurement of the count-rate 7 S5, as a function of
scattering angle {Figure 9) and definition of the
sensitive volume (Figure 10). Both were in close
agreement with expected values.

4 [ B S
E meosurad
= Calculoted -

Figure 9. The count

rate vS;S, is shown as

a function of scatter-
ing angle. The in-
crease at narrow angles
is due to the increases
in sensitive volume and
scattering cross~section.
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The effects of increasing tissue absorber were
measured at 41 keV and 100 keV. For this purpose the
beam traversed a 10 cm water path and tissue absorber
was added first along one oxit path up to 7.5 cm
thickness, and then along the second exit path, for a
total of 15 cm of absorber. The 100 keV measurements
showed no significant shift, while at 41 keV a devia-
tion of +8% was observed at the extreme range {(Figure
11). Since the variation in chest thickness is not
large {except for extreme cases}, both beams are con-
sidered adequate for lung densitometry.

The response of the system to materials of diffe-
rent density was tested with blocks of wood surrounded
by a 2.5cm-thick "chest wall”. Response in the range
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Figure 10. Measured response of the densitometer algcng
an axis bisecting the two photon beams, centered at
their intersection point {major axis); and an axis
transverse to the previous one, also centered at the
intersection point {minor axis).
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Figure 11. The effects of increasing tissue absorber
in the exit paths from a 10cm water bath on measured
density are shown for the 41 keV and 100 keV beams.
Least square fits show a maximum +8% deviation at 41
keV, and no significant deviation at 100 keV.

of O.l4g/cm3 to lg/cm3 is linear with standard devia-
tions of 5.4% and 7.4% at 41 keV and 100 keV, respec-
tively (Figure 12). These values are approximately
twice as large as those expected from statistical
considerations alone. Because the 41 keV and 100 keV
measurements show an internal agreement of the order of
1.0% we believe that the measured standard deviations
are due mainly to the fact that the average density of
a 1500 cm3 wood block will certainly differ from the
local density in ~10cm3 regions. Subsequent calibra-
tions where the sensitive volume was positioned over
different regions of the wood blocks, and the measure-
ments averaged, yielded standard deviations of 2.0% at
both energies.

The reproducibility of results depends on the
number of counts S; and S,, which in term depend on the
absorption paths and on density in the sensitive volume.
Figure 13 shows reproducibility for an "average chest"
as a function of density and counting time. As can be
seen a reproducibility of 5% or better is readily
attained.

The effects of respiration, which brings different



amounts of absorber into the path of the beams, was
determined by placing a birch biock (p = 0.589g/cm3)
within the chest cavity of a deaddog. The chest was
closed and density within the wood block was measured
with the chest still (p(47) = 0.602 and (160} = 0.596),
and under forced respiration {p(41) = 0.598 and p{100)

= G.599}. The differences of these three-minute
measurements were not statisticaily significant.
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Figure 12. Response of the densitameter to blocks of
wood of gravimetrically determined density, with water
as the density standard.
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Figure 13. Reproducibility of measurements depends on
count rate v/S;S,, which is in turn dependent on density
within the sensitive volume and beam absorption. For
an "average chest", the reproducibility is shown as a
function of lung density for different single-measure-

ment times.

We have also found that moving the sensitive
region of the densitometer over the lower and central
regions of the lung of a supine live dog yielded three-
minute density measurements in the range of 0,276 -
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0.32ig/cm’, with a mean of U.302 ¢ 0.019g/cmP. This
indicates that the volume spanned by the system is
sufficiently large to adequately average artifacts that
could arise from loca: inhomogeneities produced by large
blood vessels.

Initial density measurements in twelve sitting
healthy young humans under normal tidal respiration
have yielded a mean density of 0.296 + 0.065 g/cm3.

CONCLUSION

A low-cost portable non-invasive lung densitometer
has been assembled and evaluated. The system is now
being used to follow the progress of experimental
pulmonary edema.
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ABSTRACT

An automated x-ray fluorescence system has been
developed for application in clinical and investiga-
tive practice. The optimization of its major components
permits the rapid and accurate quantitation of low
levels of selected tracers in a cost-effective manner.

INTRODUCTION

The measurement of body compartments (such as
extracellular fluid volume, red cell mass, plasma
volume), and of organ function (for instance, glom-
erular filtration rate, hepatic metabolism) can be per-
formed by studying the dijution volume and clearance
of purposefully administered tracers’. The concentra-
tion volumes of these tracers in easily accessible
fluids such as blood, urine and bile provide the infor-
mation from which the physiologic parameters of iater-
est can be calculated. OQther physiologically signifi-
cant information is found by analysis of the kinetics
of the contrast agents used in conventjonal radiography
as well as in computerized tomography.

These tests provide data necessary in the diag-
nasis and therapy assessment ¢f 3 diverse number of
diseases, including cardiovascular and renal failure,
malnutrition, anemia, hepatic dysfunction and metabolic
disorders. They also provide data necessary for under-
standing the healthy state and for designing improved
contrast agents and radiograph.c procedures.

The tests have certain common characteristics: The
tracer is introduced by intravenous or oral routes and
timed samples of the fluid of interest are a-sayed in-
vitro for tracer concentration, the study rarely
lasting more than 24 hours. In all cases serial
determinations are needed, and studies encompass such
critical population groups as children, pregnant women
and normal volunteers.

Radiolabelled tracers offer a convenient and accu-
rate method for performing the tests of interestg and
have been successfully applied in such contextZ»?, On
the other hand, they suffer of some basic disadvanta-
ges. There often exists interference between different
tracers in closely spaced studies, as well as inter-
ference from radioisotopic imaging studies. More
importantly, even a low radiation exposure per test
becomes sianificant in serial studies, in children and
in pregnancy, and their use in normal volunteers is
being increasingly curtailed by stringent human experi-
mentation guidelines. Finally, in animal experimenta-
tion radiolabelled tracers require expensive guarantine
and disposal procedures.

Because of these factors, alternative chemical
analysis methods for stable tracers have been used
alongside radioisotopic techniques“*>, although they
are costly and lengthy: Often only a few samples per
day can be accurately quantitated by a trained techni-
cian.
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As an alternative to the above, the technique of
x-ray fluorescence (where an atoric species is excited
inty emitting relatively penetrant x-rays through ex-
posure to higher energy photons) can be ccmbined with
the use of stabie tracers to provide medical tests
synthesizing the simplicity, speed and accuracy of
radioisotopic techniques with the safety and conven-
jence associated with the use of stable indicators’™’.

foremost in the application of fluorescent excita-
tion analysis {FEA) to medicine is the 5imuyltaneous
need for large signal-to-background levels and fcr high
count-rates of fluorescent x-rays, since these are thp
limiting factors in low level quantitation. The source
of these limitations can be better understood after
inspection of a typical spectrum obtained by fluores-
cence with Am-24% of an iodine-containing sample
(Fiqure T},
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Figure 1. The spectrum resulting from Fm-241 fluores-
cence of an iodine-containing sampie.*

Compared to the Compton-scattered contribution, fluores-
cent photons can be equally abundant at very high
concentrations, or account for less than | out of every
1000 detected photons at very low concentrations. Thus,
rgunt rate is limited mainly by the Compton contribu-
tion from the sample, and not by tracer levels.

The interaction of Compton-phutons with the detec-
tor assembly also produces the background “"valley" seen
in Figure 1. This hackground decreases signal-to-noise
levels, degrading quantitation accuracy. We have found
tnat for a well designed FEA system most of the back-
ground counts arise in the detector assembly itself.
This was varified by placing a hafnium filter in front
of the detector entrance window, with thickness such
that the absorption of Lackground photons was increased
30 fold over that of Compton photons. If background
arises outside the detector, the observed reduction ia
background to Compton counts should have been dramatic,
while in actuality we observed a 10% reduction in this
ratio. 8y counting w:thout a sample in position, we
also observed that cross-talk effects from the high



erergy emisttons of An-241 account for lese than 4% of
the bﬂ&kgfﬁuﬁd count-rate in the Ha channel, A fyrther
cOnfirﬁa fon of the toternal oriqin Of bYackground {3

hat thiv pareseter =il sary luenly five-Yold when
u,tng the idenzical test sel-up with different detec-
tors, Thus, it nininize bagkground and 1o increase
of!ective tount-rates, the detesiion sysles has 10
mpatcige the ratio of detectad fluorescent o {omplon
photons. Withia 1imits this cen be atcwep!ishest by
ulitizing a #)-deg scaltler gedopltry, by vitn; colliss-
tor cattriels and desiges Thad absord retaer than
SCatliar A-rayi. 90d by ysing TEinis” detectors which are
proportiareliy sore Lransparent 10 Templon s-rayi.
AtD Ul e iy sppraach, the giv of polarizeg gecis
tetinn sources ¥, {which scalter st prefareatial angles)
1s now under investigation wis-2-vis inz aagiimab%!é:,
1o practical systemn. A suceessful suprue ta back-
ground reduction has been the developmant for THiS work
of “jow-backqround” delectars by ithe Feves Lorparatien.
A three-f0id improvement hds been ackieved hrough ihis
particular dovelopmental affort.

Kexd 10 the pardrglers That affedt acluracy of
Guantizatisn of low goncentedtion tracers {(backyround
and count-rale], fantors affecting dynamic range
hecome important. Typically, guantitazien limits ot
high conceniration arise from count-rate limitations in
the electronics and from self-adsorption effccts in the
sarple.  Wooker eacitation souwrces and sxgller somsi-
tive yohus will increase the high concentration
range, bul at the gapense Of aisc raising Lhe mintous
working levels, For the tracers of interesy {(brooine
and higher atemic numbers), with lon-diameter vialy the
present FEA systen spans a dtnear range of nearly 1D
in concentration rasponse. 1% zwst be pointed out kot
titds is marginaily adequate, since 14 & Iypical Sludy
bile may contain 20ng ledisefo while blood levels cay
be as tow a3 0.001 mgl/g.

Another ixportant need in 2 cast-effective medicsl
systom involves 11S ability to assay umprepsrcd samples
{i.e., samples rogquiring no ashing, pressing or weighe
ing), since neariy 10,000 sarples per year are assayed
by FEA at our institution. Sampie prepardtion would
fngrease jabor costs, delady tuen-around time and de-
crease accuracy. Results independent of sample volume
can be obtatned +7 thal volume i35 larger than the
sensitive volume ftself (the sensitive volume s de-
finod by the source and detector collimagors), Since
the size of soall animals and infents {and alsc serial
sampling f6 large subjects) limit sample volume, the
approach described above is severely limited. On the
other hand, use of & region of The Compton peak to
normalize the fluorescent counts yields concentrations
that are independent of exact sample position, dead-
time, source strength and counting time, while allowing
for sensitive volumes of size compargble to that of
the sample.  Two @l dispasable vials, filled with 0.5
to 1.5m1 of sample, offer an adequale compromise.

Finally, because fluids such as whole dloovd tend
to settle in the period prior to counting, a totally
automated system has to be able to min the sample prior
to assay, and because the FEA system has to be used in
a medical environment it should be drift-free, easily
calibrated and easily operated. The resolution of
these requirements is discussed below.

TRACER QUANTITATION

Referring to Figure 1, and rrom the considerations
of the previous section, it can be seen that if the
counts in the Ka and Compton windows are given by NK
and NC, respectively. the concentraticn W can be

expressed as
P -k (.8, equation (1)

Hor x)
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where & e SEZNC for o witer sanple and £ i35 o constant
that yields conzentrations fn the desired units, e.g.,
tade, poen, mig/d, K can be obtained by rmedsuring NK
and N0 for 5 cample of krgwn conrentration W, We have
Found that the systen ic lénear, that is, K and & are
constant, for tracer concentration in the range of lppo

e 2-8%. The ereor in W can Be writlen as
FPECN O %% . cquation {2}

This enquation hoids for NE - NC, whigh is typically the
case for ¥ - Y. 11 can De seen that the fractiona!
vergr L i3 no longer progortlona) o i/ ﬂct but that
iy g increasned by the toem (1 ¢ REJW. Note that the
proguct KB iy tae Zackgronnd in absoiute units of con-
cantration.

SOFTWARE PARAMETERS

Dece Lo hardere phravelers are fised, data pro-
cessing criterid can o set o optinile systies perfornm-
ance, for instence by setting NX window widths 20 match
e concentration range of interest. For high tracer
concentrations, ¥ < W, wide windowl are preferred,
since stotistics ere improved and signal-to-naise
fevels are ot Pimiting Yactars., For low tracer concer-
wrationg, KB - W, narrow windows inceoas. accuracy by
gecreasiog the Lerm KB, Figure 2 shows the dependance
of optirum window widts on the ratio W/KB,

;' window width {1- =

" / %, s shown 8% 2
b {unc ion of W/¥E {for

jodine (¥B:E ppm}.?

Figure ). The optir

. ~ -
s v ot :
S mym Wt wWRGRa miste 4

softuare-controfied system the caleulation of
ixp-5tep process: First W

a stendard set of paramelers
and based on this valye a new window would de usiad %o
recsiculate N, extracting the apprepriate K and 8 frum
a table. While sych an approach would not pe difficult
o implement, the gain at the high concentration end
whuld not be significant, and the sSystem wight as well
be optimized for the lowest concentrations of interest.
uUnforiunately, the lawer limit on window width is sot
by another consideration: Over the comonly found
arbient temperature ranges, commercial analcg-to-
digital converters {ADCs) will drift one or two rhan-
nels per 2,G00 channels of digitization. The effect of
this drift on quantitation accuracy i5 shown in Figure
3. 1t can be seen that to obtain quantitations free of
systeratic errors windows of 1.5 to 2¢ {1c = FWHM) need

inaea
# could be performed in 3
would Lo calculated using

to be used. licte that for elements Such as iodine this
window has to be widened to account for the Kai - Xa;
separation,
a 4 7] Figure 3. Measured sys-
tematic quantitation
1ok Jerrors thad are intro-
duced by spectral shifts
o 4 of one and two channels
are shown as a function
o J0f Ka window width (lc
o | = F¥HM)
2t 4

NK WINDOW WD {«0)



HARDWARE

The automated FEA system consists of the
following:

Tre central component is a Bannz, Smm-thick KeVex “low
background” Si{Li) detector with pulsed optical reset
preamplifier, followed by a KeVex 4510P amplifier with
a 2usec pulse-shaping time constant.

Data storage and gnalysis is effected in a Ino-Tech
Ultima programmable analyzer with 2,000 channels of
display memury. The analyzer combines the simplicity
and ease of operation of hardwired analyzers with the
versatility allowed by programming all necessary func-
tions through a paper tape.

The sample changer was dasigned expressly for this
work!!, It contains a removable tray with 48 dispos-
able vials. Upeca command each vial is raised to the
sensitive volume through a mechanism that also has a
mixing option. The basic furictions of the changer are
up {with or without mix), down, advance, return to home
position and repeat, under analyzer or manual control.

In normal use the operator ~nters the six con-
stant3 associated with a tracer: .he NK and NC limits,
K and 6. The number of samples is entered, either for
single or repeat analysis. Preset conditions include
time, HK count, or combinations such as termination in
no less than a time ti, and then termination in either
preset count or time t2, whichever of the two comes
first. Mix and repeat aptions are set at the sample
changer. Printout for each sample includes sample
number, counting time, NK and NC counts, and W and aW
as given by equatior 1 and 2. At the end of the cycle
the counting period is printed and the sample changer
returns to home position,

Radioisotopic excitation sources were selected for
this system because compared to x-ray tubes they are
compact, reliable and comparatively inexpensive, while
they provide count rates that easily reach the maximum
operating range of the electronics. The main tracers
of interest are presently bromine, iodine and cesium.

A 60 mCi Cd-109 is used for excitation of the first and
a 600 mCi Am-241 source filtered with 0.025mm of haf-
nium is used for the latter two. Source energy is
selected by reaching a compromise between two conflict-
ing requirements: Since excitation cross-sections drop
as ~E~?, the exciting photon <hould be close in energy
to the absorption edge of the tracer. On the other
hand, if its energy is too ciose Compton-scatterd
photons overlap the region of interest and background
increases. Qther important considerations in selewcting
an excitation source involve the half-1ife, availabil-
ity, spectral and radiopurity, self-absorption and cost
of the radioisotope. (d-109 has been found adequate
for excitation of bromine, and Am-241 is quite ideal
for iodine, and only slightly less so for cesium. A
problem with Am-241 is posed by the presence of lower
energy emissions, which are partially filtered by self-
absorption and the tafnium, Even with this filtration,
the 33 keV photons from Am-241 increase background for
cesium by 65% over the value for iodine.

Detector and source collimators for Cd-109 are
surfaced with cadmium, since fluorescence induced in
this material by the source have an energy lower than
the fluorescence of the tracers of interest. Cadmium
is also attractive because of its high density, easy
availability and machinability. For the same reasons
Mallory 1000 (a tungsten alloy) is used for the Am-241
collimator. In both cases the Comptnn-scattering
cross-section is low, since L-edge absorption dominates.
To further reduce Compton-scattering in the collima-
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tors, they ate configured as shown in Figure 4. Figure

5 shows the complete system.

SOURCE
T
3
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Figure 4. Collimator configurations that reduce scatter
when compared to straight-bore designs.

SOURCE

Figure 5. The automatef FEAR system. On the left is the
sample changer with KeVex "Tow-background" detector and
Am-241 source in place. The Ultima programmable ana-
lyzer is on the right. Sample vials are shown on the
analyzer shelf.

PERFORMANCE

The automated analyzer has been previously charac-
terized!2, The principal performance parameters are
snown in Table I. "Sensitivity"!3 is shown because it
is a parameter used widely in the industry, but its
significance vis-a-vis quantitation is not great. A
definitive indication of performance is given by the
system's ability to quantitate tracer concentrations
with a certain accuracy within a given time. Tables
IT, III and IV show experimentally determined quantita-
tion accuracy for three tracers of interest.

CONCLUSION

_The use of compact radioisotopic sources and
specially designed "low-background" Si(Li) detectors,
together with versatile electronic and mechanical
peripheral components, has allowed the development of
a FEA system suited for routine clinical and investi-
gate work.




Further reductions in minimum working tracer
levels together with the development of labelling
techniques optimized for FEA will permit further
diffusion of this powerful technology.

TASLE 1
SYSTEM PERFORMANCE PARAMETERS
Excitauon Met Count Rate Background “Seautivity
Tracer Source {counts/sec/ppm} {ppm} {ppmi
Brommne Cd 109 0209 113 075
lodine Am 241 0382 81 0aa
Cesman Am 241 0373 27 uss
BROMINE
Counumg Coscontration | Rupreducibility
Timn Rasge {ppm)
€ 10 s2c 40000 1.400 0<%
TABLE 11 30 sac 40,000 - 2200) o< 1%
1 min 1.000 U= 1%
190 0 2%
2min 100 a>2%
15 min G v~ 5%
TARLE III TABLE IV
I0DINE CESIUM
Caunting Concentration | Reproducibdity Ceunting Ceoncastration | Repraducibiity
Time Range lppm) Tirs Raage (ppm)
10 sec 20,000 - 1,700 a~1% 10 sec 20,000 - 1.600 a>1%
% <
30 sec 20000- 550 oS 30 s 7:q o<i1x
. 310 o>1%
1 mn :“;g . .;;: 1t min 1% e
§min 30 o> % 15 mn 6 o>3%
30 min ~3 o~ i3% 30 min 3 o>5%
1hr ~1 o>34% 1he 1 o>10%
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radicgraphs are made <¢ *he skull from slightly dif-
ferent dire 2r metal markers would be visi-

ble on each of the tws rajicsraphs, however, it would
te possible wo superimpose the images -7 cnly one
marker 2t a time becuuse ‘he *w. radisgraphs were not
identlcal, All de 1s lying in the layer :crtaining
the superimposed marker would appear with normsl con-
“rast =ni denzity and woeuld zppear "in focus.” ALl
sther getzils woculd be btith unaerexpoused and of low
contrast to begin witn, and in addition, would he
superimposed on nen-matehing letalls displaying both
low density and contrast. froper movement I the two
radicgraphs wonld cause the images (i <he second mar-
ker to superimpose and be "in focus." Thus, other

orienta\:igns c?‘ the two radiograrhs could brineg intz POSITIONS OF F'lM HOLDER
focus details 1yi in any cther paraii:l plane. Un-
wanted Jetails can ke blurred out mcre effectively,
if instead of having the final image built up from
two underexposed raliographs, eight underexposed
raiicgraphs are used.

Figure 1. Both the source and film holder move
along circuler paths in parallel plares between

A high degree of acouracy is necessary Lo make
exposures.

a su essful dynamic tomopraphy examinati.n of a sub-
Ject. ZFach detail must display the same amount of
enlargement on each of the several redisgraphs used After «xposure and processing, the eight radio-
in the examination. The following exrression des- graphs are assembled as a sanGwich on an illuminated
cribes the relationship between the factors that viewing device. Turning the control knob on the view=-
er causes each redicgraph to move radially toward or
away from the center of the viewer to focus on details
Detail-to-tilm distance lying anywhere within the subject (Figure 2). Details
Source-to~detail distance ip & layer only C.5 mm thick are displayed routinely.
The thinnest layer of details exemined to date hes
been 0.3 mm.

control enlargement:

Fercent, enlargement = 100 x
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Eight 6" x 12" radiographs locolea vy 1.
diameter illuminsted ares of the

yramic Temography viewsr. Control knob iz &
in ilower right=nand corser. Jmell circular
arey at top of viewer {s n scele which in-

dicates depth of the loayer of detai.r with-
in the 2ubjlect that is currently in focus.

@
5
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(29
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andibular primary molar

Z¢ mondibylour second

A few of the invinite nurber ¢f possible
sagitiel sections <f a skull nre displayed in
Figure 5.

{c) 1. First mandibular primary molar

2. Calcified crown of mandibular
first bicuspid

(a) Calcified crown of the mandibular first
molar,
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CODED APERTURE IMAGING [N NUCLEAR MEDICINE;
HEVIEW AND VPDATE

H.

Leslie¢ Rogers

University of Michigan Medical Center
Ann Arbor, Michigan 48109

Sum=ary

Since wmid~1972, a nuzber of fnvestfgators have
been studying the properties of coded apertures as
applied to fzagiag distributions of garmen-emmitting
radiotracers in the huzan body. Aperture codes in-
cluding the 2one plate, annulus, stationary and time
modulated random hole patterns and the rotating slie
fnave been employed with a variety of detectors rang-
ing f.um ¥-ray file (o sulti-wire proportional tount-
ers. These methods are described and discussed.

Introduct ion

In Nuclear Med{cine, images of the {n vivo dis-
tribution of radiolasbeled compounds administered to
patients are used for diagnostic purposes. Tra-
dieionally, a pinhole in lead or a collimating aper-
cure is employed to form a gamma ray image of the
radfotracer distribution on a position sensitive de-~
tectar. The fmage Is tramnsferred to film or to a
corputer for viewing and snalysis. Collimators and
pinhole apertures subtend a small solid angle, and
the resulting images are corrupted by statistical
noise arising from the limited number of collected
photons. The solid angle can be increased, but only
at the expense of spatial resolution. For this rea-
son, great interest was initially sparked when Barrett
first demonstrated high quality gamma ray images ob-
tained with a lead Fresnel zone plate aperture in
mid 1972.' This aperture subtends a much greater sol-
id angle than a pinhole for a given spatial resolu-.
tion, and it was hoped that image signal-to-noise
could thercdy be improved. Coded apertures also give
three-dimensional information about the source dis-
tribution and place a different set of restrictions
on detector design than do conventional apertures.
The potential advantages have been only partially re-
alized as will be described later, but the ensuing
research has developed a mature understanding of the
gamma ray imaging problem and the many very inter-
esting apprecaches to its solution.

Coded Aperture Imaging

Figure 1 illustrates a zone plate used as a cod-
ed aperture, The encoded image is shown for two rep-
resentative points in the object. Of course the aper-
ture transmission function need not be a zone plate
and it may vary with time. To the extent that vari-
ations in aperture solid angle over the object canbe
ignored, the shadow image, or coded image, is a con-
volution of the object distribution O with the sca}ed
coding function, T.

C (x,y,t) = 0 (x,y,2) * T (ax,ay,t)

The scale factor alpha, 1s a function of z and the
aperture-detector spacing.

In order to recover an image which has some like-
ness to the object the coded image must be operated
on with some decoding function. The results depend
critically upon buth the selection of the coding func-
tion and the means employed for decoding.

The only restriction on the coding function is that it
be real and positive since it represents the gamma ray
transeission of the aperture which lies between zero
and one.

Figure 1. Example of coded aperture shadow casting for
a zone plate aperture.

with two exceptions, namely the anulus 2’? and
Tanaka's rotating slit, the coding functions which
have been investigated are characterized by time aver-
aged autocorrelation functions which have sharp central
peaks and relatively flat sidelobes.. Time averaging
is included to encompass time varying code functionms.
When the autocorrelation function is peaked and the ob-
ject is not a function of z, then the decoding is read-
ily performed by correlating the coded image with the
aperture function.

=C (x,y,t) * T (~ox,-ay,t) (2)
=0 (X,¥,20) * T (ax,ay,t) * T (-ox,-ay,t)

] (X-Y,Zo) * 48 (x,y)

1(x,¥,20)

The bar denotes time averaging, and the delta repre-
sents the peaked autocorrelation function with wings.
The resulting image is a smoothed version of the object
distribution plus a constant bias. The decoding func-
tion is not constrained to be real and positive as is
the encoding function, nor is it constrained to be i-
dentical to the encoding function.

Ing the event that the object is not plamar, then
the above reconstruction will yield the object at z,
with additional terms composed of

T (3)

; 0 (%,¥.24) * T (aoX,agy,t) * T (~aiX,-ajy,t),
ifo

Planes in the object distribution at different distances



from the aperture are enumerateed by i. The character
of this out-of-focus information is determined by the
cross correlation of the aperture functions at differ~

ent scales.

When the autocorrelation function of the encod~
ing function 13 not sharply peaked with flat sidelobes
but has, for instance, 1/r tails as does a rotating
slit and an annulus,then further processing 1is required
to obtain a reconstructed image with usable contrast
and resolution.®’® 1In this event equation 2 becomes:

I (x,y,2e) = 0 (x,v,22) * Pg (x,y) * h (x,y}. (4)

Ps 1s the point spread function corresponding to the
time averaged autocorrelation function of the aperture
code, and h is a filzer function such that

Ps (x,y) * h (x,y) = & (x,y) (5)

Tanaka $ points out that this additioral step can ad-
versely affect the image signal-to-noise.

Image Reconstruction

Correlation of the coded image with the encoding
function may be performed using either coherent or in-
coherent optical methods, digital computers, or analog
electronic methods. Zone plate coded images are readily
reconstructed by diffraction a2s originally pointed out
by Mertz and Young.® A reduced scale transparency of
the coded image is illuminated by coherent light and
the required correlation with the zone plate function
results from the diffraction integral and the nature of
the free space propagation of light. Additional fil-
tering may be performed in the Fourier transform plane
of the optical system, and the resulting image viewed
on a ground glass. Codes other than the zone plate may
be optically reconstructed with coherent light using a
matched filter in the Fourier plane of the optical sys-
tem.”’?’? The matched filter is the complex conjugate
of the Fourier transform of the encoding function.

Incoherent optical correlation 1s very simply per-
formed by diffusely illuminating a transparency of the
coded image and reimaging it back through the encoding
gperture. Incoherent reconstruction is not very prac-
tical, however, since a bias term proportional to the
mean transmission of the real, positive mask is super-
imposed on the image in the process of reconstruction.

The major attraction for optical processing is
the speed at which the correlation is performed. The
laboratory technique is fairly demanding, however, and
even though computation 1s performed at the speed of
light, film processing takes from twenty to forty min-
utes. Digital computers can readily compete with these
times for the number of resclution elements involved,
and they furthermore offer ready quantitation and sub-
tractive processing steps, Although grid coded subtrac-
tion as described by Barrett, Stoner et ai ° may he used
to accomplish subtraction on an optical processor,there
remain the ever present problems of film dynamic range.
grain noise, and fingerprints. Digital processing also
offers a signal-to-noise advantage by avoiding conver-
sion of amplitudes to intensities. For these reasons
digital processing 1s often used even for zone plate
images.

Survey of Methods and Results

Fresnel Zone Plate

The most well known and diligently studied of the
apertures is the Fresnel zone plate. Its use as an 1-
maging device was first proposed by Mertz and Young in

1961% for x-ray stars and later b{ Barrett® for Nuclear
Medicine imaging. Both opticall’ 28110725 4nd digital
28701 reconstruction methods have been employed as
well as electronic pulse compression. Difficulty was
encountered because reconstructions from a single on~
dxis zone plate aperture contain a strong DC component
plus virtual and out-of-focus higher order images which
greatly degrade the desired image. The DC component
has been removed using a Schlieren stop in the Fourier
plane! and by means of a Smith's polarimeter.?® Also,
Tiptonls‘z’ described a means of forming a dark image
on a DC background by causing the two components to in-
terfere destructively. These methods proved of limited
value for DC removal, and the higher order out of focus
images remained a problem until the off-axis zone plate
with half-tone scieen was used in conjunction with an
%-ray film detector.}?

With this combination, diagnostically useful i-
mages of both large and small organs have been obtained.
22524 Quality was exceptionally good. Two optically
reconstructed examples made using a zone plate half-
téone screen are shown in Figure 2(b and d) compared to
standard images (a and c) made using a collimator on an
Anger camera.

Figure 2. Anger camera (a) and zome plate/filmcassette

images (b) of normal liver. Zome plate exposure is 20
min-5mCi Tc s.colloid. Anger camera (c) and zone plate
(d) images of lung perfusion. Zone plate exposure is
12 min.-10mCi Tc microspheres. RBar pattern at upper
right from scratched lens. (Courtesy of H.H.Barrett,
University of Arizona)

The off-axis zone plate camera, however, is limited by
the following problems:

1. The detector resclution required for a given
resolution is a factor of three higher for the off-
axis zome plate compared to the on-axis zon2 plate
or pinnole, This dictates the use of x-ray film

as a detector with a resulting single photon de-
tection efficiency about ten percent that of astan-
dard gamma camera for the 140 KeV gamma rays of

e

2. The signal-to-noise performance of this combin-
ation 1s limited by poor detection efficiency, the

50%2 attenuation by the halftone screen, and reduc-

ed harmonic content of the first order diffraction

pattern.
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Extensive signal-to-noise analysis has been per-
formed; by Barrett and DeMeester for a single zone
plate, aperture limited system; by Lundgren et al1??
for an off-axis zone plate with zone plate halftone
screen and detector limited system; and by Joy and
Houle ’? who compared the performance of an optimized
off-axis zone plate camera with an optimized pinhole
camera. Houle and Joy’" have also examined the small
signal performance of the off-axis zone plate camera.

The results vary widely depending upon the as-
sumptions. The first two references examine the rel-
ative performance of the pinhole and zone plate for
viewing uniform sources of varying size under the con-—
dition of identical geometry. For a source filling
the field of view, Barrett shows that the signal-to-
noise ratio of the pinhole is a factor of W times zome
plate for optical decoding and m/2 VT~ for digital de-
coding. Lundgren, assuming optical reconstruction,
calculates a signal-tc-noise advantage of the pinhole
for the filled field to be a factor of five greater
than the off-axis zone plate with halftone screen.
Signal-to-noise is taken as the ratio of mean to stan~
dard deviation, and it has heen assumed that tae pho-
ton detection efficiency of the two cameras 1is the
same for both_sets of results. When optimum cameras
are compared, the cornclusion is zouched that the de-
tector space~bandwidth product must exceed that of the
object by a factor of twenty, and the detector size
must be 2 1/2 times the object size in crder toobtain
improvement with an off-axis zone plate camera and op-
tical reconstruction.

These analytical results spurred interest in dig-
ital reconstruction and alternate aperture codes in-
cluding time modulated apertures which will be de-
scribed later. However, the on-axis zonme plate dis-
carded earlier was destired to be resurrected. The
key to this resurrection was based on the knowledge
that DC bias could be eliminated from the recomstruct~
ed image by taking a coded image with a positive zone
plate and subtracting from it an image taken with a
negative ( 180° out of phase ) zone plate. Macdonald
and Changz6 demonstrated this technique using digital
processing of coded images from a multiwire propor-
tional chamber detector. Results were obtailned equiv-
alent to those from a hypothetical bi—golar aperture.
Barrett, Stoner, Wilson and DeMeester extended this
method to remove conjugate image background by using
a sequence of four zome plates 90° out of phase. Grid
coding of the multiple zone plate images was used in
order to perform the subtraction step optically. They
also described grid coding phase information for spi-
ral zone plates, inverse zone plates and the Girard
griil, all of which posess peaked autocorrelation func~
tions.

More recently Moore ! has obtained some excell-
ent Images using four sequential on-axis zone plates,
an x-ray film with intensifying screen detector, and
digital reconstruction. Figure 3-a shows these results
while 3-b shows the results obtained when only two zone
plates were used. The background in 3-b 1s that of the
out-of-focus conjugate and higher order images. Houle
and Joy®® have reported computer simulations of this

method.

Digital processing and eliminatinn of the half~
tone screen and off-axis zone plate are two very im-
portant improvements since a gain of at least 2/2 is
wade in signal-to-noise °® in addition to reducing de-
tector resolution requirements by a factor of 3. This
makes it feasible to use an Anger camera as a detector
with approximately a gain of 10 in single photon de-
tection efficiency over x-ray film cassettes.
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Figure 3. Digitally reconstructed images of a thyvroid
phantom using &4 on-axis zone plates 90° out of phase
(a) and 2 zone plates 180° out of phase. X-ray film
was used as detector. (Courtesy of F.E. Moore,Searle
Radiographic)

Figure 4. Recorstruction of image shown in Figure 3-a
at varying focal depths. Note changes in polarity of
defects. (Courtesy of F.E. Moore)

Zone Plate Out-~of~Focus Response

One of the advantages cited for zone plates and
other coded apertures is a tomographic response, that
is, the ability to focus on a place at a given depth in
the source. Unfortunately it has been recognized for
some time that, in the case of zone plates, out of
focus information can interfere with in-focus data to
produce spurious structure. The effact is worse with
objects contairing high spatial frequencies. Figure 4,
which 1s also the work of Hooreal, illustrates the prob-
lem. The defects in the thyroid phantom actually re-
verse sign as the image is defocused. This problem is
discussed by Gaskill et al !5 and by Whitehead® who




have attempted matched filtering in an attempt to elim-
inate both the spurious structure and out of focus in-
formation. They point out that rhe crosscorrelation of
different scale zone plates results in annoying ring
structure plus an out of focus image.

Webb and Parker?? have obtained isolated tomograms
of simple objects from simulated data for a & ring zone
plate by matrix inversion. The equations are 111 con-
ditioned so the solution 1s very sensitive to noise.

Figure 5 shows results for the letters H and T con-
tainad in separate planes. In this example 8 x 10'°
counts were recorded. Images (a) and (b) are the un-
processed reconstruction while (¢) and {d) are the re-
sult of matrix inversion.

Figure 5., Computer simulation of 4-ring on-axis zone
plate images of letter H at 10 and letter T at B cm,
from aperture. T is double strength and 8 x 101°
counts collected. (a) and (b) are raw reconstructions.
{¢) and (d) after response matrix inversion.

{(Courtesy R.P. Parker and S. Wetb, Royal Marsden Hos-
pital, Sutton, Surrey, U.X.)

Jolution for the isolated tomograms for any of
the coded apertures is likely to be very difficult and
sensitive to noise particularly when the objects have
predominantly low apatial frequenries. This 1is be-
cause the limited coane of view angles employed severely
restricts the volume in Fourier space for which irfor-
mation 1s directly available. Noise greatly hampers
atteampts to compute the missing cceificients.

Other Statiomary Apertures

Annulus

An annulus has peaked autocorrelation function
with approximately 1/r tails and a bump at the annulus
radius. It was first suggested as an aperture code by
Walton? who performed analog reconstruction by means
of a spiral sweep read-out of the coded image from 4
scan converter. More recentiy’. digital processing
has been used with goad sucess to remove the 1l/r tails
from the response function. The filter required for
this purpose is the same 1/p filter employed for trans-
axial tomography. The bump remains, however, causing
a ring in the reconstructed image which limits the
field of view. The annulus i# a dilute aperture being
much leas than 50% open. This should give better sig-
nal-to-noise performance in cold regions of the object
than {8 obtainable with the zone plate.

Random Arrays

A purely random array of pinholes will have the
desired autocorrelation function if the array is large
enough. Dicke’® described the properties of sucharrays
and suggested both coherent and incoherent methods for
decoding them. Both coherent’’®® and incoherent®" de-
coding for simple ubjects have been shown.

Non-redundundant Arrays

Golay33 has described finite, non-redundant arrays
of pinholes with compact autocorrelation functions.
These are similar to Dicke's random arrays but have a
much lower mean transmission. For this reason Chang
et al®’were able to obtain rather good images using in-
coherent optical reconstruction as described by Dicke’®
and demonstrated by Wouters. See Figure 6 for an 11~
lustration of the method and result.
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Figure 6. Non-redundant pinhole aperture used with
multiwire proportional counter. Incoherent reconstruc-
tion scheme is illustrated. ({Courtesy of B. Macdonald,
Lawrence Berkely Laboratory)

Random Phase

A random phase code with remarkable out~of~focus per-
formanice has been described by Whitehead.” The aper-
ture code is a focused image hologram of a ground glass
made using an off-axis reference beam. Optical recon-
struction with a holographic matched filter is employed.
The unusual feature of this appreoach is that, as a
point source image is defocussed, the core image van-
ishes thfore there is any appreciable blurring. Un-
fortunately when extended objects are imaged, a half-
tone screen is required which prevents the object spec-
trum from shifting out of the passband, and the core
image does not disappear., Instead it expands with uni-
form blurring. This in itself is a desirable feature
although not as desirable as having the image disappear
altogether.

a

T -

TP



Time Modulated Apertures

The last group of apertures to be described are
those whose transmission is a functicn of time. With
these apertures it is necessary to record a sequence
of coded images. In this sense the multiple phase zone
plate is also a time modulated aperture, but in per-
formance it has more in common with starionary aper-
tures, By varying the aperture transmission so that
the transmission at one point on the aperture is un-
correlated in time with the transmission act all other
points, it is possible to calculate the object distri-
bution seen by each detector element through each point
on the aperture. Three methods of modulating the aper-
ture to achieve this have been suggested: random mod-
ulation®®”*! pseudorandom modulation®®~*®, and fre-
quency modulation.“® Random aperture performance has
been computer modeled and pseudorandom apertures, which
are simpler to realize, have been experimentally im-
plemented. Decoding is accomplished by digital corre-
lation. Figure 7 illustrates - pseudorandom aperture
on an Anger camera and two tomographic images of a hu-
man thyroid compared to a standard pinhole image taken
for the same time duration. Figure 8 shows the tomo-
graphic response of this aperture for three 99mr. fill-
ed letters. Images defocus smoothly with no high fre-
quency structure.

Figure 7. Human thyroid images obtained with a pin-
hole (a) and pseudorandom aperture (b and d) . Image
(h) is focused at l.6cm and (d) at 2.3cm below skin
surface. Motor driven aperture on Anger camera is
depicted in (c).

Two key features distinguish these time modulated aper-~
tures from the stationary apertures. $Since the corre-~
lation is performed in time, the shape of the.peint
response function is independent of the amount of the
aperture shadowed onto the detector,and objects may be
positioned as close as a centimeter from the plate to
maximize efficiency. For the same reason, the spatial
distribution of the hole pattern over the aperture
plate is completely arbitrary and may be specified to
glve optimum tomographic response or to tailor the sig-
nal-to-noise response in some manner. Work is now un-
derway to caloulate the isolated object nlane using a
matrix inversion technique described by Chang.

Illustration of tomographic response of pseu-~

Figure 8.
Note smooth

dorandom aperture for 99mpc filled letters.
out-of-focus behavior.

A variation of the above aperture geometry is under
investigation by Knoll and Williams." The pseudoran-
dom code is distributed on a c¢ylinder which is free to
rotate. A detector ring outside of the code cylinder
views the object distribution inside the code cylinder.
The prototype is illustrated in Figure 9 with the de-
tectors removed.

Figure 9. Prototype of pseudorandom coded ring aper-
ture. The 27 geometry permits construction of trans-
axial section images. (Courtesy of G.F. Knoll and J.
Williams, University of Michigan)

This geometry permits information tc be gathered over
a range of 350° so that transaxial tomogrzphic slices
may be recounstructed of the object distribution. An-
other version of this type of device is described by

Price“® who has simulated its response digically using

iterative reconstruction.

Rotating Slit

Figure 10 shdws images of a thyroid phantom made
with quite a different type of time varying aperture;
a rotating slit."*® This aperture is distinguished from
all the others by not offering tomography since the
slit rotates about its center. In view of the problems
poszd by tomographic response this need not be consid-
ered a deficiency. As mentioned earlier, the rotating




slit has a 1/r autocorrelation function similar to the
annulus so that the appropriate filter is also 1/p.
The images illustrated in Figure 10 compare two sets
of pinhole images and two sets of rotating slit images.
Each column of images is prc d to have Gaussian
point spread tunctions of equal FWHM. The noise tex-
ture of the slit images 1s seen to be quite different
from the pinhole images, and the slit images have a
very pleasing appearance.
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FWHM: AGmm
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3 mme!
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{2mm ¢)

e
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Tea
Figure 10. Rotating slit images of thyroid phantom

compared to pinhole images at varying resolution. Im-
aging time is conmstant and total counts collected are
indicated at left. (Courtesy E. Tanaka and T.A.IInuma,
National Institute of Radiological Sciences, Anagawa,
Chiba-shi, Japan)

Discuesion and Conclusicns

Amidst the welter of various apertures, detectors,
and processing schemes run .two main themes: improve
the sipnal-to-noise and obtain tomography without ar-
tifacts and preferably without out~of-focus background.

The nature of signul related noise is such that
8ains in signal-to-noise are achieved with coded aper-~
tures When the object distribution is not well matched
to a ccompact, round detector. Thus when the object is
eicher gparse or has a shape much different from the
detector, gains in signal-to-noise can be realized by
spatial multiplexing of the data. Digital processing
appears to yield the best gignal-to-noise.

Tomography with smooth defocussing has been accom-
piished, but actual decoupling of the depth information
from different planes has been complicated by noise and
the limiced range of view angles. Any widespread med-
ical application of coded apertures will likely depend
on the solution of these problems coupled with fast,
real-time decoding schemes,
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TRANSMISSION IMAGING WITH A CODED SOURCE
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Introducticn section; this analysis points towards two areas
where coded sources provide images with higher

What is a coded source? The conventional signal~to~noise ratios than conventional sources:
approach to transmission imaging is to use a rotating
anode x=ray tube, hLich provides the small, brilliant l. x-ray imaging in the presence of a substan~
v.-ray source nceded to cast sharp images of accep- tial, undesired x-ray background
table imcnsity. Stationary anode sources, although 2. imaging of voids or cracks in radiation
inherently less brilliant, are more compatible with shields.
the use of large area anodes, and so they can be made
more powerful than rotating anode sources. Spatial Additional virtues of coded sources are depth discrim-
modulation of the source distribution provides a way ination and the feasibility of using fluorescent radia-
to introduce detailed structure in the transmission tion instead of bremsstrahlung. The depth discrim-
images cast by large area sources, and this permits ination of a coded source allows a series of images
the recovery of high resolution images, in spite of to be reconstructed from a single transmission
the source diameter. The spatial modulation is image.
deliberately chosen to optimize recovery of image
structure; the modulation pattern is therefore called Hoiographic Reconstructions
a "code."

Some of the characteristic properties of such

A variety of codes may be used: the essential holographically decoded images are demonstrated by

mathematical property is that the code possess a the series of images shown in Fig. 1. The 1,2,3

sharply peaked autocorrelation function. because
this property permits the decodi:ig of thz raw image
cast by the coded source. Random point arrays,
non-redundant point arrays, and the Fresnel zone
pattern are examples of suitable codes. This paper
is restricted to the case of the Fresnel zone pattern
code, which has the unique additional property of
generatf'ng raw images analogous to Fresnel holo~
grams.” Because the spatial frequency of these raw
images are extremely coarse compared with actual
holograms, a photoreduction step onto a holographic
plate is necessary before the decoded image may be
displayed with the aid of coherent illumination.

Advantages of Coded Sources

There are two potential signal=to-noise ratio
advantages of a coded source: a throughput or
Jacquinot advantage, and a multiplex or Fellgett
advantage. These terms are borrowed from the
field of spectroscopy, where such gains were first
rec:ognized.1 »4 In diagnostic medicine, the need for
improved image quality must always be weighed
against the additional x-ray exposure needed to pro-
vide the improvement. For this reason, neither the
throughput or the multiplex "advantages' are appro-
priate in diagnostic radiology. Indeed, the potential
for a multiplex advantage occurs only if an image is
to be obtained in the presence of a parasitic radiation
background, or if the detector system introduces an
objectionable noise background. These types of
situations are simply not tolerated in diagnostic
radiology. The potential for a throughput advantage
only occurs with very special object structures

which define the incident flux into largely non-
overlapping beams; moreover, this '"advantage' Fieu RE 1
arises because a large area source can generate series demonstrates that a single raw image cast by
morc radiation than a smaller area conventional the Fresnel zone pattern source can be holographi=
source, Obviously, the throughput advantage is not cally imaged at successive depths. Uafortunately,
applicable in situations where it is important to the out-of-focus point spread function (which will be
minimize the x-ray exposure of the object under treated analytically later on) does not adequately
study. wash out the high spatial frequency image content,
. and so the utility of this focusing feature depends

An analysis of the throughput and multiplex gains critically on the extent of the operator’s a priori

in coded source imaging is contained in a later knowledge of the image content. The hand imagewas
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made of a dun:my hand, composed of genuine bones
encased in plastic which simulateu the x~ray trans-
mission of flesh. This image illustrates that the

range of x=ray transmission covered by the plastic
and the bone is translated into an acceptable varia-

tion in grey level by thie holographic decoding process.

The resclution chart image illustrates two facts.
One, the resolution limit (in this case 1 line pair per
millimeter) is determined by the usual geometric
factors, and by the width of the finest zones on the
Fresnel zone pattern source. Two, the noise in the
image varies spatially in proportion with the trans-
mission of the object; since the source is extended,
the noise pattern is smeared out over a width deter-
mined by the diameter by the source. Therefore, the
noise is greatest in the transmitting proportions of
the image, and lowest well inside the opaque areas,
gradually increasing in the vicinity of the trans-
mitting border. The worst case situation is that of a
just resolved opaque element surrounded by a trans-
mitting region; Fig. L shows an example of this

oBTECT
| {d) OFF-FOC¥S

DETECTOR -
(&) PROTECTION

(4) BACKPROTECTION (e) OUT-OF-FOCUS
S—>

; 2
(C) ON-FOCUS BACK- (f) OUT-OF-Focus
PROVECTION BACKPROTE CTION PSF

FIGURE 2
unfavorable situation - the noticeably noisy image of
a 2 millimeter lead strip in air. In each instance,
the raw transmission images were recorded on
DuPont Cronex 4 film, exposed in a cassette with
detail speed intensifying screens. These radiographs
were then photoreduced onto Kodak high resolution
plates, which were processed as phase holograms.

The Imaging Process

The imaging process can be fully understood in
terms of the concepts of projection and backprojec-
tion, as depicted in Fig. 2. In the projection step,
the volume around each point in the object attenuates
the incident x~ray flux in accordance with the aver-
age absorption coefficient over the volume. This
attenuation modulates a component of the flux over a
Fresnel zone pattern rcgion of the image. This pro-
cess is most easily analyzed by thinking in terms of
an object (such as that shown in Fig. 2a) consisting
of a few pinholes in an opaque sheet. The lateral
position of the Fresnel zone pattern images clearly
corresponds to the lateral position of the pinholes,
while depth is recorded by the scale of the Fresnel
pattern image.

The raw image cast by a Fresnel zone pattern
source obviously suffers from poor registration
among the various gpatial frequency components,
because a pinhole is rendered as a scaled image of
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the source. This places the high spatial frequency
components (the finer rings of the Fresnel zone
pattern image) far away from the center of the image.
To reconstruct a sharp image, it is necessary to
shift each frequency component the appropriate dis=-
tance back towards the center. One way to accom=~
plish this is to backproject the raw image onto the
source, as is shown in Fig. 2b. Since the detected
image carries no trace of the direction from which
each detected x-ray arose, each detected x-ray
photon must be uniformly backprojected over the
entire Fresnel pattern source. This creates an
objectionable background in the reconstituied image.
Nonetheless, backprojection definitely sharpens up
the image, since the "density" of the backprojection
increases twofold within the resolution volume about
the pinhole images. This peaking occurs, because
outside of the resolution volume corresponding to the
pinhole, the backprojection is mismatched to admis=
sible source regions (Figs. 2c, d and e). Viewed in
two dimensions as in Fig. 3, the backprojection

BACKPROTECTION ~ —
ON ~ FOCUS ; OFF - FQCUS;
COMPLETE OVERLAP  PARTIAL OVERLAP

FIGURE 3

procedure is recognized as an autocorrelation of the
raw image with the source function, and the sharp~
ening of the raw image arises because the source
pattern possesses a sharply peaked autocorrelation
function.

The objectionable background which detracts
from the backprojected image arises because the
Fresnel zone pattern source behaves, in part, as a
large. uniform disk source. The background can
therefore be reproduced by recording an additional
image cast by a uniform disk source. If the proper
proportion of this additional image is subtracted
from the raw Fresnel zone image, the background
component is removed from the backprojected image.
Later we shall see that this background subtraction
may be implemented by replacing the on-axis Fresnel
zone pattern source by an off-axis section of a
Fresnel zone pattern, and by interposing a (properly
scaled and oriented) lead grating between the off-axis
source and the detector.

The Imaging Process MTF

It is worthwhile to analyze the operations of
projectior: and backprojection through the frequency
domain concept of MTF (the modulation transfer
function). First, notice that the "output" of the pro-
jection is the “input"” for backprojection, so the MTF
for the overall imaging operation is the product of
the projection MTF with the MTF for backprojection.
This observation leads directly to a demonstration
that the MTF for the overall "in focus' imaging pro=
cess is positive. (A positive MTF indicates that all
of the sinusoidal image components are properly
registered with one another; a negative MTF corres~
ponds to components which are misregistered by half
a cycle, or "phase reversed".) The demonstration
goes as followa: When an object slice is projected
onto the deiector and then backprojected onto the
original slice plane, the MTFs for both operations
turn out to be identical, so the overall MTF is just
the square of the projection MTF. In the language of
electrical engineering, backprojection is a "matched




filter" for the raw projected image.

The first job in calculating the overall MTF is to
find the point spread functions (PSF) for projection
and backprojection. As usual, the projection and
backprojection MTFs are calculated by Fourier
transforming the corresponding PSFs. It is tempting
to accept the projection PSF in its form on the detec~

tion plane: {(See Fig 2.)

projection PSF(r) S1 r.2 S1 r

as found on the = cos [w(g— . T\) ] cire (-S— T{) {1)
detector 2 2

(The notation is as follows: R, outside radius of the
source, rp, inside radius of the smallest source
zone; s, object slice to source distance; sg, object
slice to detector distance; D = 5; + s5.) However,
we are really interested in resolution within a given
object slice, so a factor of (D/ s;) must be included
as a scale parameter, to account for the magnifica-
tion of an object slice on the detector plane:

projection PSF(r)

(interpreted on an

object slice a dis~ = cos[w(sg- . rL)z] + circ (SD—- ﬁ)
tance sy from the 2 1 2
detector) (2)

The backprojection PSF does not presant this problem
because it is directed wiihin the object space:

PSF({r) of back=-

projection a

distance sé inside = cos[w(sl':,r . ;!:-)2] :
object space from 2 1
the detector plane (3)

i D r
ClI‘C(?rr o =)
5, R

As anticipated, if sy = s3, the PSFs (and hence the
MTFs) are identical; if s5 #sb. the overall MTF is
no longer a square, and hence the out=of-focus
imaging is degraded by misregistrations among the
frequency components.

The Fourier integral calculation of the exact
MTF's is straightforward, but tedious, because of
the large number of parameters, ry, Sg, ... etc; in
order to emphasize the concepts, these details are
relegated to the Appendix. In the Appendix it is
shown that the projection (and the backprojection)
MTF has the following approximat= functional depen-
dency on spatial frequency f:

projection MTF . 2, . +
(or backprojection) € sin (Bf°) * cire ¢/ fl)

(a "DC" spike) (4)

The spike at f = 0 arises, because of the bias factor
of 1/ 2 present in the projection (and the backprojec=
tion) PSF. The circ function cuts off the MTF at a
limiting frequency fj, which is determined by the
width of the finest rings of the source. The param-
eter B varies with the distance sj of the object
slice from the detector. If the previously discussed
background subtraction step is applied = to both
projection and backprojection -~ the "DC" spikes are
removed from the MT¥s. The overall MT1' then
takes the form:

overall MTF ¢ sin ®£%) sin (B'%) circ i/ f;)
after back- voi '

ground sub= circ (f/f}) . (5)
traction

In the case of in-focus imaging, B = B', and the
overall MTF becomes a Square.

In a noise~free imaging situation, the ideal MTF
would be unity; noise is always present in radiologic
imaging, so the MTF must be cut off above the highest
frequency of interest. An in-focus MTF like sinZ(8f2)
circ(ff f}) is deficient, because it completely fails to
image the spatial frequencies at the zeros of the sine
function. A much better MTF would be (sin?(Bf2) +
cos?(B2))cire(ff f1)), because sin26 +cos? 8 =1, This
MTF can be synthesized by including an additional
Fresnel zone pattern source with a sine {in contrast to
a cosine) dependency. With the addition of a term from
a sine source, the out-of-focus MTF takes on the form

out-of-focus M1F ¢ cos(B8-8")f2) circ(f/ f; )circ:'f/[i).
(6)

It would be quite a nuisance record raw images cast by
a sine source, a cosine source and a uniform disk
source. The ne:t section explains how this nuisance
is avoided by using an off~axis section of a Fresnel
zone nattern for a source, and by introducing a lead
grating between source and detector.

Imaging with an Off~Axis Fresnel Source

Figure 4 shows the imaging configuration used
with an off-axis Fresnel Zone pattern source. A peep-
hole is shown in the detection plane; from this vantage
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FIGURE 4

point, the source is seen masked by the lead grating,
and the moiré between the grating and off-axis source
is - an on-axis Fresnel zone patiern source! This
occurs because an off-axis Fresnel pattern,

cos(a f"-?c 2) can be regarded as sin siflal carriers,
sin(2at B+ |T012 7

-y
by onT%Tis Fresnel zone patterns, sinfa

) and cos(2aT- e + |Te!2) modulated
TT“'Z and
cosla[?]2):

cos(a,?-r'-;’z) = sin(al?lz)-sin(2a?~;)c + l?;lz) +
cos(al?lz)ncos(za?a + l'::’]z). (7}

Masking an off-axis Fresnel pattern with a lead grating
having the same spatial frequency as the carriers,
2ar,., therefore exposes the on~axis Fresnel zone pat-
tern modulation. The phase of this on=axis Fresnel
pattern source varies with the phase or registration of
the lead grating.

Returning to Fig. 4, note that the frequency of
the lead grating is chosen so that, as viewed from the
detector plane peep-~hole, it matches the carrier fre-
quency of the off-axis source. Because the grating
and source are in different planes, as the peep=hole is
scanned across the detector, the phase of the on-axis
Fresnel pattern moiré rapidly varies because of
parallax between the grating and the source. By using
a sufficiently far off-axis Fresnel zone pattern source
and a sufficiently fine grating, this change of phase in
the source pattern can be made to occur more rapidly
across the detector than changes in the projection
image due to the object structure. Because the phase
of the source does not vary as the peep hole is scanned
parallel to the bars of the grating, the raw images cast
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along a discrete set of narrow strips on the detector
sample the projection of the object from a fixed source
pattern, for example, {1/2 + 1]2 cos(ar2)). circ(rfR).
Interleaved halfway between these strips is another
set of strips which correspond to the projection of the
object with the source pattern (12 - 1/2 cos (er2)) -
circ(r/R). The difference between these two sets of
sampled projection images isolates the image corres-
ponding to a cosine Fresnel source, without a back=
ground component. Similarly, the projection image
corresponding to a sin Fresnel source, without a back-
ground, may also be isolated. Thus, the raw image
cast with the off-axis system provides the same data
base as the on=-axis systein collects with three sepa-
rate raw images.

In terms of the holographic analogy, the on-axis
system corresponds to Gabor holography, the off-axis
system to Leith=Upatnieks holography.3

Fluorescent Sources

The intrinsic efficiency of fluorescent x=ray
emission is quite high; for targets with atomic num=
bers greater than 40, more than 75 percent of the x=
rays absorbed by a K shell photoelectric process
result in the emission of Kq or K3 fluorescent x~rays.
This is high compared to the efficiency (about one-half
percent) of bremsstrahlung production in conventional
rotating anode tubes. Consequently, there is no heat
dissipation problem associated with fluorescent targets.

Although the intrinsic efficiency of fluorescent
x=ray production is high, a conventional, small area
fluorescent source collects only a fraction of the total
emission from an excitaiion source. Since a coded
fluorescent source ¢an be made much larger in area,
the overall conversion efficiency is more practical. A
detailed calculation shows that a coded Barium source
with 20 percent emission purity attains an average
output of one K x-ray for every 10,000 electrons (125
KeV) incident at the primary target.

If alternate zones of the Fresnel source pattern
are composed of two different fluorescent materials,
for example, BaO and CeO,, the radiation from toth
sets of rings is absorbed equally well by all chemical
elements except iodine and xenon, because these ele-
ments have their K edge between the Barium K4y and
the Cerium Ky emissions. Therefore, this source is
specific to iodine and xenon. Other elements are not
imaged in the reconstruction.

Noise Considerations

Consider once again the view of the object and
source from a peep hole on the detector {Figs. 2b and
4). Imagine that the object is partitioned into maay
resolution volumes. A large area of the object, con~
taining many of these resolution volumes, is within
the line of sight with the source. FEach detected x-ray
photon is relatively valueless in measuring the x~ray
absorption in any given resolution volume; in fact, it
is most likely that the photon did not even pass through
the resolutior voluime of interest, because there are so
many other rays leading through the object to the
detector! .

in short, although a large source can genevate a
proportionately large flux, this is completely oifset by
the proportionately large increase in the section of
the object a detected photon may have traversed =
unless:

1. the object is like a slit or a pinhole, so that
the paths taken by detected photons are well

defined, in spite of the large source area. Or
unless:

2. a bachground noise source dominates the
imaging process.

In case {2), the quantum noise from the background
dominates the image unless the transmission source
is powarful enough to provide a larger flux cver the
entire projection ar<a on the detector. If a conven=
tional source cannot provide enocugh flux, a more
powerful, larger area coded source is the answer.

Appendix

The PSF of the projection is given in Eq. (2) as
the product of two factors. By the convolution
theorem, its Fourier transform (the MTF of the raw
projection image) is the convolution between the
Fourier transiorms of each factor:

Slr1 2 SlR 2
the projection = (—D--) (—D-- )
MTF(f}

Slr1 2
. sin[ﬂ(——D—f) ] o=

SIR
J1(21rf (—D— ))
SR ®
1
2nf (—D—)

The spatial Fresnel factor transforms into a Fresnel
factor in frequency: the circ factor transforms into a
familiar Bessel factor. The Bessel function factor is
sharply peaked, and so for small values of frequency,
f, the convolution between the Fresnel factor and the
Bessecl factor merely reproduces the oscillations in
the Fresnel factor. These oscillations, however,
increase rapidly with f, and they are ultimately
washed out at frequencies greater than those corres=-
~onding to the finest zones of the PSF. This frequeacy
[l' is given by:

. 2

limiting frequency . R (39) . 9

1

of the PSF, f, 2
T

The MTF can be written in the approximate
functional form:
projection MTF(f) ¢ sin Be?) . circ(b/be) +
(a "DC" spike) . (10)
The DC spike is added on here for correctness. It
arises from a term of 1/2 - circ(D - r/s,, - R) which

belongs in Eq. (2) unless a backgronnd sxfbtraction
has been performed to the projection image.
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Summary

A prototype gamma ray camera system has been ccn-
structed based on high purity germanium detectors
fabricated with orthogonal strip electrodes. Position

sensitivity is obtained by connecting each contact strip

on the detector to a charge dividing resistor network.
The camera requires only three amplifier channels to
measure the energy and location of gamma ray events.
Exceilent energy and spatial resolution have been
achieved by cooling the resistor networks to 77°K and
by proper selection of noise filtering parameters
in the pulse shaping amplifier circuitry. This paper
presents theoretical and experimental results obtained
in the investigation of the charge splitting camera
concept. These restuls indicate that it is possible
to construct a high resolution germaniwun camera system
which has sufficient field of view and sensitivity
for routine use in nuclear medicine.

I. Introduction
In nuclear medicine the principal gamma ray imaging
instrument is the Nal(Tl) scintillaticn camera, often
referred to as the Anger camera. This instrument,

which was first introduced by H. 0. Anger® in 1956, has

proved to be a powerful diagnostic tool and has led
to the development of many innovative nuclear msdical
techniques for the diagnosis of disease. However, as

has heen shown by Anger?, the in vivo resolution of
the scintillation gamma came¢ra is inherently limited
by its energy resolution (about 20 keV for the 140 keV
gamma rays of 99m-Technetium).

The scintillation camera is capable of resolving
line sources and point sources in a nonscattering
medium which are separated by less than 6 mm. For
the same sources 7 to 10 cm deep in a scattering
medium, however, the resolving distance widens to

about 15 to 20 mm. Anger?, Beck® and others have
shown that the degradation of resoluticn is due to
photons which Compton scatter with small energy loss
in the patient to a trajectory allowing them to enter
the collimator of the camera and be accepted in the
pulse height analysis window. If the energy loss of
the photon in the Compton interaction is less than the
energy resolution of the imaging system, then the
scattered photon will be recorded in the image as a
false event originating at the point of the Compton
interaction. With energy resolution of about 20 keV,
photons which directionalize by Compton scattering

at aangles from 0° to 70° are recorded in the scintil-
lation camera image and lead to significant loss of
image contrast.

In order to improve the diagnostic capability of
nuclear medicine, it has been suggested that german-

ium*»%:€ be employed as the radiation detector in a
gamma imaging instrument, since germanium detectors
exhibit a factor of S5 to 10 improvement in energy

resolution. With energy resolution of 3 keV or less

*This work has been supported by the National Insti-
tutes of Health, Mational Institute of Neurological
Diseases and Stroke, Contract No. NO1-NS-2-2323.
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for photon energies of interest, semiconductor
detectors offer a fundamental solution to the problem
of image quality and contrast. The importance of
energy resolution for the improvement of nuclear
medicine images has been documented in both theoreti-

cal“ and 2xperimental’*® studies.

II. The Charge Splitting Detector Concept

Our research has focused upon the development of
position sensing germanium detectors which operate
in the charge splitting mode. These detectors are
based upon an orthogonal strip detector structure

which has been studied previously by Parker®’!® and

Detko'?*'? and is shown in Figure 1. Both Parker and
Detko have used a separate preamplifier-amplifier
channel to read out each strip on the detector.

Recently, Kauffman, et al.!?:!", have used a delay

line readout method. OQur work!®*-!'? has involved the
investigation of orthogonal strip Jetectors which
are read out using the resistor-divider network
illustrated in Figure 1. The grooves between strips

° CRARGE - SPLITTinG
RESISTCR METWORK

ELECTRODE STAIPS
in-TYRE)

nISH BURITY

SEFNANIUN

ELECTAODL STmipy
1
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The charge splitting orthogonal
strip detector.

Figure 1.

create a matrix of relatively isolated diodes which are
addressed in row and column fashion by the orthogonal
set of electrodes. The function of the resistor net-
work is to electronically locate the row and column
positions of individual gamma ray interactions, using
just three amplifier channels. In this sense, a pulse
of charge which emerges from a given electrode will
divide into the resistor network in relation to its
location along the resistor string. The amount of
charge, Q1 or QZ’ which arrives at either end of the

upper resistor network fixes the original location
of the gamma ray event in one dimension and Q3 provides

the position in the second dimension. Energy infor-
mation is obtained by summing Q1 and Q,.

Six orthogoanl strip detectors have been fabri-
cated and evaluated in our laboratories. A photo-
graph of one of these is shown in Figure 2, which is



a 14 x 14 strip detector measuring 3 cm x % cm
The methods used in fabricating

x 0.5 cm zhick.

Photograph of the 3 cm x 3 cm x
0.5 cm thick detector which has
14 electrode strips on each side,
spaced on 2 mn centers.

Figure 2.

these detectors are outlinod in a paper presented
by Zolnay, et al. at this symposium.

111. The Electronic Readout System

The electronic readout and image display system
for the charge splitting detector is shown in Figure
3. The detector and charge dividing resistor string
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The electronic signal processing
system which was used to
evaluate charge splitting
orthogonal strip detectors.

Figure 3.

can be modeled!® as a two-surface diffusive trans-
mission line. Analysis of the noise properties of
the model show that the minimum spatial resolution is
obtained by using antisymmetric Gaussian Trapezoidal
fiitering. The FWHM spatial resolution is given by

172

301wt [ *T%

AX = 22 W 1 JO , )]
Eq RD

where TD is the detector temperature, L the length

of the detector, E the energy of the incident gamma
ray in keV, and To is the peaking time of the Gaussian

Trapezaidal filter. For minimum spatial resolution
the peaking time is set equal to .} RDCD’ where RD

is the resistance of one charge dividing string.

The best energy resolution is cbtained by using
a Gaussian filter operating at a long peaking time.
The FWif¥ noise resofution in keV is

2

5 1/
4kT C =
.88 qiﬁ‘o + ___Ellllﬁl 2)

1 x107?
6T
o

AE (keV) =
¢ q

where in is the detector leakage current. If the
leakage current is less than 1 nA and To is limited

to a maximuri of 5-8 useconds, the leakage current term
in Equation {2) can be neglected.

IV. Experimental Results

Several small prototypc camera systems have been
evaluated, The first one incorporated a position
sensing detector which is 2 cm x 2 cm x 0.5 cm thick.
This detector was grooved by cutting 10 parallel
electrode strips on one side orthogonal to 10 parallel
strips on the reverse side. The strips were placed
on 0.080 in. centers and the grooves measured 0.015 in.
wide and 0.050 in. deep. This 10-strip by 10-strip
detector had 5.5 keV (FWHM) energy resolution and 1.66
mm (FWHY) noise limited spatial resolution at a gasma
ray wmergy of 122 keV. A second prototype employed
a 9 x 9 strip detector having strips on 0.10 in. cen-
ters. The detector had a noise limited energy
reduction of 5.4 keV and a spatial resolation of 1.7
mm at a gamma ray energy of 122 keV. The measured
results of these two and other detector systems
correlates well with those calculated from the analyt-

ical model.

Imaging experiments were performed with each
prototype camera. These experiments, illustrated in
the images of Figure 4, demonstrated that two-point
radioisotope sources with a center-to-center spacing
of 2.15 nm could be clearly resolved. A number of
other phantoms were also used to demonstrate the
energy and spatial resolving capability of the ser-
manium gamma ray camera concept.

V. Con:lusions

The results of this research program have demon-
strated the feasibility of constructing a germanium
gamma ray camera for use in clinical nuclear medicine.
This has led to a proposed design of a large scale

clinical demonstration camera.!’ The proposed clinical
camera will have an approximately 36-square-inch
detector array (shown in Figure S inside of the usable
field of view of an 11-1/2-inch scintillation camera)
and is projected to exhibit an energy and spatial
resolution of 3.5 keV and 3.8 mm, respectively. The
camera detector element will be assembled from sixteen
3.8 cm x 3.8 cm x 2 cm strip electrode detectors
elgctrically connected in quadrants measuring 7.6 cm

x 7.6 cm.

The assembly of the proposed germanium camera head
is illustrated in Figure 6, which shows a cutaway
view of the shell of the head containing the detector
array and environmental support system. The camera
head encloses the vacuum chamber, preamplifier section,
closed cycle detector cooling unit, and vacuum pump.

In summary, the feasibility of constructing a
clinical semiconductor gamma camera employing an array
of charge splitting orthogonal strip detectors has



been demonstrated. Energy and Spatial resolution
values of less than 4 keV and 4 mm, respectively,

are possible in such a system and would result in a
significant improvement over scintillation cameras in
image quality and clinical resolution,
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Photographs of images made using the 10 x
10 strip detector. Photograph (a) is a
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Photograph (b) is an image of a V-shaped
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an image of three 1.25 mm diameter holes
separated by 3.5 mm. Photograph (d) is
an image of two 1.25 mm diameter holes
separated by 2.15 mm.
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Summary

A dedicated multiwire proportional chamber
aystem designed to image 1251 1abeled venous
thrombi is described. The chamber is filled
with a xr-coz gas mixture at one atmosphere
pressure and utilizes an externally mounted
delay line readout. A pair of crosaed x-ray
grids form a collimator which yilelds az
optinum system efficiency of 3.1 x iG™* for a
fixed spatial resolution of 0.74 cm., The
chamber ie further designed to be light-
welight and portable for in-hospital use.

Introdaction

Despite the long history of the propor-
tional chamber in the measurement of ionizing
radiation, position-sensitive multiwire
proportional chambers (MWPC) date only from
approximately 1968.1 1t quickly became
apparent that not only were such .‘evices
practical, but they offered as well a number of
advaidtages over other position-~sensitive radi-
ation sensing devices in terms of cost, flexi-~
bility and spatial resolution,

Early in the era of renewed proportional
chamber instrumentation development, it was
suggested that the MWPC would have signifi-
cant imaging ag;licscions in nuclear medicine
and radiolongy. The prospect of medical
application remains undiminished and develop-
ment has proceeded in many laboratories tc
solve the attendant technical problems
agsoclated with in-hospital use. Most de~
vices reported to date, however, have been
primarily laboratory instruments designed for
general nuclear medicine applications.

The major advantages of a MWPC as cum=-
pared with conventional scintillaticn cameras
are low cost and flexibilityin desigc, allowing
a dedicated MWPC for a particular radioisotope
and/or elinical application. The clinical
advantages of a dedicated specialized MWPC
include around~the-clock availability, bedside
operation and inhsrently digital image infor-
mation so that disgnoastic information can be
rzadily quantified.

Clinical Applications

The detectlion of deep venous thrombi by
means of external detection of I~labeled

fibrin concentfagiona has provided useful
» The usual

clinical daca.
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detection method6 involves the repeated moni-
toring of a number of locations on the
patient's leg performed using a hand-held

2" x 2" Nal(Tl) detector. This eimple techni-
que has significant drawbacks in detecting
small thrombi (1-2 cm in lengch) or thrombi
near healing surgical wounds/ when compared
to advanced X-ray venography. Clearly the
problem is a result of the poor spatial
reeoluction of a single 2" x 2" Nal detector
given the relatively low ratio of thrombus
activity to blood pool or wound activicy.
Obtaining a one or two-dimensional image

with a resolution better than 1 cm in both
dimensiong would enable the visualization of
emall thrombi by improving the spatial signal
to noise ratio.

A tallored multiwire proportional chamber
seems a reasonable approach to the achievcment
of such improvement. It has been shown® that
spatial resolutions of the order of a few
millimeters are readily achieved with distri-
butions of low emergy photon emitters such as
1251 (primarily 27 KeV Kq] x-rays). Moreover
a light, portable instrument possesses advant-
ages in that it may be brought to the bedside
of a poat-surgical patient and positiouned with
a minimum of discomfort. Also, the relatively
low cost of this sort of instrument (as com-
pared with presently availsble scintillation
cameras) makes the dedicationm of an imaging
gystem to this one measurement quite attractive.

Chamber Construction

Figure 1 depicts the general arrangement
of the electrodes and the overall dimensions
of the assembled and electrically shielded
detectcr in its ultimate form. Table 1 lists
the characteristic dimensions, materials
and' electrical parameters of the chamber-
delay line system. Not shown in Figure 1 are
the delsy lines which are mounted on 2 printed
circuit board beneath the backplane and out~
alde the chamber volume. Connmections are
made from the upper and lower cathodes tc the
delsy line board via four fifty-conductor
Scotchflex cables and card-edge connectors.
The construction of each frame is by means
of four layers of Gl0 glass-epoxy strips
laminated with Shell Epon resin and overlape
pingat the corners in a tecinique described
elsewvhere, The anode and spacer frames, are
an exceptior to this in that substituted for
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tihe second layer beneath the wire-side of the
frame is a laycer of 0.8 mm brass protruding
3.2 mm into the gas forming a guard strip.

Table 1

Chauber Dimenaions, Parameters and Materials
Exterior dimensions: 40.6 x 20.3 x 5.7 cm3

Active volume: 31.1 x 10.8 x 4.0 cm3
Anode~cathode spacing: 0.58 cm

Anode: 0.02 mm gold plated tungsten wire,
2,1 mm spacing, 3.0 KV.

0.127 ma Cu-Be wire, 2.5 mm
spacing, ~300 VvV, -600 V.,

Cathodes:

Drift electrodes: 0.127 mm Cu-Be wire,
2.1 om spacing, =300 V,
-600 V.

Frame material: NEMA G100 fiberglass-epoxy,
1.78 om

Backplane: NEMA Gl10, copper clad, 2 oz.,
~300 v,

Window: 0,951 mm aluminized mylar
Gas: Krypton, 90Z; COz, 102

Chazber capacitance: 167 pf

-Figure 2
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Delay lines: ESC Electronics, #200T401-10%
200 ehm impedénce, 40 taps

10 ns. per tap
Delay line-~chamber coupling: direct

Krypton (Z = 36) was chosen as the noble
gas to be used due to its higher mass absorp-
tton coefficient for photous in the neighber-
hood of 30 KeV than that of Xenoan (Z=54).

This is a result of the energy of the Xenon
K-absorption edge (34.6 KeV), which is above
the energies of the X-rays cf 1231, The
improvement in effective chamber efficiency

is ~ot, however, quite as dramatic as the
increase in mass absorption would suggest.
Inasmuch as Krypton has a 602 X-fluorescence
yield, it may be expected that some fraction
of the fluorescence photons nroduced will
interact in the chamber. This will ultimately
require circuitry to reject those events which
produce two start pulses within the delay time
of one delay line. Thus it has yet to be
determined what increase in counting effi-
ciency will result from using Krypton rather
than Xenon.

Readout and Signal Processisg

The analog readout arrangement presently
being tegted is deplcted in figure 2. The
MOUNTED AT {MOUNTED
CHANBER IHEWTELV
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¥ DELAY ! A
MLLTIWIRE LiNE i :,7
| PROPORTIONAL 1
CHAMBER

X DELAY LINE

|
|
|
t
¢
T
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KCHARGE-SENSITIVE)  DISCAMINATOHS  CONYERTERS
AND VDLTAGE

AMPLFICATION

OSC 1 LOSCOPE

Eorasmon
Analog MWPC Delay Line Readout Sys-
tem

delay lines are terminated using modified
chargs-gensitive amplifiers with electronically
"cooled" terminations 10, The signal tnen
goes to standard tunnel dliode zero-crossing
discriminators (LRL 22X2151-Pl). 1In the
analog version, the time difference is
converted to a pulse height via EG&G
TH200A/n time-to-analog converters which is
used to position an oscilloscope trace. The
trace is then brightened only when a true
eveat has occurred as determined by appro-
priate logic circuitry, The image is allowed
to cccumulate on Polaroid film using a
Tektronix C~27 camera system.

In contrast to the relatively routine
analog readout, the planned digital systen
{figure 3) directly digitizes the time
difference using 250 MHz MECL counters yield-
ing 4 ns., time resolution. The two numbers
thus produced increment an appropriate loca~
tion in the nemory of a 16K minicomputer.
The natrix of numbers which results may then
be stored on tape and displayed on a 32 gray
level CRT djsplay which utilizas its own CCD
memory to permit an adegjuate fefreah rate.
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It is hoped that all relevant programing may
be accomplished via a high~level language

such as FORTRAN which may readily be rum on

a machine of this sort. Subsequent versions
may be further reduced in cost 1f an appropri-
ate microprocessor-based computer system can
be substituted for the minicomputer. All preaw~

gramming may then reside in read-only memory.

Collimator

Optimization

In ovder to optimize a system such as
this one for greatest efficiency given the
specified clinical situation, it is necessary
to determine which parameters are dictated by
physics and anatomy and/or feasibility and
which may readily be varied. It is clear
that the depth and size of the thrgmbus to be
imaged are given ia that they dictate, in
large measure,the resolution (R) and the
source-to~collimator distance (b). Addi-
tionai gquaptities are primarily the materials
properties (lipear absorption coefficients)
for “he given X-ray energy.

Beyond these, all other paremeters of the
chamberecollimator rystem may be varied in
such a manner as to maximize the ratio of
detected counts to source photons., We have
done this using & straightforward iterative
optimization in BASIC. The program requires
as input the linear absorption coefficfents
of all materials involved (ssptum, gas and any
inter-septal material) the depth of the source
and the desired resolution. It then calcula-
tes the optimal dimensions for a square-
hole multichannel collimator given Anger's
criteriall and iterates that optimization to
determine the best chamber thickness consis-
tent with the desired resolution and maximum

efficlency.

The Optimal Collimatox

When one considers a lead collimator with
a spatial resolution of 0.5 cm for a thick
detector (approx. 4 cm) and 30 KeV X-rays,
severe mechanical limitationa arise, Septa
are lass than 50 ym and channels less than
0.5 mm. 1t is clear that poured or corru-
gated lead collimators could not readily be
built to these dimensions while maintaining
necessary tolerances in terms of linearity.

Thus we have investigated a different
construction method which does not have the

L

disadvantages of the above techuniques for this
energy snd solid angle, It is 1llustrated in
figure 4 and consists essentially of two ortho-
gonal laminated structures of alternating
layers of high~Z (lead, e¢.g.) and low-Z

LEAD
MYLAR

Figure 4 Laminated 2-Dimensional MWPC
Collimator

(mylar, paper, e.g.} materiale. Each lamina-
ted grid behaves as a one-dimensional colli-
mator entirely independent of the other, The
performance of a collimator in terms of trans-
mission, septal penetratior and .esolution

is entirely independent of its position be-
twean the source and detector, Thus it is
clear that this collimator may be treated in
essentially the same fashion as & square-

hole multichannel collimator. Iatuitively,
what has been done is a separation of the two
(orthogonel) dimensions of an "egg crate"
collimator in a dimension over which their
performancc does not vary. In actual £fact,
there is a slight decrease in performance

due to the additional scurce-to-~collimater
distance imposed by the additional thickness
of collimator. For lowv energies, however,
this 18 only a small fraction of the total
source~to-detector distance and haa little

effect,

Quantitatively, Angetll has shown that
the resolution of a square-hole multichannel
collimator is given by

d(s, * b + ¢)
R&® e s ge = a~2~1 )
ae
where "d" is the septal spacing, "a" the aep-

tum height, "b" the source-to~collimator
distance, # the geptal linear X-ray absorption
coefficient and “c" the detector half cthick-
nesa, We define "c" not as the central plane
of the detector medium but rather as the
plane at which half of the total absorption
has taken place. For highly absorptive
materials this tends toward the collimator
gide of the detector medium, whereas for less
absorptive materials it tends toward the
center of the detector.

Equation 1 1s not strictly accurate for
this type of collimator. The geometric otdgin
of (Iy is avident in that s, + b+ c is sim-
ply the source-to~detector~ half plane dis-
tance., Thus the only a, that is to be
changed for our laminated collimator is the
one in the numerator of the right side of
equation 1.

Anger's expression for geometric
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efficieccy is
2
1 a2
8 'ﬁ[ae(d + t)] @

vhere t is the septal thickness, It is clear
that there is no parameter which will be alt-
ered by separation of the layers, since a, 1s
the septal height, not the collimator height.

Results of running the optimization with
the above modification for lead septa, mylar
spacer and 0.52 cm resolution are given in
table 2 on the first line each of "resolution"
and "system efficiency" for two different
chamber sizes. Column one uses the optimal

chamber as determined by our program.
Table 2
Chamber
Thickneons 8.4 om 4,0 cnm
Systenm 0:  2.73x107%  1.31x107¢
Efficiency F: 4.03:10_4 3.06:10_5
M: 1.27x10 8.58x10
Resolution O: 0.517 0.456
F: 0.835 0.739
M: 0.472 0.418
0: Optimal F: "“Fineline" M: "Microlinz"
(60/inch) (80/inch)

Column 2 is the present chamber which is small-
er in order to reduce its thickness and make
positioning it under the leg of a recuperat-
int patient less difficult and less uncomfort-
able for the patient.

Practical Collimators

Building collimators of this type, al-
though simpler than other methods, is still a
considerable amount of work. However, if the
resolution is not regarded as a precisely
fixed quantity, then it 1is possible to use
commercially available stationary X-ray grids
with excellent results.

X~-ray grids normally used for cleaning up
scatter in medical radiographs are constructed
in essentially the same fashion as the colli-
mator described previously, We have made reso-~
lution and efficiency calculations for two
stationary X~ray grids manufactured by Liebel=
Flarsheim. The remaining entries of table 2
give the calculated resolution and efficiency
of these two grids. If we then run the opti-
mization and request the resolution given by
the "Fineline" (F) collimator, the efficiency
result is within 27 of that of the optimum
collimator. That 1s, given the choice of
gpatial resolution, one cannot find a signi-
ficantly better collimator of this sort.

We are pregently testing a collimator
made from a pair of “Finsline" 6:1 stationary
grids kindly donated by Liebel-Flersheim.
These have yielded the expected FWHM of 3,75
cm {(plus 0.2 cm for the diameter of the 125y
source used).

#Liebel Flarsheim, Sybron Corp., Cincinneti,OH

Count Rate Considerations

fzlculations yleld an overall system
etficiency of 3.1 x 10-4, or approximately
600 cpm/¥Ci. Thus a thrombus one inch long
containing 0.3uCi of 1251 would yield 900
counts in five minutes in 4 resolution ele-
ments, or 225 counts/resolution element. The
blood pool background might conservatively be
estimated at 5pCi yielding 15000 counts in
five minutes over all 412 resolution elements,
or 36 counts per resolution element. This is
a signal-to-noise ratio of nearly 6.3 to 1.

Conclusion

We have described the design &nd const-
ruction of a highly specialized multiwire
proportional chamber system for imaging 1257,
Preliminary tests using Argon-CO, iadicate
that it should perfora as expected once the
initial problems are resolved. At present,
we plan to evaluate the system with patients
in collaboration with Dr., W, Harris at MGH
using the analog readout gystem., However,
it is anticipated that the digital systenm
will offer a means to record and display a far
wider dynamic range than 1s posaible with
Polaroid film and will perait more sophisti-
cated treatment of the data, including back-
grnound substraction and day-to-day comparisons.
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AFPLICATION OF A Ga-68/Ge-68 GENERATOR SYSTEM TO BRAIN IMAGING
USING A MULTIWIRE PROPORTIONAL CHAMBER POSITRON CAMERA
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and
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SUMMARY

A Ge-68/Ga-68 generator system has been applied
to brain imaging in conjunction with a novel coinci-
dence detection based positron camera. The camera con-
sists of two opposed large area multiwire proportional
chamber {MWPC) detectors interfaced to multichannel
lead converter plates. Event localization is effected
by delay lines.

Ter patients with brain lesions have been studied
1-2 hours after the administration of Ga-68 formulated
as DTPA. The images were compared to conventionai
brain scans, and to x-ray section scans (CAT). The
positron studies have shown significant mitigation of
confusing superficial activity resulting from crani-
otomy compared to conventional brain scans. Central
necrosis of lesions observed in positron images, but
not in the conventional scans has beern confirmed in
CAT. The economy of MWPC pasitron cameras combined
with the ideal characteristics of the Ge-68/Ga-68 gen-
erator promise a cost efficient imaging system for the
future.

INTRODUCTION

Although a Ge-68/Ga-68 generator system with re-
markable properties has been available for a decade,
it has found littie clinical utility because of the
poor ability of conventional scintigraphic instrumenta-
tion to image annihilation photons (511 keV¥), and the
unavailabiiity of practical coincidence based positron
cameras. Ge-68 has a 275 day T% and Ga-68, the daugh-
ter, has a 1.13 hour T%. Thus, a single generator
constitutes a 2 year supply of a high purity positron
emitter (184% 511 keV photon/disintegration) with an
ideal T% for physiologic imaging.

METHODS AND MATERJALS

An economical large area, large solid angle,
positron camera using gas filled multiwire proportional
chambers coupled to Tead channel converters has been
constructed and its imaging performance character-

ized.]' 2 Use of the Ge-68/Ga-68 generator, its
eluate formulated as Ga-68-DTPA, in conjunction with
the MWPC positron camera follows.

Ten patients with brain lesions {primary neo-
plasms, 8; abscess, 1; metastases, 1) were studied
1.5-2 hours after administration of Ga-68 DTPA. 100-
200K coincidence events were recorded over approximate~
1y 30 minutes. A single positioning with sagittal
plane perpendicular to the detectors was uszd. Serial
fiontal images were reconstructed from the data set by
determining the intersection of the annihilation
vectors in planes separated by 1-2 cm after field uni-
formity correction, thresholding, and a single center-
weighted smoothing, the images were displayed on the
computers storage oscilloscope, and photographed with
Polaroid film. Corroborative data included x-ray sec-
tion scanning (CAT), conventional Tc-99m-DTPA scinti-
graphy, and surgical pathology in all patients.
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RESULTS

The lesions were well visualized in eight
patients. One glioma was poorly seen, and another
glioma escaped detection because of technically sub-
optimal camera performance. The positron images demon-
strated superb tomography. Positron images signifi-
cantly mitigated the problem of interference of super-
ficially increased activity from craniotomy in deter-
mining the presence of an intracranial lesion in con-
ventional Tc-99m-BTPA scans, corroborated by CAT. Cen-
tral necrosis of lesions showvm in CAT, not evident in
the Tc-99m-DTPA scans, was observed in the positron
images (see Figure 1). Lesion extent appeared occa-
sionally underestimated in conventional scans compared
to the positron images and CAT. In this patient series
the positron images, although crude, often provided
more information than the conventional brair scans.

DISCUSSION

The MWPC positron camera potentiaily offers a
number of advantages over the other systems. Some of
these are: 1) low system cost; 2) low cost, large
sersitive area detectors; 3) good efficiency for static
imaging; 4) good spatial resolution; 5§) good uniformity
response; and 6) excellent tomography permitted by the_
large solid angle of large detectors.

Overall evaluation of diagnostic performance of
the system, including patient factors suggest addition-
al benefits. Ga-68 is conveniently obtained. The
chemistry allows fabrication of a generator system,
elutable every two hours, requiring replacement every
1.5-2 years. Delivery lagistics and economic consider-
ations of such a system permit very wide spread avail-
ability of the radiopharmaceutical. The low injected
dose (1-2 mCi) required and the short T% vesult in a
50% vreduction in radiation exposure compared to a con-

ventional brain scan using 10-15 mCi Tc-39m.3 A data
set is accumulated from a single positioning of the
patient, saving repositioning time. Planned system
upgrading is anticipated to result in improved sensi-
tivity and spatial resolution, the former to a degree
permitting image deconvolution to subtract the influ-
ence of off axis planes.
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Positron images reconstructed in frontal planes at levels indicated from occiput (top five images).
Note lesion (glioma) in sharp focus at 5 cm demonstrating central necrosis. Tc-99m-DTPA scintiphotograph {lower
left image) in posterior projection. Note apparent homogeneous distribution of activity in lesion. CAT scan
{lower right) corroborating central necrosis suggested in positron image.

Figure 1.
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THE USE OF X- AND GAMMA RADIATION FOR SELECTIVE ANALYSIS
OF BI-COMPONENT MATERIAL
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ABSTRACT

The use of two monochromatic penetrating beams of apprepriate energies
makes it possible to selectively analyze for either fi of a iwo
system. A key quanity is the R value, defined aa? R=Lntigpfip ! l‘,‘n"

(1 g2/ Ig) where 1 and 2 refer to the energies of the pho.tan‘ beams and 0'
represents unattenuated intensity, For animal tissue, R is directly pm.pnrlwua!
to the fraction of either componeat of the absorber, but in general a lincar
trensformation relates the two. The components to be analyzed determine the
optimal photon energies needed for the system, Applications of dual photon
absorptiometry have d on biomedical The system
can be extended to diverse appli Qur princip
has been the developmeni of soft tissue component ossay. 199¢d photons can
analyze 10 em thick tissue samples, with absolute lipid fi assay acctiracy
of % . @15. Further developments have yielded a device for the atsay of in
vioo friceps tissue.

p t

to this work

] ib
eontr

INTRODUCTION

To selectively analyze a bi-compoitent material
for the quantitative amount of either constituent, one
may use two beams of monochromatic photons of the
appropriate energies. To accomplish this the beams
are passed through the material and the attenuation
of each energy component is noted. The next step is
to form the following function, known as the R value:

R (1)

Ln (101/11)/ Ln (102/12)

where 1y and lgy are the unattenuated intensities of
the two photon beams, and I; and I, are the attenu-
ated intensities. The relationship between the R value
and the fractional proportions, F_ and F_, of the two
substances present in the absorber is developed ia the
following equation. The exponential absorption law
allows equation (1) to be written as:

R:upt/u29t=u/u (2)

1 1 2

Where p and t are the absorber density and thickness,
and u, and:uy are the mass absorption coefficients of
the absorber ar the two energies of the dual photon
beam. If the individual mass absorption coefficients
of the two constituents of the absorber are referred to
by subscripts a and b, then one can write:

+u F

bl “b 3

,

1 13

al Fa

2

s, F (4)

+
. 2 Fa 0 F

b2 b

where F, and F are the fractional proportions of the
individual absorber components.
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Equation (5} follows from equations (2), (3), and {4}
plus the fact that Fa + Fb =1,

Hp1” (“bl “Ha )Fa

R = (5)
My " (Y2 "Haz ) Fa
Inversion gives Fa:
3 - R
F_- b1 " b2 )

("1 a1 )'{“bz " )R

Dividing by Yo and noting that Rb = u.bllu

b2’
R, - R
<R-““§-(1~“32—> .
LRI Y2

If, as is sometimes the case, ua2 "ubz. then (7) can
be simplified to:
R, - R
b
Fa = R -] ®
b a

In the most general form, then, F_ is a function of R,
which is experimentally measured using equation (1).
For a given pair of substances to be analyzed, the
mass absorption coefficients can be determined from
tables or they may be experimentally determined from
absorbers of known density and thickness. The experi-
mental method is usually resorted to when the element-
al breakdown cf either substance is unknown.

In the case where the thickness of each component
is required rather than the fractional proportion, the
derivation proceeds differently. In this case the two
exponential absorption equations are written as:

Lodl /L) = w0t +m) 8% (9
Lo gy /l) = wpo t +mon by (10)

These are two simultaneous linear eguations in two
unknowns, ta and tb.




The solution will tzke the following form:

t =

a Kl Ln (101/11) + }\2 Ln (102/1 }

2

fb = KB Ln (101/11) + K_; Ln (102/12) (12)

Where the K's are constants dependeat on the densities
and o, and on the energies of the two photon beams.

o,
Tahe relationship between t and F is given by:

(13)

PHOTON ENERGIES

This section deals with the problem of selecting
the appropriate energies for the two photon beams used
for a bi-component analysis., It is instructive to begin
a general inquiry into this area by examining the way
in which the R value changes from one material fo the
next. For simplication, the materials considered will
be limited to the elements., By use of equation (2) and
a table of absorption values, an R value curve can be
generated for each pair of energies under consideration.

R VALUE Vs 2
100 J

20—

30 40 80

Fig. 1. The R value is plotted against elements of
increasing Z number for 3 energy pairs.

Figure 1 illustrates the trend of the R value with in-
creaging Z number for 3 pairs of photons, The dis-
continuities in the graphs are due to absorption edge
effects. There are two items of information to be

obtained from this graph. The first is the difference
in R values between the two elements to be analyzed,
and the second is the absolute size of the R values.

Point one is very important. The greater the differ-
ence in R value between two substances, the greater

will be the sensitivity of the system to small changes
in composition. Point two is also informative. l.arge
R values mean that the lower energy beam is much
more highly absorbed than that of the upper energy.
As a consequence, to avoid large poissou error, the
intensity of the lower energy beam will need fo be
greatly augmented.

The greatest limiting factor to the precision
obtainable at a given beam intensity is poisson statis-
tical error. This error will change depending on the
beam energy, substance analyzed, and sampie density
and thickness. Thus, it is advisable to determine the
thickness range over which measurements of minimum
statistical fluctuation can take place, Using the well-
known formula for propagation of errors and equation
(1) we find that

2 1 f1, 1 r1 1N,
c 2 —— 4+ — + D2 + =1 (14
B Lo llgg Myl oLy 70y R Loy
Where o, is the standard deviation of R,

Given 10
and lgp as coustants eguation (14) can be Expr‘esscé
as a function of t if 1, and I, 2re eliminated by using
exponential absorption law.™

ERROR CURVES 30 - 80 keV

100+
“hosphorus

In A volue ‘é
P R volue e

0 R vOlUS e

Be

.0l

H-—

b - =

J- at
.00t T B T —T
0l i { {0 100
t{cm.)—
Fig. 2. The standard deviation of the R value is

shown for three elements for gn ene¢rgy pair of

30 and 80 keV. I01 = 102 = 10°,
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The use of equation (14) in conjunction with the
mass absorption coefficients of the substance to be
anaiyzed can provide a practical means to determine
the idesi thickness range for measurement. Fig., 2
shows plots of gg for three elements as a function of
t. A plot can be made separately for each energy pair
under consideration. (Graphs for more complex sub-
stances can likewise be drawn, but for simplicity's
sake we limit this example to the elements). Since
each element a‘tains a minimum at a different point,
it is necessary to impose two criteria to insure an
efficient bi-component analysis. [1} sg%$.01 R for

either substance. [2]) o <. Ollﬂa - R_b!' The first
criterion keeps the statistical fluctuatious at less than

the 1% level for the B value measurement of eitiier
substance. The secord criterion insures that the
sensitivity of the system to a 1% change in composi-
tion will not be obscured by poissen fluctuation,

The application of these criteria to a beryllium-
phosphorus combination is shown in Fig. 2. Criterion
{1] applied tc phesphorus (R ~ 7. 2) gives t intercepts
at .4 and 3.2 cm. The same criterion applied to beryl-
lium gives t intercepts at .75 and 30 cm. Criterion
[2] gives intercepts nearly identical with those of
phosphorus. Taking the innermost two intercepts,
the allowable thickness range is .75 cm to 3.2 cm
for a Be-P combination,

Graphs can be plotted for composite materials
if the elemental composition is known, As an example,
using the information provided by Omnell and Tipton,
Fig. 3 depicts the error-curves of human fat and
muscle tissue, using 22 and 88 keV radiaticns.

TISSUE ERROR CURVES

15
10—
FAT +—MUSCLE
T .05~
o
F —
S~ — ]
o T T 1 T
.2 5 1 2 5 10
Tem)—
Fig. 3. Error curves for human fat and muscle

tissue using 22 and 88 keV photons in the two photon
method. Initial intensities are 10° for lygy and
1.7 x 109 for IOBB'

*This assumes that p, 5 ip3. If not, then of rather
than G'R should be plotted.

The ordinate is represented by the standard deviation
in the fat fraction. it is evident that at thicknesses
less than 1 cm tuere will be too much variation for the
measurements to be considered accurate. More pho-
tons would be needed to reduce error or a different
pair of energies used if measurements in that thick-
ness range are to occupy a major portion of the work.
At the other end of the scale a minimum errer for
muscle occurs at about 7 cm of tissue, and at 10 cm
the error has begun to increase due to the heavy ab-
sorption. The error curve for fat will not turn up-
ward until 15 cm is reached. Taking into account the
range of fat to lean ratios in human tissue, the prac-
tical measurement range is about 2-12 cm for 103cq
with the given intensity. Other isotopes, such as
133%e and 31 and 81 keV photons, will provide a dif-
ferent effective measurement range.

After demonstrating how to select photons by
energy for various kinds of analysis, we would like to
suggest some applications for which the two-photon
system would be useful. The first possibility wouid
be to monitor metallic alloy composition. Depending
on whether thin foils or thick sheets were being mea-
sured, a different energy pair would be selected ac-
cording to the methods outlined above, The system
could also be used to monitor thickness if this were
desirable.

Another possibility for application is in the chem-
ical laboratory. A two-photon method could provide
swift and accurate determinations of the level of con-
centration of a solution. The advantages of this method
are manrifold, For instance there would be no need of
sampling the solution, since nothing is destroyed or
neutralized. Another advantage is that the analysis,
if so desired, could take place through a sealed con-
tainer. On the other hand, one disadvantage is that
the sensitivity of the system is generally restricted
to the neighborhood of parts-per-hundred. Traditional
methods would still be needed for higher sensitivity.

A final possibility touches on the area of bio-
medical studies. As Fig. 3 suggesis, the {wo-photon
method can be used to analyze tissue into its fat and
fat-free components. There are several promising
medical applications. Ome of the more interesting of
these is a system designed to follow the course of a
muscular wasting disease and thereby perhaps expedit-
ing diagnosis and treatment. In hopes of developing a
system with such capabilities, our experimental work
has been directed to the analysis of tissue into its fat
and fat-free fractions.

Table I presents the results of a two-photon anal-
ysis on a series of beef tissue samples. For this set
of samples the 31 and 81 keV radiations from 133Xe
have been utilized, The results of the photon analysis
are compared with results of a chemical extraction of
the fat. The samples were prepared by blending vari-
ous amounts of lean and fat tissue together until the
mixture was homogenous. The tissue was then packed
into tubes for analysis and a small portion afterwards
withdrawn for the ether extraction. Similar studies
have also been done using 109¢4, Results are compar-
able and slightly more accurate in this thickness

range (4-7ecm). These results show tie feasibility of
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using a two-photon system to obtain reliable fat-lean
determinations.

ANALYSIS OF BEEF MUSCLE

Fat Fraction Fat Fraction

Sample (by 133Xe) (by extraction) Difference

1 .08 .09 . 01

2 .19 .16 . 03

3 .30 . 28 .02

4 .42 .40 .02

5 .44 .44 .00

6 .48 .46 .02

7 . 91 .91 . 00

8 . 96 .59 .03
Table I. Experimentally determined fat fractions

from beef tissue using 3xe.

From in vitro tissue the next step is to make
in vivo measurements. For this task we assembled
Zﬁgsﬁaratus to position and restrain the upper limb,
The target was the triceps region which we chose as
being readily accessible and hopefully representative
of the remainder of the body tissue. An integrative
scanning method was used to ascertain the average fat
contetit of a cylindrical slice of triceps-biceps tissue.
The data in Table 1I presents a selected sub-set of
normal subjects from a larger initial volunteer study.
All subjects were males and it is seen that although
the weight of each varied considerably, the heights
were all very close to 70 inches. The fourth column
is the skinfold caliper thickness which is a measure of
the thickness of the subcutaneous fat layer. It is there-
fore to be expected that the larger the skinfold reading
the greater the fat fraction measured by photon analy-
sis. This indeed was the case as the correlation co-
efficient between the data of the last two columns is
. 89, indicating a positive relationship. Not shown
here, other body indices, such as arm girth, were
also recorded in this study. A fuller evaluation and
search for possible normative standards is presently

being carried out.

PERCENT FAT BY TRANSVERSE SCAN

Subject Height Weight Skinfold (mm) % Fat
1 69.5 130 6 6.9
2 69.5 150 10.8 11.9
3 71 155 15 13
4 69 160 14 15.6
5 70 160 16 22.1
6 70 147 14.5 23.6
7 72 200 17.86 29,9
8 70.5 182 22 30
9 71 230 19 34

10 71 183 20 34

Table [[. A comparigon of the fai content values at
the triceps muscle region for six subjects obtained
by skinfold calipers and dual beam x-ray absorption

using 199Cd is shown here.
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CONCLUSION

The two-photon system selectively analyzes the
amount of each substance present in a two-component
absorber. The choice of photon energies for the most
accurate application is a function of absorber compo-
sition and thickness. The major limitation is the im-
precision resulting from poisson fluctuation, this being
a function of beam strength, composition, and thickness.
The possibilities for application range from in vivo
determination of tissue lipid level to industrial uses
such as measurement of alloy composition.

Our own endeavors have been in the biomedical
field. We have successfully measured lipid levels in
beef tissue_i_r_! vitro, as well s human triceps in vivo.
In the latter case we have constructed an instrument
for restraining limbs so as tc attain a high degree of
repreducibility by reduzing positioning error.
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GAMMA RAY SCATTERING FOR DENSITY DETERMINATIONS
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ABSTRACT

A methed is described whick provides an absolute density determiration
by measuring the ergelic photons Compion scattered through a specif-
ic angle from a well defined volume of a material. Theoretically, the method
measures density independent of geometry and surrounding material. A small
peometrical dependence does exist, however, because of the finite cross-section-
al area of the photon beam, and the degree of dependence changes with sample
size, with density of shadowing material, and with type of collimation. Densi-
ties of arganic liquids, water, iucite, crystalline materials, and zinc sulfate solu-
tion have been measured to verify the method. Differences between Comp-
ton densities and known densities are tvpically less than 3%. Samples of ex-
cised bovine bane have been measured, and density values correlute well
(r = 0.97) with independent methods. In vivo human calcancus determina-
tions are proposed,

INTRODUCTION

Accurate density measurements are of impor-
tance in medicine, industry, and research. In some
cases Archimedes' principle is impossible to apply
and cther methods are inadequate. Some methods,
such as the dual beam absorptiometry technique for
measuring bone deusity, measure only the related
quantity g/sz. Compton scattering was used to
determine density as early as the mid-1950's (1, 2),
but only recently has the method been investigated in
regard to absolute in vivo bone and lung measurements
(3,4,5,6,7,8)

In Compton scattering, the energy of the scat-
tered photon is given by

(1)

Il",‘m

1+ (1-cosB)

5

-
b

where E is the incident energy in keV and 8 is the
scattering angle. The number of photons scattered
through a given angle is proportional to the density
of electrons in the scatterer, and the electron density
is related to physical density, o, by

2

Electron density = o x (2)

N
a
where N, is Avogadro's number.

Measurement of Compton scattering is influenced
by absorption within the material, which can be ac-
counted for by using two monoenergetic beams of pho-
tons and by measuring both transmission aud scatter-
ing in the following manner.

A narrow, monoenergetic beam of photons from
a radioactive source is directed at the sample, and
transmission through the sample (1;) and Compton
scattering at the desired angle (P;) are measured, as
illustrated in Figure 1. A photon beam froin the
second source, with energy equal to that of the scat~
tered photons from the first source, is passed through
the ohject along the path of the scattered beam. After
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=

Fig. 1. Positions of sources (S), detectors (D), and
sample during the required measurements (left). De-
tail at right indicates measured quantities as explained
in the text, The density determination is at the beam
intersection.

P

this transmission (12) is measured, the sample is ro-
tated Ly 180°, and scattering from the first source is
again assayed (P2). Starting with the absorption law.

B ~u. 0 (ath)

I1 = I01 e 1 (3)
i +, 0 (c+d)

12 = I02 e 2 (4)
_ -u, 0a_ -u od

P1 = 101 e 1 Be 2 (5)

P = 1 e %1%Pge™yPC 6)

2 01

where u is the mass attenuation coefficient, B is a
function of electron derrity and Compton cross section.
Since the Compton cross section is coustant for the
monoenergetic incident photons in a given medium

z

B ~ L
[ 5 Na (7)
or B = Kpg (8)

where K is a proportionality constant. Therefore,
_ -u, fa -, od
Pl = I01 e 1 Kpe 2 (9)
P, = I e PKgoe M 0C (10)
2 01




Then
P. P 1 2e By (a+h) (Ko\ze ) o (c+d)
12 _ o1 / (1
I 1 -». p{a+h) -, 0 {ctd)

1 2 IOle 1 Ioze 2

P 1
P 2 01 2 (12)
1 = 1 (ko)
1 2 02
So that P P, 1/,
p = Constant ( (13)
1 12

The constant in equation (13) may be determined by
measuring the scattered and transmitted values for a
sample of known density, such as water. Unless the
half-lives of the two radioactive sources are identical,
this constant will change with time, so the system
must be recalibrated periodically (8).

It should be noted that the derivation applies to
any size or shape sample, independent of surrounding
material, as long as the size and shape are constant
during the measurement,

MATERIALS and METHODS

The optimum photon energy for in vivo bone
density measurements, considering both radiation
dose and scattering efficiency, is about 100 keV (3).
Of the isotopic source combinations which could be of
practical use (8), the 133Gd-170Tm pair, with gamma
rays at 190 keV and 84 keV, respectively, was best
suited for bone density determinaticns. An instru-
ment was designed and constructed for use with fhese
isotopes, with source collimators 0.5 c¢m in diameter
and 2.0 cm long. The collimator for the transmission
detector (Dj in Figure 1} is 0.5 cm in diameter and
2.0 cm long, while that fur the scattering detector
(D2) is 0.5 cm x 3.0 cm long. The scattering angle
is 86° and separation between collimator faces is
typically 10 cm, although both angle and separation
are adjustable. An improved device with greater ver-
satility is illustrated in Figure 2. The detectors are

Device designed for in vivo human heel mea-
The calcaneus is in the measurement

Fig. 2.
surements,

position.
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matched Na I (T1) 2" x 2" crystals with RCA 4523
photomultiplier tubes, and detection efficiency is ap-
proximately 100% at 100 keV, Analyzer wmdow:, are
set at 94-106 keV for the 100 keV gamma of 153Gd,
and at 78-90 keV fcr the 84 keV photons of 170Tm and
the 84 keV scattered 193Gd photons. The 153G4
source is 100 mCi and was obtained from the Isotopes
Development Center of Oak Ridge Mational Laboratory,
and the 500 mCi ! 70Tm source was supplied by Inter-
national Chemical and Nuclear Corporation.

Water samples were “:sed to calibrate the device,
after which samples of petroleum ether, ethyl alcohol,
lucite, carbou tetrachloride, quartz, and zinc sutfate
solutions were measursd repeatedly. Several excised
ox bones were obtained, from which twenty samples
of trabecular bone were prepared. These were im-
mersed in alcohol which served as both preservative
and crude soft tissue simulator, and were measured
by the Compton scattering method .nd by Archimedes'
principle,

RESULTS and DISCUSSION

Results of the measurement of samples of known
density are listed in Table !. The error:s are consis-
tently small, the largest being 3.1% for CC]4. Measure-
wments of CCl, generally consisted of about 103 scat -
tered counts (P+P3), so statistical deviation is a sig-
nificant fraction of the error. Standard deviations are
usually about Z-3% of the density values, with only
slight dependence on the number of measurements,

RESULTS OF KNOWN DENSITY SAMPLES

SAMP_LE cvC + Std. Dev. pTrue Error
Petroleum ether .663 £,026 .665 0.3%
?70% Ethyl alcchol . 888 £, 011 .890 0.2%
Water Standard 1, 000 --
Lucite 1.195 +, 015 1,183 0.8 %
ccly 1.54 £.05 1.59 3.1 %
Quartz 2,58 £.,02 2.65 2.6 %
ZnS()4 soiuticns 1,043 £. 046 1.050 0.7 %
1. 089 £, 023 1.100 1.0%
1.141 £, 029 1.150 0.8 "%
1,193 £.033 1.200 0.6 %
1. 227 £, 047 1.250 1.8 %
Table I. Results of the measurement of known density
samples. Each sample was measured at least ten
times, Total counts per measurement were:
P, ~p,~10%, 1 ~107, 1, 5105

Table II gives the results of ox bone studies.
Assuming that the Archimedean measurements are
correct, the bone densities ranged from 1.13 g/cm
to 1.58 g/ /em3, which is also a typical variability for
human trabecular bone in vivo. ln only three cases
did the measurement fechmques disagree by more
than 3%. These three samples were near the top of
the density range, and each time the Compton density
was higher than the Archimedes density. Overall, a



linear regression comparing the two techniques
(Figure 3) indicates that

- i
0.799 ¢ o (14)

pArch Com
with a correlation coefficient of 0. 977 {p <0.001).

COMPARISON OF OX BONE DENSITIES

+ 0,256
P

Compton vs Archimedes Methods

Sample No. Compton Archimedes % Difference
1 1.38%+,01 1. 42 - 2.8
2 1.68 £,02 1, 8% + 9.8
3 1.23+£,01 1.24 -0.8
4 1.59 £ ,02 1.58 + 0.6
5 1.15+£ .01 1.17 - 1.7
6 1.36 £ ,01 1.34 + 1.5
7 end A 1.20 (4 trials) 1.22 - 1.6

end B 1.39 (7 trials) 1.35 +3.0
8 1.36 £ .01 1. 36 -
9 1.19% .01 1.19 -
10 1.48 ¢ .01 1.45 +2,1
11 1.20% .01 1.19 + 0.8
12 1.50+ .01 1.42 +5.6
13 1.59 £ .02 1.53 +3.9
14 1.24% .02 1. 26 - 1.6
15 1.30% .01 1.31 -0.8
16 1.12+¢ ,02 1.13 -0.9

17 1.21+,01 1.23 - 1.6
18 1.24+ .01 1.25 - 0.8
19 1.22+ ~0 1.22 -
20 1.44 £ .01 1.43 + 0.7

Results of measurements on iwenty samples

of trabecular ox bone. Unless ctherwise noted, cach
., Total counts per

bone was measured ten times. 5
measurement were: P1 NPZ ~ 107, Il ~ 107, 12 ~10°.

T able II.

COMPARISON OF ARCHIMEDES aND COMPTON METHODS

‘proportion to the area increase.

7+ Li—lDENTITY LINE
T
< LINEAR REGRESSION
< BONES 1-20
'8 r=0977
s
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w e
a
w
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w
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<
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1 ’4d 1 1 4 i 1 1
[} 12 13 14 15 6 "7
COMPTON DENSITY (g/cmd)
Fig. 3. Plot comparing Compton densities to Archi-

medes densities for the twenty bone samples. A linear
regression of the data indicates a correlation coeffi-
cient of 0. 977 between the points and the best fit.
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Bone sample number 7 deserves some comment.
In the course of the measur=ments, it was inverted so
that the density of a new volume was measured. The
two regions were found to have significantly different
densities, and visual inspection revealed an epiphysecal
seam through the center of the bone. The sample was
divided zlong the seam, and ezach end th»n exhibited
consistent results.

Experimental studies pointed out some factors
that are not obvious from the theoretical coverage of
the method. In practice, the photon heams have finite
cross-sectional area, and are slightly divergent des-
pite careful collimation. It is possible for some of
the incident photons to be scattered through small
angles, yet be accepted by the opposing detector col-
limator and analyzer window to be counted as trans-
mission. The resulting inflated values for 1; and 1
cause an apparent decrease in deusity. With the broad
beams used in the preliminary studies , effects of
about 0. 5% in density value were predicted. The prob-
lem can be reduced by narrowing the collimation nf
both sources and detectors, but larger sources and
longer counting times are then required.

In addition to smali angle scattering, it is pos-
sible that some 133Gd photons may be scattered twice,
ultimately reaching detector Dy to be counted as pri-
mary scattering. At first glance, secondary scatter-
ing seems to be so unlikely as to be a negiigible effect.
However, we have observed experimentally that it may
be of some import.-ce, particularly when saniple
size is increased, as discussed below. If secondary
scattering is significant, its effects can be reduced
by restricting the beam solid angle. The resulting
decrease in scattered count rate can be compensated
for by introducing a slit collimator which follows an
arc around the scattering volume at the desired angle.
The primary scattered count rate is then enhanced in
The increased trans-
mission from the second source (12) can be avoided by
interchanging slit and hole coliimators. A simple slit
collimator w. s constructed for our device, and nine
times as many scattered photons were detected. The
slit area was nine times as Iarge asthe hole collimator.

A more efficient solution to the problem of multi-
ple scattering is the irclusion on the scattering detec-
tor of a system of soller sliis which focus on the scat-
tering volume and follow an arc at the proper angle.

A different focal length collimatur would be necessary
for each sample size if detector repositioning is re-
quired.

Measured density values were found to depend on
sample size. With the hole collimator, increasing the
diameter of a water sample by 50% produczd a density
reading 3, 7% higher than the correct value. With the
slit collimator, the same increase in sample size gave
a density value 11, 3% too high, indicating that +he ef-
fect may be partially caused by multiple scattering.
This problem can be avoided by calibrating the ma-
chine with a water standard of the same size as the
sample being studied.

An investigation was made of the effect of placing
various materials in the impinging photon beam to



Samples ranging in density from
0. 665 g/cm3 to 1.59 g/cm3 were shadowed by mater~
ials varying from 0. 665 g/cm* to 2.72 g/cm®”. In
nearly every case, the measured density was slightly
higher (1% to 4%) than the true deunsity, the larger er-
rors generally coinciding with the more dense shadows.
Since transmission was abct 0. 5% high due to small
angle scattering, the density errors indicate that the
P and P3 scatter values may have been 2% to 5% high
because of the shadowing material.

Coherent scattering, which has been suggested as
a complicating factor, has not been found to be a prob-
lem. The separation between incident and scattered
energies {16 keV) is sufficient for electronic separa-
tion, In addition, coherent scattering at 86° is less
than 1% of the total scattering, and the coherent peak
is barely distinguishable in the scattering spectrum.
1t is conceivable that a smaller scattering anhgle, such
as that used in the single source method (4, 5), could
introduce a significant fraction of coherent scattering
which could not easily be separated by the analyzer.

Applying the Compton scattering method to cal-
caneus density measurements in human subjects re-
quires knowledge of the radiation dose administered
to the subject. Assuming collimators 2 mm in dia-
meter and 5 cm long for human studies, estimated
source sizes are 1Ci of !153Gd and 500 mCi of 179Tm,
with two one-minute exposures to Gd and one one~
minute exposure to Tm being sufficient to assure 1%
standard deviation. With these restrictions, dose to
a patient woulrd be about 330 mrad during one mea-
surement of heel density.

While this is an acceptable dose, reduction would
be desirable. Since 87% \.:‘ the total dose arises from
the 41,5 keV x-ray of 153G4 (Eu ky x- ray), filtering
of this radiation will decrease exposure. Cerium,
with K-absorption edge at 40.4 keV, is the most effi-
cient filter at this energy. A foil of cerium metal
0. 25 mm thick reduces fhe 42 keV x-ray to 1. 4% of
its initial intensity while allowing 66. 1% of the 100 keV
gamma to be transmitted, With this degree of filter-
ing, the total radiation dose to the patient during one
heel measurement drops to 33 mrad. Only 1. 15 cm
of the bone is exposed to this relatively small dosage.

SUMMARY

"'shadow" the sample,

While current applications of Compton scattering
have concentrated on biomedical measurements, the
method also has potential application in industry and re-
search. It could be used to study liquid densitiesinside
pipes for determination of composition or flow efficien~
cy, to measure variations in soil composition, or to de-
tect regions of gas or other impurities inside‘solid ma-
terials. Mixtures of solid-liquid, solid-gas, and liquid-
gas are amenable to measurement by the technique. In
theory, the Compton mechanism, coupled with the 180°
reversal system, wiil provide true density at a point in
an irregular object in g/cm”. However, when applying
this to measurements of human bone the several inter-

acting factors of tissue dosage, beam dimension ard flux,

source size and distance are coupled to the geometric
factors of the voluine under assay. For example, bone

density which is varying rapidly over small dimensions ile

inaccurately measured with a narrow beain and may be
best assayed with 2 broad "averaging' beam; but the
broad beam may be subject to error due to scattering
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events outside the assay vclume., This is but a single
example of many such interlocking problems of in vivo
measurements., Since Compton densities from living
human bone can be checked only by unacceptable biopsy,
all of the factors of small angle and multiple scatter, col-
limater geametry, beam and source size, and photon en-
ergy require further investigation and understanding be-
fore the results can be accepted with full confidence.
Nevertheless, the Compton principle in in vivo studies
is most attractive and promising, and its 's further study
is to be encouraged.
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A Gd-153 source has been utilized in a number of
medical applications to weasure body composition using
photon attenuation techniques. Applications have
included measurements of regional and whole-body bone
mineral content and estimates of regional pulmonary
perfusion pulse size.

Source-Detector Description

The Gd-153 source utilized for those studies was
obtzined from the Isotope Developments Division at Oak
Ridge Mutional Laboratory. The source is approximately
2 Ci and 1s encapsulated as a 1/8" diameter disk source
on the tip of a 3/4" stainless steel cylinder.

Spectra from the source taken with a high resolution
intrinsic germanium detector is shown in Figures la
and 1b. The Gd-153 spectrum is characterized by two
primary photon groups. The lower energy group is
usua’ly assumcd to have a mean of about 44 keV. The
upper group consists of two lines one at 97 and the
other at 103 keV with relative intensitiy of atout 55
percent. Figure 1b is an expanded view of the 44 keV
group and shows not only the expected Eu x-rays but
also contains a number of additional lines. These
have been identified as x-rays from Gd induced by
interactions with its own 97-103 keV photons and an
europium contaminant. The Gd x-rays have been measured
to be approximately 30 nercent as intense as the ex-
pected Eu x-rays.
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Fig. 1 (a) and (b) Gd-153 gpectra from a high
resolution Ge detector and (c) Nal detector.

For in vivo applications, we use a 2 x %" thin
window Nal crystal mountad as an integral unit with
the photomultiplier tube. The detector system is
capable of accommodating count rates of 100 KHz with no
significant losses. The detector energy resolution
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has been measured to be approximately 10 percent

at 100 keV (FWHM). The lower energy window for the
Nal (Fig. lc) detector has been chosen from 37-51 keV
and 89~114 keV for the upper window.

All applications employ an opposed source/detector
geometry. For all measurements except
the measurements of the distal radius and ulna we have
used a source/detector separation of approximately 15
inches with both svurce and detecter collimated by
cylindrical radmium collimztors. Cadmium was chosen
instead of lead to minimize the production of lead
x-rays (75 keV). Measurements of the radius and ulna
are made with a source/detector separation of B inches.
Different detector collimators were used, depending on
the applicatiorr. However, the source collimation is
always 1/8".

Applications

Bone Mineral Content (BMC)

Methods for accurately determining bone mineral
composition in weight-bearing bones are needed in
order that hone demineralizing processes miy be
detected znd monitored at locations most sensitive to

fractures in patients with csteoporosis.
Photon attenuation measurements in bone density

determinations have been carried out by many groups
since the pop?larization of this technique by Cameron
and Sorenson. * In the dual photon attenuation tech-
nique one uses the contrasting mass attenuaticn co-
efficients of the bone mineral and tissue at two
photon energies to determine the amounts of both. The
dual photon transmission equations are shown in
equation 1 and 2, The

1 _ 1 -ulp-ulB
Ixy Iyet b 1)
2 2 =p2.- 2 B
= T
Ixy IO et b (2)
Ié and Ii y refer to the initial and transmitted
’

intensities at energy i; the u1 refer to the mass

attenuation coefficients of material j (bone mineral-b
or tissue-t} at energy i; where B and T refer to the
mass thickness (g/cm®) of the bone mineral and tissue,
respectively. The solution for the bone mineral at the
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We have developed a system utilizing the two
photon attenuation techniques and a modified dual-probe
nuclear medicine whole-body scanner to make regional
and whole-body estimates of BMC- Wlth our system,
signals from the scanner's x and y position encoders,
the single channel analyrer pulses from the two photon
groups and the pulses from a high frequency oscillator
are monitored via CAMAC modules driven by a PDP/9
computer. The data are buffered into core and then
dumped to dink at the end of each line. The recorded

oscillator pulses mike -it possible to correct for
scanmer spced Instabilities. The system was first used




to measure the BMC in the ulna and radius and more
recently has been used for spine and total-body
measurements. The Gd-153 source was chosen in
particular for its suitability for measuring the deeper
lyving bores, including the vartebral colusm and
represents an almost optimum ci~ice of the two photon
energies where the bone/soft tissue contrast is
optimized with an acceptable total beam attenuation.

The routine arm scan uses a 256 point x 16 line
scan field corresponding to a 0.5 mm x 1.5 mm spatial
element. The simultancaus dual photon attenusation
equations shown above are solved by the computef at
each point of the scan matrix and intensity modulated
images of tha net bone mineral content are produced.
An example is shown in Figure 2. The first image is
from the 100 keV window, the second from the 40 keV
and at the far right is shown the cell~by-cell derived
bone mineral conternt distributioan. It is our hypoth-
esis that the mean bone mineral content determined
from a number of parallel scan lines should be a
more stable quanti~v by being less sensitive to
repositioning errors, than measurements made at &
single selected point or line. Our measurements have
been found to have a precision of 1-2% as determined
from repeated scans and phantom measurements.

REGIONAL
BONE MINERAL

(Go-isa)

i
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Figure 2. Rectilinear transmission scans of the ulna
and radiug using Ci-153 along with derived BMC distri-
mytion,

Rectilinear scanning techniques should prove wost
important when applied to the measurement of irregular
objects such as the vertebral column. For such irregu-
lar objects accurate and reproducible repositioning
techniques are essentfal since small varlations in
position would result in Jarge changes in the measured
bone miperal content and would compromise ore's ability
to measure small BMC chaanges in a given patient. Rect-
ilinear scans allow one to visualize the vertebrae,
thus making it possible to use internally recognizable
and relocatable fiducal structures for locating
regions of interest ia the sawpled data. With this
technique the linear density (gm/cm)(which presents
some difficulty in interpretation when applied to
irregular objects) can bs replaced by an estimate of
the total grams or gm/cm“ of bone mineral in the
sampled region.

The vertebral scans are collected i~ a 54 x 64 image
matrix corresponding to a 1.5 mm x 1.5 ma square
spatial region. Scan time for a 20 cm segment of the
spine is approximately 25 minutes and delivers an
average radiation dese of <10 mrad. On repeaied
scans of human subjects and also on reference macerated

vertebrae, we have estimated the precision of the
vertebral measurements to be +5% independent of orien-
tation to the scamning beam. Estimates of the bone
mineral content using rectilinear scan techniques were
made for six individual vertebrae from our reference
spine placed in a 10 cm scattering medium. The bone
mineral content was compared with the measured dry
weight (as shown in Figure 3) and was found to be
highly correlated (correlation coefficient of 0.98).
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Figure 3. Comparison of BMC determined from photon
attenuation to direct measurement of weight in macer=
ated vertebrae.

Examples of intensity modulated images of the de-
rived bone mineral content (gm/cm<) of the T-12 to L-4
region of the spine along with the corresponding bone
radiegraphs for 8 normal volunteer jis shown in the
Figure 4.
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Figure 4. Comparison of vertebral x-ray to BMC recti-
linear scan in a normal.

Although the spatial resolution of the transmission
scan 1s quite poor relative to the x-ray, the images
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are sufficiently clear to geparate the individual
vertebrae and recognize their characteristic

structure.

BMC scans of the spine are shown in Figures 5 and 6
for three patients with varying degrees of osteoporo-
sis. Figure 5 shows the BMC images while Figure 6
shows the total grams per craoss sectional area (pro-
portional to density) plotted for each vertebrae from
the T-12 to L-4 level., Our hypothesis is that verte-
bral demsity is a normalizing quantity and should
minimize the dependence of body size and sex,
thus allowing direct comparison between patients and
disease states.

N A
B c

Figure 5. BMC scan images (N) normal, (A) premature
osteoporasis after removal of ovaries, (B) and (C)
senile osteoporosis.

In this small sample group, differentiation between
known osteoporotics and normal volunteers is obvious
with mass thickness (gmfcm?) differing by as much as a
factor of 2 in extreme cases. The BMC images are less
quantitative but general demineralization associated
with deformed and compressed vertebrae are easily
apprecfated. Since it is well known that demineraliza-
ticn takes place primarily within the traebecular
bone it should be possible to detect losses from the
vertebrae much sooner and more accurately than from
measurements of the radius and ulna. An interesting
artifact is apparent in the abnormal patient (A) at
the bottom of the image in the L-5 region. "The very
dense region at L-5 was subsequently shown to be due
to contrast medium given to the patient that had re-
mained iu this region. Observation of spine x-ray
films taken during the same period confirms this.

We have also initiated measurements of total body
BMC. 1In this application, the images generated are
much coarser, as shown in Figure 7 although the
various osseous structures are still discernible.
Currently, data are collected in a 128 x 32 array.
The fndfvidual cell sizes are approximately 1.3 x
1.3 cm. The time for a scan is approximately 30
minutes with an absorbed radiatlon dose of less than
10 wrads. From the scan we will obtain quantitative
measurements of total body bone mineral as well as
bone mineral in the various regions of the skeleton.
A vertical profile scan is shown in Figure 3. Here
we separate the bod into right and left and then

integrate the bone mineral along each line. All of
the characteristic structure is observed and the
symmetry of the body is apparent. The asymmetry in
the head region is duec to rotation, while the
asymmetric chest region resulted from the exclusion of
the left arm from the scan fileld.

NORMAL- -~

"r‘ -
e peis S
—:i?_.”’ s
SR ot
10fe <7 Prag
O, .
o e
,// ot Y -
.-
-
—A—— "
~
: —
N -
L | *\Q\\\.—____"’,’,a
g
-
2
° l | { f
Ti2 t1 L2 L3 L
VERTESRAE

Figyre 6. Total grams per unit cross secticonal area
of BMC for a group of normals and abnormals shown in
Figure 5.
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Figure 7. Whole body transmission scan using Gd-153
and derived BMC distribution.

Pulmonary Perfusion Pulse (PPP) Measurements

Variations in the ottenuation of transmitted radi-
ation through the lung provides an index of pulmonary
perfusion and ventilation. A number of investigators

have purported to measure pulmonary ventilation
using densitometric techniques. These investigators
have used both x-ray and radiocactive sources. C(lose
examination of the ventilation densitometric recordings
reveal small fluctwations in the signal. These
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Figure 8. BMC profile derived from image shown in
Figure 7.

fluctuations are known to be the result of density
fluctuations in the lung resulting from the increasing™
and decreasing amount of blood in the pulmonary 1
vasculature throughout the cardiac cycle. The ampli-
tude of this perfusion pulse is related to the amount
of blood elected into the lungs. Studies are proposed
in patients with pulmonary embolism to monitor the
progress of the vascular block.
fusion pulse amplitude in the normal upright indivi-
dual increases from apex to base as does perfusion.
However, this gradient in perfusion is often abolished
or reversed in individuals with pulmonary hypertension.
For this purpose, we are developing a computer based
system employing a radioactive source and an opposed
Mal detector to make regional PPP measurements in
persons with suspected pulmonary hypertension.

Preliminary measurements on volunteers have shown
that the change in lung density due to PPP results in
a 1-3 percent change in beam transmission. We have
found that changes of this magnitude can be measured
reliably by signal averaging over multiple heart
cycles using EKG gating information. Signals from
the single channel analyzer and an EKG gating module
are monitored by the PDP-9 computer at the rate of
6( samples per second and recorded on a digital disk
for later analysis.

The optimum choice of the gamma ray energy and
the intensity of the radioactive source to be employed
requires a compromise between the amount of beam
attenuation by the chest that can be accepted and the
change of beam transmission (due to the changes in
pulmonary perfusion) that is required to provide a
statistically significant signal. As the gamma-
ray energy increases, transmission increases, but at
the expense of signal contrast. Preliminary calcula-
tions indicate that the optimum gamma energy is in-
cluded within the range of 60-100keV. Thus, for
these applications we have chosen to use the 100keV
line (with preferential filtering of the 44keV) of
opur 2Ci Gd-153 source. Preliminary measurements in
volunteers have been for 30-60 seconds (about 30-60
heart cycles) at 3 evenly spaced vertical positions
along the lung. The exposure rate from the Gd-153
source in this configuration is approximately 75 mR/
minute.

Figure 9 shows two typical traces, one taken from
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In addition, the per- .-

the apex and the other from the base of the lung in a
normal volunteer. The sampling rate was 1/60 second
with the occurance of the QRS gate pulse indicated as
tick markers along the abs:issa. The lower frequency
ventilation variations are obvious; whereas, the
cyclic variation due to pulmonary perfusion is obscured.
Using signal averaging techniques, the pulmonary per-
fursion pulse can be extracted from these data as
shown in Figure 10. These data are from measurements
taken over the upper lobe of the right lung of a
normal volunteer during breath holding and are the
result of averaging all of the cardiac cycles sampled
during 30 second measurements. In the presented data,
34 cardiac cycles were included in the average. Zero
time in the figure corresponds to the occurance of

the QRS pulse and is approximately equal to end-
diastole and similarly the maximum density occurs at
the approximate mid-point of the cycle, i.e. end-sys-
tole.
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Figure 9 (a) Transmitted counts through the lung apex
as a function of ti{me. QRS gate signals shown as ticks
along abscissa, (b) transmitted counts through lung
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Figure 10. Signal averaged transmission data.

Lonclusion
Gd-153 is proving to be an important new source for

in vivo medical applications of quantitative photon
attenuation techniques. The source is almost ideally
suited for making dual photon measurements of bone
mineral content in deep lying bones. The 100keV photon
group (with filtering of the 44keV) is also well suited
for measuring regional pulmonary perfusion. Prelimin-
ary measurements of reogional and whole body bone min-
eral content and regicnal pulmonary perfusion have
been very encouraging.
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Regional Monitoring of Smog Aerosols*

T. A, Cahill
Department of Physics and the Crocker Nuclear Laboratory
University of california, Davis, California 95616

The atmospheric aerosol consists of a complex
ensemble of particles in an infinite combination of
physical and chemical states. Despite their importance
in reducing visibility, affecting human health, and
soiling materials, their complexity has hindered
attempts to include detailed information on aerosols
in air quality monitoring programs. Generally, only
the total suspended particulate present at a site
during a 24-hour period is measured. Some information
on chemical composition is extracted from aerosol
samples, but analytical costs limit such analyses to a
few important species on representative samples.

A more complete effort at monitoring the atmos-
pheric aerosol must include some information on the
particle size profile, as health effects, transport
behavior, and light scattering phenomena are all highly
dependent upon the size of the particulate, Yet,
instrumentation that can deliver a sample suitable for
further chemical analysis generally yield very small
amounts of mass for analysis, Thus, extreme sensiti-
vity to the individuazl clamental components of the
total mass loading becomes a reguirement.

Another factor that must be considered in the study
of the atmospheric aerosol is the wide range of ele-
ments that can be found in a typical sample. For
example, 99% of the mass of an average set of gaseous
pollutants in a city can usually be found in the five
elements, H, C, N, O, and S. However, in order to
inventory 99% of the mass of an average urban particu-~
late sample, one would normally require the elements
H, ¢, N, O, Na, Mg, Al, Si, §, Cl, K, Ca, Fe, Cu, 2n,
Br, Ba, and Pb. More important yet, 88% of the mass
is contained in elements lighter than potassium, so
that any analytical method that selects elements or
misses entirely the lighter elements will hinder any
attempt to explain total mass loadings seen at a loca-
#ion. Table I illustrates a typical profile of elemen~
tal mass by elemental mass groups.

Table I
Prevalence of Elements in an Average Urba: Aerosol
(approximate)
Elemental Constituent Prevalence
ug/m3 [y

Very Light Elements 68 65%
(H through F)

Light Elements 22.6 22%
(Na through C1)

Medium Elements 12,7 12%
(K through Ba)

Rare Earths 0.1 0.1%

Heavy Elements 1.5 1.4%
(Hf through Bi)

Actinides << 0.1 << 0O.l%

For these reasons, most instrumental methods that
are able to be used at the sampling site are inadeguate
for generation of detailed information on 4dtmospheric
particulates. The way is then open for the use of a
central analytical laboratory that can be based upon
the latest analytical methods and the best computa-
tional techniques. Such laboratories can be developed
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from existing accelerator laboratories, as the tech-
niques of ion-excited x-ray analysis (I.X.,A.) and ion=~
scattering analysis (I.S.A.) have proven themselves
capable of performing precisely the type of broad
range analyses covering the entire spectrum of elemen-
tal mass while using only milligrams of total sample.
Ton-scattering analysis is normally used for the very
light elements (H through F) which cannot be quantita-
tively measured by x-ray based methods due to x-ray
attenuation effects in individual particles and sample
layers. It is based upon the kinematic energy loss in
the elastic scattering of protons or alpha particle
beams from accelerators and thus performs a separation
by elemental mass. It can be used in both a back-
scattering mode or a forward scattering mode. lon-
excited x-ray analysis (also called PIXE, for particle
induced x-ray emission) is used for elements sodium
and heavier, and possesses excellent sensitivity, in
the nanogram per centimeter squared range.

Development of the analysis techniques is of little
use if the samples are collected in such a form as to
destroy the advantages gained by use of advanced tech-
niques. Thus, an irtegrated system of sample collec-
tion, sample handling, and sample analysis must be
developed, as any error in any part of the entire
scheme will be propagated into the error in the final
result, Once this is done, however, one can visualize
more complete aerosol monitoring efforts, including
information on particle size and elemental content of
aerosols at many locations for extended time periods.

Such a program has been established by the Cali~
fornia Air Resources Board, working in conjunction
with the University of California, Davis.l Up to 15
sites were selected at locations that were representa-
tive of large areas of the state. Aerosol samples
were collected in three particle size ranges by means
of Sierra Instrument's Multiday Impactors. These units
are rotating drum impactors of the Lundgren type with
after filters. Once a week, samples were sent to
Davis and analyzed by ion-excited x-ray emission for
elements sodium and heavier and ion scattering analy-
sis for elements hydrogen through fluorine. Analytical
error for elements aluminum and heavier has averaged
less than 3% since January 1973.

The ability to generate large numbers of accurate
elemental values brings with it both prokblems and
possibilities. One aspect of energy dispersive x-ray
analyses, excited either by ion beams or x-rays,is that
they deliver large numbers of data on elements that
are not generally toxic in ambient concentrations and
normal chemical forms. These may be considered as a
nuisance, and the elements of toxicological interest
can be abstracted and utilized alone. However, tt.se
other elements can provide useful information as tc
sources of toxic elements, transport phenomena,
chemical transformations, and particulate sinks.
Correlation coefficients can be calculated between all
pairs of elements seen during a period, normally one
month in the California program. These statistical
associations are often very strong, and they deliver
elemental ratios that can be compared with suspected
sources. Table 2 shows such a compilation of common
associations,

Thus, non-toxic bromine is able to prove that
lead at these sites is almost entirely of automotive
origin. Many other such correlations exist for spe-
cific sources, including coal burning power plants and
industrial operations. This type of information is



Table 2

Examples of Bivariate Elemental Correlations for
Major Primary Rerosol Sources

Elcment Correlation

Elemental

Ratio

Elemental Ratio
of Presumed

Source (Typical})

Oceanic

3.6 to 20p Sea Watar
Na 0.97 1.13 0.56
Mg 0.81 0.26 0.07
s 0.88 0.094 0.047
Cl =1.00 =1.00 =1,00

soil

0.65 to 20u Crustal Ave.
Al 0.96 0.28 *0.04 0.282
Si =1.00 =1,00 =1.00
K 0.93 0,095+0.005 0.094
Ca 0.87 0,20 $0.07 0,131
Ti 0.89 0,027+0.005 0.01¢€
Mn 0.81 0.008+0.001 0.002
Fe 0.97 0.,285:0.03 0.182

Fuel 0il

0.1 to 0.65u Fuel O:1
s =1.00 =1.00 =1.00
v 0,95 0.016 0.013
Ni 0.97 0.021 0.025

Automotive

V.1 to 3.6u PbClBr
Br 0.95 0.30 0,355
Pb =1.00 =1.00 =1.00

only available from monitoring-type studies of extended
duration using multi-element methods, and it is prefe—~
rable to the use of “"tracers" of dubious validity.

Once particulate sources have been estzblished by
these means, one can examine the sources of gaseous
pollutants by fine particulate-gas pollutart correla=-
tions. The correlation between oxides of nitrogen and
Pb at California sites possessing only automotive
nitrogen sources averages at about 0.95, Using this
fact, remarkahly detailed breakdowns of aut:omotive and
non-automotive contributions to gaseous nitrogen com-
pounds can be derived for comparison with source omis=~
sion inventories,

Finally, studies of complicated effects such as
visibility degradation can be undertaken when parti-
culate data, by size and elemental composition, are
combined with gaseous pollutant and weather data.
Typically, 90 parameters will be generated per site per
day, and thus at least 90 days of data on the depen-
dent variable is required. Rather surprisingly, only
a few parameters (v12) show any significant correla-
tion with visibility in California. Intermediate-size
suspended sulfate particulates, 0.6 to 2 um diameter,
derived from photochemical conversion of SO2,appear
to dominate haze formation at all California sites
during the summer.

Thus, the development of eneryy dispersive x-ray
detectors and improved methods of excitation have
opened up new vistas in atmospheric science, The

results of these studies will hopefully result in
highly specific and cost~effective control strategies
for air quality maintenance.

*Work supported in part by the California Air Resources
Board. For a list of 1nvestigators, see reference 1.
Analytical facility developed in part with support
from the National Science Foundation, RANN.
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APPLICATION OF MULTI-STATION TIME SEQUENCE AEROSOL SAMPLING AND PROTON INDUCED X-RAY EMISSION ANALYSIS
TECHNIQUES TO THE ST. LOUIS REGIONAL AIR POLLUTION STUDY FOR INVESTIGATING SULFUR-TRACE METAL RELATIONSHIPS

James O. Pilotte, J. William Nelson, and John W. Winchester
Depts. of Oceanography & Physics, Florida State University, Tallahassee, FL 32306

Time sequence streaker samplersl, employing
Nuclepore filters for aerosol collectiom, have been
deployed over the 25-statvion St. Louis regional air
monitoring network and operated for the months of July
and August 1975 so as to determine aerosol composition
variations with 2~hour time resolution. Elemental
analysis of the 84 individual time steps per station
for each week of sampling is carried out by 5 MeV pro-
ton irradiation and X-ray counting by Si(Li) detector,
using a Van de Graaff accelerator with a special auto-
mated step drive sample hand11n§ device. Computer
resolution of the X-ray spectraé for the elements S,
cl, K, Ca, Tt, V, Cr, Mn, Fe Ni, Cu, 2n, Br, and Pb is
carried out at a rate equal to the proton irradiation
rate, five minutes or less for each time step analysis.

The aerosol particle sampling equipment and con-
ditions have baen designed to take advantage of the
high sensitivity of PIXE analysis3, in the nanogram
range for the elements determined. An air flow rate
of two liters per minute or less is optimum and per-
mits the use of light weight pumps and samplers which
draw minimum electric current and are suitable for
tower mounting. Nuclepore tilters with 0.4 ym pore
diameter are used to collect particles with high effi-
ciency, by impaction for larger sizes and by diffusion
for sizes smaller than the pore diameter. A test
suite of samples from 11 stations and one week of
sampling time has been analyzed for an evaluation of
data handling and interpretation procedures. Stations
selected in this study were #102, 104, 105, 106, 108,
111, and 113 in the Greater St. Louis area, #121 25 km
north of the city center, and #122, 123, and 125 about
50 km to the north, east, and west of the city. From
correlations of elemental concentrations in air with
time and location and interelement time correlations
at a single station we may infer the transport of
elemental constituents from pollution and natural
sources as well as gas-to-particle transformations of
certain elemenis, such as sulfur. This study repre-
sents a field test of a combination of sampling, anal-
ysis, and interpretive techniques needed for large
scale aerosol composition investigations. In it we
have given special attention to the relations between
particulate sulfur and trace metal constituents in the
urban atmosphere.
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Figure 1 presents the time variations observed
for ten elements measured for a 24-hour period at RAPS
station 111, located in a residential neighborhood
near an industrial area in the southern part of the
city of St. Louls. Two prominent maxima are seen for
all elements. However, when the exact times of the
maxima are determined, they are not the same for all
eiements., The first maximum occurs at step 8 (about
0745-0945 in the morning) for S, Ti, V, Mn, Fe, and Br
but at step 9 (two hours later) for K, Ca, Zn, and Pb.
The second maximum occurs at step 14 (about 1945-2145
in the evening) for S, K, Ti, V, Mn, Fe, Zn, and Pb
but at step 15 for Ca and step 13 for Br. As of this
writing air trajectory analyses for this time period
are not available. Nevertheless, it appears that the
transport processes governing the sharp fluctuations
in concentrations are complex and may include fumiga-
tion during the late morning bringing pollution-laden
overlying air to ground level, horizontal tramsport
from pollution sources, and local generation of pollu-
tion. It is noteworthy that both maxima for Pb occur
two hours later than the corresponding Br maxima, and
Pb at its maximum times is much greater in proportion
to B3r than can be ascribed to automotive sources of Ph
alone.
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In Figure 2 the time variations of § and Ti con-
centrations are given for a full week of two hour time
steps at two nonurban locations north of St. Louis,
station 121 located 25 Jm NNW of the center of St.
Louis and station 122 in Illinois 50 km due north of
the city. Also given is an Indication of times when
air flow 6 as measured at a represen:ative citv station,
was in the quadrant 135°-225°, SE to SW. These times
are generally when strong Ti maxima are observed, con-
Zirming a source for Ti in the direction of the city.
A strong pollution source for Ti is known to exist in
the southern part of St. Louis, and this result is
therefore expected. Apparently, horizontal tramsport,
instead of vertical mixing, 1s dominant in governing
the Ti fluctuations seen at stations 121 and 122. For
S, however, the time variations do riot appear to be
tightly correlated. Although there is a generally
higher concentration of S when air flow is southerly,
suggesting a pollution source in the direction of the
city, the positions of the times for maximum S concen-
tratlons are in no case the same as for Ti maxima.




Therefore, horizontal transport alone may not be suf-
ficent to accouat for time fluctuations in aerosol S.
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A further examination of aerosol concentrations
at the same two nonurban stations 1is made by comparing
Fe and Ti over the initial 2-1/2 day perlod, Figure 3,
when air flow was southerly. At station 121 both Fe
and Ti have two precisely synchronized maxima at steps
15 and 26 (about 2145-2345 on July 17 and 1945-2145 on
July 18). The step 15 maximum occurs two hours later
than the corresponding maximum at station 111 shown in
Figure 1. At both maxima the ratio Ti/Fe 1s several
times greater than the non-peak value around 0.1,
typical of many earth's crust materials. It therefore
appears that the source of Ti at peak times is an in-
dustrial emission, and peak Fe, by virtue of its time
correlation with T1, may also be of industrial origin.
At station 122 the four Ti maxima correspond to anom-
alous Ti/Fe ratios. The four Fe maxima occur earlier
in two iunstances and later in the other two instances,
suggesting pollution Fe transport from a different
source point but one in the general direction of the

city.

The results exemplified by Figures I, 2, and 3
suggest that several trace metals, when examined in
the context of each other and if their principal source
locations were identified, may be used as an indicator
of aerosol transport over considerable distances. It
may be assumed for the trace metals measured here that
no significant interchange with the gas phase occurs,
and therefore the aerosol transport inferred may be
used as a reference for the more complicated case of
sulfur where both transport of aerosol and gas-to-
particle conversion reactions may occur during trans-
port.

The time sequence trends of aerosol S over a
2-1/2 day period at six stations ia or near St. Louis
are shown in Figure 4. Qualitatively, the concentra-
tions of S at the several stations vary in sympathy
with each other, indicating that the processes govern-
ing the fluctuations are regional in extent. However,
in detail the trends at stations 102 and 104 appear to
lag the orhers by two to four hours. In no case is
the relative degree of time variation of § as great as
found for trace metals in the city, as shown for exam-
ple in Figure 1 (station 111 a few days earlier). The
shallow minimum at the clty stations around time steps
65-70 corresponds to a similar minimum at station 122
north of St. Louls and less clearly to station 121,
located nearer the city. Therefore, it should not be
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assumed that the causes of the time variations in aero-
sol S lie exclusively in transport or other processes
associated with pollution sources. Instead, the pro-
cesses may be larger scale than of urbun dimensions and
have underlying natural causes. Further examination of
the matter is recommended.
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It was suggested in the discussion of Figure 1
that Pb may originate in both automotive and nonauto-
mot ive sources. The relative amounts of Br and Pb can
serve as an indicator of nonautomotive Pb, since Br may
be principally from the combustion of leaded gasoline
but Pb may have industrial sources as well.
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Figure 5 presents a time record over a 2-1/2 day
period at city stations 104 and 105 for Pb and Br con-
centrations and the Br/Pb ratio. At both stations
step 24 (1545-1745 on July 18) shows maxima for both
Br and Pb and the ratio Br/Pb (0.13 and 0.16 at the
two stations) is not anomalous. Increased automotive
emissions apparently car account for the high Pb



concentrations. However, at step 20 (8 hours earlier)
for both stations singularly high Pb concentrations
are encountered which are not accompanied by Br maxi-
ma, and the Br/Pb ratios are accordingly very low.
Step 14 at station 105 may be a similar case, although
this is not also apparent at station 104.

The results of this investigation indicate that
time variations in the concentrations of trace metals
and sulfur {in the St. Louls atmosphere are large,
often well over a factor of 10, and occur over time
periods of a few hours or less. Since the variations
among several elements are often highly correlated, it
appears that trace element associations have consider-
able promise an an indicator of aerosol transport from
pollution sources. Moreover, the absence of a covre-
lation between sulfur aerosol and trace metals may
help in distinguishing between simple transport and
other processes which may involve gas-particle inter-
actions of sulfur and between local source effects and
regional or larger scale effects. In the special case
of Pb, its association with Br appears to have value
in identifying nonautomotive Pb in the urban atmo-
sphere. In general, the important associations needed
for inferences of this kind require time resolution of
the order of two hours and area-wide sampling at loca-
tions within the city and in surrounding areas. The
combination of time sequence streaker sampling and
PIXE analysis provides the necessary versatility in
samplers and speed of analysis for this kind of in-
vestigation.
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DENDRO~ANALYSIS: THE STUDY OF TRACE ELEMENTS IN TREE RINGS

W.B. Gilboy, R.E. Tout and N.M. Spyrou
vepartment of Physics, University of Surrey,
Guildford, Surrey, U.K. GU2 SXH

ABSTRACT

In attempts to study environmental contamination over
long time scales into the past we have been measuring
the levels of trace and minor elements in individual
tree rings using instrumental neutron activation analy-
sis. Most of our measurements so far have been done

on elm tree samples which are widely available due to

a current epidemic of BDutch Elm disease in southern
England. Samples taken from every growth ring were
individually activated for ten minutes in a therm
neutron flux of 1.5 x 10!2n cm=2sec~lin the 100 kW
London University research reactor. The acivated
samples were counted for ten minutes on a 42 cm3 Ge(Li)
gamma ray detector. These procedures enabled the follo-
wing radioisotopes to be monitered for a large number
of samples: 190, 24Na, 27Mg, 28a1, 38c1, “2K, “SCa,
56mn, 66cy, 80pr, B7mgy, 4lp, 1287, 13983, Some of
the above isotopes show striking systematic variations
both from ring to ring in a radial direction, and also
around individual rings. This paper describes these
results in detail for samples taken from trees grown in
various locations and assesses the potential of this
technique for studying past environmental conditions.

B INTRODUCTION

In an effort to measure environmental contamination over
long periods we have been studying the possibility that
the annual growth rings of trees might contain some
record of past environmental conditions. This approach
has already been used to study radiocarbon levels over
very long periods and it was hoped that traces of other
elements might also show interesting and useful varia-
tions. We have been systematically evaluating this

idea since 1974 and this paper describes our experi-
ence to date,

EXPERIMENTAL

In recent years the elm tree population of southern
England has been decimated by an epidemic of Dutch Elm
disease. Consequently we have concentrated most of
our measurements so far on this species, since samples
are widely available from trees of useful age grown in
interesting locations. Our most complete results are
for a horizontal slice taken from an elm tree felled
in 1974 vhich had been growing in a residential area
of Guildford since early this century. Cylindrical
samples 2,5 mm diameter (the width of one ring) and

15 mm long weighing about 70 mg were taken from every
ring using a specizl steel boring tool. These were
individually irradiated for ten minutes in a thermazl
neutron Elux of 1.5 x 10'2n cm~2sec~! in the core of
the 100 k# University of London reactor (ULRC). After
a one minute cooling period the sample was counted for
ten minutes on a 42 cm3 Ge(Li) detector. The 4096
channel gamma ray spectra were recorded on magnetic
tape for later analysis on the University of London
CDC 6600 computer using the spectrum analysis program
SAMPO plus additional routines for peak identification
and estimation of elemental concentration; each peak
requires an analysis time of about 0.8 seconds.

This irradiation and counting procedure enabled the
following radioisotopes to ba monitored from sample

to sample: 190, 2%Na, 27Mg, 28a1, 38C1, “lar, 42K,
49¢ca, 56Mpy, 6Scuy, 80pr, 8/mgr, 1281 znd 139Ba were
calibrated in a semi-absolute manner from a knowledge
of the neutron flux and neutron cross-sections., We
have assumed the {(n,y) reaction to be the dominant
production process, bu:i this ma{ be an oversimplifica-
tion for the cases of 2%Al and !90, where the 3!P(n,y)
2831 and 19F(n,p) !90 reactions may be contributing to
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the observed yields. The ULRC reactor has a relatively
high fast neutron flux in the in-core irradiation tube,
and as yet we have no way of checking the magaitude of
these alternative production processes.

RESULTS

Some of the induced radioisotopes listed above show
marked systematic variations, both from ring to ring in
a radial direction, and also around individual rings.
For example “2K shows an increase of 80% in passing
from the outer sapwood to the inner heartwood Fig. 1

Cam m e m m m m wm om ow wm e e e
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Figure 1 Radial variation of %2K content
in the Guildford elm.

which probably mirrors the natural biochemical change
occurring at the sapwood/heartwood boundary (about the
1954 ring in this case). In contrast the 38Cl signal
shows a substantial drop on entering the heartwood zone,
and both 27Mg and 5%Mn show similar behaviour.

Some isotopes, principally 2%Na and !2B1, exhibit a
strong oscillatory behaviour mostly in the sapwood zone.
In one or two isolated rings the level of some elements
(e.g. Ba, Ca, Sr in 1950) shows an extremely large
increase which may be due to previous disease attacks.
The persistence of these exceptionally high levels and
their lack of radial diifusion, shows that these ele-
ments at least seem to be fixed fairly permanently

which may allow their historic variations to be reliably
measured.

Measurements within individual rings taken at varying
angles around the tree show strong angular variations
for some elements. For example the 2%Na, 38c)1 (Fig. 2)
and 8%Br sapwood levels are much higher on that part of
the tree which faces the prevailing wind, while the
1281 jevels are higher at the leeward side. Most of
the remaining isotopes show little systematic angular
variation in sapwood,and in the heartwood region
angular variations are virtually absent for all iso-
topes measured.

Since Guildford is not a centre of concentrated heavy
industry, we have collected further elm samples from
the city of Stoke-on-Treant which has been the centre of
large scale ceramics manufacture since the Industrial
Revolution and until recent years has possessed a
highly polluted atmosphere. The first elm sample ana=-
lysed from Stoke has an unusually narrow sapwocd zone
so it was only possible to analyse a range of rings



over the heartwood. An indication of the elemental
concentrations in the Guildford and Stoke samples is
given in Table 1, The comparative results show that
the Stoke tree has generally lower levels for the range
of elemente unalysed.

Angular varjation of 38Cl around
sapwood (year 1960) and heartwood
(year 1939) in the Guildford elm.

Figure 2

The radial variations in the Stoke heartwood (the
sample goes back to 1930) show no simple correlation
with the large reduction in atmosphere pollution levels
in Stoke-on-Trent which has been achjeved over the past
two decades.

DISCUSSION
On the basis of our present results we have not as yet
established any clearcut connection betweer the levels

of trace and minor elements in tree rings and the envi-
ronmental conditionsunder which they have grown.

ISOTOPE GUILDFORD ELM (ug/g)
(ENERGY) kev Av, Sapwood Range Av. Heartwood
180(197.4) 29, 300 ND~42,700 34,300
97mgr (388. 5) 8.7 7.7-13.2 17.4
1281(442.7) 2.2 ND-6.4 0.4
808r (617.0) 0.5 0.34-1,1 ND
27Mg (844.0) 809 706-1,095 675
56Mn (846.9) 1.9 1.5-2.5 1.1
66Cu(1039.0) 0.91 ND-1.43 0.79
4141293.6) 5.2 3.6-9.2 4.4
24Na(1368.4) 115 81-162 110
42K (1524.7) 3,022 2,257-3,541 5,477
38C1(1642.0) 83 70-89 22
49€a (3083) 930 746-1,151 1,513
2841(1778.9) 0.4 0.2-0.6 0.6

Table 1.

We have until now only looked at a restricted range of
isotopes in a limited number of samples, and we intend
to extend these gstudies to both shorter and longer
lived isotopes, and cover a more extensive set of
samples, including soil eamples. A few other workers
have published more limited measurements of this type
on other tree species 1,2, but the angular varviations
we have found do not appear to have been observed
before.

The usefulness of this technique for environmental
monitoring is not yet established but if successful for
certain elements its special value would be for dedu-
cing the pre-industrial levels of enviroumental conta-
mination against which the significance of modern levels
can be sensibly judged. Since the method is related to
the archaeological technique of dendrochronology, we
suggest the term dendro—analysis to describe it.
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STOKE-ON-TRENT EIM (ug/g)

Range Sapwoou Ring Av, Heartwood Range
ND-47,300 38,500 40,100 260045 , 200
12,2-176.5 ND 6.3 3.8-12.6
ND-3.6 ND 0.07 ND-0.1
ND-O.4 0.32 0.2 ND—0.3
566-2,304 123 140 89-162
0.64~3.2 1.0 1.0 0.7-1.5
ND-1.49 0.54 0.44 ND-0.82
2.1-8.3 4,2 3.0 2.1-3.6
84-162 36 22 17-51
4,749-6,789 2,106 1,888 1,114-3135
16-44 32 10.3 7.8-19.1
1,151-38,100 838 1,119 827-2,021
0.2~1.5 0.5 0.3 0.2-1.0

The average (Av.) concentrations and range of ccencentrations in the
sapwood and heartwood in sections of elm trees from the Guildford
area, and from the Stoke-on-Trent atea.

Values are in micrograms

per gram.(ND = Below detection limit).
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DET:RMINATION OF SULFUR IN WHOLE COAL BY X-RAY FLUORESCENCE SPECTROMETRY

William G. Lloyd and Henry E. Francis
Institute for Mining and Minerals Research
213 Bradley Hall, University of Kentucky
Lexington, KY 40506

Total suifur in 26 Kentucky coals has been deter-
mined with a commercial energy-dispersive x-ray fluor-
escence spectrometer, correcting for the interactions
of five other mineral elements by a simple multiple
regression analysis. XRF results are not as good as
properly conducted ASTM analyses, but are superior to
several other fast methods.

ASTM Analyses

The determination of tctal sulfur in coal has
traditionalily been based upon the controlled combus-
tion of pulverized coal samples, followed by the ti-
trimetric, conductimetric or gravimetric measurement
of the resulting sulfur oxides. Two of these classi-
cal procedures, both entailing the gravimetric deter-
miration of sulfur as barium sulfate, have been adop~
ted as standard me?hods by the American Society for
Testing Materials.' For both the Eschka and Bomb Wash
procedures ASTM has specified the following:

sulfur content repeatabilit reproducibility
tess than 27 + 0.05% +0.10%

more than 2% +0.10% ¥0.20%

Thirteen bituminous coals were selected to pro-
vide total sulfur contents of 0.5-5.0%. Each was pul-
verized to -200 mesh, dried uniformly in a Brabender
forced-air oven (110°C for 30 min.), mixed again, and
split by riffle box into a number of analytical sam-
ples. Six sets of ASTM total sulfur analyses were ob-
tained, from four different laboratories (Table 1).
For each coal a "best ASTM" value was estimated by ex-
cluding the highest and lowest of the six analyses and
then averaging the remaining four.

Table 1

ASTM Sulfur Analyses for Thirteen Kentucky Coals

Eschka Bomb Wash Best
Coal labA labB lab C LabD LabC Lab D ASTHM*
1 0.62% 0.63% 0.77% 0.61% 0.60% 0.59% 0.62%
2 0.84 0.83 1.07 0.8 0.83 0.83 0.84
3 1.09 1,13 1.26 1.09 1.001 0.98 1.08
4 0.95 0.9 1.02 0.92 0.93 0.95 0.9
5 1.45 1.44 1.61 1.A1 1.38 1.33 1.42
6 2.26 2.23 2.45 2.22 2.7 2.7 2.22
7 0.54 0.60 0.72 0.53 0.54 0.63 0.57
8 1.94 1.88 2.14 1.90 1.8 1.67 1.90
9 3.08 3.00 3.12 2.99 2.99 2.65 3.01
10 3.91 3.87 4.00 3.81 3.66 3.44 3.8]
n 3.63 3.70 3.73 3.53 3.49 3.49 3.59
12 4,93 4.88 5.05 '4.81 4.78 4.53 4.86
13 2.03 2.02 2.23 2.00 1.96 1.77 2.00

* average of four after dropping highest and lowest

Three quality tests were built into this experi-
mertal block. These are described below.
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Quality of ASTM Analyses

Each laboratory received 24 coal samples, among
which were eleven pairs of biind-labelled duplicates.
(A table ¢f random numbers was used for serial label-
ing.} Analytical repeatability was estimated by ave-
raging the spreads between the duplicate analyses.
These data are shown in the first column of Table 2.

A second test makes use of the "best ASTM" values
of Table 1. These are determined with fairly good
specificity: standard deviations are often below 2%
relative and in all cases below 5% relative. If it is
assumed that these "best" values are close to true va-
lues, an empirical estimate of accuracy can be made by
examining the spreads between individual analytical
values and the “"best ASTM" values for the same coals.
Average spreads for these coals are shown in the se-
cond column of Table 2.

Table 2

Quality of the ASTM Sulfur Analyses in Table 1

Repeata- Avg diff from Avg rel error for

Data Set bility* ‘“best ASTM"* NBS standards*
Eschka

Lab A 0.020% 0.035% 1.0%
Eschka

Lab B 0.028 0.030 4.4
Eschka

Lab D 0.030 0.019 2.3
Bomb Wash

Lab C 0.059 0.050 2.7
Bomb Wash

Lab D 0.129 0.154 13.
Eschka

Lab € 0.092 0.176 20.

* hasis of estimate described in text

In addition, two of the coal samples in each set
were blind-labelled NBS standard coals, for which the
sulfur contents are known with confidence. Coals 7
and 13 are NBS materials 1631A and 16318, containing
{after drying) approximately 0.55% and 2.03% sulfur,
respectively. The aveirage relative error for these
two NBS coals is shown in the right-hand column of Ta-
bte 2.

[For this quality study analytical values were
calculated to the nearest .001%. The data of Table 1,
rounded to the nearest .01%, give slightly different
tigures.]

Table 2 shows that four of the six ASTM data sets
clearly meet ASTM standards for repeatability and re-
producibility. The presence of the two poorest data



sets is disturbing. Not every laboratory purporting to
provide an "ASTM -ulfur analysis" is capable of doing
s0.

Analysis by Energy-Dispersive X-Ray Flucrescence

A recent review? of the application of modern in-~
strumental methods to elemental analysis of coal cites
x-ray fiucrascente as the only relevant irstrumental
method for sulfur in coal. in the past decade wave-
length-dispersive XRF spectrometry has been shown to
be directly applicable to the analysis of whole coal
for sulfur and for many other elements.

We have made use of a commercial energy-disper-
sive XRF spectrometer {Finnigan Corp. model 900),
equipped with a 250-watt Rh-targeted x-ray tube. Work
involving sulfur K fluorescence and other low-energy
radiation is carried out under vacwum (0.} torr),
using a large (6 mm) collimator to minimize the effect
of sample micro-inhomogeneity. In preliminary work we
found better sample-to-sample reproducibility working
with loose pulverized coal than with briquettad or
planchetted coal samples. For the present work loose-
1y powdered coal was loaded to a depth of 9-12 mm
(substantially exceeding infinite thickness) in stan-
dard commercial 1-1/8 in. plastic sample cups with
0.10-mi? mylar windows.

In our instrument the sulfyr peak shows an opti-
mum signal-to-background ratio at tube power of about
14 KeV. Data were acquired at this potential and with
a tube current of 0.40 milliamperes, this setting pro-
viding a counting dead time of about 30%. The fluor-
escing x-rays were counted for 1000 sec in 1024 chan-
nels spanning the enerrgy range 0.00-8.00 KeV, with a
detector bias potential of 1000 v. Under these con-
ditions the minimum detectable limits (3¢ level) are,
for Si, S, Ca and Fe, .006%, .002%, .001% and .0002%,
respectively. The most prominant low-energy fluor-
escent peaks from western Kentucky coals are:

Si Kag at 1.74 KeV typically 15-60 cps
S Ka 2.31 50-220

K Ka 3.3 5-60

Ca Ka 3.69 15-60

Ti Ka 4.51 10-75

Fe Ka 6.40 100-1200
Fe K8 7.06 {not used)

Other elements with fluorescent peaks in this energy
range (Mg, A1, P, C1, Sc, V, Cr, Mn, Ni) are present
in sufficiently low concentrations that their intensi-
ties are insufficient to effect any substantial modi-
fication of the sulfur K peak intensity.

Interelement effects were calculated by an empi-
rical approach similar to that of Lucas-Tooth and
Pyne,5 using a standgrd computer program for muitiple
regression analysis.® For our instrument under the
conditions descrived above the coefficients obtained
are:

S(concn in ppm) = I(S)*[111.7 - .4817*1(S)
+.1681*IEFe) +4,527*1(S1)
-1.092*I(K) -2.064*[({Ca)
+3.039*I(Ti}] -12.88*I{Fe)
—755.0*I§Si; +467.0*I§K)
+110.1*1{Ca) +9.931*I(Ti) m
where I(S), I(Si), etc., are the intensities in counts
per second of the indicated fluorescent peaks.

The sulfur concentrations calculated from the raw
XRF data by Eqn. (1) are shown, along with the "best
ASTM" values for coals 1-13 in the first two columns

of Table 3. A general agreement is evident between
these two sets of data.

Table 3

Non-ASTM Sulfur Analyses for Thirteen Xentucky Coals

Best XRF Train 1 Train 2 Tirain 3

Coal ASTM* this lab Lab E Lab F Lab G

1 G.62% 0.63% 0.68% 0.73% 0.67%
2 0.84 0.84 0.94 0.9z 0.91
3 1.08 1.07 1.02 1.12 1.20
4 0.95 1.06 1.01 1.13 1.15
5 1.42 1.68 1.36 1.48 1.52
6 2.22 2.35 2.04 2.25 2.44
7 0.57 0.56 0.42 0.56 0.62
8 1.90 2.50 1.68 1.89 2.02
9 3.01 2.9 2.73 3.70 3.24
10 3.81 3.70 3.38 3.57 4.10
11 3.59 3.7 3.20 3.40 3.80
12 4.86 5.01 4.38 4.70 5.07
13 2.00 1.95 1.74 1.84 2.07

* from Table 1

Analysis by Fast Combustion Trzin Methods

The most widely used alternatives to the ASTM to-
tal sulfur analyses are variations of fast combustion
train procedures, whereby weighed samples of coal are
burned in oxyger at atmospheric or superatmospheric
pressure and the sulfur oxide content of the combus-
tion mixture is determined titrimetrically or conduc-
timetrically.

Additional portions of coals 1-13 were analyzed
by two well-established commercial analytical labora-
tories, both using fast combustion train methods in-
corporating some proprietary modifications. Results
of these analyses are shown in Tabie 3 under the
headings Lab E and Lab F.

In addition, two packaged laboratory sulfur-
analyzing trains were evaluated by coileagues at the
University of Kentucky. Analyses of coals 1-13 were
conducted by chemists experienced with the use of
these instrumental procedures. The data obtained
from the better~-known of these two trains is given in
Table 3 under the heading iab G. The other train
failed to stand up to 24 successive sulfur analyses,
notwithstanding many starts over a three-month period.

Quaiity of Non-ASTM Analyses

The same quality tests which were built into the
ASTM test block are applied to the several non--ASTM
data sets in Table 4. It is evident that none of
these fast methods is as good as a properly-run ASTM
analysis for total sulfur in coai. Among the fast
procedures evaluated, however, the XRF procedure is
the best of the group by each of the three criteria
used in Table 4.

Discussion
The above findings have been based upon cross-

analysis of a group cf thirteen coal samples. A
second group of thirteen coals has been similarly




split and analyzed by the Eschka procedure (two sets),
by XRF using Eqn. (1)}, and by fast combustion train
methods (two sets). Raw results are shown in Table 5.
If the Eschka data from Lab A are taken as reference
values, the XRF data conform most closely to these va-
lues (average difference 0.10%}, followed by the com-
bustion train data of Labs F (0.12%) and E (0.18%) and
by the amazing data from Lab C (average difference
0.51%). These results with this second group of coals
are generally consistent with expectations based upon
the data of Tables 1-4.

Table 4

Quality of the Non-ASTM Sulfur Analyses in Table 3

Data Set fepeata- Avg diff from Avg rel error for
bility* ‘“best ASTM"* NBS standards*

[best four

ASTM set3] .02-.06% .02-.05% 1.0-4.4%

XRF

this 1ab .090 .128 2.7

Teain 1

Lab € .183 212 19.

Train 2

Lab F .195 .1689 5.5

Train 3

Lab G .093 147 7.2

* calculated as in Table 2

Table 5

Sulfur Analyses of a Second_Group of Kentucky Coals

Lab A this lab Lab C lab E lab F
Coaf Eschka XRF Eschka Train i Train 2
14 1.61% 1.66% 1.78% 1.42% 1.61%
15 0.67 0.67 0.89 0.63 0.60
16 c.67 c.47 1.18 0.78 0.90
17 1.95 1.89 1.71 1.85 1.96
18 0.59 0.58 0.30 0.59 0.69
18 2.12 1.63 1.64 2.04 2.26
20 2.97 3.30 2.74 2.87 3.00
21 0.80 1.15 0.68 0.81 1.37
22 4.78 4.80 3.47 4.52 4.81
23 3.91 3.98 4.40 3.50 4.10
24 0.52 0.51 ves 0.57 0.53
25 5.0¢ 5.02 3.50 4.39 5.12
26 4.77 4,73 v 4.44 4.92

The coals analyzed in Tables 1 and 3 have ash
contents of 5 to 23% and total nitrogen contents of
1.0 to 2.0%. The pyritic sulfur fraction varies from
2% to 73% of the total sulfur, although this variation
is not randomly distributed: the five coals of lowest
total sulfur have pyritic fractions below 5%, while
the eight higher sulfur coals have pyritic fractions
above 40%. Analysis of error for each of the total
sulfur data sets in Tables 1 and 3 failed to show sig-
nificant correlations with any of these quasi-indepen-
dent ccal parameters. One combusiion train data set
shows probable systematic error associated with total
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sulfur content (i.e., a probable standardization error)

The properly conducted ASTM sulfur analysis (re-
presented by the data of Labs A and B) is consistent
and reliable, and in our judgment still prnvides the
best measurement of total sulfur in coal. The draw-
back to both of the ASTM procedures is that they are
slow and labor-intensive. Even with large groups of
samples the investment in technician time cannot be re-
duced below about one man-hour per sample a2nalyzed, and
even with small groups of samples the analytical turn-
around time is at least two days.

Among the fast methods for determination of total
sulfur in coal, energy-dispersive x-ray fluorescence
spectrometry appears to be the most consistent and the
most accurate. In addition it has the obvious advan-
tages of automated operation, concurrent simultaneous
analysis of other fluorescing elements, and nondestruc-
tivity. We conclude that energy-dispersive XRF is now
very ciose to meeting current ASTM standards of preci-
sien and accuracy for this analysis.
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DETERMINATION OFf SULFUR, ASH AND TRACE ELEMERNT
CONTENT OF COAL, COKE AND FLY ASH USING MULTIELEMENT
TUBE-EXCITED X-RAY FLUORESCENCE ANALYSIS

J. A. Cooper, B. D. Wheeler, G. J. Wolfe, D. M. Bartell and D. B. Schlafke
ORTEC Incorporated
Oak Ridge, TN 37830

SUHMARY

A procedure using tube excited energy dispersive
x-ray fluorascence analysis with interelement correc-
tions has been developed for multielement analysis of
major and trace elements and ash content of coal, coke
and fly ash. The procedure uses pressed pellets and an
exponential correction for interelement effects. The
average deviations ranged from about 0.0003% for V at
an average concentration of about .003% to 0.1% for S
at an average concentration of about 4%. About 25
elements were measured and 100 second minimum detect-
able concentrations ranged from about one part per
million for elements near arsenic to about one tenth of
one percent for sodium.

INTRODUCTION

Coal is an important current energy source and
will continue to play a major role in meeting our
future energy needs. The quality and cost of coal
currently depends on its sulfur and ash contents, and
may depend on other specific elemental parameters in
the future as environmental regquirements become more
restrictive. This paper describes a procedure using
tube excited energy dispersive x-ray fluorescence
which has been developed to measure about 25 elements
in coal, coke and fly ash and to estimate the ash con-
tent of coal and coke.

EXPERIMENTAL CONDITIONS

An ORTEC 6110 TEFA (Tube-Excited Fluorescence
Analyzer) Systeir was used for this investiga-ion. It
included a PDP 11/05 Computer and dual drive floppy
disk.

The samples analyzed in this study consisted of a

variety of coals, cokes and coal ash samples.l-
They were ground for two minutes in a Spex Shatter Boxd
rotary swing mill using a variety of grinding aids and
pelletized. The resultinyg pellets were loaded directly
into the sample chamber which was then evacuated.

The samples were qualitatively analyzed using the
optimum sensitivity excitation conditions listed in

Table 1. Although the optimum excitation conditions
TABLE 1
Excitation Conditions For Optimum Sensitivities

[ Elemental Ranges Line Anode Voltage Filter
Na to Ca K Mo 10 None
€a to Fe K W 25 Cu
Ce to Tb L H 25 Cu
Fe to Sr K Mo 35 Mo
Tb to Bi i Mo 35 Mo
Sr to Rh K N 40 cd
Th and U L W 40 Cd
fh to Ce K Mo 50 Mo

are often required for the analysis of trace elements,
the major and minor elements can usually be quantita-
tively analyzed simultaneously using only one excitation
condition.

The resulting spectrai _data were quantitatively
analyzed using ORTEC's FLINTG software which provides a
linear least squares fit to the interelement corrected
intensities. This program corrects the observed x-ray
intensities for absorption and enhancement due to the
presence of other elements. The concentration of the
ith element is given by the equation

N (1

= A' 10T .
Ci A' + B Ii Texp ( Mij CJ

where

Mij is the interaction coefficient for
element j on element i and

Cj is the concentration of the jth element.

The interactior coefficients are determined by a
nonlinear mulitipie least squares fit of the standards
concentration-intensity data. This #equires a minimum
of n + 2 standards where n is the number of interfering
elements.

Elemental concentrations in unknown samples were
calculated with an iterative process using Equation 1
and interaction coefficients calculated from standards.

RESULTS AND DISCUSSION

Representative x-ray srectra excited under differ-
ent excitation conditions are illustrated in Figures 1
to 3. Fiqure 1 shows the semiiogarithmic plot of the
low energy portion of the x-ray spectrum of a fly ash
specimen. This spectrum was excited with direct brems-
strahluing radiation from a rhodium anode which maximizes
the sensitivity for the light elements including sulfur.
This excitation condition provides for the simultaneous
analysis of the major and minor elements from sodium to
iron. Although there is considerable peak overlap in
tire sodium to silicon region of the spectrum, simple
"region-of-interest"” peak integrations can be used since
the interelement correction program wiil minimize both
the spectral interference and concentration variation
effects.

Figure 2 shows the 0 to 10 keV porticn of the
x-ray spectrum of NBS standard coal (SRM 1632)% as
excited with copper filtered tungsten radiation. 1nis
provides the best sensitivity for elements from Ca to
Fe as can be seen from the clearly defined chromium and
manganese peaks representing concentrations of about
.002 and .004%, respectively.

The optimum sensitivity for trace elements from
iron to strontium, including elements near lead, is obtain-
ed by using molybdenum filtered radiation from a molyb-
denum anode as shown in the semilogarithmic plotted
spectrum in Figure 3. Twenty elements are measurable
in this single spectrum. Between twenty-five and thirty
elements can be measured in these samples by using the
different excitation conditions listed in Table 1.

Upper limits can be set for many other elements based on
the minimum detectable concentrations (MDC) shown in the
100 <2cond MDC plots in Figure 4.
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Figure 1. Logarithmic plot of the x-ray spectrum
obtained from a specimen of fly ash obtained with a
tube-excited fluorescence analyzer.
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Figure 3. Logarithmic plot of the X~ray spectrum
obtained from a specimen of coal obtained with a
tube excited fluorescence analyzer.

The qualitative results for coal, coke and fly

ash are summarized in Tabies 2 to 4. Table 2 con;ares

the rasults obtained by tube-excited fluorescence
analysis (TEFA) with those listed by the I1linois
State Geological Survey.4 The TEFA results are not
averages of replicate analyses but the results of a
single analysis, Even so, the average deviations of
about 0.02% repvesent relative accuracies of about 1%.
These analyses, as well as the aluminum, sulfur and
calcium, were corrected for interelement effects while
the other elements did not require corrections.

The sums of the major element compositions are
listed at the bottom of the table. The agreement with
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Figure 2. Logarithmic plot of the x-ray spectrum
obtained from a specimen of NBS coal obtained with a
tube-excited fluorescence anaiyzer.
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Figure 4. Minimum detectable concentration (MOCj} in
coal material.

the 1isted ash values is relatively good despite the
complex chemical changes taking place. The agreement

is usually within 10% (relative) which is often adequate
for estimation of the ash content. These coals, however,
were quite similar in composition and a broader range

of coal types should be studied before drawing general
conclusions.

Table 3 compares the results of the coke analyses.
Samples 4, 9 and 11 were blind unknowns, the results of
which were not obtained until after the TEFA results
were reported. The agreement of the TEFA values with
the 1ist values is excellent in most cases. The remain-
ing small differences may be a result of significant



TABLE 2
Comparison Of Results Obtained For The Analysis Of Il1linois State Geological Survey Coal Samples

{16408 16264 41730 Unbs
15263 18228 Ci5264 s 16408 Qsa? Qe3? Cl6z6é o i
TEFA | L5t TEFA | i1ut 1 | st TEFA | Lt TEFA | LIST TR st TEFA_| 1St [ TEeh_ ] 11T Jueviation
t
N £ret 0300 0140 | 0300 .04&a .0300 6510 | .0300 o170 .0200 .0070 | .0300 020 L0300 0370 0300 .0asn (%1 o3g 0200
g . DAOO R 040G 0500 0420 .0a00 1 .o%00 0800 0400 .0300 [ .0400 .D400 L0800 040 .2200 . CASY {400 6450 0959
an 1.0190 i 000 }1.0500 1 1300 9400 0 %200 31.1)0 1.1200 1.0000 1.0200 | 1.09%00 1.0700 1.03%0 1020 1.0600 1.0200 1. 0800 1.0700 020%
3t 1 6400 1.65%00 |2.5700 2.1700 1.8%00 1.3200 | Z.4000 2 4s00 1.3800 1.4100 | 2.0700 1.5400 2.1%00  2.2500 2.0809 2.0400 2.0200 1 5109 . 0400
p 0030 [irdd 0060 .0070 Nilrd i) 0030 0020 L0140 .0200 Ralld .00 L0veQ . D06E 0040 .00%0 .0020 0340 3t
5 3.0%00 3.1602 | 1.5800  3.3%00 4.3200 6.5200 |51 3.2500 4.0300 4.9000 | 4.0200 4.0800 3.8000  31.8800 3.7700 3.5400 3.0000 3.2600 1500
Ci 0600 izt Q500 REL 0600 0160 a0 o200 2600 L1000 0400 0600 0400 0150 0600 . 0600 060G D5 oo}
[ 1500 1400 1700 1700 1600 1593 L1500 1700 1400 L1300 . 1500 . 1500 1600 16500 1500 . 1600 1500 1605 Rk
Ca . 1200 . 1000 L6100 8200 6700 L4500 L7400 7300 2100 L .SE00 4800 L1200 . 640G 6700 . £900 4602 2607 5600
At} .0600 0500 690 600 0600 0500 0600 oHe 000 %00 0600 .0L00 . D600 . 0600 L0500 0950 .0%ce 0852 050
v 0023 .002) L0027 027 0026 0022 .0027 pax 0029 002 .0028 .0032 .0oz? o027 .0025 .00z8 JKRe .002¢ L0032
re 2. 6400 £.6300 [1.6000 16500 2.0500 2.0%0 {1.6100 .50 3.5200 3.5100 | 2.5000 2 590 1.8300 1.3te0 1 6600 1.650 7 1930 214007 0290
Parts Per MilIH1
M-Q_—i;- - E‘"io 1] ] 6 22 3} 0 n 2 % 28 2 13 2 i 3 2 0904
tu 40 4 ? B 5 10 @2 Fatl 15 i3 21 8 1% 15 1 9 24 26 0002
14 106 56 30 9 49 o 4 iz L 1) 29 52 56 82 €2 k1 30 46 005
fsn{z}{ B.& 8.0 9.4 1.0 10.2 2.4 9.7 12.0 1.5 1.2 04 e 9.9 12.2 n.t 9.2 9.5
SThese sa=plet were coepesed of S03 of esch of the sésples listed.
TABLE 3 The concentration of the otker elements listed in
b s -
Crtegatas CaCtaTARt OB (€ @ S0et atam Table 4 were determined from the counting ef f1c1e2$105_
established from the Si, Al, Fe and Ca counting effici-
sele a3y 2o o et L. Y encies. That is, since the counting efficiencies are
peoy TR SO AR W MM I T W e Y W& smoothly varying functions of atomic number, the count-
! LW ey vy a2 TR oz gar oAy 001k 1M 4 ing efficiencies of S, K, Ti, Cr, and Mn were determined
3 $rse sl ity s ek oy ws sey tw o sl gpan epe values established for Si, A, Fe, and Ca.
] DR DRI R T IR o S 0T 0d ol win 408 4ty These values are iﬂ quite gOOd agreement Hith what is
CooTe moesoemowe en 9o ok whme B SR expected and even better quantitative results could
s Loy 1A 321wtk 1e ney 9T S 91 ECE BT TR B TR be obtained with appropriate standards.
‘ .2 Ay A b ad L 33 kR3] LI 5] LR 1) 210 oerr o0} E Y s 57
; e : - : PO S ,:' :: The quantitative results of the fly ash analyses
e on e oo " . .
5P s By to Al 1 ): €8y n Oyl A £ o)y n) are l]sted ,.n Tab]e 4. A]] of the elemnts except Na'
L oae s aw ez wown X
TRy e e aw am 2w t e : whoemo S t¥lop U Ti and Sr were corrected for interelement effects.
. A e g e o . . 2 ;
mooe oam o oen en e woemomom ." *#1 Although the agreement is not as good as might be
W . ne N . . g
o tem e mer aw ew - i *"} expected, the average deviations are in all cases, less

e 1+ e tutried fiomescencs Snatter than the estimated wet chemical reproducibilities listed
e at the bottom of the table.

¢ ThE A1j0; CORCPRLrALIONS Mave beew corrected for the wPTect Of M0, and fr,0y

CONCLUSION

uncertainties in the standards (wet chemical analysis Tube-excited energy dispersive x-ray fluorescencc
methods were used to determine the listed va?ues). can provide rapid and accurate multielem:nt analyses of
Table 5 shows a comparison of the elemental iron concen- about 25 elements in coal, coke and fly ash ranging

tration results obtained on three different days with from sodium to lead. Accuracies approaching a tenth

three different excitation conditions. The deviations of a percent {absolute) can be achieved in the analysis

from the averages in most cases are less than 1% (re- of the major elements but require interelemant correc-

lative) showing excellent analytical precision extend-  tions. One hundred second minimum detectable concen-

ing over a period of one month. trations range from about one part per million for
TABLE 4

Comparison Of TEFA And Wet Chemicil Analysis Results for Coal Ash
ELEMENTAL CONCEHTRATIONS (%)

X f f f
349, M0, Fe,0, LU X 1} Ho0 Soy Ka,0 K0 sr TOTAL
SAMPLE 10 | TEFA | WC | TEFA | WC |TEFA | WC | TEFA] e NEFA| WC|TEFA | WC |TEFA{ WC [TEFA [WC |TEFA|wc [TEFATWC [TEFR | TEFA wC
2819 47.76148.15! 14.72]15.70] .08} 2.86{ .85(1.03].251.29 [12.08(12.32]4.40(3.35] 8.94] 8.72]6.27{6.57]1.28{1.14(0.33 | 99.99 1100.13
2822 53.00153,60116.73{17,95! 4.421 3.52) .75/0.05.55 .45 | 9,88} 9.38(3.4413.27( §.57] 4.94/2.80|5.07/1.87/1.88]0.16 | 98.87 ! 98.02
2840 39.60139.79| 25.68125.80( 6.891 7.01{ .7.10.53|.36{.22 13.6712.7414.35{3.95{ 8.05; 8.06| .19l0.22{ .5810.53(0.05 | 100.14 | 98.02
2843 40.67139.59128.35127, 75} 5.25 5.38/ .85)1.19),37 |-23 12.35]12.60|2.80|3.32/10.2) (10.16] .1910.15! .6610.66/0.04 {101.74 ' 98.85
2844 138.88139.05(24.91(25.25| 5.16| 5.15| .69(0.89.24 |19 [17.18{1.70[4.39 |4.32| 6.35| 5.24- .19/0.24/ .B0[0,87{0.04 [ 98.83 |701.03
2945 49.95 (49.22124.13(24.75(18.56 {18.79|1.00 11,04 |45 |.42 | 0.90 0.56{1.58(1.43| .75] C.€7| .79/0.40|2.97{3.06]0.01 {101.10 |100.00
2946 47.00146.54(21.89 (22.12117.71 17.02| .850.091.45 .52 | 4.83| 4.901 .79)1.06 4.82{ 5.12 .1910.40}2.54(2.52/0.02 | 100.49 |100.36
3003 42.33(43.67/27.43 126.50 |20.12 20.0211.08 1.10{.41 .83 | 2.72{ 3.25| .e8h1.16] 1.74( 2.12 .38/0.91/1.79(1.66/0.05 .04 [101.64
3023-1  (79.09(79.31/15.6715.30| .78 .8001.00| .88|.33-16| 17! .14 .35/0.44] .40| .05] .46/ .11{1.59]1.45/0.01 | G9.85 [101.52
3048 48.69 49.22(27.70 28.00| 3.90 I 3.42| 881 .85|.37 |17 {8.17( 8.40(3.31 |2.74 6.21] 6.24] .19] .28(1.30,1.46/0.07 | 100.90 | 98.43
3054 46.66 [47.0821.01 120.37| 3.1} 3.72] 87| .75).21 |.30 p2.¢311.76 |6.07 16.47| 5.21] 5.25]4.28]4.00(1.09]1.20{0.27 | 97.81 [100.79
3055 47.90(46.54/18.54 118.25 3.76 | 4.00| .88 | .781.26 .33 11.02(11.20[5.67|6.22| 6.70| 7.194.75(4.62)1.10(},15|0.30 [ 100.92 100,90
3056 57.17(57.24/12.27 (11,00 3.40 | 3.85| .70 | .72].19 .36 N2.14 12.18]s.50 (5.22 | 5.86 ] 6.19(3.22[3.26[1.181.1810.13 {101.06 100.95
WC REPROD, | - Of - fao| - 0.7 | - b.25]- 1151 - |0.40[- 195 | - - - 03 - 03 - 6.60
TEFA AV DEv[o.55 | - !o.59] ° |o. - .3t lg3i- te.se| - jeeef.” Jo0.23] - jo.f{- jo.07f- |- 2.82

f Ti, P, and Na were not corrected for interelement effects
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TABLE 5

Comparison of Elemental Iron Concentrations
Obtained on Three Uifferent Days Under
Three Different Excitation Conditions

fute 4/4/75 5/13/75 5/14/75

Anode W L] Mo

Fitter Cu Cu None

Voltage 20 25 20

Sample Average
1 4.25 4.14 4.14 4.18
2 3.50 3.44 3.45 3.46
3 4.24 4.21 4.23 4.23
5 3.6¢ 3.93 3.94 3.85
6 2,82 .84 3.78 3.81
7 3.87 3.93 3.90 3.90
8 4.13 4.10 4.13 4,12
10 3.8 .n 3.7% 3.76

elements near arsenic to about one tenth of one percent
for sodium.
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Introduction

The specific action of a catalyst is controlled to
a large extent by the number of active centers it
presents to the system under consideration. The num-
ber of active centers, in turn, are dependeni on the
composition of the catalyst. So, by all accounts, the
composition of a catalyst is very critical to its effi-
cient operation. Any change in the composition will
inevitably change the number of active centers and may
accelerate or retard the process. Desulfurization ca-
talysts are not exceptions to the above rule and a
quzlity control assay of these catalyst before, after
and during utilization is an absolute necessity. A
rapid, reliable method is desirable for determining the
composition of these catalysés.

Atomic absorption and neutron activation mefhods
have been employed in the past with some success'. In
both these methods the procedures are very time con-
saming and require pretreatment or chemical processing
leading to a very large uncertainty in the composition.
In the case of atomic absorption, as the desulfur-
ization catalysts consist of MoO; and Co0 in a silica
matrix dissolution of the catalysts in a suitable sol-
vent mixture, within a short period is almost an im-
possible task. Hence, the quantitative analysis by
these methods is dubious to a certain extent.

To avoid sample treatment one has tc depend on
X-ray spectrometry. For the catalysts under consider-
ation, the two prime elements of interest are Co and
Mo. In conventional X-ray fluorescence, using tube
excitation with a Mo target, Mo in the sample can not
be fluoresced. If one utilizes other targets, of
higher Z, the underlying bremmstrahlung and scattered
electrons associated with the tube excitation decrease
the signal to noise ratio in the Co region making it
difficult to determine the constituent with precision.

The use of low intensity (10mCi}) radtioisotope
excitation source obviates the necessity for multi-
target X-ray apparatus and extensive shielding and can
cover the range of elements required. The capability
of radioisotope induced fluorescence for multi element
samples in the ma<s region of interest has been dem-
onstrated?*3**, The use of a single source, '°°Cd,
with essentially monochromatic radiation meets all
requirements predetermined for the analysis in quest-
ion.

Experimental

The primary radiation source characteristics,
sample configuration and the system configuration are
discussed in ref (4).

Calibration: The system was calibrated using a pre-
cision digital pulser. A Cu foil was fluoresced and
the peak channel due to CuKx: was noted using a North-
ern NS-426 readout display. The pulse height of the
pulser was adjusted such that the pulser amplitude
corresponded to that determined for Cu. Exact doubling
and tripling of the pulse amplitude of the digital
amplifier made it possible to obtain a calibration

plot with ease and precision.

Internal standard: KBro; was used as an internal stan.
dard. A known amount of KBroj;, CoCl. and Mo0O; mixture

173

12181

was ground together to achieve a homogeneous mixture.
A portion of this inixture was fluoresced to obtain the
relative correction factors for Ka/Ka ratios, fluor-
escence yields, the K-sheli jonization cross-sections
and geometry and efficiency corrections. The sample
configuration ensured thin samples, and one can assume
that self-excitation and self-absorption corrections,
are adequately determined by the empirical correction
factor. Different compositions of KBrojs, CoCl; and
Mo0; were fluoresced and the relative correction fac-
tors for these are shown in Table 1, and indicate that
the mean relative correction factor 1:0.68:4:38::Br
Mo:Co has a precision of better than :1% (lcerror).

A known amount of each catalyst was ground to-
gether with a known amount of KBro; and a portion of
this homogeneous mixture was fluoresced in each case.
Intensities of the Ko peaks along with the relative
correction factors, determined previously, were used
to make a quantitative analysis of the catalyst.

For each catalyst, portions of the mixture, with
internal standard, was flioresced three times and the
mean value of the percentage of Mo was found with a
precision of better than +1.5% and that of Co, better
than £2.5%. Frcm the same mixture, three different
portions were fluoresced and the results showed a
precision of better than :0.7% for the percent of Mo,
and of better than :2.6% for the percentage of Co.

The above results clearly indicate the homogeneity of
the mixtures made with KBro;, as an internal standard.

Results and Discussion:

Figures 1, 2, and 3 show the X-ray spectra due to
Co, Mo and Br respectively. Table II compares the
analysis of X-ray fluorescence with that of atomic
absorption, neutron activation and prompt gamma. The
analysis with photon induced X-ray fluorescence was
done with a precision of +4% (1o error). The other
methods which are destructive involve inevitable
systematic errors, and the precision in these methods
is considerably lower. Optimization of the Si (Li}
crystal size and the activity of the primary radiation
is bound to increase the precision of the technique.
+his method would prove to be very useful on occasions
where exact analysis of the catalysts, most of which
are insoluble in most of solvents or even in most of
solvent mixtures, is needed. Different radiation
sources, depending on absorptien edges of the elements
of interest, can increase the precision, as well as
<sensitivity. However the pracision, determined in
this study would appear adequate over a wide range of
elemental composition while the resolution of 15jev at
MnK  insures adequate elemental resolution. The sen-
sitfvity of 10'* to 10?5 atoms requires that only thir,
not absorbing samples can be utilized minimizing self
excitation and absorption effects in multi element
samples.



Table 1

Relative Correction factors

ZKBru; $Mo0 2Co0 relative Fig I X-ray Spectrum due to Co
correction
factors jc°K°
Br: Mo: Co .
400~
50 15 4 1: 0.68: 4:36 h
60 15 4 1: 0.69: 4.45 .
40 15 4 1: 0:68: 4:38
50 15 3 1: 0.67: 4:34 soor .
50 15 2 1: 0.68: 4:36 »
50 13 4 1: 0.67: 4:34 z
50 n 4 1: 0.68: 4.43 S 20d- .
. JCoKB
Table 11 Comparison of the analysis by X-ray fluor- 1001~ . .
escence {x-ray) with that by neutron activation (MA}, v .,
atomic absorption (AA} and prompt gamma (n,y). . N
b, DS e
Sample X-ray AA (n,y) NA 200 220 240 z.-.a’zso 300 320 340
Venkat 75-1 CHANNEL NUMBER
Mol 4 14.6320.59 13.01 14.49 14.61
o0 3.02:0.12 3.57 3.19 2.7
KetJdenfire
124-1,5€(Ho)
Mo0 ; 11.92:0.48 12.54 13.01 13.84
Co0 3.6340.15 3.51 3.85 3.54
Filtrol Fig 2. X-ray Spectrum due to Mo
SvV-10-368B 1600}
Mo0 , 15.95+0.64 15.92 16.14 15.29 n’MOKn
Co0 2.77:0.1 3.97 2.89 2.54 weool !
Cyanamid [
HOS-144-1A 1200}
MoO, 14.8610.59 - 13.91 15.44 .
Co0 3.1240.12 - 3.91 3.79 vo0ok .
1)
£ soof .
= .
o
O soof .
Fig.3. X-ray Spectrum due to 8r ao0f voKﬁ
1s00f .‘-BrKo 200} . ..'...
1200}~ * . s
* 1400 1420 1440 1480 1480 1500 320 1240 360
w000 . CHANNEL NUMBER
o .
= 800
=
=2 M REFERENCES
8500- -
¢ 1. J.J. LaBrecque, J. Radio Analy. Chem. (in press).
a00f- IBrKB
c & 2. P.V. Kulkarni, I.L. Preiss, J. Radio Analytical
200} . o Chem., 24, (1975) 425.
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DETERMINATION OF PPB CONCENTRATIONS OF URANIUM, THORIUW
AND MOLYBDENUK IN WATER USING APDC PRECONCENTRATION AND
RADIOISOTOPE EXCITED ENERGY DISPERSIVE X-RAY EMISSION SPECTROMETRY

A.H. Pradzynski, R.E. Henry, E.L. Draper, Jr.
Nuclear Reactor Laboratory

The University of

Austin, Texas

Summary

The determination of low ppb concentrations of
uranijum, thorium and associated elements in water has
been extensively utilized as a prospecting method,
and is, at present, being accomplished nationwide in
a long range resource assessment program (Natiomal
Uranium Resource Evaluation). In addition, such analy-
ses are necessary for monitoring water for effluents
from uranium mining and milling sites and for back-
ground level determinations in the vicinity of propos-
ed sites. There is, thus, a need for a sensitive, ra-
pid, multielement method of making such determinatiors.
This paper describes a method of analysis which, in
addition to meeting these criteria, eliminates one of
the major problems associated with water sampling, viz.,
the adsorption of trace elements on the walls 5f the
sample container. The technique combines sample pre-
concentration at the sampling site, with analysis by
energy dispersive x-ray emission spectrometry. Cali-
bration curves for uranium, thortum and molybdenum in-
dicate the following respective lower determination
limits: 0.7 ug (1.4 ppb); 0.9 ug (1.8 ppb); 0.5 ug
(1.0 ppb).

Introduction

Trace element analysis of streams and ground wa-
ters has been successfully ucilized in exploraZion
for subterranean ore deposits. Hydrogeological pros-
pecting methods are being applied tu the search for
deposits of uranium. Analyses of stream water and
sediments for uranium, thorium, and elements showing
a positive correlation with urarium have been the sub-
jects of a number of papers presented at uraniuvm pan-
els, conferences and symposid over the past several
years, 12

Determination of ppb concentrations of uranium,
thorium and their accompanying elements in water is
gaining acceptance not only as a hydrogeolcgical pros-
pectin: method for nuclear fuels but also as a method
of monitoring effluents from uranium mining and mill-
ing sites, and for background level determinations in
the vicinity of prospective sites.3 For these reasons,
research in this laboratory has been focused on de-
veloping a rapid, inexpensive and accurate method of
determination of the fissionable elements: uranium
and thorfum and their pathfinder element: molybdenum.

The choice of analytical method for a particular
application depends on the following factors: the
elements to be determined, thefr concentrations, the
required accuracy, the physical ndature of the sample,
the number of samples to be anaiyzed and the required
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speed of analysis. It also depends on whether single
element or multielement analysis is required.

In this work multielement analysis was required
for uranium, thorium, and molybdenum. The application
of this method for other pathfinder elements, vanadium,
copper, arsenic and selenium was published earlier.

The required sensitivity was in the low ppb range.
Speed and low cost were important factors since large
numbers of samples should be analy:ied.

Direct analysis of water for trace zlements at ppb
levels requires methods having extremely high sensiti-
vity. Although such methods have been developed, they
are expensive and the cost of analyzing large numbers
of samples would be prohibitive. Therefore, most gen-
eral methods of water analysis require the samples to
be preconcentrated, either by evaporation or by chemi-
cal methods such as precipitation, ion exchange, sol-
vent extraction, electrodeposition, etc., and subse-
quently analyzed by less expen_ive and less sensitive
methods.

A problem often encountered in analyzing water for
trace elements is the adsorption of these elements on
the walls of the sample container. This process re-
sults in significant errors which can be avoided if,
inmediately after collection, the samples are process-
ed into the final form for analysis. Such preconcen-
trated samples are stable and can then be measured on
site in a mobile laboratory, or transported to a cen-
tral laboratory for measurement.

Among analytical methods, the most practicai for
analysis of large numbers of samples for many elements
is Energy Dispersive X-Ray Emission Spectrometry
(EDXES). It is multielement, rapid, accurate, and sen-
sitive when applied to properly preconcentrated sam-
ples.

In this work the method of coprecipitation of
trace 2lements with a carrier was applied for precon-
centration and sample preparation at the same time.
Ammownium Pyrrolydine Dithiocarbamate (APDC), a power-
ful chelating agent, was used as precipitant. APDC
coprecipitation has been described in our earlier pa-
pers“»5 in its application to the analysis of trace
quantities of vanadium, copper, arsenic, selenium, mer-
cury and lead. In this work it was extended to uran-
ium, thorium, and molybdenum.




Experimental
3ample Preparation

500 ml aliquots of deionized water were spiked
with single elements: wuranium, thorium and molybde-
num in concentrations rarging from zero to 200 ppb.
In a separate experiment water aliquots were spiked
with all three elements together, covering the same
range of concentrations. To each aliquot, 200 ug of

Fe+++ was added as a carrier. The pH was adjusted
to 4.0 and 10 ml of a freshly prepared 1% APDC so-
lution was added with stirring. The precipitate was
left standing for 30 minutes before being filtered
through a Millipore membrane filter having a pore
size of 0.45 micrometers.

Because the precipitate on the membrane filter
is presented directly to the x-ray spectrometer, it
must be unifecrmly deposited in order to assure accur-
ate spectrometric measurement. For this purpose, the
filtration device shown in Figure 1 was used.

Figure 1
Filtration Apparatus

A standard Millipore vacuum filtration apparatus, for
filters 25 mm in diameter, was modified by extending
the 15 ml glass funnel with a 500 ml conical flask.
The filtration times ranged f»om 10 minutes to about 1
hour, depending on the total amount of trace elements
in the sample and the flow rate of the filter. When
processing a large number of samples, several filtra-
tion devices can be utilized, thus reducing the sample

preparation time to about 10 minutes per sample.

X-Ray Spectrometry

. Determinations of element concentrations in depo-
sits on membrane filters were made using an energy dis-
persive x-ray emission spectrometer. An apnular array
of eight Cd-109 radioisotope sources, each having an
activity of 8 mCi, was used for excitation of fluores-
cent x-rays in the samples. A lithium-drifted silicon
detector, having a resolution of 180 eV, was used for
spectrometric measurements. Counting time was 600 sec.
per sample. Spectra were collected in 1024 channel
memory groups and processed by an on-1line Nova 800
minicomputer,

Results

Calibration curves were obtained by plotting the
net count rate of the most prominent photcpeak for each
element (ULa, Thla, MoKa) versus element concentration
(Figure 2).
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MICROGRAWS OF ELEMENT

The efficiency of APDU precipitations was deter-
mined by measuring, along with the precipitates, stan-
dard samples prepared by deposition of calibrated solu-
tions on membrane filters having the same diameter as
the precipitate. For molybdenum and thorium the effi-
ciency was 100% and for uranium 88%.

Lower determination limits (LDL) calculated as
three times the standard deviation of the background in
the photopeak area are given in Table 1. The back-
ground was determined by analyzing a blank containing
the iron carrier only.

Table 1

LOWER DETERMINATION LIMIT; FOR MOLYBDENUM,
THORTUM AND URANTUM

Element X-Ray Line Lower Deteymination Limit
Mo ybdenum Ka 0.5 ug (1.0 ppd)
Thorium La 0.9 ug (1.8 ppb)
Uranium La 0.7 ug (1.4 ppb)




Conclusion

Using energy dispersive x-ray emission spectrometry
combined with APDC coprecipitation, low ppb concentra-
tions of uranium, thorium and associated elements in
water can be determined rapidly, accurately and at low
cost. Preconcentration on the spot of sampling, by
APDC caprecipitation with a carrier, eliminates the
problem of trace element losses due to adsorption on
the walls of storage containers.
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Summar

The surveying of the elemental cowposition of bulk
samples over extended areas in near reai-time would be
an invaluable tool for surface and underwater environ-
mental analysis. However, few techniques provide such
a capability. Based on the experience from the orbital
gamma-ray spectrometer experiments on Apollo 15 and 16
in which elemental composition of large porticns of the
moon were determined, an analysis system has been de~-
veloped for terrestrial applications, which can fulfill
these requirements. A portable, compact pulsed neutron
generator and NaI(T{) detector system coupled to asso-
ciated electronics under mini-computer control can pro-
vide the timing and spectral characteristics necessary
to determine elemental composition for many applicatims.
Field trials of the system ror underwater elewental
analysis are planned during the next year.

Apollo System

As part of an orbital geochemical package carried
in the service module of both the Apcllo 15 and 16
missions, a gamma-ray spectrometer was used to collect
information about the chemical composition of the sur-
face of the moon., The gamma-ray spectrometer measured
both the natural radioactivity and the radiation re-
sulting from the interaction of cosmic ray protons with
the lunar surface, The detector was a NaI(T{) crystal
mounted on a deployable boom. The output signal from
the photomultiplier tube was pulse height analyzed into
512 channels and transmitted back to earth in interval
samples of .33 seconds. Real time analysis of th2
digital signals was performed on earth and the results
transmitted back to the astronauts, thus allowing in-
formation feed-back during the mission. The data were
also recorded for subsequent and more detailed analysis.
Results from the gamma-ray experiment have yielded re-
gional concentrations for Th, U, K, Fe, Mg, Ti, §i, and
0 in the lunar surface, '

With techniques described elsewhere 1'2, the dis-
crete signal dericted in Figure 1, was separated from
the interfering background signals which comprised more
than 85%. of the total measured spectrum. The unfolding
of iiscrete line spectrum into chemical information was
accompiished by synthesizing the spectrum under a least
squares criterion with vesponse functions characteristic
of elements measured. Though showing only a few of the
elerents contributing to the signal, Figure 1 illus~
trates both complexity of the spectrum and the differ-
entation of the spectrum by type of excitation process.
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For example, the inelastic neutron scatter line of iron
Fe(n,n’ y) is prominent at .B4 MeV whereas the capture
line Fe(n,y) is at 7.6 MeV, The signature of the mnat-
ural radioactivity of thorium and uranium from the
moon is easily identified at 2.6 MeV.

SELECTED COMPONENTS OF DISCAZTE LUNAR SPECTRUM
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Pulse height spectrum of the lunar surface
maasured by the Apollo 16 gamma-ray experi-
ment and the fit of selected components to
the data, The energy scale is ~ 19.3 Kev/
channel,

Figure 1,

Apollo System Application

The systems approach and techniques that were suc-
cessfully applied to the problem of Iunar chemistry
compositior cam aiso be sdapted for gamma-ray analysis
in terrestrial applicationc, Characteristics which
were felt inportant, based on the exparience of Zhe
Apollo program include: (a) ruggedness for the field
eavironment; (b) the capability to pre-process the data
for immediate digital transmission to a central accu-
mulator; (c) raal-time analysis of the data; and {d) a
two-way transmigsion link to allow for feed-back and
increased flexibility in the operation of the system,
Figure 2 illustrates through a block diagram the essen~
tial characteristics of the Apollo gamma-ray experimert,

* NAS/NRC Research Associate



The one feature of a gamma-ray detection system
which must be added for terrestrial applications is a
source of neutrons. To this end, & portable compact
neutron generator whicn can produce pulses of 14 MeV
neutrons on.a pulsed time scale of microseconds has
been developed by Sandia Corporation for NASA and is
cuzrently being tested. The advantage of a pulsed
neukron source over continuous isotopic sources is that
the temporal features of the gamma radiation can be
combined with the energy characteristics of the spectnm
to facilitate determining elemental composition. A
proposed gamma-vay analysis system for underwater
studies is shown in block diagram form in Figure 2.

Tie underwater probe consists of the neutron generator
detector system, a pre-procegsor to digitize the data
and a controller for experiment ceperational control.
The data is transmitted to a real-time processor and
the results used as inputs to control the experiment,

COMPARISOK OF APOLLO AND UNDERWATER ANALYSIS SYSTEMS

ArOLLD
i e R T T R -
mcmaTion | y.RAvS! . " BRAL TIRIE
sousCE ) I eRoCISSMma
I
)
.
: ? ' ‘
'
A .
)
sanru ' ‘ ! PORTIUGHT
agom : 1 PROCESING
'
U B
UNDERWATEN FROBE TRANSMMZION
g ildienlieriindadio i iyt iiieding T L
MIUTRON - ~a
GEMERATOR L Tiae
—
samrs y.navs) PRESROCICION | 1 PAGCELSING
. 1
: T '
' '
. '
. '
. : roRy
. v PROCESING
' '
2

Block diagrams of the Apollo gamma-ray
experiment and of a proposed underwater
elemental analysis system.

Figure 2,

Modes of Operation

The ability to pulse the neutron output and to
collect spectra at specific times after a pulse, greatly
simplifies the subsequent data analysis. Prompt gamma-
rays resulting from the inelastic scattering of fast
neutrons occur only during the neutron burst. Gamma-
rays from neutror capture have an intensity proportional
to the number of thermal neutrons, which die away with-
in a few hundred microseconds after each neutron pulse.
Activation gamma-ruys vary little in intensity over the
time interval between bursts (e.g., 2 milliseconds).

In addition to measuring the energy of prompt, capture
and activation gamma-rays, the rate of die-away of
therma! neutrons can also be measured and is related to
the hydrogen content of the sample.

A block diagram of the complete experimental set-
up is shown in Figure 3. The operation and timing of
the neutron generator is done through a command con-
troller. The controller also acts to discriwminate in
time for the collection of various spectra. A Hel
neutron detector has been incorporated into the system
to measure epithermal neutron die-away. The system has
been designed to rur in two distinct modes. Mode 1 is
a fast repetition mode, used to collect inelastic scat-
tering spectra and epithermal die-awasy information.
Mode 2 is a slower repetition mode, and is used to
collect capture and activation spectra and to measure
thermal die-away. The actual timing of each mode will
be discussed below.
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SYSTEM BLOCK DIAGRAM FOR GENERATOR-DETECTOR OVSTEM
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Block diagram of the neutron generator-

Figure 3.
detector system used for elemental analysis.

The neutron generator detector system has been in
operation at the National Reacior Test Site since the
begin.ing of April, 1976. Evaluation and optimization
of the various modes of operation are being carried out.
Sample spectra which were taken during the early phase
of evaluation under non-optimized operation are pre-

sented here.

The neutron generator detector system was placed
on a steel plate on the floor of the laboratory. The
neutron generator was run with a pulse width of about
20 wmicroseconds. Under mode ] operation, the pulse
rate was approximately 5000 pulses/second and the neu-
zron output was about 500 neutrons/pulse. Figure 4
shows a sample inelastic scattering spectrum using a
collection window that coincided with the burst duration.
The obvious features which can be identified on this
spectrum are the annihilation line at .511 MeV, the
Fe(n,n’ y) line at .B4 MeV, the Si(n,n’ y) line at
1.78 MeV and Al(n,n’ y) lines at 1.0 and 2.2 MeV. Some
indication of a 6.1 MeV triplet feature from O(n,n’ v)
can be seen in channels 230-29%0.

The capture and activation spectra shown in Figure
5 were collected under identical conditions to the
spectrum in Figure 4. ilowever, the pulse rate for moce
2 operation was approxiwmutely 500 pulses/second with
5000 neutrons/pulse. The capfure spectrua was accumu-
lated from 5 to 700 microseconds after each burst,
while the activation spectrum was accumulated from
about 1100 to 2000 microseconds after the pulse, Char-
acteristic capture and activation lines are indicated
on the figure. The capture spectrum includes any lines
dué to activation as well as any from the laboratory
background. Two lines K40 at 1,37 MeV and Th at 2.6
MeV are from natural radioactivity probably present in
the background. Subtraction of the activation spectra
from the capture spectra, removes these two features as
well as the Si(n,p) activation line at 1.78 MeV con-
firming the origin of these lines. The rema!ning fea-
tures in the capture spectrum can be identified as the
7.6 MeV triplet from Fe(n,v), the 2.2 Mev H(n,vy) line,
the 4.9 MeV triplet from Si(n,y) and possibly the 1.78
MeV Af(n,y) lire. Many of these capture features show
up in the activation spectrum indicating that the tim-
ing of the activation window mmy be moved to a greater
time delay after the pulse.



SAMPLE INELASTIC SCATTERING SPECTRUM
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Figure 4. Sample inelastic scattering spectrum with major features identified in energy (MeV) and by
element, The energy scale is ~ 20.5 keV/channel.

SAMPLE CAPTURE AND ACTIVATION SPECTRA
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Figure 5. Sample capture and activation spectra with major features identified in energy (MeV), by

element and by process. The spectrum labeled capture is actually capture plus activation
and background. The energy scale is ~ 20.5 keV/channel.



Future Plans

Laboratory and field trials of the system for under-
water elemental analysis are planned during the next
year. Problems which may be investigated include the
distribution of particulate matter released during
dredging operations and mapping of toxic metals in the
bay floor. The sample site for these trials is Chesa-
peake Bay.

The problem of neutron and gamma-ray transport as
a function of chemical composition i{s also being inves-
tigated. This 13 to establish correlations between the
neutron flux distribution and the gamma-ray spectra for
various chemical compositions. The calculated results
and the experimental data will be used to determine the
limits of quantitative analysis which can be obtained
by this method,

Replacement, for certain applications, of the Nal
crystal with an intrinsic Ge detector will greatly in-
creagse sensitivity and allow for the measurement of
more elements than is presently possible, It will also
greatly simplify the spectral anaiysis necessary to
determina chemical composition from the data,
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PRECISION RND ACCURACY OF MULTI-ELEMENT
ANALYSIS OF AFROSOLS USING FNERGY-DISPERSIVE X-RAY FIUJORESCENCE.

F, Adams andd P. Van Espen

Dept. of Chanistrv

Imiversity of Antwerp (U.I.A.)
B-2610 Wilrijk, SBelgium

Measurements have been carried out for the determina-
tion of the inherent errors of energy-dispersive X-ray
fluorescence and for the evaluation of its precision
and accuracy. The accuracy of the method is confirmed
by independent determinations on the same samples using
other analytical methods.

Introduction.

Energy dispersive X-ray fluorescence analysis has pro-
gressed from its rather modest status a nunber of years
ago, into one of the most interesting methods for the
routine multi-element analysis of envirommental samples.
The method campares favourably with altermative tech-
niques as far as simplicity of the eguipment and ease
of analysis is concerned. Nevertheless its accuracy
and precision are not always considered excellent. This
study was undertaken to determine and evaluate sources
of error asscciated with the method so that eventually
they might be minimized. The precision obviously de~
perds critically on the instrumentation used, the mathe-
matical treatment of the results and finally on the
hamogeneity and complexity of the sample. The accuracy
of the method, or the degree of agreement of the analy-
tical results with the "true" accepted, or most relia -
bly known concentration, is the result of the gquantita-
tion procedures used amd can only be assessed with the
aid of standard samples ard other reliable analytical
techniques. It has been tested mainly by intercompari-
son exercises ! up to now. The results indicate quite
large deviations between several authors for most ele~
ments.

The influence of erratic factors operating cnto the sys-
tem have to be evaluated. These are due nostly to the
use of incorrect physical constants, wuxletected spectral
interferences, blank and contamination problems , in-
stabilities of the instrumentation and for the low ato-
mic murber elements radiation absorption and particle
size effects.

Experimental
Instrumentation and data_reduction

The instrumentation used consists of a secondary tar-
get-water cooled tube system, a 30 mm2x3 mm Si(Li) de-
tector and amplifier, a 16 position autoamatic sample
changer, all from Kevex, Purlingame, California (Kevex
Subsystem 0810) and a X-ray tube with tungsten-ancde
(Sienens AGW 61) with Kristalloflex 2 gencrator (4 KW).
The Si(Li)} detector is collimated with a 2 mm diameter
aluminium aperture which limits the measurement frem
the fluorescance radiation tc a poorly defined oval
area with axes of 7 and 9 mm at 50 % intensity cut off
2, The detector is mounted into a cryostath with a
0.012 mm beryllium window. A cooled FET-preamplifier
with pulsed optical feedback (Kevex 2002) is used with
an X-ray amplifier Kevex 4510P at a time constant of 6
usec. The energy resolution amounts to 165 eV at
1000 cps and 5.9 KeV, The amplifier incorporates a
base-line restorer and pulse pileup rejection circuity.
A Morthern Econ II, 4096 channel analyser with 200 MHz
ADC is used with a WANGOQ 7 track magnetic tape unit
for storage in BCD code and off-line transmission to
and from the camuting facility.

Calculations were performed on a 64 K PDP 11,45 svstem.

The software avalilable for the data reduction consists
of the well known fitting technique based on_the non-
lincar least squares algorithm of Marquandt 3 . The
fitting function consists essentially of a number of
Gauss functions and a third degree polyromial back-~
ground, The method was thoroughly studied. A full
description of the methods and the results for fluor-
escence spectra will be described zeparatcly 4 . The
method provides optimm results however for small and
medium intensity peaks below 5.105 counts integral in-
tensity. For very high intensity peaks deviations from
the Gaussian shape at the low energy side were taken
into account.

The apparatus can be considered as a state of the art
example of the enargy dispersive Instruments. The data
reduction methods, however,are of a camplexness typical
for large off~line system.

The major factors which influence the precision can be
divided as :

1. Electronical effects originating either in the high
voltage power supply or the measuring electronics.

2. Imprecisions due to the sample or to the sample posi-
tioning.

3. Errors in the data reduction process.

4. Errors due to the standardisation.

The precision and accuracy that can be reached with the
method depend to a non-negligible extent on the type
and on the camplexity of the samples. Therefore the
present stidy vas limited to typical aerosol samples
collected on filter paper and tc homogenised powder
samples of comparable complexity which could be brought
hamogeneously on a filtsr paper type support.,

The thin samples were positioned in a sample holder con-
sisting of two concentric teflon rings between which
they were flatly held. The sample helder could be ac-
camdated reproducibly into the sample changer positions
of the instrument.

Electronical sources of errors - High voltage generator
instabilities.

The overall stability of the spectrameter was tested by
measuring repeatedly the same sample which was reprodu-
cibly placed in a fixed counting position of the sample H
changer over periods ranging from 50 min to several H
days. The results of one series of measurements are .
shown in Fig. 1. It appears that the precision for

2000 sec measuremerts 1s cf the order of 3% and that the
spectrameter is subject to drift and oscillations 5 .

Also the intensity variations appeared to be proportion~

al to the anode current of the X-ray tube. A thin wire

of a suitably chosen element can be pleced reproducibly

into the radiation path about 1 mm below the sample sur-

face. Through its flucresrence ro liation it provides

2 correction for the primary intensity fluctuations.

Fig. 2 shows the normalised intensity fluctuations for a

CsBr thin fiilm standard counted over a 45 hrs period.
Normalisation is achieved through a 50 p thick zirconium

wire. A spectrum which shows the Zr K radiation which is
located conveniently just below the incoherent scatter

peaxs is shown in Fig. 3. The maximum instability left

in the data of Fig. 2 is a small drift of 0.2 % per

hour vhich could be traced hack to a decrease of the !
tube voltage by circa 1 kV over the 45 hrs period,
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The extermal wire refererce also serves the purpose of
behaving as an ideal purely random pulse generator,
Conseguently it accurately corrects -lor pulse pileup
and dead time losses in the measurement equipment.

Errors due to the sample.

For an homogeneous thin sample the observed standard
deviation for replicate measurements can be considered
as a camposite of individual variations and errors.
These individual variationy can he taken as independent.
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Fig. 3 : Spectrum of aerosol loaded cellulose filter
with zirconium external reference.

3
Table II :

The following sources of variations were considered :
placement of the sample in a sarple holder, placement
of sample + holder in a sample changer position, varia-
tions betveenr individual sample changer positions and
between sample holders. The relative contrilutions of
these errors could be cbtained by repetitive measure-
ments of iron in the aerosol loaded filter of Fig. 3.
Other operational errors due to counting statistics, to
drift of current or voltage and data reduction were mi-
nimised by selecting long measurements with the exter-
nal wire reference and limiting the amalysis to a high
concentration element in a sample of excellent homoge-
neity,

The results of a mimber of replicate measuraments are
shown in Table I. The error due tc differences in
sarple position amounts to [ (1.88)2-(0.47) 2} 1/2

= 1.82%, that due_to placeament of a sample in a sirgle
holder to [ (0,83)%~(0.47)2}1/2 = 0,68% .and finally the
error due to placeament of the sample in igs sampler
holder in cne position to [{0.47) —(o.3o)§1/2 = 0.36%.
The use of different sample holders of a single con-
struction batch proved to be no significant source of
errors. Results obtained for other elements provided
consistent results with those obtained for iron.

These results can be with similar data ob—-
tained by Buchanan et al ° who report a 0.128 devia~
tion when the same sample was removed ard reinserted
in the sample holder of a Philips Universal Vacuuw
Spectrograph with crystal monochromator.

Table T : Iron K, intensity normalised for tube fluc-
tuations.
Mea- | Sample remain-|Sample with Sample replaced
sure- | ing in single |single holder; |in one sample
fent | holder;single |different posi-)holder; single
sample charger| tion. sample changer
position position
1 181 187 184 417 181 734
2 181 826 184 211 181 041
3 181 755 176 191 180 433
4 180 544 184 355 182 738
5 182 845 179 851 178 959
6 - 181 387 179 848
s, 0.47 1.88 0.83
g% 0.30 0.3 0.30
o

: % standard deviation obtained
: % standard deviation from counting statistics

Intensitv dependence with vertical position.

HBeight above % deviation
normal position fm) intensity

1.5 3.1

3 10.4

4.5 18.2

6.0 30.0

7.5 39.2

Teble III : The precision of the normalised net peak
intensity for the element and the radia-
tion shown (11 measurements)

Fe Ka Cu Ka Zn Ka Br Ka Pb LB
s 3 0.35 0.84 0.22 1.19 0.84
[+ 28 0.38 0.82 0.31 1.09 0.72
2_(m1)s2|8.7 [10.4 4.8 (12.0 |13.7
X == J
o
L P




The residual errors due to the placament of the sample
in different sample changer positions can be traced

ck to height deviations in relation to a norral mea-~
suring position. Table 1I summarises the intensity
variation as a function of the deviation from the stan-
dard position. The errors obtained corresponds to a
1 mm uncertainty only.

The results for the detemmination of the intensity when
an aeroscl sample is measured in the same sample changer
positicn daily for 11 consecutive days are shown in
Table 1II. Since x2 for 10 degrees of freedom is 18.3
at a 95 % probability level, there is no indication in
this case for oparational errors in the analysis of
these high intensity peaks apart fram counting statis-
tics.

Data reduction.

For well-defined non-interfered peaks located onto a
low contimuous backeround, the calculation of the net
intensity through peak integratiorn is very easy by
every means of calculation used. To obtain accurate
results it is only necessary that the technique used is
reproducible for all samples and standards. As the
peaks became considerably less intense and the spectral
camplexity increases errors will become more important.
Nunercus camputer programs exist for this aspect of the
analysis but considerable caution should be excercised
to evaluate the computer program initially and to rou-
tinely examine the results for validity. Powerful
least-squares fitting can be considered as optimal but
the user should be well aware that possible sources for
operational and systematic errcrs are mmerous and that
automated routines are especially prone to produce more
or less erronecus results.

The precision and the accuracv of the data redustion
used vas svaluvated as a function of the complexity of 4
the spectrum. The results will be described elsevhere

Stardardisation.

A widely used practice in fluorescence analysis especial~

ly ion induced amalysis consists in using one or a few
thin-film single element standards for the calibration
and relying on many constants and corrections, amongst
others : the photoelectric mass absorpticn coefficient,
the jump ratio at the absorption edge, the Awger yield,
the X-ray detection efficiency corrected for the absorp-
tion in the air path, the detector wind~: and insensi-
tive layers. We have been most reluctant to follow this
practice because it relies very profoundly on the know-
ledge of accurate values for the physical constants
which have errors ranging fram a few percent to 20 per-
cent or more.

Thin film standards obtained by vacuum evaporation/
were employed for every element to be determined. The
overall precision and accuracy of these wvas estimated
at + 5%. The precision of the reasurement was of the
order of 2%. One can assume that owing to the bichro-
matic excitation conditions of the secondary target, the
specific K-intensity varies smoothly with atomic number.
This is borre out by the experimental data shown in
Fig. 4. The full line is a guadratic polynarial fit of
the logaritim of the normalised intensity per ug of ele-
ment versus the logarithm of the absorption jump energv.
The mean deviation between the curve and 13 individual
calibration points is 4%.

Accuracy.
Assesgment of the accuracy of a technique is much more
difficult than the assesament of its precision. The usu-
al approach adopted is the analysis of an accepted stan-
dard. Several other analytical techniques have been used
for gaining irsight in the accuracy of the analytical re-
sults, Bmphasis was laid onto the determination of the
major elements of sufficiently high atomic mmber to
prevent particle size effects and radiation abscrption
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Fig. 4 : Normalised specific intensity for a number
of elements versus absorption jump energy.

Atomic absorption spectrophotometry, and instrumental
neutron activation analysis have been used. As an ex-
ample Takle IV shows a comparison of a few paired de~
terminations by the fluorescence method and atcmic
absorption for the routine anaiysis of aerosols.

Table IV : Camparison between analysis performed rou-
tinely whit X%F and AAS for a mmber of ele-
ments. Concentration in ug cm=2

Fe Cu
Tagword XRF AAS XRF AAS
of spec-
trum
3478 12.6 15.8 0.16 0.16
3479 10.9 13,0 0.15 0.22
3480 8.9 11.5 0.15 0.20
3695 5.4 4.8 0.24 0.29
3696 11.7 11.2 0.26 0.17
3697 8.4 7.6 0.21 0.12

Zn Pb
Tagword XRF RAS XRF AAS
2478 2.5 2.6 4.0 4.9
2479 2.4 2.5 3.5 6.25
2480 1.5 1.6 6,7 8.15
3695 1.7 1.5 4.3 4.1
3696 2.0 2,2 4,5 -
3697 2.3 2.2 4.0 —_

A few determinations of manganese, iron, copper and
zinc in bovine liver are shown in Table V. The stat-
ter on the results contrasts with the high precision
of most of the data of Table III ard was due to in-
ferior counting statistics.

Table V : Analysis of Bevine liver.

Concentration in ug/g macerial
Mn Fe Cu Zn

Sample 1 | 10.8 337 | 139 101
Sample 2 8.7 267 149 109
Sample 3 8.9 287 144 116

mean and [9.5+1 | 297+36 | 14445 | 10943

st. dev. - -

NES 10.3+1 | 270+20 | 193+10 | 130410
values - =

to influence the results. 184
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Finally several intercamparison excersises show the

accuracy of the particular analysis we use in campari~

son to the results obtained elsevhere by comparahle
methods. Fig. 5 shows the oollection of results for

a mmber of laboratories on the Denver IT intercompari-

son study. Qur results are marked in the figure. In

each series of determinaticns the sequence of elements
is A1, S51, S, K, Ca, Ti, Mn, Fe, Cu, Zn, Se, Br and Pb.

Radiation absorption effects may give rise to severe
inaccuracies. A methodology for the correction for
this effect has been thoroughly studied for homoge-
neous thin samples and also for samples which have an
heterogeneous distribution in the z-direction 8/9. a
cellulose filter loaded with aerosols is typical for
the latter situation. The methods used for the cor-
rection are based on the accurate measurement of the
mass absorption coefficient by transmissiop measure-
ments and of the front-to-back intensity ratio of the
radiation. Experimental verification of the method
has been obtained by :

1. Measuring filters analysed by other amalytical
techniques.

2. Using the "two-lines" method based on the intensi-
ty ratio of the PbMy to P radiation. The latter
high-energy line is virtually free of absorption and

may serve as a reference whereas the former is subject

to severe radiation absorption. It is thus a good
indicator for the study of absorption in several

samples.

Table VI 10 shows for 18 aerosol loaded cellulose fil-

ters with the loads indicated,the total absorption
correction coefficient, the ratio of the corrected
Ph¥, intensity to the absorption free intensity. The

latter intensity was cbtained from the absorption free

intensity ratio of Pmu/PbL as optained with ultra
thin samples. The acceptabﬁe results were obtained
by assuming an exponential concentration gradient of
the aerostl through the filter.

Table VI : Radiation absorption of P}, radiation
(2,34 keV) in aerosol loaded cellulose

filters.
Sample | Aerosol Calculated mean | Ratio of correc-
load _, |absorption cor- | ted PWY, inten-
(ug ™ %) | rection sity to absorp-
tion free inten-
sity
1-3 250 1.70 1.08
4 ~15 400 1.75 1.03
LIG - 18 650 1.74 1.14
Conclusion.

In conciusicon one might state that the precision of
the X-ray excited fluorescence analysis can carpete
in very favour.:ble circumstances with that obtainable
with wavelength dispersion.

Acknowledgments.
This work was financially supported by the “"Nationaal
Fords voar Wetenschappelijk Onderzoek", Belgium.

185

Fig. 5 :

N
©

NORMALIZED CONCTNTRATION

Normalised concentration for the determination
of a mmber of elements by X-energy spectro-
metry as obtained by 7 laboratories. Our re-
sults are dotted (e).
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MODELING OF BACKSCATTER GAMMA RAY SEDIMENT GAGES.

L.D. Maus, J.R. Roney, V.C. Rose, and V.A. Nacci,
University of Rhode Island, Kingston RI

SUMMARY

Semi~empirical mathematical models were
developed to predict the response of gamma-
scattering gages. A single scatter model
was used to develop an equation describing
the response of a close spaced gage. Lab-
oratory experiments and Monte Carlo simula-
tion were conducted to determine the effects
of changes in the collimation angles and

the source to detectior spacing on the
numerical coefficients. A more general model
was devcloped to predict the response to
both sediment density and equivalent atomic
number, Water with a small amount of barium
chloride was used to simulate a wide range
of densities and chemical compositions to
obtain numerical coefficients. The response
was found to be a function of source to
detector distance collimation angles, photon
encrgies registered by the detector as well
as sediment density and chemical compositiaon

INTRODUCTION

Sediment density and composition are
important parameters in marine geology as
well as in submarine soil mechanics and
underwater acoustics. The process of
obtaining core samples for laboratory
analysis is costly and time consuming. iIn
addition, results are subject to errors due
to inadequate sampling and core cisturban-
ces. As a consequence, there has been
interest in measuring sediment properties
in~situ.

Gamma~ray backscattering has been used
for a number of years 1foi density measure-
ment. It is particularly suited for in-
situ measurements since it is capable of
measuring bulk parameters while having
access to only one surface. Commercial
backscatter gages are available for measur-
ing soil density while several developmen-
tal gages have been constructed to measure
marine sediment density. In the design of
the density gages, the emphasis is on
reducing compositional effects which could
bias the density measurements. Limited
research has been conducted on backscatter
compositional gages.

One purpose of this research was to
develop semi-empirical mathematical models
that could be used to reliably predict the
response of gamma backscatter gages over
the normal range of sediment density and
composition. This required detailed in-
formation of the behavior of scattered
gamma radiation as a function of sediment
variables as well as gage parameters. In
order to describe this behavior around the
probe, an extensive research program was
necessary. This involved mathematical
analysis of the scattered radiation between
the source and detector, Monte Carlo simu-~
lation of scattering in the pnear field, and
laboratory experimentation.

BACKGROUND

In the gamma energy range considered
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practical for portable gages, there are two
principal interactions between the gamma
photons and the sediment: Compton scatter~
ing and photoelectric absorption. For these
materials, Compton scattering is effectively
independent of chemical composition and only
a function of density. Photoelectric
absorption, however, is a strong function of
atomic number and is therefore very depen-
dent on chemical composition. Compton
scattering is the dominant process for
photon energies above 200-300 kev while
photoelectric absorption dominates for lower
energies, The energy of the scattlered
photon depends on the angle of the scatter,

Two competing phenomena affect the
detector response as the product of density
and source to detector distance are in-
creased: Compton scattering of photons back
to the detector and photoelectric¢ abhsorp
tion of photons traveling toward the detec-
tor. At low values the first effect pre-
dominates. As the value of the product in-
creases the second effect becomes dominant.
Tke results, for a given geometry and source
to detector distance, 1is for the count to
increase with increasing density up to some
maxinum and then diminish with increasing
density. The positioin of the maximum depends
on the source to detector distance. The
closer the source to detector distance the
higher the value of density where the
maximum occursl, 2,3, It is possible to
design a backscatter sediment density gage
to follow either the rising portion of the
curve4, or the falling portion of the curve5.

A number of 1nvest1g?tors including 8
Tittman and Wahl®, Czubek and Christensen®,
have found that che effect of composition
and density of the medium on the scattered
gamma ray spectrum can be separated. Gener-
ally the magnitude of the upper region of
the spectrum, above the energy where photo-
electric absorption is significant, is a
function of density but not chemical compo-
sition while the lower region is a function
of both. At distances sufficiently far from
the source (usually 3 or 4 mean free paths)
the spectrum approaches a stable equilibrium
spectra. At these distances the response of
a detector is a separable furction of density
and composition.

Although there are serious limitations
to the single scatter model, it is useful in
analysing detector response for short source
to detector distances and for detectors that
only respond to the upper portion of the
scattered gamma energy spectra. This model
has been used in assuming that the highest
energy photon reaching the detector corres-
ponds to single scatters along the path
defingd bg the minimum possible scatter
angle

Monte Curlo calculational techniques,
which involve calculation of a large number
of individual photon histories, are very
useful for generating statistics on photon
trajectories, energy and angle distributions
number of scattering events, etc. Monte Carlo
methods have been used to investigate the
effects of source to detector distance,



spurce and detector collimation,source
energy and compesiticalO.1l, One result
of these calculations is the conclusion
that the single scatter model only holds
for very low densities and short source to
detector separations.

Because of the difficulty involved in
obtaining cexact agrecment among the various
analytical techniques, 2 semlempirical
approach has been widely used. The most
generally used model for density gaging is
of the form

4?1 - ApPd)® exp-rpd)

where A and b are constnnts,/pts the density
of the medium, d is tbhe source to deicctor
distance and g is an effective mass ntten-
uation coefficiciit, The most common assump-—
tion has been that b = 1, This assumption
is consistent with the results of the
ditfusion npproxlmatlonsl'3 and has been
used_successfully to fit experimental
datal2,13,  Czubek® bas obtained valuci of

b ranging from 0 to 1.25, Umiastowski 4
using Monte Carlo calculations and experi-
mental data from 23 gages concludes that b
falls in the range of 0.8 to 1.2 and thatk
can be related empirically to 4, the mass
altenuation cocfiicient at the source
energy.

For density gaging. there have been a
number of methods proposed to sSupprsss
compositional influences, all of whiih
recognize the nced to reduce the sensiiivity
cf the gage to gamma photons in the photo-
electric absorption range. These methods
include collimation of the source and’ or
detector to enhance the high energy portion
of the spectrum, suppression of the low
energy portion of the spectrum by electro-
nic discrimination of the detector output
or by filtering the scattered photons
through high 7 materials and the dual gage
techniques which permit cancellation of
the effects of low energy photons.

Czubek (6. 16 ) presented the
following model for gage response which
includes the effect of conposition:

da®1 = 4 pY expl-cp « hZg 3 5.

where d is the source to detector distances,
£ is the bulk density, A, b, ¢ and h are
guge constants, and zeq is the equivalent
atomic number,

Gardner and Robertsll have proposed n
model in the same genersl form. The Czubek
model permits the exponeat b to vary while
the Gardner and Roberts model restricts it
to a value of one. In the Czubek mocel,
the composition effect is separable from
the density effects, In addition, the
Czubek model only applies for source to
detector separations of 4 mean free paths
or more while the Gardner and Roberts model
appears to have been correlated with data
obtained at distances of 4 mean free paths
or less.

For compositional measurenments czubek?
proposes the use of scintillation detectors
and electronic discrimination of the output
s0 that two signals are generated; one
corresponding to the upper portion of the
spectrum which would be a function of
density only and one corresponding to lower
portion of the spectrum which is a function
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of both deasity and cosposition. e ithes
RUgResls that o ratio of these two inten-
sities sould be a functjon of ¥, only.

HODEL DEVELOPYENT

Single Scatter Model

In the farst phasce of Lhis rcsﬁarchl'
(sponsored by the Atomic Encrg) Commission)
the ultimate objective was to develop a
aediment densivy gage for deployment on Uhe
Deep Ocean Scdiment Prohe {(LOSP) aloag with
other types of sensors., In order 1o provide
accurate density profiles for use with the
information from thesc other sensors, he
gage had to he capable of accurately sensiog
small volumes of sediaxnt. This can be
accomplished with o collimated close spaced
backscatier arrapgement sith assoclated
energy discrinination, Tou provide data for
the design of this probe a series of lab-
oratory expertecnts and a Monte Corlo
computer orogram were performed.  Using »
Monte (zrlo computer program descrilied by
ftoneyd?, histories wore accumulated for a
Lackscatter arrangement, The geometry was
a source emitted axially tiarouwgh a radical
collimation into a medium of coumposition
similar to marine scdiments. Eaclk photon
was tracked from the source ceollimation port
into the scdinciit through scattering until
the history was termjnated by oscape, returs
to the wall of the probe, or alsorption.

The criteria for cscape was passing a maxizun
radical or vertical distance of 30 conti-
meters.  Spatial coordinates of the photon
termination, its direction cosince, eacrgy at
termination and number of scatters were
recarded.

Close to the source most photons ex-
perienced a single scatter whiic, with in-
creasing distance from the source, the pre-
dominance shiited from single to double to
multiple scatters. Yeyond a distance of 7
centimetors, single scatiers werc no longer
significant. The average cnergy of photons
backscattered to a preve wall was found to
diminisnh with distance from the source.

In the laboraiory cexperiments, actual
detector responsus were recorded for a
variety of source collimation angiles, source
to detector distances and sediment densities.
Basically, the equipment consisted of a
20mCi C5-137 source, a series of lead shields
to provide various separation distances and
collimation angles and a sodium iodide
crystnl. An aluminum tube closed o9n one cnd
was used to align and contain these compon-
ents. A 100 channel multichannel analyzer
was used to obtain the cnergy spectrum of the
radiation reaching the detector. Through
the selection of collimating angles ana
separation distances pliotons undergoing
single scatter or multiple small angle scat-
ter were most likely to reach the detcetor.
This resulted in a distinct peak in the
higher energy region of the spectrum which
cculd be recorded separately through the use
of eleactronic discrimination.

In the experiments, the intensity of
this peak was recorded as the gage and soil
parameter were varled. Although thc source
collimation was fixed at 452, the detector
collimation was varied from 35 to 60° in
four discrete steps. The source to detector



spacing wag vavied from 2 to § contisgiern
in 1 om dncroments. Artifically layered
sodiment with dousitics ranging from 1.17

ta 2,15 groms por cubic contimeter were used
Ry the scattering medium,

A% dmilicatest BY the Monte Carle valoula-
tions, the single scattor sodel xuould apply
ovier the range of conditions wetudied. Tae
resulis were thus compared o 3 geoneralived
form of the sisplificd dexectog vesponse
model doveloped by Pirie »f al”. e
approximations seye obtafned in selected
cases, Further znalysis jadicatest that
theve was a rolationship botwien the deteetor
collimation angle and the diglance of
separation. This relalionsidp is shorn
below where 8 AR The detector collisation.
angle and dp the prefoerred source to dotec-
tor distance.

150 2.8
459 4.2
32.% 5.8
GO 8.0

¥hen the cquation was modifiod by addiag a
teen (8} fo the osponent, furthor analysis
indicated that =(@) - 1.0 «» 0.2 {dy-d). It
was thus found thatl the response u¥ a ¢lose
apaced callimatod backscaltlier gage could be
exproRged by the detectoy collisation angles
of 35 -~ 52.5Y).

I~ A7) exp -~ {ppd ci8) )
aver the valdes of o up to G veatimclers
and for gscattering angles of HO to 497.3%
(in this case source collimation anglas of
35 - 52.59),

Goporal Model

In the gocond pha e of this roscarchl®
the ohjective was (o dovelop a wemi-capivi-
cal acdel that could b wsod o the desiph
of sediment composition gagos. To provide
the pocossary 4ata a serioy of exporiacnls
wore performed. In thoge vipgoeriments, the
actual deteclor rospon=os wore recorded
for a varioty of source and detector collim-
ation angles, source to detgclay distances,
sad aqueous concentrations of Baflg.
Basically the oquipecut consisted of a
25 mCy Tu-137 sourco, two leod shiclds
mounted on a rack so that the collimstion
angles and source to detectoy distances
could by voricd, and a sodive todide scin-
tillation detector. A 400 channel Bulti-
channel apalyzor was wscd to delermince the
opergy spoctrum of the radiation reaching
the dotector.

Ono prominont feature of these spoctra
was the fow scatteors poak in the higher
ancerg’ half, Thsl guvak was the result of
colifmation sclectively admitting only those
pnotons approaching from a given angle., The
peak is relatively narrow at low values of X
(scattering mcan free path oxp@d) but
brondens ag X increages. This sugpgopts that
the photon historics are similay at low
values but Bhocomes more varicd ag X
increascs.

Rogression analysis was used 1o [it
thids data to a cquation of the form:

d%] = AU oxp-(cX ). The constants A, b

and ¢ wore assumed to by a funtion of

18y

cotiination angles, T,.. and spoctzun
CHRTRY Pangs over whlnﬂ the data was
analyzod. Banicaslly the spectrum =as
divided Into low and Bigh chergy raftgesn wieh
the cutoff enorgy varied. These asalywes
indicatod that the renpokse of a3 callisated
hackscalior gage (0 changos in sedimept
depsity and coapoxition cotild be pradicied
by an cquation of the fors:

3.5

afp, B3,
a2t . ,‘u-x(lm LERT (X TN T

sheve: ¢ - G360 « G 0053366, , fd, is the
rource sollimation angle and Ag, b, ¢,
and b oare & funvtion of collimation angles,
and photon encrgies regpistored by the detec-
tor. For values &f X groaler than 4, this
egustion can Lo opgproxianted by

d21e A, %0 oup - (cX.n Z.8+5) anich nas

the wamc fors as the alel of Czuuvkla. For
valtten of W between 1 and 2 the cquation can
e approxtaeated by

421-A,27% cap ~ (¢ U 0.7 1% 23 ) wngen

haw the same dopendsace of fge av the awdel
of Gardiser and Roberisnl2,

Sipce the actual values of the coeffic-
ients are spocitic WO the gage parameleors
the general treads w41l be discussed.

ALl of the parameters except ¢ wery
foursd to be defiaite Fuscilons of the photon
energies reginterod BY the detector, The
tugnllude parascter A, lacresses as sore
of the avallable energy spectrum ig included
by the deleciar. The value of b, in algo a3
nos liacar function of eaorgy. Tgu COBpOLi -
tion paraselers § and b both bohsve aimtl-~
arly #4ih oaergy, Belsg relatively high for
low energlon and rapidls deceeasing with
tncreaxing vaorgy. Above aboul 2530 kev,
theso lorss can be seglected Tor the range
10 € £,. 6 20.

In general, a3ll of the parametlers are
functions of the souree and/or delerior
anglen. The valuo of Ay decreoanes with ag
tacreass in source of detector angle. This
deckeans 48 very proasouficed for encrglios
above about 250 kev. The parameter b, also
dovreasens with an dporeasce je eifther source
or duicctor angle, however, 40 in more in~
fluenced by the detector angle. The value
of « was considoered to he o function only
of the source angle hased on 3 double-
scatter aodel and facreases wilh @y, Simild-
arly, the compositicn parameters § and b
wers foumd io be functions only of the wmource
angle.

Constdoring the overall effect of the
paramcters bg, ¢, and f on 427, it was con-
cluded that for¥>2.5, the X or density do-
pondence could ke considered indepeadent of
detector angle. The only one of these para-
arters exhibiting any depondence on doteclor
sngle was hg; hosover, the tnflucnce of this
parsmolcyr on avorall response decreasced witi
incroasing X .

A furihor conclusion from this roscarch
was that 3t would bhe impractical o design a
sodiment gage for which the effocts of den-
#€ity and Zoq are completely separable and
that somt correction for the density of the

sediment will prohably be required. Bocausce
sediments are relatvively low in donsity,




exceagively large source-detector separa-
tions would be requircd to ensure scparab-
1lity of donsity and composition ¢ffects for
the mindoum denasity in which the yage is to
operate.
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ELEMENTAL ANALYSIS OF COAL
BY PROTON-INDUCED X-RAY EMISSION ANALYSIS

S. M. Cronch and W, D, Ehmann, Department of Chemistcy
University of Kentucky, Lexington, Ky. 40506

H. W. Laumer and F. Gabhard, Department of Physics and
Aatronomy. University of Kentucky, Lexington, Ky. 40506

Suteary

Proton-tnduced X-ray emission has been used to
decernmine elezental concentrations in solid coal sam-
ples. The coal samples were irrsdiated with 2.5 to
5.5 MeV protons. Concentratiors were determined from
characteristfc X-ray yields tuking into account matrix
absorptfon. The precision {s shown by replicate anal-~
vsis and the accuracy by comparison with results cb-
tifined by other laboratories using differeni technigues

Introduction

Since the introduction of proton-induced X-ray
eménsion analysis (PIXEA) by Jchnnsson.l it has been
used to analvze a great variety of materials. Its
=08t successiul application has been to thin targets,
especially {f the target material available s limited.
The technfque can, however, alsc be applied to thick
tergets. 1o this study the suitabilicy of the tech-
nique for analvzing sclid coal samples {s {nvestigated.

Expericental

The samplcs were bombarded with proton beams of
2.5 to 5.5 MeV gensrated with the University of Ken-
tucky 5.5 Me¥ Van de Craaff accelerater. The beam
diarwter at the sanple was 7 sm. The collimator and
anti-scattering slits were made of graphite to keep the
X-ray and y-ray backgrounds to a minimam. A nickel
foil was plezed 130 co from the target to homogenize
the bean. A 75 micvon nickel wire mounted horizentzlly
on a 1wz dismeter piastic rod was moved vertically
through the bheam spot. By monitoring the Ni Ka peak,
the beas density was determined. For proton energies
of 2.5 HeV azd 5.5 “eV using nuickel folls 5 y and 13 u
eihxick, respectively, produced beam densities homoge-
acous te¢ 10%. Zeam currents on target ranged from 5 nA
to 70 nA. The target chamber was clectrically insu-
lated and acted as the Faraday cup for charge integra-
tion. Hetween the collimator and chamber, a 10 cm long
and 4 co diazeter cylinder kept at -2000 ¥ acted as an
clectron suppressor.

At the higher beam currents, the charge build-up
on the target causes considerable background radiation
by electron bremsstrahlung. A filament taken from a
fiashlight bulb was operated at 3V, the battery float-
fng with the chauber. With the {ilament located 2 cm
frem the zarget, background radiation from this pro-
cess was suppressed. No evidence of contamination by
tungsten was observed.

The vacuum in the target chamber was usually 5 x
10°5 torr. Pump down c¢ire between target changes vas
about 10 minutes. Since irradiation time was approxi-
nately 15 minutes per sample and four targets could be
mountcd at onc time, this is only a fraction of the
accelerator time usged.

The targers were mounted on a ladder such that the
targets werc at a 45° angle with respect to the proton
beam. The X-rays were detected with a Muclesr Semi-
conductor Si(L1) detector which was situated at 90" to
the proton bzam and 45° to the target. The target was
located 5 cm from the 25 um beryllium window on the
target chamber and 6 cm tfrom the 25 ym beryllium win-~
dow on the detector face. An aluminum absorber was

usually placed between the two windows,

The 20 om? x 3 mm S{(Li) detector has an energy
resolution of 190 eV, FWHM, measured ai. 5,89 KeV. X-
rays of the elements above atomic number 13, alumirum,
can be detected,

Puises from the Si{L1i) detector and amplifier
system were analyzed by a Canberra ADC on-line with a
PDP~8/1 computer. The resulting 1024 channel X-rav
spectra were stored on magnetic rape. The PDP-8/1
has an oscilloscope display and a light-pen unit for
analyzing spectra. Previously accumulated data can be
analyzed while recording the next X-ray spectrum.

To extract X-ray ylelds from the acenmulated
specira the following procedure was employed, The
arcas of peaks which were relatively isolated and well
resolved were determined on the PDP~8/7 with a simple
peak stripping routine which fits straight lines to
the background. Peaks which are not well resolved,
such as a small Cl peak in the presence of an intense
S peak, were analyzed with the program SAMPOZ on the
University of Kuntucky IBM-370 cimputer.

The coal samples obtained frow the Illinois
Geological Survey were Bfound in an agate wortar unzil
the powdered cosl would pass through a 200 mesh
screen., The noal sample obtained from NBS reguired no
further grinding. The samples were pelletized without
a binder in a die at 35,000 lbs/iu”. The pelleats,
which were 1.3 cm in diameter, were attaci.ed to an
aluminum square using three plastic screws to hold the
peliet in the center of the square. The targets were
then ready to be mounted on the target ladder for
irradiation.

Standard atock solu:ions were prepared from re-
agent grade chemicals for the following elements: S,
c1l, K, Ca, Mn, Fe, Co, Zn, Br, Sr, Ba, and Pb. Ali-
quot’s of the stock solutions of 1000 ug/ml were
di{luted to 10 ug/ml. An Oxford microplpetter was used
to deposit 101of the 10 ug/ml solution on to a thin
formar film (10-20 g/cm?). The formvar film covered
an aluminum frame with a 1.6 em hole in the center,
After the drop had air dried, the target was ready for
irradifation. The yields cbtained by irradiating these
targets with a homogeneous beam formed the basis for
determining detector efficiencies used in calculating
concentrations of the coal targets, Detector effi-
ciences for elements not ir the set of gtandards were
interpolated. This interpolation was based on a de-
tector efficiency curve calculated for the detector
and absorber combination.3

Spectra werce accumulated at count rates below
1000 cps. Above this rate sum peaks for the intense
X-ray lines start to become troublesome, Elements with
Z<26 and bremsstrahlung X-rays in the low energy region
of the spectrum represent the major contribution to
tke X-ray y.leld. For a constant count rate this in-
directly limits the sensitivity which can be achieved
for the highar Z elements. Ry introducing an ahsorber
the low energy contribution to the count rate is re-
duced. The next limit encountecred in trying to in-
crease the count rate for elements with Z>26 1is usually
cthe stability of the target under high beam currents.
A considerable increase in count rate, especially for
solid targets, can be obtained by increasing beam en-
ergy; however, the general X-ray background also in-
creasc~ and sets a limit to the ultimate sensitivity



that can be achieved, Secondary effects may also be-
come important and make data analyusis more complex,

At a proton energy of 2.5 MeV, the highest sensi-
tivities for the low atomic number elements, 14<Z<30,
wvere obtained without using an adiitional absorber. In
this situation, the detector was count rate limited due
to intense low energy X-rays for low Z clements. Be-
cause of this, beam currents were limited to very low
values, approximatelv 5 nA. The sensitivities for the
higher Z elements 2>30 were rather poor. T¢ improve
the sensitivities for these elements, a 0.24 om
aluminum absorber pilerced by a 0.5. mm diameter hole
was introduced. By using an absorber with a pinhole,
the spectrun of X-rays from the low Z elecments could
still be detected, while the count rzte of high Z was
increased by increasing the beam current. The deadtime
of the system didn't increane, since most of the in-
tense low energy X-rays were absorbed and only a small
fraction passed through the hole. For a 2.5 MeV proton
beam, the highest count rates for the high Z elements
were obtained by using a 0.32 er aluminum absorber.
With this absorber, low ensrgy X-rays for the low 2
elements didn't reach the Jeiector, so the beam cur-
rent could be increased again without increasing the
detector deadtime. The limiting factor on increasing
the beam current was the thermal stability of the coal
sample in the proton beam. At 2.5 MeV the maximum per-
missible beam current was 70 nA. To increase the
count rate at this maximur current, the proton beam
energy was increased from 2.5 MeV to 5.5 MeV. The
electron brersstraklung background increased at the
higher proton energy, but the higher count rate yiclded
superior sensitivities for the same irradiation time.

All the sarples were irradiation at least twice,
once at 2.5 MeV with the aluminim absorber with the
hole and once at 5.5 MeV with the solid aluminum ab-
sorber.

To correct for preamplifier and system deadtime
a 60 cps pulser was fed into the preamplifier. The
ratio of the number of pulises presented to the pre-
amplifier and <“he number counted for the pulser peak
in the spectrum was used as a yleld correction factor.

Data Analysis

There are a nuctber of strategies that cen be
adopted to determine coricentrations from thick target
data. A popular method, much used in X-ray fluorses-
cence, i5 to use doped samples to cstablish an empiri-
cal concentration curve. They are often used in con-
junction with statistical analysis programs to calcu~
late regression coefficients and then take account of
effects due to variations in the wmatrix. For a sample
that contains n elements this may mean a minimum of
(n-1) doped samples.“ It appears that it is not a
trivial undertaking tn produce such a set of doped
gtandards for coal samples in the face of the consider-
able variabilities of coal matrices encountered. An
alternative is to calculate matrix effects by consider-
ing the physical processee impurtant in producing and
detecting characteristic X-ray.

A proton beam striking a carbon target surface
with initial energy 2.5 MeV will penetrate a distance
of about 60 u at which point it will have lost most of
its kinetic energy. The X-ray production cross-sec-
tion will vary smoothly along this path. An X-ray pro-
duced at some point slong che proton trajectory will
therefore have to traverse some matrix material’in
addition to any absorbers in front of the detector be-
foré being counted. To calculate the concentration of
an element, based on the number of X-rays counted per
coulomb of integrated pr: ton beam, the proton range was
divided intc segments, GLisch segment represcuted &n
energy loss of 0.1 MeV, The contribution below 0.5 MeV
is negligible since the X-ray production cross-section
falls off rapidly at low protun energy. This is fortu-

nate, since stopping power vslues are l.ast reliable
in this region. The contribution to the yield from
each range segment was determined as follows. It was
assumed that the production croes-section for X-rays
varied linearly in each segment. The absorption by
the watrix of X-rays originating in the segment was
calculated. The product of the average cross-section
and X-ray attenuation was then weighted by the areal
density of the range segment., The stopping powers
used to calculate the range for protons were taken
from J. F. Jaani and are expected to be accurate 2o
32.5 For the purpose of zalculating proton ranges in
the coal matrix, the Bragg additivity rule was assuted
to hold.®

(E/dX) 0oy @ E W, (6E/dx), 1)

Wy 1s the maas fraction of clement i in the matrix,
and (dE/dx); is the stopping pover of element i at
proton energy E. This is valid if the clements are
fairly uniformly diestributed in the coal matrix. If
specific elements cccur in grains, this technique will
have the same difficulty as a method based on doped
samples would have,

The X-ray production cross-section were based on
the empirical curve of Akselsson and Johansson. The
cross-msection averaged over energy is expected to
deviate less from the experimental value then the vari-
ation of experimental values from the empirical curve
at any specific energy, and thus should deviate by less
than 10X.

The absorption cross-sections for X-rays are
taken from Storm and Israel.? In calculating the
absorption cocfficients for the matrix, an equation
sirilar to eq. 1 was used; where stopping puvers werze
replaced by absorption coefficients.

Since the K8 X-rays for some slements iInterfere
with the Ka X-rays of others, the yields obtained from
the spectra mey have to be corrected for this overlap.
The Ka/KR ratios were raken froem Ban“yneh .t 11. and
the effects of matrix and window .bsox,‘xon applied to
produce corrected Ka and KB ylelds.

It 1s evideat that this technique is perfect only
if the sample composition is known beforehand. This
implies an iterative procedure must be employed. For
a preliminary calculation, a likely composition wae
assumed and & first set of elemental concentrations
was tuen determined. Subsequent calculationes could
then be based on the calculated concentrations. For
the samples analyzed in this work there were only
changes of the order of 5T between first calculations
and subsequent iterations. Elements which are abundant
in the coal, but for which PIXEA vields no information,
are a potential source for error. Varying the carbon-
oxygen abundances from 65% and 20 to 75% and 102
caused changes of the order of 10T for elements such
as sulfur, which have K X-rays which are strongly ab-
sorbed by the matrix.

Results

Table I gives the PIXEA results for the coal sam-
ples provided by the Illinois Gcological Survey and
coupares them to published values.? Table 1I compares
PIXFA concentrations determined for NBS SRM 1632 with
published analyses by other laboratories.10,11,1
Errors cited for PIREA in Table II are standard devia-
tions based on four measurements and do not include
systematic errors discussed below. S showed very good
agreement while 51 coacentrations were found to be con-
sistently low. The vilues for 2n were erratic, some-
times agreeing and at other times differing by a fac-
tor of 5. Se, 2Zr, Br, and Cl also compared poorly.

Table III presents the results of the replicate
analyses of a coal sample 1ssued by the EPA for a
round-robin study.
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Nine targets were made and analyzed with a pro-
ton beam at 2.5 MeV, The yieids for Z526 were ob-
tained from spectra collected with the (.24 mm alumi-
num absorber raving a 0.53 om hole. For Z>26 data
was obtained with a 0.32 mm aluminua absorber.
Standard deviations are generally within :he vartation

due to peak fitting and target geometry, exceépt for

the elementa Zn and Br.
For a Droton energy vf 5.5 MeV preliminary re-

sults yield conceutrations vhich are higher than

thoge obtailed wvith 2.5 MeV protons.

We suspect this

is caused by secondary fluorescence which is nepligi-
SY3e for these targets at a proton energy of 2.5 MeV.
We intend to {nvestigate the phenomenon further.

Error Analysis

To arrive at the errcr estimates quoted in
Table I, the following error contributions were

L]
Table I. Cosparison of PIXEA with Values Obtained by the Illinois Geological Survew

Ceometrry variation for the detector-sam-
ple distance contributes 7%, Beam inregratisn and
deadtime correction arz assigned 32, The error intro-
duced {n calculating mat-ix effects varfes with the
element identified. Kary: of the protor beas is based
on values which are accwyate to 5%, but the uncertain-
ty in compositior will introdice an error of at leas:
6%. The absorber confficients are expected to be
accurate to 10X, Thus for silicon and other strongly
abaorbed x-rays the error contridbuted by this factor
i close to 10X while for {ron at 2.5 MeV proton en-
ergy this becomes 1T, These errors and the nratisti-
cal error due to varistion fn peak fitting are summed
by aquares and entered in Table I. 1t is apparent {n
Tabiae I11 that these crrors do not always jusitify the
observed variation in replicate nnalysis which oust

be ascribed tvu sample varfation,

considered.

16

{(Concenttations, ug/g unleas I indicated)

*Samples provided by the Illinois Geological Survey.

C13464 CL4684 €15231 c1613¢ C16317
Elezent I Error PIKEA? 1.6.5. PIXEA l.G.S. PIXEA I.G.s, PIXEn I.G.S. PIXEA I.G.S.
S1 % 13 1.1 2.65 0.76 2.10 .92 2.87 .80 2.95 0.81 2.48
5 % 12 4.3 4.08 2.6 2.46 4.1 4.12 4.0 4.01 3.1 n
Cl % 29 0,52 0.33 0.53 0.42 0.36 0.t 0.34 0.22 0.58 0.02
K % 11 0.11 0.17 0.09 0.15 0.12 0.17 .11 a.16 0.1 0.17
Ca % 11 0.58 0.50 0.34 0.54 0.46 0.90 .38 0.71 C.8) 0.73
TL % 10 0.08 0.05 0.04 0.06 0.07 0.06 0.06 0.06 a.a7 0.07
Fe 3% 10 1.9 2.34 1.4 1.72 1.5 1.83 1.3 1.78 1.4 1.57
Zn 16 27 26 21 30 51 289 40 89 2300 2668
Se 16 5 2.3 2 1.2 1.6 6 2.7 2 2.4
Br 14 19 15 21 19 13 13 7 12 15 14
zr 15 19 103 17 40 pa | 28 20 - 19 20
cd 24 - 0.5 - <0.3 - 1.4 - 0.09 23 28

+PIxEA values are the average of two detsrminations at 2.5 MeV.

Table II. Concentrations Determined by PIXFA Are €ompared
to Values Nbtained by Other Laboratori:s fer NBS SRM 1612,
{concentration, ug/g unlcss % indicated)
Element PIXEA * Inter-Laboratory Comparison l.(':.s.h nBs®
ave. values?

s1 % 1.7 + 0.07 - 3.92 3.9

5 % 1.6 % 0.04 - 1,25 -

cl 1060 + 150 890 + 125 1000 -

K Z 0.28 + 0.01 0.28 + 0.03 0.33

Ca X 0.46 + 0,01 0.43 + 0.05

Ti 1010 + 16 10497 + 110 1100 800d

Fe Z 0.81 + 0.03 0.84 + 0,04 1.11 0.87 + .03
Zn 59 + 38 30 + 10 37.0 + 4
Se 12 + 2 3.4+ .2 2.8 2.9 +0.30
Br 16 F 1 19.5+ 1.9 20 -

Rb 2% +4 el + 2 - -

Sr 163 + & 161+ 16

Y 2) +2 - - -

Zr 44 + 7

Ba 770 + 176 352 + 30

*PIXEA values obtained at 2.5 MeV; errora are standard deviations based on 4 measurements.

3 pef, 11, © ref. 10, © Ref. 12, 9

Information only.
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Table 1I'l. Replicate Analysis oY a (oal Snnple.
{concentraticns, ug/g unless X indicaied)

+

Elesent 9 of Mean [+]
Deterninations (9)

S1 2 1.3 0.08
S 1.2 2.1
(o W 0.12 0.03
K 2 a.2% 0.01
Ca X 0.42 0.02
T! 850 36
Fe 2 2,73 0.4
Ziy 32 8

Br 12 4

Rb 22 3

S 171 30
2r 85 8

- R
Coal sample {ssued by EPA for round-robin ntudy.A3

+>
‘Values werc obtained by {rradiation at 2.5 MeV,
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A RADICISOTOPE IIMMERSION PROBE FOR CONTINUOUS OR DISCRETE
MEASUREMFNTS OF SULPHUR iN CHUDE Ol1LS AND LEAD IN REFIMNERY PRODUCTJ

Steen Teller
Isatopcentralen, 2, Skelbaekgade, DK-171" Copenhagen V, Denmark

SUMMARY

The sulphur content of fuel oils and the lead con-
tent of gasolines can be deterzined in a siugle
ceayurement ty a simul taneous detection of scatte-
red and transmitted low~energy X-rays. A prototype
iamersion przle has been developed and a precision
of ¢.02 /% sulpimr and 20 ppn lead obtained for a
ceunting period of 1 winufe.

INTRODUCTION

During the last 2o years radioisotope insiruments
for the determination cf sulphur and lead in pe-
troleun produc*s have been an attractive alterna-
tive to the more time consuming chemical methoda.
The need for rapid methods of analywis for these
elementsy increases with the realization, that the
levels of sulphur and lead in fuels are hamful to
the environment and in some countrieg legislation
has already been introduced to lipit the concentra-
ticnsg. In a recently published "Proposal for a
Council Divective" for the member states of EECI
the sulphur content of mnst fuel oils sheculd not
exceed 2 ;5 by weight from 1 "une (978 and 1 % by
weight from 1 June 1983, and "measures of conrtrol
in particular Ly means of random sampling, whould
be provided to check to sulphur content of fuel
oilg placed on the market™.

Direct analysis of sgulphur or lead in hydrocarbons
by non-dispersive X-ray fluorescence hasgs besn re-
rorted®, but the majority of sulphur monitors are
Lased on the absorption of soft gauma- or X-rays
enitted from radioisotope sources-"/., Instrumenta-
tion for the laboratory as well as plant process
control are ccmmercially availabie. lione of tine
~ethods however, are well suited for the lesign of
a portable instrument intended for rapid analysis
in various places. Tne .i-ray absorption technigque
is strongly dependent on the sample denszity, where-
by compensation for density variatious must be
achieved either by presenting a sample of constant
nasg per unit area” or by gimultameaus measure-~
ment of the sample density’!’ (weighing bty nucleo-
nic or other means). The low energy radiation from
sulphur (2.4 keV) causes difficulties for the X-ray
fluoreacence technique, e.g. thin fragile windows,
window contamination and influence from variations
in density and humidity in the ambient air.

It is the purpose of this paper to present a mea-
suring principle, which can be applied for the con=-
atruction of a portable immersion probe giving the
sulphur or lead content of different petrocleum pro-
ducts in a gingle reading.

ANALYSIS BY ABSCGnPTION OF LOW-ENFERGY X-RAYS

Transmigsion

The intensity I¢ of monochromatic gamma- or X-rays
transmitted through a measuring cell of thickneus
x conlaining a hydrocarbon with the density 5, is
given by

1

t .
— =exp (- Buy & - px) (1)
Ito

where Ito is tne intensgity for thy expty cel! and
«j and Cj are the masg attenuation coefficients
and the weight fractions of the reocpective ele-
ments, hydrogen (d}, carbon {C) and sulphur {J).
Using gamma- or X-rays of energy abouat 2o ke¥,
where .y - uiC << .. it ie pemsibla to deteraine
small variatjoma in Cg, if a conatant wvalue of
fand x) is maintained.

Backescattering

The intensity Iy of gamma- or X-rays back-pcatte~
red from a layer of hydrocarbon of thickness x
and density p ig given by

IF LG;C‘
R (1-exp(=f{u v doxy) (27
I{..+. )C *
§0 P S S |

where Ig, is related to the source emmiacion,7y tfa
the scattering coefficient {a sum of Compton and
coherent scattering coefficient) and (.y+.{} ie the
sum cof the mass attuation coefficient for lhe in-
cident and the scattered radiation. ¥ is the over=-

all efficiency of detection.

The equation (2) indicates, that it is possible to
determi ie the weight fraction of sulphur indepen-
dent of the denaity, if the thickness of the hydro-
cerbon layer is large (the exponential term drops
to zero). Experimentally however, one finds that
the overall detection efficiency ¥ depends on the
density, because the average path length travelled
by the ircident and scattered radiation changes
with the density. The backscattered iantensity also
depends on the C/H-ratio, because there is nc ra-
diation energy for which both .y = ug and oy oc
are fulfilled.

It is well-known from the designu of in-situ density
meters for coal and soil®, that the relation bet-
ween the intensity of the scattered radiation and
the sample density can be expressed as

T {up)® e™™fT (3)

where r is the distance between source and detector
and wherz m is an eupirical constant for the in-
strument, typical of the magaitude 1.5-2. The equa-
tion {3) ia illustrated in fig. 1 for two samples
of different average atomic number{(Z). The intensi-
ty of the scattered radiation decreases with in-
creasing atomic number (increasing sulphur content),
but the density range around the maximum for the
resporige curve (%), where an accurate determination

Fig 1 Back- scatter intensity versus density and average atomic number
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With tne low source activity of 2 =Ci, the radia=-
tion doce rate {a negligiblie on the probe gurface
except for the circumferencg of the raflectoer,
shour. The dose rate is

where it amounts to 15 orem
lese than o.? arem/hour in 4 diastance of 30 cn
rom the reflectlor.

irobq parametois

with tutyl sulfide added cover-
rangen of denplty [0.75-0.%6
{€.7~10.0} and sulphur conternt
ne the probe paraneters.

ure
ing

g/oe"
fo-1

hydrocarbong
the following
Jo C/t-ratic
%) was umed to exasi
The poallest influence on the detected farays

(2 20 keV ) due to variatlons in the C/Heratio was
ovtained using a silwver ur a tin reflector, while
2 colybdenus refliector groved to be the best chojce
regarding the seniitivity of the sulphur conlent and
¢he independence of the dehnity. &t the cxpense of
a slight but tolerable inzreace in the dependence
on the C/H-ratio '% o0.05 ¥ sulphur for C/H.ratio
vLotweer, 6.0 - J.0). With a source-r2flector distan-
ce about 17 =m the {anfluence from densities in the
rarge o.80 - ¢.97 3/cx’ were lenms than 2 o.o02 #

sulphur.

Sulphur ino fuel oilo

Samplee of fuel oils {approx. 506 ¢ each) were
oupplied by two petrnleusz companies in Denmark
{B.P. and Ecso) and the Danieh Beiler Twners Ase.
zanalyuis of fuel oile etc.). Resulta frowm analynis
for the sulphur content {Yerays transmission and
chezical zmethoda) were also provided by the sup-
pliers and both light and heavy gasoila and light
and heavy fuel oils were repregsented among the
sanplea.

The probe wap imnmersei in the cifferent pamples and
the countrate zeasured. Fig. ¢ showo the dependence
of the countrate on the sulphur content and a

* Courts per m.nyte

190 " Fue' ‘ype
. « O Lyt gasonl
n(- : vecvy gasori
Heavy fuel
G S F < Lght fuel
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[
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Fig.6 Oetermination of Sulphur content.

nyperboiical ¢ilivration curve is expected. The
resulte however indicates, that a good approvima-
tion iB obtained with two linear calibration cur-
ves in the rarge o - 2.5 % sulphur.

The preciesion for a counting period nf I minute
{repeated peasurements on the game e&mple involv-
ing only counting statistice and electronical
arift) ic 0.02 % pulphur by weight {1 standard
deviation) at a level of 1 % gulphur.

The accuracy expressed ae the standard deviation
for the linear calitration curves is ¥ 0.03 &

in the range o - 1.5 % gulphur and % o6.07 % in the
range 1.5 - 3.5 % gulphur.

Trace inpurities in fuel oils

The meagured radlation intensity depends on the
average atomic nunber of the hydrocarbons and is
therefore influenced by trace iopurities in the
fuel oile. In a sulphur zonitor uging X-rays cf
20 keV ir a transomiseion 5eometrj' the following
concentratione of contaminants have been calcula-
ted causing a change of 0.0l % in the sulphur
reading: %o ppz Va, 20 ppm Ni, 320 ppm Na, 85 pp=
Ci,and €50 ppm a,0.

Tne same concentratinng are expected for the immer~
gion prode. Thigs ig verified by adding szzll
amounts of Ferrocene [C)g¥j Fe) to pure hydrocar-
vons. The calculated concentration of Fe, wkich
caupes a change of 0.0l # in sulphur reading is 2%
ppz Fe, where values froz 20 to 3o ppm Fe are found
expericentally.

Influence of tecperature

An increase in the temperature of the samples o
40 =~ 50 °C does not influence the responce of the
probe, if the period of imzerpion is only a fow
minutes. & cooling mantle however will be neces-
sary, 1f the prote ie immersed in large preheated
tanks {e.g. to determine the sulphur contents in
different depths ~ "sedimentation") or ir prehea-
ted process-streass (on-line installation).

lLead in gzasolines

Samples of different gasolines covering the rele-
vant range in lcad contrnt were prepared and the
relationship between the probe countrate and the
lead content established. The results are shown at
fig. 7., and again a good approximation is ohtained
using two linear calidration curves. In fact with
an expected limitation of the lead content to about
0.5 g/1 only one linear calidbration curve is neceg-
sary.

A Caunts per minute
190000
s
© Normol
X Super
180000
170000
160,000
O
"o
{ Q grom lead/litre gasoline
150000 >
Q2 Qs Qa6 0.8
Fig?7 Determination of tead content

195



of the sulphur content independent of the density
is theoretical possible, is much smaller than the
variations encountered for petroleum products
(0.7 - 1.0 g/em® ).

Transmissioa + Back-scatter

From equation (1) one finds, that dIy/y, iz nega-
tive, from equation (2) that dIs/dp is positive
and from equation (3) that dIs/dy is both positive
and negative. It is therefor suggested!, that a
combinetion of transmitted and scattered gamma- or
X~rays will lead to a method of analysie for high
Z elemente in e matrix of low Z elements which
method is independent of the density over a wide
range.

A series expansion in the density for the sum of
e.g. the equations (1) and (2) will show that the
detected intemsity I = Iy + Ig to the first order
is independent of the density, if a proper choice
of measurement georetry, source strength and radia-
tion energy is made. The mathewmaticel details will
not be dealt with, but the principle is illustrated
in fig. 2, where the intensity is given as a func-
tion of the demsity with the mass absorption coef-
ficient as parameter. The sum of the curves with
the pame . is independent of the density over a
wide range about Po

s &
e B
/ Back - scattering
~= K2
P -
>
S H2 =
LN
// \\
/ — My Transmission
-
~ uz
?

Pa
Fig 2 Transmission and backscaiter intensity versus density.

The measuring yrrinciple is also illustrated in
table 1 for 2 X-ray energies. X-rays of 6o keV

give a poor sensitivity for sulphur but reduce

the influence from the C/H-ratio. A further reduc-
tion is obtaiged utilizing an empirical relation-
ship (fig. 3)° between the density and the hydrogen
content valid for most petroleum products. In stead
of Pbaing independent of the density the detected
intensity can be adjusted to increase glightly with
the density to compensate for the decrease in the
intensity due to decreased hydrogen content.

Tabel 1 *)

X-rays Energy p(+) C/H(+) S or Pb{+)
Transmitted 60 keV - + -
Transmitted 20 keV - o -
Back-scattered 6o keV + - -
Back-scattered 2o keV + - -

*) Increase (+) or decrease (-) in intensity or

parameter.

— p glem3

08 08 10
Fig 3 Hydrogen - density relationship

THE PROTOTYPE IMMERSION PROBE

4 source-~detector arrangement with a reflector a
short distance apart (fig. 4) is chosen in order to
cbtain & compact measurement geometry, in which
the eample in the same time acts cs a scattersr
for incident radiation from one source and as

an absorber for transmitted radiation from another
source (the reflector). The diameter of the probe
is lese than 2" which ensures easy access to drums,
tanks or other containers for petroleum prcducts.

Cable connection

*——— Housing~stainless sfeel

Detectar unil with

phatomultiplier
hght guide
/ scintillator

/ / Radiation source{Am 241) in
/ tungstenshield and s:tverradator
~ )

V/—— Teiloncoated ber+iliumwindow

+———--- Megsurement volume
One of three hutders for
reflector

Fig.4 Sufphur-{ead probr

X-rays of energy 21 'keV and gamma-rays of 6o keV
are obtained from an americium~241 source {(2mCi)
covered by a silver foil. The scintillator re-
ceives transritted X-rays from the reflector and
scattered X-rayes from the sample with energies
about 20 keV and scattered gamma-rays from the
sample with energies of 5o0-60 keV. A combination

of a physical and electronical discrimination
against the unwanted gamma-rays is obtained with

a crystal {1 mm x 1 1/2 “@) of CaFs (Eu). The ener-
gy rewsolution of this crystal is inferior to that
of a thin crystal of NaI (Tl), but better than the
enevgy resolution of plastscintillators. The use

of a thin erystal of NaI (Tl) is precluded because
the scattered gamma.rays of 60 keV interfere with
the Xerays of 20 keV through the idédina escape peak
in this crystal.

A typical spectrum for the probe immersed in a fuel
o0il is shown in fig. 5. The first measurements were
made with a single-channel analyser {BASC~battery
scaler, NEA, Copenhagen), but later an instrumenta-
tion specially designed for the probe was developed.
This instrumentation includes zerc suppression, in-
version and slope selection for a direct reading of
sulphur or lead content together with spectrum sta-
bilization, where the difference between the count-
rates in two channels {(fig. 5) controls the high
voltage for the photomultiplier.

ICounts per channel

v
+
'
I
+
i
1
(
1
|
1

|
i 0
H 1

20 40 66 keV
Fig.5 Probe spectrum with discriminator levels
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The precision for a counting period of 1 minute is
0.0l g/1 (1 standard deviation).

The accuracy expressed as the standard deviation
for the linear calibration curve is o0.0l5 g/1
(s 20 ppm) in the range o ~ 0.5 g/l.

T.e probe parameters were unchanged from the sul-
phur measurements, and it is therefore expected,
that the small though significant difference ob-
served in fig. 7 between the "normal" and "super"
types of gasolines can be removed by slight ad-
justments of the parameters improoving the ac-
curacy further.

CONCLUSION

The analysis of sulphur or lesad content in petro-
leum products with a radioisotope immersion probe
has been cemonstrated. The measuring principle is
based on the simultaneous detection of transmitted
snd scattered low-energy X-rays. The portable probe
vwhich may be used in conjunction with standard e-
lectronic instrumentation, is very suitable for
measurerents in the field and in the laboratory.
With minor modifications on-line installation is
also possible.
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1. SAMPLES

H. P. Yule
NUS Corporation
4 Research Place
Rockville, Maryland 20850

Summary

A comparison of counting times and accuracies
and precisions of results for tow radioactivity level
eavironmental samples shows that a NaI(Tl) counting
system coupled with a proper least-squares spectrum
analysis permits the counting of many more samples
than does a Ge(Li) detector counting system. Utillza-
ticn of this system will also liberate the Ge(Li) detec-
tor for non-routine work,

Introduction

Analysis of environmental samples for low activity
levels of gamma=~ray emitters is often accomplished by
counting for an extended pericd {e.g. 1,000 minutes)
with a large volume Ge(Li) detector spectrometer. Be-
cause of the long counting time, the number of samples
which may be processed is limited to perhaps one or
two per day. An altemative method would be te count
the samples using an NaI(Tl) spectrometer to take ad-
vantage of the substantially higher counting efficiency,
and, hence, much reduced counting time. However,
the analysis of the data produced this way is likely to
be very diffienlt.

As an example, consider a milk sample {Flgure 1).
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Figure 1

Milk having no demonstrable radioactive contamination

has about 35 percent gross gamma-ray activity above

background, which is caused by 401( (half-life 1.2x1 09

yvears) naturally present in milk. The Nal(Tl) spectrum
of milk contains & pronounced peak at 1461-~keV and
smaller hackground peaks. Approximately 18 percent
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of the 40!{ peak is from counter background, and the

remainder is from the 4DK in the milk. The 239-keV
peak and some of the 511-keV peak are attributed to

naturally occurring radioisotopes of the 232'1‘h series.

The remainder of the 511-keV i{s annihilation radiation
from varlous sources. The 352~ and 509-keV peaks are

counter background associated with 2"BRa daughters.

Small amounts of the flssion product radicactivities,

1311 {364-keV) and l37Cs (662~keV) would be difficult
to observe because of the interferences from the natu-~
rally occurring peaks at 352~ and 609-keV. Therefore,
it could be concluded that NalI(Tl) detectors are use-

less for this kind of sample since there are no observ-

able peaks from 131I and 137

activity.

Cs at low levels of radio-

In this paper, we shall demonstrate that the de-
sired information on fission product radioactivities is
avallable from sodlum jodide spectra with the aid of a
moderately sophisticated mathamatical analysis of the

spectra.]'-5 This method obviates the need for photo-
peak analysis and furthermore permits the counting of
many more samples cn a sodium lodide detector than
may be counted in the same amount of time with a Ge(Li)
detector. It has been found in our laboratory tha* sam-
nles which require 1,000 minute long counts with our
large volume Ge(Li) detector may be counted for oaly
50-150 minutes with our NaI(Tl) spectrometer. Accuracy
and precision of the answers provided by the two sys-
tems are indistinguishable. This, instead of counting
one samplz per day on the Ge(ld) detector, we can
count up to ten times as many samples on the NaI(Tl)
system.

Laboratory Procedures

Samples are counted in our laboratory on a three
inch by three inch Nal(Tl) detector coupled to a Tracor-
Northern hardwired multi-channel analyzer. Data are
output on punched paper tape. The Ge{li} detector has

an effective volume of 60 cmd and a relative efficiency
of 11.6 percent. Data from the Ge(lLi)} detector are
processed by a Tracor-Northern model TN-11 dedicated

mini-computer.

Examples of samples counted with these systems
are water, milk, soil, sediment, vegetation, air fiiters,
charcoal samples, and aquatic life. Water and milk
samples were typically counted in a three liter Mari~
nelli beaker, while the other classes of samples were
counted in a small glass dish which contained typically
200 grams of soil or 100 grams of vegetation. Aquatic
life samples were usually counted in the dish since
there was not enough samples to anywhere near fill the

three liter beaker.



Computational Procedures

For the Ge(Li) Getector, the intensity of the photo-
peak In counts~per-second was calculated using the

total peak area method.‘l'5 After applying suitable
correction factors, the amount of radioactivities (pico-
Curies) was computed by comparison with a calibrated
source.

The Nal(T1) data were fnput to a computer via a
Teletype (Model ASR-33), and subsequently checked
for errors using a computer program. The data were

then reduced by the least-squares technlque.l-s
References 4 and 5 review and critique this methoil,
and also present numerous references to publications
concerning the method. The least-squares analysis
involves solving eqt, (1): 4

R
.o =

4% S AR
(For a full explanation, see reference 4.) The solution
to eqt. (1) 1s the vector alpha, and if, for example,

the unknown spectrum contained 10 picoCuries of

137 137

Cs and the standard spectrum of Cs contained

1
100 picoCuries of 37Cs then the least-squares tech-
nique should generate alpha equal to 0.1 for 137Cs,

ignoring any requisite decay corrections and assuming
all spectra have been normalized to the same counting

times.

A number of problems are associated with applica-
tion of the least-squares technique. These include
gain- and baseline shifts and the proper selection of
the components {n the solution. There is one further
source of error in the final answer, and that is whether
the number of picoCuries in the standard is accurately
known, since the final picoCurie level in the unknown
will be calculated from the product of alpha and the
source streng*a of the standard.

In the present work we have utilized the ALPHA-M

computer programl_3 which makes all necessary decay
corrections, and is able to compensate for gain- and
baseline shifts provided such shifts are not extremely
large. Thereforz, the utilization of this program for
our purposas reduces to (1) the accumulation »f a good
sel of standard spectra having accurately known pico-
Curle levels for each standard, and (2) a method of
selection of those component {sotopes which were
actually present in the unknown spectrum.

The problem of selecting the isotopes to be in-
cluded in the solution i{s generally not trivial. The
final solution should contain all those isotopes which
are actually present and no others, and contributors
having large relative uncertainties should also be ex-

cluded,

A common practice is to perform the fit with all
possible contributors in the set of standard spectra.
This approach often gives rise to inaccuracies in those
components which turn out to he positive and/or absurd
results such as answers with errors in excess of 100
199

percent are also obtained. A particularly disturbing
feature is that some components are {ndicated to be
negative, {.e., have calcuiated negative picoCurie
levels, very often with relatively small errors, such
as 20 percent.

What has been done in the present work therefore
is to devise a method of approaching the final solution
utilizing insofar as possible a knowledge of sample
composition. Thus, for a milk sample we would expect

the sample to contain 401(, and we would first solve the

0
least-squares equation utilizing 4 K and background as
the only components of the spectrum. Other components

which could be present, such as 137Cs and 1311, are

tried one by one with the potasium and background com-
ponents. The procedure is to add {n first components
which are most likely to be present and then components
which are less likely to be present. Thus. what hap~
pens for the milk is that the solution with only back-

40
ground and X is likely to glve a satisfactory fit (or
nearly so) as measured by the normalized chi-square

1
statistic. The next step is to try 37Cs, since that is

often found in milk. Thus, 137Cs would then be added
to the list of components, and the solution repeated

1
with background, 401( and 37Cs. If 13705 is present

then the least-squares technique will produce a posi~
tive value of alpha for the cesiun., a small r:lative
error in cesium result, and a significant improvement
in the fit, as indicated by the chi-squared statistic.
If it is not present, the chi-squared statistic will

37Cs will have a large
If the newly addec

1
change little, the alpha for
relation error or may be negative.

component, in this instance 137Cs, is decined to be
present, based on the criteria set forth immediately
above, it is retained {n the list of component isotopes;
otherwise, it is discarded from the list,

The next iteration is then to add, for example,

131 37Cs is present, the

1
list will now contain background, 401(, 13705 and 13l

otherwise it is cmitted from the list. The fit 1s then
repeated using the updated componsnt list. This process
is repeated until all candidates have been processed.

I to the list of isotopes. If 1
L

The final sciution, then, contains (1) those iso-

topes expected to be present, 401(, and background, in
the present example, and (2) zero, one, or more tso~
topes which might be either present or absent. If these
tentative isotopes improved the fit significantly when
incorporated in the list of {isotopes, they are retained
for the solution. Intermediate solutions would have
tried and resulted in discarding as not detectable
13705, radium and its daughters, 1311, nge, 51Cr,

60

Co, 65Zn, 106Ru, 134CS, and 14OBa-1401a. In the

present example, the final solution has only background

and 40]( in the fit. This fit 1s best because it contains
only components which are actually present In the sam-
ple. In practice, not even this soluticn is accepted
unless the “goodness of fit" as determined by the chi-
squared statistic lies in an acceptable range (0.85-1,50).




An advantage of the present approach is that not only
does the final solution tell us that background and

401( are present in the unknown spectrum and how much

A
#0¢ 15 present, but also that all the other isotopes
tried during various {terations wers not detected.

In the event of improper selection of the order in
which isotopes are added to the list of candidates to
be fitted, the solution finally reached may not correct.
The code is programmed to flag this condition so that
the run may be repeated with the order of fitting truly
reflecting the decreasing probabllity of presence of
each candidate with increased position in the list,

Results

Comparisons of results obtained for varfous sam-
ples as obtained through Ge(Ll) spectrometry and
NalI(T1) spectrometry coupled with least-squares spec~
tral analysis is shown in Tables 1-3. Examination of
the numbers in Tables 1-3 shows that the accuracies
and precisions of the results are comparable. It may
be noted that for milk the counting time for the Nal(T1)
system is 150 minutes. approximately 1/7 of the 1,000
minute counting time utilized on the germanium detec-
tion system. It is clear that in an 8 hour shift it
would not be possible to ccunt seven times as many
milk samples, but it would be possible to count four
milk samples rather than one miik sample per day if
the NaI{Tl) system is l:ft counting at the end of the
working day. (It is also clear that for milk counting
time of 1,000 minutes for the Ge(Li) detector is sub-
stantially more than is necessary but the same is
doubtedly true for the Nal{T1) system.)

The 144Ce number for sample C is marked as
doubtful (by the code) since its two sigma error is

rather large. In sample E, 137Cs was detected by the
Ge (Li) system but not by the NaJ(T1) system. In this
{nstance, the error on the cesjum result {s quite sub-
stantial.

Figure 2 shows an NalI(T1) spectrum of a soil sam-
ple counted for 50 minutes. Prominent peaks from the
thorium- and radium series are visible, as is 401(. A
hint of 13705 (662-kxeV) is seen on the right of the

prominent 609~keV peak from 4 4Bl.

Table 3 shows results for soil samples and also
results obtained by an independent laboratory which
utilizes 100 minute counts for the Ge(Li) detectors.
For sample A, it may be seen that the antimony may
have been detected by the 1,000 minute Ge(Li) but
has a 100 percent error. Antimony 125 was detected
by the 200 minute Ge(Li) count and was not detected

by NaI(T1l) count. In sample B, the 9SZr--gsNb numbers
for both counters are in agreement with one another

whereas the shorter Ge(Ll) gount did not detez: them.

On the other hand, 144Ce was detected by both Ge(Li)

methods, although results do not agree.
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Reviewing the results in Tables 1, 2, and 3, leads
to the conclusion that a long count on a Ge(Li) detec-
tor is not necessarily superior to a short count on a
Nal(Tl) detector when the NaI{Tl) spectrum {s properly
analyzed with the least-squares technique. Occasion-
ally, the least-squares technique will miss a compo-"-
nent which makes a very small contribution to the
spectrum such that the error in the results is very
nearly as large as the answer. The same {s true when
comparing a long Ge(Li) and a short Ge(L{) count.
Minor components wiil be missed in the short count.
Furthermore, the precision and accuracy of the long
Ge(Li) count and the short NaI(Tl) count will be in most
cases very much better than the accuracy and precision
obtained from the short Ge(Li} count.

In view of the much chorter counting time needed
for the Nal(Tl) system, it seems clear that there is a
definite place in the environmental laboratory for the
NaI(T1) detector for processing low activity gamma-ray
spectra.

Table )
Gamma-Ray Spectrometry of Milk
1000-min Co(LY) vy 150-min NaI(T1) Results

—_—C 422
NUs 1000-min 150-min
Bample Nuclide

“H* 40‘ 1041 & 90 923 2 54
137c. 1742 1623

r cox 987 & 63 939279
la?c. 10a4 924

“J 40‘ 1056 » 23 1000 & 80
ls?c. 1243 124

N o 40‘ 9204 7% 1023 » 86
u?c. 1223 122§




Table 2
VEGETATION
Comparlaan of Results
of
150-min NaI(T1} and 1000-min Ge(Ll) Measuremsnts

Rad tvity Conc , PCl/g-dry & 20
1000 - Min 150 - Min
Sample “C*
Com §ilage
COK 1922 20212
lJ?c’ ND ND
Me,,  0.5820.33 (u.sago.ae)
*Doubttul®
Sample *D"
Grass Stlage
QDK 1624 1724
137c. 0.40£0.11 0.6220.24
l“c. 3.020.6 2.720.7
Sample "E°
Hay
‘OK 212 4 2228
137C- 0.1920.14 ND
“‘Cc 2.1x0.8 1.520,9
Sample °F*
‘0‘ 2223 2522
137., 0.1320.08 (o.xz.o.:a)
“Doubtful”
44, 10208 0.940.3
Sample “G"
~Sela.
ao‘ 8.621.0 6.6+1.2
lJ7c. ND ND
l«c. ND ND
126" 0.4320.0% 0.3940.11

ND - Noa Detected

Table 3

{or Solls

[ *son of G -Ray Sp Y

Measured by a NaI(T1) Detector (NUS) and Ge(Ll} Detectors

(NUS and Independent laboratory)

Cyg-diyt 2o
Semple “A”
—Nugp  _IND
$0-min 1000-min 100~nin
L ~Seftd)
‘OK 8.421.1 9.020.7 $.023.3
952r - - -
Syp - -
95, + 95Nb ND ND ND
1255, ND (2.03+ 0.0% D
!37c. 3.120.1 3.1 0.1 3.420.5
l“c. ND ND ND
Sample "8°
NUS 8D
50-min 1000-min 100-min
Nai(rl) Celly
40, 9.621.3 8.8+0.8 4.023.5
SSzr - 2.6+2.2 -
Bup - 2.0+1.4 -
9521’0 95Nh 2.722.4° 4.622.6 ND
1255b ND 0.1620.04 ND
lJTc' 7.220.2 7.530.1‘ 6.820.7
I“C. ND 0.7£0.4 2.721.9
* Doubtiul

Acknowledgement

The author Is Indebted to John D. Buchanan for

providing the Ge(Li) results given here.

Refercuces

1. Schonfeld, E., Proceedings, 1965 Intl. Conf.,
"Modern Trends In Activation Analysis,” College

Station, Texas, April, 1965, p. 279.

2. Schonfeld, E.; Kibbey, A.H.; and Davis, W., Jr.:

Nuel. Insttum. Methods 45, 1 (1966).

3. Schonfeld, E., Nucl. Instrum Methods 52, 177

(1967).

4. Yule, H.P., In "1968 Intl. Conf. on Modem Trends
In Activation Analysis,” ]J. R. DeVoe, Ed, N.B.S.

Speclal Publication 312, June, 1969, pp. 1155-1204.

$. Yule, H.P., in “Activation Analysis in Geochemistry
and Cosmochemistry,” A. O. Brunfelt and E. Stelnes,
Ed., Untiversitetsforlaget, Oslo, 1971, pp. 145-166.



Procerdings. EADA Xand GerendRay Symo. Ann Asbor, M, May 1621, 1976 (Cont 7805394

APPLICATION OF GAMMA-RAY SPECTROSCOPY
IN ENVIRONMENTAL MONITOKING

B. B. Hobbs, L. G. Kanipe, W. R. Clayton, E. A. Belvin
Radiological Hygiene Branch
Tennessee Valley Authority

Muscle Shoals, Alabama

Gamma-ray spectroscopy 1s used as the primary
analytical method in the Tennessee Valley Authority's
environmental monitoring program. Routine sample
screening is done by means of least-squares analysis
of gpectra from Nal(Tl) detectors. Nouroutine or
suspicious samples are analyzed by means of Ge(Li)
spectral analysis. A laboratory quality control
program provides internal and external checks on the
reliability of analyses.

Introduction

The extent to which the Tennessee Valiley Authority
is committed to nuclear power generation is evidenced
hy the fact that TVA now has seventeen nuclear reactors
in seven separate nuclear plants that are either oper-
ating, under construction, or in various stages of
planning and licensing. In addition to these light-
water-reactor nuclear power plants, TVA will also oper-
ate the Clinch River Breeler Reactor Project and ura-
nium milling and mining operations in several western
states. The result of these commitments has heen the
development of an extensive radiological environmental
monitoring program. The projected time schedules for
analyses of samples from the nuclear power plants are
listed in table 1.

Table 1. Projected Schedule of Environmental Monitor-
ing and Sample and Analysis Rate for TVA's
Radiochemical Laboratory

Year Plant Samples Analyses

19¢€8 BFNP 2,000 8,800

1969 6,300 13,500

1970 8,100 18,700

1971 8,000 24,000

1972 SNP 7,500 30,000

1973 8,000 36,000

1974 6,316 32,613

1975 7,058 30,813

1976% SNP 8,868 39,392

1877 WBNP 13,400 60,000

1978 BNP 18,000 80,000

1979 HNP 20,000 99,000

1980 PBNP 22,200 100,000

YCNP
1981 {;RBRP 30,000 140,000

*Estimates beglinning in mid-1976 are projections.

From a relatively modest two thousand samples and
eighty-eight hundred analyses per year in 1968, the
number of samples has risen to over eight thousand per
year and the number of analyses has risen to over
thirty-nine thousand per year. There will be a four-
fold increase over the next five years as new areas
are added to the monitoring program.

Rad{iological Environuwental Monitoring Program

TVA's environmental monitoring program has been in
operation since 1968. It began with a preoperational
program in # wide area around Browns Ferry Nuclear
Plant to determine the levels of natural and manmade
radiation present before plant cperation. For reliable
evaluation, TVA, in undertaking the survey, had to con~
aider all routes by which radionuclides might be re-
lessed from the power plant. In additionm, the survey

35660

had to establish enviromnmental levels of radioactive
fallout, naturally occurring radiation, and contri-~
butions from other nuclear facilities. Consideration
of the many routes by which radionuclides could be
released from the plant led to the decislon that the
survey should include both terrestrial and aquatic
monitoring. 1In the terrestrial environment, air, soil,
rain, heavy particle fallout, milk, vegetation, well
and surface waters, and food crops are being sampled.
River water, fish, clams, sediment, and plankton are
monitored to give a broad picture of the overall
effect of the nuclear facility upon the ecology of the
area.

A eritical declsion had to be made about the
extent to which the samples should be analyzed. Would
it be sufficient to measure gross radiation only and
rely upon the difference before and after plant opera-
tion as a measure 3f the plant's contribution to the
environment? Or, in addition to this gross measure-
ment, select a few biologically significant isotopes
for specific analysts? Should more extensive anal: -
ses, not only of biologically significant isotopes,
but also of those that might aid in identifying the
source of radioactivity be made? After considering
the many factors involved, TVA decided that the last
approach would be best if methods could be found to
accomplish it without excessive manpower and equipment.

Analytical Method

In view of the large number of samples to be ana-
lyzed and our desire to identify and analyze for spe-
cific isotopic content, the only method by which this
task could be accomplished without an extremely large
laboratory activity appeared to be to do the larger
part of the analyses by gamma spectrometry. This
method of analysis seemed to offer at least three ad-
vantages:

1. It would allow the simultaneous identification and
measurement of a mixture of radionuclides.

2., TIi would allow the screening of samples for the
presence of radionuclides before deciding on more
complicated chemical separation and measurement.

3. It would allow large bulk samples to be measured,
partially offsetting the low specific activities
expected in our samples.

The decision was made to use NaI(T%) detectors as
the primary analytical tool for gamma spectroacopy.
Semiconductor detectors had not been developed to a
point of economical use in a program of this type.

Spectral Analysis

Because of the large number of envirommental sam-
ples planned for analysis and the variety of radionu-
clides under investigation, it was recognized that some
effective means for resolving complex spectra would be
needed. With slight modification, the Alpha M Computer
Program developed at Oak Ridge National Laboratory by
Schonfeld1 would meet these needs. Also, TVA's IBM 360
Computer at Chattanooga was available for running such
a program. Thus, it was decided to resolve any complex
gamma spectra by use of least-squares analysis,
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depending upon this as the principal method by which
specific radioisotopes wou)l be ideatified and meas-

ured.

lsotope Selection

The critecia for selecting isotopes to be identi-
fied and measured were as follows:

1. Does ir have high biological significance?
2. Will there be large enough quantities to measure?

3. Will the isotope reflact the condition of the
reactor and its steam system?

4. Can the isotope be easily identified?

Using these criteria, sixteen isctopes were selec-
ted for analysis. 1t 1is obvious that some isotopes
cannot be analyzed by gamma spectrometry. It might be
worthwhile to add that all of the samples are subjected
to a gross beta analysis, and a few selected samples
are counted for gross alpha content. Strontium iso-
topes are chemically separated and counted, and tritium
is analyzed by liquid scintillation techniques.

Some of the reasons for the isotoplc selections
may be obvious, while others may be obscure. The
strontium isotopes were selected because they are
prominent as fission products and have blological
significance. 1sotopes 95Zr, 137Cs, and '?'I were
selected because, as principal fission products with
a range of half-lives, they provide the information
necessary for determining the condition of the oper-
ating reactor and time of release of radioactivity.
This information can be obtained by establishing the
relative abundance of these isotopes at the time of
saiwple analysis. Isotope “%% was selected as a com~
mon source of interference and the greatest contrib-
utor cmong sources of what may be termed as naturally
occurring radiation.

The selection of !°°Ru represents a compromise.
Because of sampling frequency, it was felt that 105Ry
with its l-year nalf-life would be the most appropriate
selection, but '°Ru is produced in greater abundance
as a fission product and has a higher gamma counting
efficiency; therefore, it greatly increases the total
count. If unusually large results are reported from
the !°%Ru analysis, then ruthenium can be chemically
separated and identified. The same reasoning is
applicable to the selection of 14%Ce. That is, the
multiple isotopes 417144ce-pr are expected to be ana-
lyzed under this label; when unusually large results
are reported, isotopic identification will be made.
Actually, we prefer to label these analyses as

037106Ry apnd '*!7!%“Ce-Pr. The !'“%Ba analysis repre-
sents another of the compromises made. The most sig-
nificant photopeak for !*®Ba (0.53 MeV) is within the
span of detection for the ruthenium isotopes (0.51
MeV). However, if it is assumed that '“%Ba will always
be in equilibrium with its daughter '“°La, then the
1.6 MeV photopeak of !“%La can be used as a methcd of
analysis for the barium and the barium interference can
be minimized with the ruthenium analysis.

As for che neutron-activated corrosion products,
our selection was primarily based on the longer half-
life material which not only is of radiobiological
significance but also is expected to give some indi-
catlon of the corrosion rates of certain reactor
systems. For example, zinc could be contributed to
the reactor coolant system by corrosion of the

admiraltghtubing in the steam condegserh in the same
manner, Mn analysis couplad with ’co analysis may

specifically indicate corrosion in certain stainless

steel components. Contributions that may be made by

the iron isotopes, such as *“Fe are not ignored. If

an unusually high result is reported for the zinc and
cobalt analysis, then the isotopes can be chemically

separated and specificaily identified.

Three isotopes, s"Cr, SBCo, and *3“Cs, were first
included in the isotope spectra library in 1970. The
latter two had been found in significaat amounts in
effluent water from a nuclear power reactor similar in

design to those being built by TVAZ. The other, 5’Ct‘,
was not found in effiuents, but was found in primavy
coolant water as a cor’osion product from cladding or
construction materials. It was included as a potential
contributor to environmental releases.

Sample Preparation

Yie preparation of environmental samples is an
essential part of radiochemical analysis. The normal
routine in the TVA laboratory is to first blend, dry,
and grind or shred the sample to a predetermined fine-
ness suitable for gamma-scanning in a standard geome-
try. Different types of samplcs require slightly
different preparation; however, the general procedures
ate similar, Food products are prepared as for home
use; rinds, seeds, cores, shells, or other material
not normally eaten are removed before drying. Foreign
objects are removed from soll and silt samples by
screening through a collander. Samples are pulverized
or ground to 32 mesh as necessary. Waters may be
filtered depending on the type of analysis desired.

Sample Analysis

Samples are normally screened by Nal(TL) gamma-
spectroscopy for an initial estimate of radicnuclide
activity. Szmples with an unusually high activity
are further exawined by Ge(Li) gamma-spectroscopy to
confirm specific radioisotope activity. TVA's Muscle
Shoals Radioanalytical Laboratory has been using this
method of analysis for nine years. Samples of known
or suspected high activity are not screened, but
analyzed directly by Ge(L1l) gamma-ray spectroscopy.
Althuugh considerable capability has been developed
in analyzing gamma spectra obtained with Ge(L1i)
detactors, the Nal-Alpha M method is the first line
of analysis for environmental monitoring.

The laboratory recently completed a detailed study
of the capabilities and limitations of Nal least-
squares gamma-spectroscopy. As a result of this study,
changes have been made in the use of some of the
options in the program. The study also showed that the
program was correctly applied to this type of work. In
brief, we now have documentation of what is considered
to be the limitatlons and sensitivities of the program,
and that the program can reliably determine environ~
mental levels of radioactivity. This Nal-Alpha M com-
bination, coupled with the Ge(Li) capabilities, has
enhanced the entire monitoring program. By recognizing
the disadvantages of each type oi detector and by
utilizing these advantages, a two-pronged approach to
gamma-ray analyses has been developed.

Fron laboratory experience, the following etandard
conditions are now used routinely for determining gamma
radioactivity in environmental samples. These condi-
tions are applicable to over 90 percent of the samples
analyzed.



NaI(T%)
Counting time - 4,000 seconds
Calibration - 10 KeV/PHu

l-pint container (average weight
500 g) inverted on the 4- by
4-inch Nal(TR) crystal

l-pint container (average weight
1€0 g) inverted on the 4~ by
4-inch NaI(T%) crystal

3.5-% volume in a Marinelli
beaker, surrounding the 4~ by
4-inch crystal

Inserted in a plastic vial and
counted in a 4- by 5-inch NalI(T2)
well crystal

Inserted in a plastic vial and
counted in a 4~ by S-inch NaI(TS,)
well crystal

Soil Analysisg -

Vegetation -

Water and Milk -

Air Filters -

Charcoal Filters -~

Ge(Li)
Counting time ~ 14400 seconds
Calibration - 1 KeV/PHu

0.5-% volume in a Marinelli
beaker surrounding the detector
crystal

Placed in a .etri dish and
placed on the detector crystal

Standard Geometry -
Alr Filters -

Gamma~ray spectra are acquired in 256 channels
of a multichannel analyzer from 4 x 4 solid or 5 x 4
well NaI(TR) crystals. The data are punched onto paper
tape, spooled, and transferred to magnetic tape. They
are then transferred via the remote terminal at Muscle
Shoals to a disk pack at TVA's centrual computing center
in Chattanooga. The data are then input to the least-
square program for data reduction.

A new system recently installed should consider-
ably simplify data-handling procedures. A minicomputer
stores sample information for up to eight experiments
and handles data transfer between several input-output
devices. A magnetic tape transport is intended to be
the primary input/output device for transfer of gamma
spectra to the central computer for analysis. This
system can also transfer data to or from the computer-
ized system used for Ge(Li) spectroscopy.

The exact technlque to be followed in analyzing
gamma-spertra by least-squares methods involve choices
among several data-handling and mathematlical proce-
dures. Sotte of the parameters involve weighting
aschemes, gain and shift compensation, sample stripping
and library content. There f{s ro single best technique
that can ke applied in every case. The best compromise
among the several choices has becen made to optimize the
results for environmental samples.

One of the first parameters to te studied involved
background subtraction. Samples have, in the past,
been counted with u daily background stripped from the
sample spectrum, A qualitative interprectation of many
results led to the belfef that as the sample spectra
approached background levels, leas reliance could be
placed en results. Statlstical indicators included
with computer analysis tended to show poor fit at low
levels of activity. On occassien, a spurious high
activity would result when improbable gakn or shift
values ware calculated and false fits were obtained.
An averaged background spectrum was added to the spec-
trum library to allow study of the cffects of strippad
versus unstripped spectra. Synthetic spectra werce
generated that contafined a standard background plus a
50 pCi/2 activity component for single nuclides from
the spectra library. Each spectrum was rondomized
before analysis. The results are shown in table 2 for
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purposes of couparison of stripped versus unstripped
spectra. Both accuracy and precision are considerably
improved when the background i{s {ncluded in the
analysis.

"able 2. Comparison of Analyses of Single Isotope
Spectra3 With Background Stripped and
Background Included.

Error, %
Background Background

Isotope* Included Subtracted

©5zn 5.5 45.1
¥5zr 37.5 54.3
137cg 12.9 72,5
tivcg 16.4 15.3
*8¢o 17.8 33.0
106py 15.7 65.2
1slp 25.2 44.6
>ler 6.8 182.0
lebce 52.0 70.7
%o 9.4 8.5

*Activities are all at 50 pCi/R.

Quality Control

The laboratory staff routinely assesses the preci-
sion and accuracy of its analyses to document the
quality of work performed. Collaborative testing
programs with other laboratories are carried out to
evaluate the performance with respect to others. Cross-
check programs, such as those provided by EPA and the
International Atomic Energy Agency, provide a wide
variety of simulated samples with well-known values.
The results of one such series are given ia table 3.
The three samples represented water samples and were
analyzed as such by the standard procedures for both
NaI(T?) and Ge(Li) spectroscopy. The results agree
well with values provided by EPA. The two methods of
analysls also agree well with each other.

The isotope that was most difficult to analyze
precisely in this series wase Ru. The small peck-t:-
Compton ratio of the principle photopeak and its louo-
tion in a high-background region causes problems in
properly locating and quantitatively identifying this
peal by automatic peak search methods in Ge(Li) spec-
troscopy. The problem in using NaI(TL)} spectroscopy lis
the high correlatica between the 1%tRy spectra and
atmospheric radon daughter radiation. Fluctuations {n
radon activity adversely affect the analytical results
for Ru.

Table ). EPA Crosscheck, Gamma in Warer.
TVA

Isotope EPA(230) Nal({Ti) Ge(L1i)
1

Sice 0 0 0
%%¢co 203¢31 206 193
5520 201230 184 198
18Ry 181+27 196 249
Pivcg 202430 181 179
ti7cg 151223 151 159
a2

*ice "} v} 0
$0cq 271241 279 272
¢Szn 250:38 268 274
Vohru 24737 246 224
Pivcg 349:52 345 349
V47cq 274241 281 264



Table 3. EPA Crosscheck, Gamma in Water (Continued)
TVA

Isotopes EPA(%135) NaI(T) Ge(Li)
3

Sicr 255:38 272 279
$0co 307+46 308 307
5520 281142 291 320
106py 379+57 590 360
tivcg 256138 248 231
137cg 307+46 295 301
#

Slee 0 0 0
8%co 350%53 352 365
557n 32749 299 325
126py 325£49 222 349
Likeg 304246 273 260
Ti7cg 378257 382 392

Approximately seven percent of the znalyses per-
formed in the laboratory are run in duplicate as an
internal check on laboratory performance. Table 4
summarizes data on replicate measurement for water sam-
ples analyzed by Nal-gamuma spectroscopy. The results
are gerz.ally within statisticailv predicted ranges.
About one percent of the values lie outside statisti-
cally expected values. After inspection of these
particular results, these variations are attributed to
fluctuations in the background due to variations in
radon daughter radiation.

Table 4. Quality Control Data. Replicate Measure-
ments of Some 3,5-% Water Samples.
Number per *
Reporting Range Analysis
Period <lag <20 <30 >3g
203 185 13 1 4
245 239 4 0 2
444 409 26 H 4
TOTAL 93.4% 4.8% 0.7% 1.1%

* 10 = 5 pCi/% below 100 pCi/%
= 5% above 100 pCi/f

One of the most difficult parameters to evaluate
is the minimum detectible amount for individual iso-
topes. The degree of interaction between radioisotopes
and the effect of systematic varilations complicates the
assessment of detection limits. The statistical com
ponent of minimum detectable amounts (MDA) for selected
individual radioisotopes has been estimated by two
different methods (table 5) and found to be in reason-
able agreement. There is a systematic difference, with
MDA's calculated from photopeak areas slightly less
ttan those calculated from the entire spectrum. This
advantage 1is rapidly lost wnen multiple isctopes appear.
Table 6 compares analyses from multiple radioisotopes
contained in a composite standard. Least-squares
results agree quite well with the activities known tec
be present. Individual photupeaks are not resclved
well enough to duplicate this analysis by photopeak

fitting.

s

Table 5. Minimum Detectable Amounts of Selected
Radionuclides at the 952 Coufidence Level
(pCi/L)
Isotope Least-Squares Photopeak Only
“Ug 72 57
oo 1 ;
Ba 5 6
GUCO 6 -
$“Mn 5 4
Szr 15 -
F37¢cg 6 4
l!ucs 7 -
1900 15 -
SBCO 11 -
13tp 7 4
Sler 45 13
thbce 26 22
Table 6. 3.5% Std Laboratory Composites (pCi/%)
Isotope Added Found Added Found
184¢a 181 142%43 174 182%20
Sler 0 0+128 0 0%76
131y 0 0%64 ) 0:35
13%0g 630 628118 100 918
137¢g 260 248218 126 12618
*8co 408  419%30 ) 0=22
5“Mn 542 472%29 167 171£9
Sz ¢ 070 0 0%12
652n 0 0:154 1289 1154225
$%o 1323 1356%22 103 113*12
“og 3209 3001198 ¢ 020
letgy 0 G£36 0 0216
gy 349 197:28 92 6628

Future Plans

The current investigations concerning practical
aspects of gamma-ray spectroscopy will be a continuing
part of laboratory operatlons. Experimencal studies on
parameters that influence analytical accuracy and mini-
mum detection levels are being carried out and will be
extended. A number of theoretical or calculated param-
eters nced experimental confirmation. A study is also
planned that will have the primary objective of opti-
mizing experimental techniques for the use of Ge(Li)
spectroscopy in environmental monitoring.
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GAMMA RAY MONITORING OF SEDIMENT SAMFLES

L. D. Maus, A. B. Chace, V. C. Rose, and V. A. Nacci
Department of Ocean Engineering
University of Rhode Island

Kingston, Rhode

A ganma ray transmission method has been developed
to monitor changes in pressurized samples. The method
permits obtaining information for sediment cores while
3till in the core lining, thereby eliminating several
sources of error., The cylindrical sample contained in
a plastic core line rests on a porous disc within a
pressure vessél. A narrow beam of gamma rays is passed
through the sample and pressure vesgel. The attenua=
tion of this beam is a functior. of sample density. By
changing the fluid surrounding the gample, either con-
solidation or degassing tests can be performed.

Nurerous instances arise where cored sediment
samples are inadequate for laboratory testing due to
sample disturbances originating from the coring opera-
tions, sample transportation or laboratury handling.
Poor samples may also result from the expansion of dis-
solved gasses vhen deep sea sediments are brought to
the ocean surface. In such cases special s0il treat-
ment methods or testing procedures may be required in
order that the sample may more accurately reflect undis-
turbed sediment properties.

In response to these needs, a method of eliminat-~
ing most of the sources of core disturbances prior to
laboratory consolidation testing has been developed.
when arplied, those errors due to the sample distur-
banr~:s caused by sample extrusion, trimming, and handl~-
ing are eliminated. The resulting consolidation para-
meters should reflect disturbances primarily from the
sampling operation litself,

The sample disturbance resulting from the reduction
of confining pressure and the subsequent expansion of
gasses as the sample is recovered from the sea floor,
while less obvious than other causes, can be just as
devastating,

The purpose of this paper is to show how gamma-ray
monitoring methods have been developad to handle these
two problems. In one dimensignal consolidation tests,
the sample is surrounded by air and the gamma ray atten-
uation can be shown to be a fupction of the void ratio
or water content of the sample. In the degassing
studies, the sample is surrounded by water and the
attenuation is used as A measure of the gas volume.

Gamma-Ray Moritoring of Sediment

Consolidation Tests

The purpoge of a consclidation test is to consider
the diffusion of water through a porous medium undex
varying consslidation stresses, The reaistance *o
water diffusion is supplied by the sediment permeability
and stiffness. 7The effect of sample dimturbance unduly
influences laboratory results by reducing sampie

stiffnesst’?,

The standard consolidation tsst makes use of a
sample axtruded fram a core liner and trimmed to test-
ing size. The sample is then loaded and the overall
change in sample thickness is noted. 7The data ohtained
is influenced by any disturbances resulting from the
procurament and transportation of the swmple as well as
the laboratory extrusion and trimming cperations.

In order to raduce the effascts of distrubance due
to ex*xusion and trimming, it would be desirable to
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measure vold ratic only at the mid-thickness of the
sample while still in its core liner, Gamma-ray trans-

1'!\.'i.ssion3 was chosen because it is capable of mearuring
void ratio along a narrow beam which can be positioned
at any desired elevation.

The cylindrical sample is contained within a sec-
tion of plastic core liner and rests on a porous disc
within a pragsure vessel. Air pressure in the vesscl
is transmitted through a floating piston to the sample.
The sample can drain through the porous disc. A beam
of monoenergetic gamma-rays of energy E is emitted
from a radioisotope source through a narrow collimating
hole in the gsource shield. This beam passes through
the pressure vessel, liner, and sample and arrives at
ascintillating detector through another collimating
hole in the detector shield.

For this arrangement, the change in gamma attenua-
tion is due only to variation in sample parameters
along the beam and the following narrow-beam attenua=
tion relationship applies:

N = Njexp (~u, YD) 1)

N, = gamma photons counted with no sample

present

N = gamma photons counted with sample pre-

gent
sample mass attenuation coefficient,
szg
sample bulk density g/cm3
eample diameter, cm

where

L *

Ye
D=

In equation (1), it is assumed that tne counta N and No
are made over the same time fnterval and that only un-
attenuated photons oi energy E are counted.

The value of i for water and for several of the
elements common to sediments is a function of photon
energy. In the range of energiea between about 0.2 and
3 meV, py, is approximatcly the same for all eiarents
of interest, except hydrogen., 7o understand thia phe-
nomena, one should consider the following expression

for ppg:
23 2z

My, = 6.02 x 10 Te A (2)
vhere

7, = scattering cross-sections pex

.

elactxon, o

2 = atomic numbar

A = atomic weight
In the range 0.3-3 MaV and for elemsnts with atomic

numbars of about 26 or lowsr, T, is almost entirely due

0 Gumpton scattering, an elastic collision betwean a
photon and an orbitxl electron. 5Since all electrons
are equally effective scatterers, the only composition~
al variezdble in equation (2) is the ratlo 2/A. Valum
of Z/A for all elementa of intercst, axcept hydrogen,
are relatively constant. The affective value of Z/A
or for cambinations of elements may ks calculated by
wu:ﬁung ths appropriats value for sach element by its
waight fraction in ths campound.



Table 1 2/A for Typical Sediment

Compound

Compound Foraula 2/A

Water H,0 +5551
Kaolinite A.'I 451 4010 (OH) s +5036
Montmorilionite (A11.67M90.33)Si4010 (01'1)2 « 1994
Quartz sic P <4993
Orthoclase KAlSi 308 «4958
Calcite CaCo 3 «499€
Magnetite Fe 304 .4751

Based on the above table, it is reascnable to assume
that the solid phase of sediment composition can be
characterized by a 2/A of 0.500 and the water phase by
a ratio of 0.555.

Assuming a saturated sediment and calculating an
overall 2/A for the bulk sediment according to the
weight fractions of water and solid particles:

0.500 (1+1 . 11w)
- (3

Z/a - l+w

whera w is the water content of the sediment expressed
as the ratio of water weight to dry sediment weight.
Substituting equation (3) into equation (2):

Q4+ 1.3
bp ™ Pog 1 T+ w X (4)
where Hong i3 the Compton mass attenuation coefficient

for sedinent particles (assuming Z/A = .500).

The bulk dengity, Y, of saturated sediment can be
written:

- Sf1 t w) "
Y 1T+ 00 Y' {3)

specific gravity of solid sarticlm:
density of pure water at 4°C,

where G =
Y"-

Combining equation (1), (4), and (5}:

r1.1)
N = N exp[ GV, (1eow) 3
or
N 1+1.11
R Y T wa- (6)

The term u.., Go Y', D, ia designated as C and is

a constant for a given sample, source enexgy and
collimation design, C is usually detexmined followiny
the final count of a test, H‘, and after removing the

sanple, a final water content, w., is detarmined.

1+ Qv Ho

1+1.11u‘, Ny

Incorpuxating the valus of C into the solution of
equation (6) Zor w
H

c-1n “’1
(8)

v -
No
Gl.n"—-l..uc

Experimental Verification

Laboratory consolidation of undisturbed samples
regults in a recognizable water content (or void ratio)
v3. log pressure relationship. To test this method of
obtaining this relationship the following test appara-

tus and sediment sample was used4. The collimating
holes in the source and detector shields were 0.64 cm
in diameter and the distance from the source to the
face of the detector was 36 cm. The lead shielding
arcund the source and detector was a minimum of 5 cm
thick. The sediment, prepared from a kacolinite slurry
and precunsolidated 2t 0.25 psi, was 5.8 cm in diameter.

Tne source was 21 mCi of cesium~137. The counting
equipment consisted of a scintillation detector, ampli-
fier, single channel atalyzer, and counter. The dis-
crimination level of tiie analyzer was set to mass only
those counts representing urattenuated photons. The re-
sults of the test are usually given in this form:

S5e
. te 9)
e T log B (

where cc ig compression index and

e is void ratio
Values, typical of undisturbed Kaolinite were obtained.

Gamia~Ray Monitoring of Sediment

Bulk Density

The thruat of this study was to monitor chunges in
sediment bulk density as a measure of the degree oi
saturation of the sediment. Marine gedirents are not
completely saturated as is often assumed. Thus a
change in fluid pressure can result in a change in
bulk density by changing:

1. the degree of saturation (S),
2. the density of pore water (Yv) ox
3. the density of the soil solids (Ygle

The change in bulk density during an increase in pres-
sure can be reprele.nteds:

1
b v om TV (=S8 (Y = Y, + 6P Y [vasgy

(1~B, op)]+ &pW B} (10}
where P is gage pressure
Vyi is initial volume of void ratio
Si 1s initial dogree of saturation
Yya is density of water at atmospheric pressure

Yaa in density of air at atmospheric pressure

v is initial volume of solids
Vei is initial volume of solids
B. is compressibility of solids
In these cxperiments, sands and clays were cycli-
cally pressurized to 1500 psi resulting in density
chenges. A3 in the consolidation studies, narrow beam
getietry was maintained resulting in the relationghip
given in equation (1).

N = Njexp (=, YD}
Rearrangement of this equation yields:

1 Hc
H'mY "= In 5

Over a range of density, v, from 1.57 to 1.98 g/r:m3 and
dogrees of saturation from © to 1.0, Hy was calculated

3 R N . AT R




to change from 0.074 to 0.076; u,Y, therefore can be
assumed to be proportioned to Y ox:

1 NO {1
= = —_ 1
Y B in — )

o
As a result it is possible to follow changes in bulk
density by measuring the attenvation of the gamma
radiation,

The change in bulk density of a typical test run
involved a sand with an initial degree of saturation
of 0.969, When subjected to a pressure increase of
1500 psi, the density change, eguation (10), was com-

puted to be 1.799 x 10™2 g/cc while, Y, from equation

(11) gave a value of 1.93 x 102 g/cc. It should be
noted that the density change is due primarily to the
diffusion of air into »ater, 82 percent; 15 percent
due to water compressibility and the remaining three
percent to solid grain compressibility.

The main conclusions fram the study were that
ocean sediments lifted from 3000 ft., denths undergo
bulk density changes uwp to five percent, primarily due
to air coming out of solutinn, and that the gamma-ray
density technique proved sensitive enough to detect
density variations of water due to changes in con-
fining pressure.

Conclusion

Gamma~ray transmission is a feasible method of
measuring water content and void ratio during one-
dimensional consolidation of saturated soil samples,
particularly where it is desirable to eliminate the
effects of disturbance dve to laboratory handling.

The technique can also be considered quite cap-
able of providing density information changes in bulk
density of unsaturated sediments in response to
changes in confining pressure.
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Summary

The X-ray fluorescence determination of sulfur
and other constituents in coal ordinarily requires
correction for a variety of interelement effects,
which can be troublesome and time consuming. For
mineral specimens with 6 to 10 major constituent
elements, a large number of well characterized samples
or synthciic standards are required to establish
appropriate correction factors when bulk samples are
analyzed., However, when the sample is prepared as a
thin film specimen by the Chung procedure, inter-
element corrections can be neglected, and only a few
samples which have been analyzed previously for the
elements of intercst are needed for calibration.

The adaptation of the Chung method of sample prepa-
ration to coal samples will be Jescribed and illus-
trated in detail. Precision and accuracy data for the
determination of sulfur in thin-film coal samples are
presented.

Introduction

The det-rmination of sulfur in coal is of con~-
siderable interest because of the environmental
impact of sulfur oxides released into the atmosphere
with flue gases. Among the various anpalytical tech-
niques available for the determination of sulfur,
X-ray fluorescence spectroscopy has been successfully
applied by Kuhn (1), Frigge (2), Hurley and White
{3), Berman and Ergun (4), and others.

Matrix Corrections for Thick Coal Samples

The data reported in tails paper were obtained
with an energy dispersive X-ray fluorescence spectro-
meter (Nuclear Semiconductor Model 440 with Tracor
Northern Model 880 data analyzer). Initial measure-
ments on briquetted two-gram coal samples of known
sulfur concentrations and with widely varying ash
content indicated that matrix effects were consider-
ably more serious than had been anticipated. Conse-
quently, an attempt was made to use the Rasberry-
Heinrich method of matrix correction (5) as supplied
in a software package from Tracor Northern.

Efforts to determine the appropriate correction
factors for the Rasberry-Heinrich method on a series
of synthetic reference samples that simulated the
Al, 51, S, K, Ca and Mg contents of coal were unsuc-
cessful when the software package supplied by Tracor-
Northern was used.’

+A new software program, also based on the Rasberry-
Heinrich procedure, has recently been received from
Tracor-Northern. This revised program has not been
evaluated in our laboratories.
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Thin Film Method

Chung has described a sample preparation pro-
cedure (6) which converts a powdered sample into a
thin film, and provided data which indicatad that
matrix effects were thus rendered negligibly small.
In view of the earlier failure of the program for
matrix correction, we decided to try the Chung
approach.

Sample Preparation

Coal samples were first dry-milled to pass a 60
mesh screen, and blended by tumbling to minimize
inhomogeneity. Samples were combined with YZO3

added reference element, and with steel balls and a
film-forming polymer fluid as listed in Table I. The
conitainer and its contents were placed in a metal
capsule and viporously shaken for 15 minutes in a Spex
Industries Mixer~Mill (Model 80C0). This hall-milling
operation reduces most particles to only a few microns
diameter, and thoroughly blends all ingrediants. An
eye dropper was used to transfer a few drops of the
black suspension onto a Z by 6 inch strip of Type A
Mylar ® . These strips were cut from 20 x 50 inch
sheets, of 0.003 inch thickness, obtained from Franklin
Fibre-Lamitex Corp., Wilmington, DE. The suspension
was guickly drawn duwn to a thin coating with a Teflon
® wiper blade set for a 0.003 inch gap. The polymer
dried in about 2 minutes to a “lir sroximately 0.002
inch thick. A disc cur from .ne My.ar strip served

as the X-rcy fluorescence sample.

as an

X-Ray Analyses

The thin fiim coal samples were analyzed with
the operating conditions listed in Table II. The
background corrected integrated counts from the sulfur
region were ratioed to those from the yttrium region.
Coal samples with known sulfur content were used to
construct an analytical calibration curve.

Analytical Data

Precision. Because of the inhomogeneous nature
of coal, duplicate samples were always pregared and
analyzed. Sulfur values from the duplicates agreed
to within + 4% relative for about BOZ of the samples.
If the disagreement was greater than + 5% (about 10%
of the samples), the sample was rerun in duplicate.

Accuracy. Sixty samples were analyzed for sulfur
by thin film X-ray fluorescence and by the Eschka
fusion method (ASTM D-271). Data from the two methods
were in agreement to within + 5% relative for 30
samples and to within + 10Z for 47 samples. For two
samples the disagreement was grcater than 20%. The
reasons for occasional large var!ances hcve not yet
been determined. It is equ. .y possible that the
variances have occured in the Eschka fusion
determinations.
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Table I

Sample Preparation

Sample Weight
Reference Element

Milling Balls

Film-forming Fluid

Container

0.500 g coal.
0.200 g Y203.

10 ml of 0.125 inch diam. steel
balls (McMaster-Carr Cat. No.
9528 K11).

15 ml of polymer solution pre-
pared by dissolving 250 g of
poly(methyl)methacrylate (Aldrich
Cat. No. 18,244-9) into 1000 ml
of toluene.

30 ml linear polyethylene wide
mouth bottle (Nalgeme Cat. No.
2104-0001).
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Table II

X-Ray Operating Conditions

Tube

Voltage

Amperage

Incident Beam Filter

Amplifier Time Constant

Dead Time
Live Time Integration
Sulfur K Lines Region

Yttrium L Lines Region

Mo target

12 kv

0.80 mA

Parer to remove Mo L lines

Set for 20,000 maximum
counts per sec

Approzimately 50%
500 sec
2,22 through 2.40 eV

1.88 through 2.04 eV
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MULTIELEMENTS PARTICLE SIZE ANALYSIS BY MEANS OF ENERGY DISPERSIVE
X-RAY FLUORESCENCE WITH THE AID OF SEDIMENTATION

Hiroshi Tominaga, Shigemasa Enomoto, Muneaki Senoo, Noboru Tachikawa

Radioisotope Center, Japan Atomic Energy Research Institute
Oarai-machi, Higashi-ibaraki-gun, Ibaraki-ken, Japan

Summary

Application of the energy dispersive X-ray fluo-
rescence technique to a sedimentation method for parti-
cle size analysis has been studied. Two types of appa-
ratuses are proposed which enable to determine the size
distribution for each component of a powder mixture, in
wide ranges of particle size and atomic number, using a
small quantity of sample. Examples are given of the
analysis of airborne particulates and rock powder.

Introduction

The method of particle size analysis employing
sedimentation in a 1iquid, based on Stokes' relation-
ship between the diameter of particle and its rate of
fall, is widely used as the most practical to determine
the effective size distribution of powder samples. Var-
ious types of devices are used to measure the rate of
suspension or deposition; for instance, gravitymeter,
sedimentation balance, and photo- or X-ray- sedimento-
meter. However, none of them can determine the parti-
cle size of each component in the powder mixture; only
the size distribution in weight is determined independ-
ently of the particle composition. Though the classi-
cal method with Andreasen pipette gives fractionized
samples, the wet chemical analysis of them is trouble-
some.

The technique of energy dispersive X-ray fluores-
cence using a high resolution semiconductor detector
with a radioisotope source or small X-ray tube can po-
tentially solve the problem. Three methods were con-
sidered of using the X-ray fluoraescence in the sedimen-
tation method. First was the most simple idea, i.e.
analysis of the samples extracted by Andreasen pipette.
However, it was not easy to prepare the samp’e so as to
be adaptable to the X-ray analysis. Second, measure-
ment of the concentration of each component suspended
in a liquid by X-ray analyzer tinrough a side window of
sedimentation ¢2¥1. Third, analysis of the deposited
powder from the bottom window of the cell. The latter
two (cf. Fig. 1} are discussed comparatively in the
following section, and the Tast of the three is describ-
ed further as an advanced form.

Theoretical and Preliminary Investigation

Formulas of X-Ray Intensities

The intensities of X-rays of component i in the
two methods shown in Fig. 1 are exprsssed as

M.
i1

Si i H s B pm—
ide window I =y W T Py (1)
1 - e-): u.m,
Bottom window: I, = K!m. (2)

i Z W.m,
ivi ].l]m:|

where Ki and K are the constants including ecitation
and detection efficiencies, M, is the concentration of
component i in the suspension’(g/ml), and m; the weight
thickness of component i in the deposition; U3 is the
mass absorption coefficient of component j for primary
and fluorescent X-rays, p 1s the density, and suffix &
indfcates the liquid.

/Slemenlnﬁon cell \_1;‘:." ‘
".’/,,Sonﬁﬂesuqnnded in ﬂquglﬂ,::

Radioisotope source

X-ray datector

~,

Side window method Sottom window method

Fig. 1. Two methods of the energy dispersive X-ray
fluorescence applied to sedimentation.

Side Window vs. Bottom Window

For convenient data processing, the X-ray intensity
is desired to be proportional to the quantity of powder.
In concentration measurement by the side window method,
the proportionality usually holds becausa the absorption
of X-rays by the medium is larger than that by the sus-
pended material (except the case of heavy elements) as
far as the concentration is less than about 0.01 g/ml,
which is the practical limit to prevent particle coagu-
lation. The matrix effect is also hardly provlem due
to the dilution by the medium. -

In deposition measurement by the bottom window
method, the thickness of deposit must be less than the
quantity limited by

(3)

I u.m. < 0.1
B

in order to keep the deviation from the proportionality
within 5 4. Figure 2 shows a result of experiment on
the proportionality. Though the X-ray intensity in wa-
ter is less than that of 'dried' due to the absorption
by water contained in the deposit, the difference is
small in the range limited by £q.(3). Because of the
limitation in final thicknass of the deposit, the ini~
tial concentration of suspecsion must be very low; e.g.
less than 0.1 mg/ml for Fe,0; in water of depth 10 cm
(cf. Fig. 2). The limitation must be satisfied for all
the matrix components in the case of a powder mixture.
The matrix effect is possibly severe in analysis for a
minor component of low atomic-number element.

Comparison of X-Ray Intensities

The ratio of X-ray intensities of the two methods
is obtained by using Fgs.(1), (2), and (3), and M;=0.01,
I ujhj:t UgPys and Py 1.

Ii(bottom)

Kiu
012 ()
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Source Pu-238 Am-241
Element Ca Ti Fe In Ba
R 6 4 1.7 0.8 0.16

In practice, the width of side window must be suf-
ficiently small to reduce the uncertainty in diameter
calculation, whereas there is no limitation in the area
of bottom window, though collimation is necessary in
the case of high atomic-number elements to avoid meas-
uring the X-rays coming from particles not yet deposit-
ed. After all, the bottom window method is advanta-
geous for Tow atomic-number elements despite of the
Timit of quantity for measurement. On the other hand,
the side window method is suitable for high atomic-num-
ber elements.

Experiments with the Bottom Window Method

Preliminary experiments were carried out b{ using
an ORTEC vertical type Si(Li) detector of 30 mm® sensi-
tive area and 180 eV resolution {FWHM) coupled with an
acrylic tube cell hzving a bottom window of 50 um poly-
ester film, Lumirror. First experiment was made for
BaTi0; powder the size distribution of which was known
by other sedimentation methods (Andreasen pipette and
X-ray transmission), using a 102 mCi Am-241 y-ray source
with a collimator mencioned above. The material was
suspended in water containing 0.025 % sodium hexameta-
phosp?ate as dispersing agent ( also in other experi-
ments).

The size distribution was calculated by a desk cal-
culator according to Eq.(5),! from the recorded count-
rate of Ba Ku X-rays.

w=p-td (5)

where P is the count-rate of the X-rays from material
deposited in time t, and W is the fraction of material
larger in size than the Stokes' diameter U correspond-
ing to t;

1
- 18nh r
D= lgrp—hyEd ()
10°
Somple - FepOs
Source : %Py
B Straight line
| _D_r.jed
g o In water
g8 f
I
x |
x
&
s 0} 5% deviation
8 /
!d -l INEIE RS L M gl L i aaiasl n bl
1 10
Thickness of Fe,05  (mg/em®)
Fig. 2. Experimental test on the relation between the

X-ray count and the deposition.

vhere n is the coefficient of viscosity of suspending
medium, h the settling depth, g the gravitational ac-
celeration constant, and p. the density of settiing
particle; all in CGS units. The result agreed well
with the known value.

Experiment was also made for powders of .{..0s and
Cul and their mixture, using a 30 mCi Pu-238 X-ray
source, to see if the size distribution of the two com-
ponents can be correctly determined in the mixture
without any interference such as coprecipitation. The
resulis in the mixture agreed excellentiy with those
in the respective components, with the correction made
only for the superposition of NiKBcounting on the chan-
net of Cu ﬁlcounting.

Proposal for New Apparatuses

In cumulative measurement by the bottom window
method, the limitation in final thickness of the depo-
sition due to the self-absorption or matrix absorption
necessitates small thickness in the measurement with
weak intensity of X-rays, especially at the early time
of sedimentation. In order to solve the problem so
that the guantity of deposition will be increased at
any time near to the upper limit, new apparatus was
designed.

Deposit Transfer Type?

In the apparatus shown in Fig. 3, thin film as a
belt extending at the bottom of the cell is moved con-
tinuously or intermittently. An amount of measuring
deposit is then kept less than the limit, since the
measured deposits remove along. As the measurement is
performed in real time for particles just settled on
the belt, the apparatus is suitable for rapid and auto-
matic measurement. In the apparatus, the gap between
the hottom of tube ard the belt has to be less than a
certain value (e.g. 0.5 mm) to prevent the exchange of
the sample suspension and the liguid outside tube.

The belt must be in clese contact with the Be window
not to cause the attenuation of X-rays in the liquid.

Sedimentation cell

Somple suspension

Suspending liquid

B Ty ey g

Winder

Si(Li)
Detector .
Beryllium foil

Radioisotope source

Schematic drawing of the deposit transfer type
apparatus.

Fig. 3.
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Side view

Sedimentation tube

f
H v

Somple suspension

=p> Shifi infermittently

Suspending liquid

Schematic drawing of the fraction preparation
type apparatus.

Fig. 4.

Fraction Preparation Type®

Apparatus was so designed as to produce fractional
deposits for analysis outside the liquid. A sedimenta~
tion cell filled with the suspension of appropriate
depth is placed upside down as shown in Fig. 4, ini-
tially with a 1id. Then, the top-sealed, bottom-open-
ed cell is manually moved successively onto sampling
positions in a shallow vessel filled with the liquid.
The sampling positions are fixed with holes bored in a
mask plate of thickness 0.4 mm, and the partisles are
deposited on a thin film spread on the base. After
deposition is all complete, the 1iquid is sucked off
with a pipette. And the deposited samples, after dry-
ing, are analyzed by an energy dispersive X-ray spec-
trometer. In this apparatus, time and trouble are in-
volved, but the samples can be directly analyzed by the
X-ray technique, elaborately as occasion demands, and
also by other means. Therefore, even minor components
can be measured.

Applications
Analysis of Airborne Particulates

By using the apparatus of Fig. 4, An airborne dust
sampie, AS-1,* was analyzed, which was collected by a
filter for air-conditioning of a building in Tokyo; it
was prepared as a sample for intercomparison by neutron
activation analysis. A samnle of about 10 mg was dis~
persed in distilled water containing 0.025 % sodium
hexametaphosphate with the aid of supersonic waves for
about 1 hour to obtain sufficient dispersion. A sedi-
mentation tube of 14 mm inner diameter filled with the
suspension of depth 5 or 1C c¢m was moved manually on a
Millipore membrane filter intermittently for 2 or 3days
to get about 12 fractionized samples. Finzily, the re-
sidual particles in the water were deposited by means
of centrifuge. Dried samples were thinly ccated with
acrylic resin to protect the surface. tach sample was
measured by the Si{Li)} spectrometer with 130 mCi Pu-238
X~ray source for 2000 sec to determine K, Ca, Ti, V, Cr,
Mn, Fe, Cu, In, and Pb, and later by neutron activation
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for other trace elements.

The calculation of size distribution from the fiuo-
rescent X-ray count was carried out in a similar manner
as the preliminary experiment with bottom window method,
by using the summed-up count of fractional deposits for
P in Eq.(5). In the calculation, p_was taken as 2
equally for every component; pg = 1.%Then, the particle
size is expressed as Stokes' diameter multiplied by the
square root of pg-py (cf. Fig. 5, p, is the density of
water). This expression may be meaningful because the
elements whose particle size distribution curves coin-
cide with each other can be considered to be in the
same particle. For example, Ti, Fe, and Sc probably
are the case, in the results shown in Table 1 andFig. 5,
and simiiarly Br and Pb.

In the experiment, however, the water soluble com-
ponents can not be measured. About 40 ¥ of Ca and 30 %
of Zn were found in the residual liquid. For such com-
ponents, an organic solvent is recommended as the sus-
pending liquid.

Table 1. Particle size distribution parameters meas-
ured in the airborne dust sample, AS-1.

Element MMD * Cumulative 2 Cumulative %

<2um <lum

Br 3.6 30 15

Pb 3.8 30 16

In 3.9 30 17

Sb 4.2 28 16

v 4.3 25 13

Hf 4.6 27 18

K 5.2 21 10

Mn 5.6 18 8.0

Cu 5.3 13 7.4

Cr 6.0 13 7.6

Ti 6.0 13 5.5

Fe 6.0 12 5.5

Sc 6.0 i0 5.0

Co 6.5 16 6.8

Sm 6.6 5.5 2.0

Ca 7.5 16 8.8
* Mass median diameter, in um. ¥
A1l the particle size is expressed in D ps-J.) .
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Fig. 5. Cumulative size distributions of typical ele-

ments in the sample AS-1.



The analysis of airborne particulates may not be a References
good example, since the apparatus does not directly
measure sizes of the particles flying in the atmosphere. 1. S. Odén, Bull. Geol. Inst. Univ. Upsala 16, 15 (1918)

However, the method may be useful to samples collected ; cited in A. M. Gaudin et al., J. Phys. Chem. 46,
but not fractionized. 902 (1942).
Analysis of Rock Powder Mixture 2. M. Senoo, H. Tominaga, N. Tachikawa, and S. Enomoto,

Analysis was made by the same procedure to deter- Patent Pending (1975).

m;ne the sizefdistribut}o? of Si ang K comgoge?;s in M. Senoo and H. Tominaga, Patent Pending (1975).
the mixture of quartz, feldspar, and potash feldspar

supplied from a ceramics industry. Care was taken in - Y. Hashimoto, Bunseki, 1975-(4), 250 (1975}.
both preparation and measurement of the deposits, to J. R. Rhodes and C. B. Hunter, X-Ray Spectrom. |,
minimize the attenuation of soft X-rays of Si and K. 113 (1972).
To prevent entry of small particles into the film( fiil-
ter papers are the case ), apnlypropylene film, 20 um P T .
thick, less impurity, was used. A wetting agent for s ‘ ‘BI [ B l
;]:hotographic film, l]lriwel, was adclied ] 0&5 % to the & G_T! (I “Soum .
iquid in the vessel, to prevent localized separation y T em laal :
of the Tiquid from the film surface at the time of dry- [ 0 - DO’OQOP Ne. 8" | ; .
ing. The amount of powder used was about 3 mg, and the T ‘ : : :
fractionized deposits without coating were measured in :
vacuum by the Si(Li) spectrometer with a 30 mCi Fe-55 v
X-ray source. .

Figure 6 shows the measured spectrum for a deposit, .
and Fig. 7 the result of analysis. All the deposits 3
possibly consist of a monolayer of particles. The cor- ’0
rection factor® in X-ray intensity was calculatcd from
the absorption effect in single fluorescent particles,
integrating over the size distribution. For simplicity,
the material was taken as K;0A1,0;65i0, alone, and the
size distribution of each deposit was derived from that
calculated without the correction. It is seen in Fig.?7
that the correction is of course larger for Si than K;
but it is not so large owing to the continuous size dis«
tribution in a fractionized deposit, though the atten-
uation in a single large particle is considerable { for
instance, the correction factor becomes 10 at 40 um for
Si K ). The results show that the method is well appli-
cab1& also to low atomic-number elements whose accurate
analysis is not easily possible by the X-ray technique.

Conclusion ’4 o l ] Rt R S £t

A combination of the energy d.spersive X-ray fluo-
rescence and the sedimentation is capable of particle
size analysis for each element in a powder mixture, in
wide ranges of particle size and atomic number, using .
a small quantity of sample. The side window method is : v ildbo
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suitable for higher atomic-number eiements, while the

bottom window method is useful in lower atomic-number Fig. 6. X-ray spectrum of a deposit prepared from the
elements, except the case of very low atomic-number ele- rock powder mixture, measured by .he Si{Li)
ments and minor components. The deposit transfer type analyzer with a 30 mZi Fe-55 source.
apparatus is further useful. The fraction preparation 100

type apparatus is especially advantageous for elaborate
measurement, not only in the X-ray analysis but also in
other analyses. In the X-ray analysis, particle sizes
of multielements higher than Al in aiomic number, even
for minor components, can be measured in the range of
0.2 to 50 um, usually using water as a suspending liguid.
Several to ten mg of sample material is sufficient, but
in the case of high atomic-number elements or in other
analyses larger quantities may have to be used. The
methods are applicable to the analysis of powder samples
including dust ciliected but not fractienized, and also
to examination in pulverizing process of ore etc.
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APPLICATION OF ENTRGY DISPERSIVE X-HAY
FLUORESCENCEY ANALYSIS IN PROCESS CONTROL

Al ¥,

belmastze

Allled Chwmical Corporation
30 Second Serest
daho Falla, ldathe 83401

INTRODUCTION

The Idaho Chemical Reprocossing Plant, located
at the ldake Yationsi Enpineeriog laboratory, s en-
paged Lu a progras of reprozeseing 8 wide varloty of
frradlsted nuclear fuels, Several types of fuols to
be processed cannat be dissolved In accordance with
entuting plant procedures, and therefore require the
duvelopuent of new ddusolution, or "headend”, process~
tng Technigues. Endividual classes of fuuls to ba
procesved by the now Lochniques have dlverse conpesi-
1fons. Thres typical foeels are:

1. R fuel: a rircaloy clad fuc) cenalsting of

2ie0y~U3y-Ca0 watfors.

. TRICA fuel: a sfrconfum-uraniun hydride ole-
nent with olther aluninum or stalnleds steel

cladding.
3. TORY fuel: BeQ-L0; ceranics with ne cladding.

This fuel I8 veceived fn aluminum cans.

In aeder to acconplish the Jissolution of these
and othes fuvls vith differing compesition, several
stepuise procousing systems using a variety of dim-
solvent matrices vill de used, In genceral, the Yuel
clement vill be placed in a dissolver zank and the
appropriate aclid dissclvent syaten wiil be waploved
to sustain diasclution. Many of the fuels will be
treated with hydrof luorfc acid which contalns cadzniun
as o seluble nuclear prisoa. Subseguent stepa togquire
the use of solutfons such a- sulfuric ascid, nieric
acid, er alunfinus aftrate.

Analyzical requitements for this process necessi-
tated the developpent of a rapild, accurate sorhud far
analyzing these coaplex wamples. Several of the unigque
analytical problems invpived are:

1. During dissolution of nesirradiaced fuels i
pilot plant studles, rapid analysis of procuss
sasples for ceretain kay counstituents is re-
quired in order to saintain suitable dissolu-~
tion rates. Analytical resclee vich an aceu-
racy of * 35-10% are neoded wizhin approximate-
1y 20 minuzen to determine when the next pro-
cenging step can de initiated. Current
methods for analyzing fucl reprocessing sam-
ples st the ICPP are too Simv~consumiap.

Becu ise pilet plune personnel, rathee chan the
analyzical support group will be ruguired to
perform these ataiyees during process develop~
ment studieos, nev procedures oust be sinple
and fnvolve a zisioun of operator time.

Tho analytical precedures must be applicable
ultimately to the determination of varying
concentrations of the olements of interest in
solutions of significantly differing matrices
with 4 minimun of Interteronces and matrix
cffectsn.

During the dissolution of irradiated fuels,
radfoactive contamination and personnel ex-
posure qust be saintained as low ns reason-
ably achievable.

EXPERIMENTAL

&~

Instrumentation

0f varjous nmultlelement anslytical techniques
available, X-ray fluorescence analysis wvas considered
to be the rost feasible. For pilot plant studicu, a
computer-cantrolled, cnergy dispersive N-ray

w

specrrometer vas selected. Tho system consists of o
Huclear Semfconductor Spectrace &20 spectrometer wvith
associated olectrenics and & Tracor Northern N5-880C
data analysis swaten. A low power poiybisnue X-ray
transmission tube with o yeerius-broside filter ts
wsed a8 the excization mource.

Savole Composition

Infzial development work has invelyed the use of
situlatod fuel diasclver sclutfons zontaining sircon-
fun, sranfuz, and niodlum in an 8Y hydrofluoric acid
zatris. Cadnlum, vsed a8 o nuclear polgon Lo prevent
ceiricaiizy in the diesolver is dlso of interes:. As
studles progross, other actd zatrices will be con-
stdered and additleonal elements will need to be de-
toroined in the samples.

Samnle Preparation
Alzhough the wamplos received for analysis are in
solution form, conventional solution technigques used

in X-ray flucrescence anAlysSsl presencesd several
major dravbacks in rhig appiication. The principai
analvtical prodiems in the Zevelepnent of an X-ray
fluerescence sothod vere the possibilicics of inter-
eionent sffects awong the elesents present in the fuel
saterial as thifcr ccncentration levels changed during
dianclution, aad of signfficant matrix effects froo
thr varicus acid dissolvent systems. Of concern alse
were the problems of personnsl exposure te high levels
of radiation and of potential contamination during the
anslynis of irvadlated fuel sasples.

Consegquently, a filter-paper techaique was used
2o produce a thin fil= type specimen. In poinciple
for 4 thin film, the absorption-enhancezent cffects of

the watrix are significancly zﬁducadl'z‘J. The reduc-
tion of 1ample size froo geveral millilicers for solu-~
tien zsuthods to a 100 .} aliquot on a [ilter paper
helped in oinizizing radiascion expoaure levels. The
possidilizy of spilling the sample is also reduced.

In order to obtaisn the necessary detectabilfey
wiihin the necessary time lipit for the analysis of
several of the elements prosent in the sample indti-
ally at low concentrations, the minimue sasple size
vag 100 ¢1. flecause ihis volume vas too great te be
abgorbes by a single 24é-mm ¥Yhatman filter paper,
doudble laver of the filter papers vos used. These
fllzer papers were sanduiched between two sheets of
® mil Mylar and eounted on a Sozar Spectro-Cup (Fig.
la). The inner sheet of Mylar contained a small hole
through wvhich the solution aliguot cculd be pipetted
{Fig. 1b). The samples and standards were analyzed
vhile still vet, in contrast to the usual procedure

of first dryiag the saople on the substrntel". The
principal advantages of this procedure are:
1. Considerable time {s saved by not having to
dry the sazple.
2. The need for remote drying faciliciea is
elininated.
3. There is less posaibility for the sample to
contaminate the area than as a dry powder.

No ajignificant loss of precisicn was observed by
anslyzing the wet filter paper aliquots as lonz as
the samples worce counted immedlately afrer pipecting.
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Calibration

In order to evaluate the effectiveness of the
filter paper technique in minimizing interelement
effects and to establish the appropriate calibrationm
function for each of the elerents to be determined,
a series of 15 standards were prepared such that the
concentration level of each element relative to the
others was not constant. The composition of these
standards is listed in Table «.

TABLE I. STANDARDS CONCENTRATION

STD. #  2r, g/l U, g/l Nb, g/1 cd, g/l
1 38.1 15.0 4.0 12.0
2 12.5 0.5 2.0 6.0
3 101.C 10.0 1.0 12.0
4 25.0 1.1 0.25 4.0
5 113.0 0.5 0.5 12.0
6 126.0 o J 0
7 75.5 5.0 5.0 12.0
8 93.8 4.4 15.0 10.0
9 107.0 1.2 2.0 12.0

10 106.0¢ 6.7 7.5 7.5
11 101.0 8.0 2.0 12.0
12 119.0 2.0 1.0 2.0
13 5C.0 5.6 0.75 1.0
14 81.2 13.4 6.2 5.0
12 106.0 3.0 10.0 3.0

An internal standard was added to each standard
solution to gorrect for the following:

1. Variations in the filter paper surface.

2. Any nonuniform dispersion or aonreproducibil-
iey of the sample on the filter paper.

3. Instrument drift and/or fluctuations so that
standards would not have to be analyzed with
each sample.

The choice of a suitable element for internal standard-
ization was restricted by the necessity to select an
element with the following characteristics:
1. The element could not be present in any of
the fuel materials or the dissolvent acid
matrices.
2. It must be soluble in all dissolvent matrices.
3. It could not futerfere with the analysis of
any elements of interest.
4. It could not be subject to absorption-en~
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hancement :ffects from the matrix or the
fuel materials.

5. Its energy spectrum should be in the same
range as the elemernts to be determined.

Antimony was selected as the most feasible ele-
ment, despite the fact that the caduium KR peak at
26.15 Kev overlaps the antimony Ka peak at 26.27 Kev.
The amount of the cadmiumw KB contribution to the anti-
mony peak can be determined from the intensity of the
cadmium Ka peak. Using background corrected peak
areas for several pure cadmium solutions, the rario
of that part of the cadmfum K8 peak which overlaps the
antimony Ka area to the cadmium Ko peak area was de-
termined (Fig. 2). 1In the standards and samples, that
fraction of the cadmium Ka peak is subtracted from the
antimony Ko area to obtain the net antimony intensity.
A certain error 1is introduced by this correction pro-
cedure; however, the accuracy of the results is still
within the required * 5-10% RSD.

FURE - CALCULATION OF oM 10

<oy

USING PURL BOLUTIOND:
PEAK AREA AT 3b 48 | CROSIMATCMID)
CORREICTION FACTOA = CF < PIAR aREA 47 Ty

Boyer wrEaaity " | IBKE AREA HCP1iCo Ko AREA}

The precision of analysis for this "wet filter
paper procedure” was calculated to be * 2% RSD, based
upon 18 replicate determinations of the concentration
of one of the elements. At or near the detection
iimit of each element, however, precision as well as
accuracy was significantly poorer.

Three aliquots of each staandard were enalyzed.
The integrated area above background for each element
peak was ratioed to the net area of the antimony peak.
Multiple regression techniques were used to evaluate
wvhether there were any aignificent matrix effects.
For zirconmium, ursnium, and cadmium, no mathematical
matrix corrections were required to obtain a good fit
to basic calibration curves.

For zirconium, a second degree celikration curve,
covering the range of 10 to 130 g/l was obtained for
the Ka peak (Fig. 3). Several typical dissolver solu-
tions prepared in pilot plant studies and a control
sample of known composition were snalyzed for zircon-
ium. In order to estimate the accuracy of the X-ray
fluorescence method, tbe zirconium in these samples
was also determined by an atomic absorption procedure,
which has an accuracy of * 4-£% RSD. The results are
listed in Table II. Agreement between the two methods
1s excellent throughout the renge of anelysis.

In the case of uranium, a second degree equation
using the La peak is obtained for the range of 0-15
g/1 (Fig. L). The uranium concentrations in most of
the pilot plant samples were et or near the lower
limits of detection for the X-ray fluorescence method.
The reported accuracy of the uranium values obtained
for comparison by & colorimetric method used in rou-
tine process control was about * 6-1.0% RSD on the
average. Nevertheless, sgreement between the two sets
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of results, listed in Table III, is good. The uranium
values determined for the control sample are in excel-
lent agreement with the known concentration.
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TABLE 11. DETERMINATION OF Zr
IN DISSOLVER SOLUTIONS

Zr, g/1 Zr, g/l Kncown Control
Sample # X-Ray AN Value, g/1
1 105 97
2 103 98
3 71 6L
L 117 118
5 60 55
6 88 79
7 52 52
8 92 94
9 63 57
10 ST 53
11 sS4 Lg
12 23 2L
13 114 121
14 22 21
15 48 L2
16 25 2k
17 62 5T
18 111 111
19 109 110
Control 101 100 100

FIQURE 4: URANIUM CALIDRATION CURVE
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TABLE I1I1. DETERMINATION OF U IN DISSOLVER

SOLUTIONS
u, gfl U, g/l Known Contrcl
Sample # X-Ray Colorimetric Value, g/l
1 0.88 0.82
2 0.78 0.78
3 0.90 0.7?
4 0.56 0.58
5 0.90 .70
6 4,00 4,10
7 0.32 0.29
8 0.31 0.29
9 0.65 0.58
10 0.50 0.63
11 1.84 2.20
Control 2.25 2.1& 2,22

A linear calibration curve was used for cadmium
in the range of 0-1Z g/l (Fig. 5). No cadmium was
present in the pilot plant samples. However, the con-
trol sample was analyzed and a value of 9.92 g/l de-
termined, compared withk a known value of 10.0 g/l.

The principal problem in the determination cf
niobium in these samples 1s the spectral interference
from the LE2 peak of uranium (16.43 Kev) on the Ka
peak of niobium (16.58 Kev), which is the primary ana-
lytical peak., When the niobium standards data are
plotted without any correction (Fig. 6), correlation
is poor. The fit of the data points to the calibra-
ticn curve appears to be dependent primarily upon the
concentration of uranium in the solutions. Those
standards with high levels of uranium (15,13,4,10, and
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8 g/}) deviated most from the curve. Standards with
lower concentrations of uranfus (0.5, 1, and 2 g/1)
and the standards with higher niobium relative to the
uranjum (4.4 g/1 U with 15 g/1 8b; 3 g/l U with 10 g/}
Nb) are in much better agreement with the calibration
fit,

When 4 wathematical correction was applied to rve-
a@ove the contribution of the uranium to the niobium
peak area, a significantly better fit c¢f the data vas
obtained. A matrix correction factor for the effect
of zirconium on the niobium intensity was also applied.
Tha corrected data fit the calibracion curve over the
range of 0-15 g/ with excellent correlation (Fig.7).
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Niobium in several of the pilot plant samples was
determined by the X-ray fleorescence procedure and
compared with results from a colorimetric procedure
with an estimated accuracy of ¢ 4-82 RSD. As with the
uranium, the concentrations of niobium i{n most of the
samples analyzed were at or near the lower limits of
detection for the X-ray fluorescence method. The re-
sults, listed in Table IV, are in fair agreement.

The niobium values determined for the control sample,
with a concentration in the middle of the analysis
range, are highly accurate.

TABLE IV. DETERMINATION OF Nb IN DISSOLVER

SOLUTIONS
Nb, g/l Nb, g/1 Known Control
Sample # X-Ray Colorimetric Valu», g/l
1 0.69 0.73
2 0.31 0.42
3 0.34 Q.47
4 0.14 0.18
5 0.46 0.64
6 0.56 0.67
7 0.26 0.35
8 0.38 0,42
9 5.7 6.2
10 4.2 4,2
Control 2.0 2.0 2,0

For these samples at low concentrations of niobium,
there appears to be a bias between the two methods.
The X-ray fluorescence results are consistently lower
than the results from the colorimetric method. Future
studies are planned to further evaluate the causes of
this bias. In any event, the concentrations of both
niocbium and uranium in samples to be analyzed from
actual process runs will be considerably higher.

Computer Programming

To permit operators who have a minimum of know-
ledge and experience with regard to X-ray analysis

techniques and computer operation to uvbtain a sample
analysis, a manster contrel program has been written in
the Tracor Northern Flextran i{nterpreter language.

The program tnitially cutputs informatfon regarding
instrument sci-up and necessary paramcter checks.

Once a sample code has been input by the operator, all
#lse 18 automatic. The following operations are
carried out without operator supervision or input:

1. Control of spectral data acquisition.

2. Storage of the sample spectrum on the tape
cassette for future reference.

Cslculation of the net peak ares above
background for all elements of interest.
Calculation of ~he corrected antimony
intensity.
Calculation of

3

&~

intensity ratio of each
clement to the net antimony intensity.
Calculation of the conceatration of each
element in both g/l and moiar units,
Determination of the percentage change in
concentration from the previous sample in
the process run. This value indicates when
digsolution is complete and the next step in
the process can be initiated.

Cutput of the necessary data for each sample.
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The entire procedure, which includes {nternal stan-
dardization, pipetting onto the filter paper, analysis
of the sample, and printout of results, can be per-
formed within twenty minutes.

DISCUSSION AND FUTURE WORK

The results of this initial development -Ilsay
have demonstrated that the X-ray fluorescence tech-
nique can achieve the necessary requirements for sim-~
plicity of sample handling, ease of operation, speed
of analysis, and accuracy. The concentration levels
of uranium and niobium will be higher in actual sam—
ples and improved accuracy can be expected.

Future development work will include the study of
additional elements to be determined and of different
acid dissolvent matrices. The use of various types of
filter substrates to improve surface uniformity, sam-
ple dispersion, and absorbancy will be evaluated. The
applicability of X-ray analysis in monitoring for cor-
rosion products from the dissolver tanks will also be
studied.

The possible effects of high levels of radioac-
tivity on sample analysis must be evaluated. TIf the
energy dispersive spectrometer cannot function effic-
iently in high radiation fields, a sequentlal wave-
length spectrometer will be considered.
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BULK SAMPLE SELF-ATTERUATION CORRECTION
BY THANSMISSION MEASUREMENT

J. L. Parker and T. D. Rellly
Nuclear Safeguards Research Group, R-1
Los Alanas Scientific Laboratory

Los Alamos, New Hexico

Friequently in the passive gamma-ray assay of bulk
samples, the most difficult part of the assay problem
is the correction for the gamma-ray attenuation within
the sample itself, the difficuley arfning from oficen
unknowa chemical compositions (and thercfore unknown
attenuat lon coefficients) and sample volumes which may
range up to many livers. The problem 18 clearly most
severe In the assay of samples containing high-Z cle-
ments because of the relatively higher mass attenuation
coefficients for those elements. The studies described
herein were stimulaced, f{n face, by the difficuley en-
countered in assaying bulk samples of uranfum and plu-
tonfum, which are ofren such as to make 2 passive gamma-
ray assay impossidle. Nevertheless, there are muany
cases and classes of matertals for which a careful pass-
tve gamma~-ray assay is the most precise and accurate as
well as the cheapest method for uranium and plutonium
determinations, and the same is true for ma.y other
gamma-ray emitting materials. Because of the diffi-
culties just mentfioned, however, the usual calibration
and attenuation correction methods involving direct
comparison to standards or exploitation of prior know-
ledge of chemical composition are oftem not applicable.
Determinat fon of the sample attenuation coefficient (u)
by a separate transmission measurement with an external
source has proven to be the most generally useful pro-
cedure, *r* < This paper briefly revicws the various
procedures in use and presents some results of a de-
tailed study of the transmission method of attenuation
correction applied to the most important geometrical
classes of assay samples, namely box-shaped and cylin-
drically~shaped samples. These classes include most of
the containers met in practice.

General Comments and Definftions

We assume that the mixture of material to be as-
sayed and matrix (everything other than the assay mate-
rial) 1s reasonably uwnlform and that the particles of
assay material are small enough to ignore self-attenu-
ation within the individual emitting particles. In
effect, this assumption states that the sample attenu-
ation ls characterized by a single linear attenuation
coefficient, u. Then knowing u of the sample, the sam-
ple dimensions and the distance of the sample from the
detector, it is possible to calculate the corvection
factor for the sample self-attenuation. Few closed
forms exist for the correction factors and exa:t calcu-
lations must most often be done by numeric methods, but
frequently it is possible to use an approximate analytic
form of sufficient accuracy as discussed below.

‘The correction factor may be defined in several
ways. Because assays are usually done by comparison to
known standards of the same or nearly the same shape as
the unknowns, tnc most generally useful form is the so-
called correction factor (CF) with respect to the non-
attenuating sample. Symbolically, the definition may
be expressed as

_ Cu=0)
CF = Cuf®)

where C{u=0) equals the count that would have been ob-
tained from the sample with no attenuation, and C(u¥0)
equals the actual count from the sample. C(u=0), the
quantity to be obtained in an analysis, is generally
called the corrected count (CC) and is computed from
the above definition, that is, CC = CF x C(u¥0), where

1)
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CF ts computed from the saaple b and the assay geamelry,
and C(¥0) s measured. Thus defined, the corrected
count per grae of material assoyed i8 conzant, that s,
~he calibration curve is linecar In terms of mass and
corrected count.

Another useful carrectfon fa-tor form may be termed
the correction factor with respect 1o 3 nonzrrenuat ing
point (CFp)- Symbolically, this form is cdpresscd as

¢ (u=n)
C?P = i O (2;
C(vd0)

where € (uaB) equals the count that would have beea ob-

tatned if the sample had %een condensed to a nonattenu-
ating point ar the center of the sample, and C(u¥0)
cquals the actual count from the sample, precisely as in
the previous definition. This form of the correction
factor is particulariv useful when {t {s accagsary to
assay a large sample (such as a 55-gal drum) with ro-
spect to a small standard. If the sample u and the
appropriate dimensions afe known, the two forwe of the
correction factor are c¢qually difff.ult to compute;
however, because it {s of nore gencral use, the rest of
the discussion herein deals only with the correction
factor with respect to the nonattenuating s

Qutline of Methods Used to Determine Correction Factors

The vartous methods used in cither finding or
avoiding the attenuation correction will ne recapitu~
lated briefly.

Representative Standards. The cldest and perhaps still
most used (and abused) method is that of avoiding the
issue by using representative standards. In this pro-
cedure a set of standards is prepared as nearly ident-
ical as possible in size, shape, and composition to the
unknowns, with varying concentrations of the material

to be assayed., The standards are counted to prepare a
calibration curve and the assay 1s accomplished bv
counting the unknowns and comparing the count directly
to the calibration curve. This procedure will produce
good results if (and only if) the unknowns 1ind standards
ave sufficiently similar that the same concentration of
assay material in each gives rise to the same sample u
and, therefore, to the same correction factor. 1n other
words, at the same concentration of assav material the
exact same fraction of gamma rays must escape from both
sample and standard. This method is only applicable in
cases where the nature and composition of the assay sam-
ples are well known and unvarving as in the cise, for
example, with carefully prepared solutions.

Computation from Knowledge of Compositirn. A second
method exploits previous knowledge of the chemical com-
position, mass, and shape to compute u of the sample
from which in turn the correction factor can then be
computed. Sufficient prior knowledge to compute the
sample u does not necessarily imply that the assay re-
sult 1s known in advance. In many cases the assav ma-
terial is a small and unknown fraction of the total sam-
ple mass and it is certain that p is almost_ pyrely de-
pendent on the matrix composition and mass. *¢ Wher
highest accuracy 1s not necessary and the required know-
ledge is available, this approach is useful.
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Gamma Ray Intensity Ratios. Another method of deter-
AIARIAE attonuation covrecsfons, owre disscused than
actually used. fovelves acasuring the relative fnten-
sity of wwo gamma rays of diffcrent cenergy emitted by
the material under assay.® However, in general, u of
the zample for a piven encrgy 18 not unlquely related
to the intensity ratio, and again some prior knowledge
of the nature of the sample is required. Furthermore,
aature has not cendowed all satevials of assay fncerest
with a pafr of gamma rays of the apprapriate crRergices.
Jevertheless, the aethod has proved useful in partice-
lar cases, and it deces have the potestfal feor raising
4 warning {lag when the assumption of reasonable uni-
formity is aot met.?r

Tranoizsion Methad. A fourth and the most gencral
sethod of ohtainiag the attenuation correctton involves
cxperimental deteraination of the sasple u direcely by
measuring the transsission through the $n=gir of a bean
of pamma rays from an externat aourcc.l'z' This zeth-
od requires no knowledge of the chemical composition of
the sample, Just the basfc assumptions on unfformity
and particle size.  As such, it {s the only practical
way to proceed in the "hlack box” cases and s often
the preferred sethod even when some kaowledge of the
sample composition fs availabie, especially I the best
ohtainable accuracy is desired. The balance of this
paper will be devoted to this senhod,

Detatled Consideration of Transmission Method

The sample transmission ts defined as the fraction
of gamma rays {from the external source that pass through
the sample usnabsorbed and unscattered. From the funda-
mental law of gama-ray attenuation, the sample trans-
misstion T s celated to the sample ¢ by the relation
T o exp({-ux), where x i5 the thickness of sample penc-
trated. Ohviously, correction factors can be expressed
cither as functions of u or of T however, because T is
the measured quantity and the relationships are most
conventeatly graphed as funztions of T, this paramcter
{3 usce in the following discussions. It {s assumed
thart T {s measured normal toe the center of a face of
box~type samples and along a diamezer passing through
the nidpoint of the axis of cylindrical samples. It s
aiso assumed that the cransmission {s determined at the
cnergy of the gamma ray used in the assay. The far-
field ccrrection factor for bo-*vpe samples has a
simple closed form n T

1-T

The dependence of the CF(T) {s shown Iin Fig. 1. Al-
though not exact for near field situatfoss, this fors

{s =3eful for assays where the dlstance t. the detector
from the face of the box is only A5 times rive maximum
dimension of the box. This is especially rrue in cises
of large, somewhat heterogencous containers where a 107
crror resulting from an approximate correction factor is
much preferable ro a >100%7 error resulting from neglect
of the correction altogether. The discussion helow with
respect to cylindrical samples will hels put the limi~
tations {n perspective.

CF = - (1)

No exact expressions for the CF of cylindrical
samples can be wrltten {n terms of elementary functioas.
For the far~-field case {(cylinder radius and height neg-
ligible with respect to the distance to the detector),
however, an expression exists in terms of Bessel func-
tfons and Struve functions,? but for near-field cases
no exact expression of any form {s known. The far-

field case is conveniently taken as a reference case
with which to demonstrate the general behavior of the
CF for cylinders. Figurz 1 shows the cylindrical far-
field CF as a functfon of T as well as the far-field
CF for a slab-type sample.

FaCcI0R
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Fig. 1
Far-field cerractian facter for cylindrical and slal-
type samples as functions of transnmission.

Xote that for T<0.1,that CPulag(T) applics for both
cases. It {5 also noteworthy that because transtissions
of less than 0.001 are very difficuit to measure accu-
rately, the range of readily accesstble €F {8 about
1<CFe6,

Because of the lack of exact analytical forms for
neai-field cases, much use has been made of approximate
forns Yor cylindrical samples, the most wsceful of which
has heen

CF = k (T (T%-1)

whers k s a constant of value 0.8, This form §5 o
slight modification of the exact far-fleld currection
factor for a slab-type sample for which k=l. A first-
order approximation of the exact far-field form for the
cvlinder gives k = »/4 = 0,785, wheveas empirical and
numerical studies indicate k = 0.82 {s better. Flgure
shows the deviation from the correct far-field values
of this approximate form for varfous vilues of k. For
k = 0.82, CF is within 1-1/27 of the correct value for
0.0127<1 and within 23X for 0.001<T<l.

2

It appears that the value k =~ 0.82 is better than
k o n/4 or k = 0.85 for far-field assays of cylindvical
samples. However, the consequences of using an fncor-
rect CF function over a restricted range of T and the

TRANSMISSICK

Fig., 2
peviations from the correct far-field cylindrical cor-
rection factors of the approximate form CF(T) = k n(T)/
(1%-1; for several values of k.



relatfonship of tae errar {n the conputed CF to the
error iu the mrasured value of T should he explored.
Assume that an appraximate form with functional depend-
vee on T,CF (T), tas been used and that the correct
functirn ks CF (T3, The callbracion constant §s derer-
atned irom a standard of transméssion T and the un-
known sample has transaission 1 %ext, let G be the
unknown mass determined oy using CF(T) and & be the
correct mass,” that is, the mass that wouid have been
determined from CF_(T). Algebrafc manipulation then
vields the rvln(iagxhip

fa SFOY fOTS) ()
‘o CF (1 )f CFAT)
[v] iy [e] 5

Thus the ratio of measured to true mass depends not on
the acrual magnitude ef the errors in CF(T), but only
on the ratio of "used to true” CF ratios for the trans-
missfons of the unknown and the standard. Flgure 2
shows that for transmissions in the range 0.001<T<0,1
the value k = 0.75 would give better results than

k = 0.82 even though the absclut. e¢rror in CF(k = 0.75)
is greater over the range. However, (f the range of
transaissfon were 0.1<T<i.0, the value k = 0.82 would
be better, The best value of k to use for this approx-
{mate analytic form will depend on the range of T en-
countered, and a judlcious chofce may well reduce
svstematic errrs by a few percent.

Now ¢ slder the fractional vrror in CF caused by
a given fractional error in T. For the functional form,
use CF(T) = k &n(T)/(1¥-1). Then differentiating, we
ohtain

(6)

k
1 a 1 KT _
(dCF/C¥)/ (AT/T) (]n 7t 1-Tk )

Figure 3 shows this expressfon as a function of T for
several values of k. Note that as T becomes smaller,
and therefore more difficuic to measure accurately, the
fractional error in CF becomes smaller relative to the
fractional error in T, thus compensating somewhat for
the larger expected fractional errors in T, 1t should
be emphasized that when only a small fraction of the
gamma rays escape (small T and large CF) the sample,
large fractional errors in the assav can result. A
transmission measurement to determine the CF is the
best way to proceed in such cases.

In the near fileld, cylindrical correction factors
become functions not only of sample transmission, but
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Fig. 3
The differential change in the correction factor rel-
ative to the differential change in transmission for
several values of k in the approximate form
CF(T) = k n(T)/(TK-1).

also of the sample sadiuns, helght, and distance from

the detector. A simple twc-dimensional model is ade-
quate to demonstrate the dependencizs and {s sufficient-
ly acewrate for much practical werk. The model assmes

o sample of radius R and zero neight whose center is at
& distance D from a point detector. The detector is in
the plane of the now piane circular sample. In this
model the CF {5 a function of T and the ratio D/R only,
which means, for example, that given the same value of
T. 2 sample of R = 1 e¢m with D = 10 cm has the same CF
as a sample of R = ] m with D = 10 m. Figure 4 gives
the CF as a fupction of D/R for various values of T.
These¢ and all other rear-~field results were obtained by
computer-executed numerical integrations. The essen~
tfal point obtained from Fig. 4 1is that the CF decreases
as DJR decreases with the more drastic changes occurring
for the smaller values of T. Remembering that the CFs
are with respecz ro the nonattenuating cyliader, the
behavior jast described can be seen qualitatively to be
a consequence of the inverse square law. To show guan-
titatively the deviations from the far-field case as D/R
decreases, the deviations are plotted in Fig. S as a
function of T for various values of D/R. For D/R>50,
the deviatic: from the far-field condition is less than
1% for T>0.001. Therefore, D/R>50 can be regarded as
the far-field condition for most purposes.

Obviously, no real samples are of zero height as
assumed in rhe two-dimensional model, and the height of
the cvlindrical sample will influenuce the values of the
CF. Numerical computations can again be performed for
the three-dimensional case. Qualitative arguments show
that the assumption of a point detector is good for
nearly every case where the sample is at least several
times the volume of the detector, and this assumption
has been used in calculations of CF for a cylindrical
sample of finite height. It is of interest to get a
qualitative understanding of how the CF for a cylinder
of finite height varies from those of the corresponding
two-dimensional case. Figuve 6 gives the deviation for
a cvlinder whose height B is twice its diameter from the
pure two-dimensional case for three values of D/R. The
data quantitatively confirm what is qualitatively ex-

pected. The D/R>10 deviations from the two-dimensional
8
I T T
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Fig. 4

Near-field correction factors for the two-dimensional
cylinder as a function of the ratio of the sample
center-detector distance to the sample radius for
various values of transmission.
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Fig. §
Deviations as a function of transmission of the near-
field correction factors for the two-dimensionzl cylin-
der from the far-field cylindrical correction factors.
D/R is the ratio of the sample-center to detector dis-
tance to the sample radius.

limit are <1%. The deviations are greater for smaller
values of T and for smaller values of D/R. Clearly, the
deviations for given D/R alsv become smaller as H de-
creases relative to D.

Conclusions

When possible, a “far-field" assay geomwetry is
preferred because of less stringent requirements of
sample positioning and less dependency of the CF on
the exact dimensions of the sample. Unfortunately,
count rate considerations usually force the use of a
near-fleld geometry to some degree. In any case, but
especilally in near-field situations, (D/R<10 for cylin-
ders), it is best to use the CF values computed for that
geometry. However, obtaining those values is often awk-
ward because of the lack of analytic forms for CF(T).

Two reasonable alternatives are suggested. The
first is to prepare a graph similar to Fig. 2 for the
particular geometry in order to choosa an approximate
form (such as the one discussad herein) that will give
adequate accuracy over the anticipated range of T. In
doing so, it is important to remember that the CF(T)
function may be in error in an absolute sense, but still
provide adequately accurate assays over large ranges
of T. The second alternative, useful when a computer
does the analysis, is to store enough previously calcu-
lated CF values for the geometry in the computer to
allow accurate interpolaticn. Although this paper deals
with cylindrical and box~tvpe samples viewed from the
side, other configurations can obviously be dealt with
in similar fashion.

Just a word about cxperimental standards is in
order. In principle, a single standard will suffice if
the proper selection of CF(T) has been made, but clear-
ly, it is prudent to have two or more standards spanning
the expected range of values of T. It should be empha-
sized that the standards need not have the same or even
similar chemical composition as the unknowns inasmuch
as the CF is dependent only upon the transmission value,
sample shape, and assay geometry.

In all that has been done, high resolution detect-
ors have been assumed so that only a negligible number
of Compton scattered gamma rays are included in the full
energy peak areas. Coherent scattering does introduce
a rather fundamental limitation in that the meaBured
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Deviations of the three-dimensional cylindrical correc-
tion factors from the corresponding two-dimensional case
for cylindrical sample whose height is twice its dia-
meter. D/R is the ratio of the sample center to
detector distance to the sample radius.

transmission may not yield quite the correct effective

u for the sample. For large samples the effect may be
~v1%Z. Most often the sample heterogeneity will determine
the accuracy attainable.

This paper has not discussed the hardware problems
involved in the determination of the transmission and
the intensity of the emitted gamma rays. Quality assays
must include skillful data acquisition as well as proper
treatment of the sample self-attenuation. Nevertheless,
in frequently met cases negiect otv improper handling of
the self-attenuation correction can give rise to very
large errors (>100%), which sloppy acquisition techniques
can rarely equal, hence the emphasis of this paper on
the sample self-attenuation problem.
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AUTORADIOGRAPHIC TECHNIQUES TO DETERMINE NOBLE METAL
DISTRIBUTION IN AUTOMOTIVE CATALYST SUBSTRATES

Walter H. Lange
Bnalytical Chemistry Dept.,
GM Research Laboratories

Warren,

Summary

The distribution of noble metals in the
ceramic substr-ates of automotive catalytic
converter systoams is important to the func-
tiounal charactaecistics of the systems. A ra-
diotracer technique involving microtomy of
bead substrate samples and autoradiography
using the resultant thin sections has been
developed to produce detailed images of the
metal distributions. The method is partic-
ularly valuable to determine the distribution
of one metal in the presence of another to
aid in the development of more efficient
systems,

Introduction

Automotive catalytic exhaust converters
reduce carbon monoxide and hydrocarbon emis-
sions by oxidation reactions with a catalyst
consisting of noble metals in a cerazmic¢ sub-
strate. One of the substrate forms is alu-
mina beads and the noble metals are added to
them as a solution which diffuses into the
beads. The final distribution of the noble
metals, depending upon several factors in-
c¢luding substrate structure and impregnation
technique, can significantly affect the per-

formance of the catalystl—

Methods used to define noble metal dis-
tribution in alumina beads have included
electron microprobe analysis and various op-
tical procedures combined with chemical re-
action coloring (staining) of cleaved

samplesl‘ The microprobe analysis provides
photomicrographs specific for each element of
interest, but information may be limited by
the minimum detectable concentrations. Al-
though some optical methods are useful and
usually rapid for mary evaluations, they may
not be applicable when certain combinations
of elements are present. The autoradio-
graphic technique described here was devel-
oped to provide distribution data 1) with
maximum sensitivity to distribution vari-
ations, 2) with virtually any impregnation
element, and most importantiy 3) with the
capability to study the effect of one metal
upon the distribution of another in the
beads.

Technical Considerationg

In brief, autoradiography involves the
placement of a sample containing radicactive
elements in contact with a photosensitive
emulsion for a time sufficient to produce a
latent image through the interaction of ion-
izing radiation with the silver halide grains
in the emulsion. Development of the image
produces an autoradiogram showing the distri-
bution of the radiocactivity. 1In the exper-
iments with catalyst beads, radioisotopes of
platinum, palladium and rhodium have bheen
utilized; their pertinent nuclear character-
istics are listed in Table 1. These radio-
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nuclides may be incorporated into catalyst
substrates following either of two general
procedures, namely, by in vitro procedures
with radioactive solutions or by in situ
activation of the elements.

In Vitro Autoradiography. 1In this ap-
proach, the catalyst beads are impregnated
with a radioactive solution of the approc-
priate metal(s). This method offers two im-
portant advantages; first, it allows the
study of one element exclusive of other el-
ements present, which is especially valuable
in the study of synergis:ic effects.
Secondly., this method assures that the images
produced r>sult only from the chosen element.
With regard to the latter, care must be taken
when choosing a particular radiocisotope to
represent the distribution of that element to
make certain that radiation from daughter
products does not give misleading information
As an example, when natural platinum is ir-
radiated the predominant radionuclide pro-

duced is 199Pt. However, by the time the
H,PtClg solution can be prepared for impreg-

2
nation into the beads, the 3d-minute 199Pt
will have decayed to the 3.1 day 199Au. Sub-~

sequent autoradiograpiiic images will reveal
qold distribution, which is not necessarily
the same as that of the platinum. The use of

195mpe or the in situ activation of platinum
avoids this problem.

Table 1
RADIONUCLIDES USED IN CATALYST DISTRIBUTION SYUDIES

Eiement ~ Radioisotope Haif-tife Decay Mode
piatinum %t WAy 0min., 3.1 Beta

195mpy a1d Isomaric Transition
Falladium 10354 14 Electron Capture
Rhodium WRh 4.7 hr, 15d Electron Capture

The in vitro method offers the additimal
benefit that radiometric as well as autora-
diographic data may be obtained. For example,
by comparing the radioactivity of a bead, or
that of other samples obtained during cat-
alyst preparation or testing, to the specific
activity of the impregnz*ion solution, one
can quantify the amount uvf noble metal in a
bead as well as the amount lost in processing
Similar procedures have been used to deter-
mine the attrition rate of platinum and pal-
ladium from automotive catalysts under engine

operating conditions’*

In Situ Autoradiography. 1In this ap-
proach, previously impregnated catalyst sub-
strates are irradiated with neutrons to pro-
duce radioactive species of the noble metals.




The in situ neutron irradiation of materials
is often advantageous when one wishes to
demonstrate the effects of field testing upon
elenental distributions when previvusly ir-
radiated materials would have disappeared
through decay or their use would otherwise
not ke practical., This method is generally
limited to small samples; additionally, one
must be certain that the distribution pat-
terns obtained are produced by only the el-
ement ¢f interest and not by other elements
present.

Experimental

Radionuclides

Two means of producing radionuclides are
the (n,y) reaction in a nuclear reactor and
the {(p.,n) reaction in a cyclotron. In the

present work, 195mPt were produced
by neutron irradiation of natural platinum

and 194Pt, respectively, in the University of
Michigan reactor. The radioactive metals
were then dissolved to provide chloride so-
lutions for subsecuent bead impregnation.

The radicnuclides 103Pd and 99Rh wvere pro-
duced by the (p,n) reaction with 1°3Rh and

99Ru, raspectively, and were purchased as
chloride sclutions from Amersham-Searle
Cerporation and New England Nuclear Corpora-
tion, respectively.

Substrate Impregnation
Alumina bead substrates were impregnated
with radioactive species of noble metals fol-

lowing published procedures6"; element con-
centrations of about 0.l1% platinum, 0,025%
palladium, and 0.0026% rhodium were used.

The radioactive metal, as a chloride solution,
was added directly tc the appropriate quantity
of beads. They were then dried for about
five hours with occasional stirring, feollowed
by calcining in a tube furnace at 550°C for

5 h. Samples of beads were taken randomly
from the hatches following the impregnation
procedure, after calcining, and in scme cases
after engine tests.

Sample Preparation

The method used to obtain detailed
images of the spatial distribution of the
noble metals is an extension of a technique

e
developed earlier which utilized 3‘5 to de-
fine the distribution of sulfate in battery

reactionse. The technique includes the use
of a microtome to obtain thin sections of the
samples which are then placed in rontact with
a film for autoradiographic expeosure.

To facilitate microtomy of the small,
round beads and the collection of the thin
sections, the impregnated beads were cast in
2.54-cm x 2.54-cm blocks of hard dental wax
using aluminum forms {several beads can be
included in each block). The sections which
would normally curl and crumkle as microtome
cuts were made were preserved by pressing a
piece of cellcphane tape in contact with the
wax block surface prior to making each cut.
As the block passes under the knife blade,
the tape and the section adhering to it are
lifted away as illustrated in Fig. 1. The

no

several beads in the block are sectioned
simultaneously, and any number of successive
sections can be taken with ease and retained
for autoradiography. Usuallv, autoradio-
graphic exposures are deiayed until all sam-
ples from a given experiment have been sec-
tioned. This is to guarantez equal exposure
among all samples, thc¢reby allowing direct
comparison of image dens:ties representing
noble metal distributions.

Thin sections provide several advantages
For example, since the tape strips (and thin
specimens) are flexible, they can be backed
with plastic sponge and weighted, forcing the
specimens to make the best possible contact
with the emulsion; good autoradiographic
image resclution depends upon such contact.
Also, the sections do not include the rela-
tively large mass of bead material beyond the
surface of interest (the hemisphere of a
cleaved bead) which otherwise would also ex-~
pose the film and reduce total image shazp-
ness through unwanted background exposure.
Finally, thin sections provide the opportu-
nity to examine many specimens of each sample
for reliability of results and to allow for
the detailed study of patterns through the
bulk of the object, layer by layer.

Microtome sectionz of the beads are nor-
mally 0.05-mm thick, but handling is an easy
task when they are affixed to the tape. Even
so, the ceramic beed material of some samples
tends to powderx and fall away from the tape
after the cut is made. The integrity of such
samples is ensured by vacuum impregnation of
the beads with wax prior to casting in the
wax block. This is accomplished by placing
the beads in the wax at about 70°C for 5 min
at reduced pressure. This treatment does not
affect the distribution of the radioactivity.

3
"

Microtome Sectioning of Alumina
Catalyst Substrate Beads for Auto-
radiographic Examination.

Fig. 1.

Autoradiograph

The gamma photcn energies of the radio-~
nuclides listed in Table 1 are not given be-~
cause they have little influence upon expo-
sure in autoradiography, especially when
determining distributions in low density
ceramic bead substrates. Exposure times are
detecrmined, rather, by the energy and abun-
dance of beta particles, electrons and low




energy x-rays, and the half-life of the nu-

clide. Thus, radioactivity requirements and
exposure times are usually determined empir-
ically. As an example, for alumina beads im-

pregnated with a solution tagged with'lgsmPt,
excellent exposures were achieved in 4 days
on Kodak Type T Industrial X-ray film with
the exposure beginning when the radioactivity
level was 1 uCi per gram of substrate.

Fortunately, the fine-grain commercial
x-ray film denerally used for this work ex-
hibits a brdad exposure latitude when the
latent inage is produced by electron inter-
action. and the emulsion integrates the ex-
posure p:rovided by the decaying radionuclides.
Thus, even with relatively low radioactivity
concentrations and short half-lives, usable
images usually can be obtained. Exposures
seldom have to be longer than two weeks with
microcurie levels of radioactivity and the
judicious choice of a commercial film.

Usually one or two strips containing four
sections each are retained for autoradiograply
and as many as six strips are placed on each
12,7-cm x 17.8-cm piece of film for exposure.
Sufficient numbers of the sections are taken
to allow exposure of several film types as
well as additional single sections for test
exposures on small pieces of the selectad
films. Termination of exposure for a partic-
ular full-size film is then detérmined by
development of the small test pieces after
reasonable exposure times in a light-tight bex.

In some cases, the mzjor exposing radi-
ation is sufficiently energetic to produce
exposure of both emulsions of a double emul-
sior film such as Kodak Type T. This addi-~
tional exposure of the emulsion on the back
side of the film (that not in contact witn
the sample) may be undesirabie bascause it ad-
versely affects resolution. To avoid this
problem, the film is develop@=d while taped to
a siightly larger plastic sheet to prevent de-
velopment of the kack emulsion. After devel-
opment is complete, the plastic sheet is re-
moved to allow the "hypo" solution to dis-
solve the undeveloped silver halide from the
back emulsion, When radiation intensity
levels are sufficient, a slower finer-grain
film consisting of a single emulsion, such as
Kodak Type R, may be substituted to avoid this
extra handling. Once the films are developed
they are examined by magnification or photo-
graphic enlargement.

Results and Discussion

The autoradiographic technique is erf-
fective in showing nob'le metal distribution
pattern differences caused by the physical
characteristics of particular substrates as
well as variations in impregnation techniques.
Possibly of greatest importance is the ability
to demonstrate the distribution of one metal
in the presence of another and to determine
the distribution of relatively low concentra-
tions of metals. The examples that follow
were chosen from several different exper-
iments, not as a total evaluation of any cat-
alyst system, but principally to demonstrate
the versatility of the radiotracer method.
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Figure 2 shows autorauiograms obtained
with two commercial substrates (designated A
and B) impregnated with chloride solutions of
platinum and palladium, but only the palla-

dium was radioactive (103Pd). The autoradio-
gram on the left (substrate A) shows a pal-
ladium pattern which is typical for this ma-
terial and impregnation technique, either
with or without platinum included in the im-
pregnation solution. The sharply defined im-
pregnation band measures about 0.24 mm in
width, and there is no evidence of metal pen-
etration beyond the band. The type B sub-
strate, however, demonstrates a definite dis-
tribution pattern change when chloroplatinic
acid is included in the impregnation sclution
Without platinuw the B material has a palla-
dium distribution identical tc A material;
when platinum is present, the palladium im-
pregnation band width doubles to about 0.50m,
as shown in the example, with the greatest
palladium concentration occurring at the
inner periphery of the band.

Substrate A Subsirate 8
1Bpg wuith Pratinum 18359 mwith Piatinum
Autoradiograms Showing Palladium
Distribution in Two Commercial
Alumina Substrates.

2
“.

Fig.

An alteration of impregnation pattern
was observed also when studying platinum dis-
tributions, but this occurred in the A sub-
strate material rather than the B. Figure 3
autoradiograms show the distribution of plat-

inum (195mpt) in B substrate material with
and without palladium. The platinum obviously
extends throughout the bead in both cases.
Figure 4, in comparison, shows a dramatic
change in platinum distribution in substrate
A when palladium chloride is included in the
impregnation solution., With palladium absent,
platinum penetrated about half way into the
bead. When palladium was included, the plat-
inum penetrated throughout the whole bead.

It has been shown that the physical char-
acteristics of substrates, such as pore struc-
ture can also influence the distribution of

impregnated metalsg’ Other physical differ-
ences such as overall bead size could also in-
fluence impregnation patterns. This may be
the explanation for the patterns observed in a

study of rhodium distributions using 9%Rh. 1In
this study, autoradiography showed that small
beads (2 to 3-mm diameter) typically retained
rhodium in a concentrated band at the surface
with a lesser but relatively uniform distri-
bution through the remainder of the bead. as
illustrated in Fig. 5, right. Larger beads



(3.5 to 5.0-mm diameter), Fig. 5, left, showed
a similar surface concentration but also a
second heavy concentration of the metal in the
central area of the bead.

Substiate B Substrate B
BMpt without Palfadium) %Mot with Pallagum)

Fig. 3. Autoradiograms Showing Platinum
Distribution Unaffected by the Pres-
ence of Palladium in One Substrate

Type.

Substrate Substrate A
1My without Palladium) 195Mpt gwitn Palladum)

Fig. 4. Autoradiograms Showing the Effect of
Palladium on Platinum Distribution
in One Substrate Type.

Fig. 5. Autoradiograms Showing Typical
Rhodium Distribution Patterns in
Large and Small Bead Substrates.
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Conclusion

The adaptation of autoradiographic tech-
nigques to the study of noble metal distribu-
tions in catalyst substrates illustrates but
another of the valuable applications of ap-
plied nucleonics in industrial research and
development. It is not unusual to work long
and hard collecting numerical data to provide
some sort of visualization or imaging of phe-
nomena under study. Autoradiography provides
such information directly.
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ANALYSIS OF NOBLE METAL ON AUTOMOTIVE EXHAUST CATALYSTS
BY RADIOISOTOPE-INDUCED X-RAY FLUORESCENCE
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Summary

A technique has been developed for the
in-situ analysis of noble metals deposited on
monolithic automotive exhaust catalysts. This
technique is based on radioisotope-induced
X-ray fluorescence, and provides a detailed
picture of the distribution of palladium and
platinum on catalyst samples. The experimen-
tal results for the cross section of a mono-
lithic exhaust catalyst, analyzed in incre-
ments of 0.2 cm?®, are compared with analyses
for palladium and platinum obtained by instru-
mental neutron activation analysis.

Introduction

The extensive use of automotive exhaust
catalysts to comply with State and Federal
reqgulations for automobile exhaust emissions
has necessitated the development of various
analytical techniques for measuring catalyst
composition. Properties such as activity and
durability have been related to catalyst com-
positions determined by wavelength-dispersive
X-ray fluorescence, neutron activation, atomic
absorption, and electron microprobe analyses.
Tracer studies have been used to evaluate the
durability of experimental catalysts.

Each of these techniques used for the
analysis of platinum and palladium, and other
elements, on monolithic exhaust catalysts re-
quires the physical and/or chemical destruc-
tion of the catalyst sample. The various
techniques are required so that the analysis
of samples over a wide range of sizes can be
optimized. These factors prompted the devel=-
opment of radioisotope-induced X-ray fluores-
cence as an analytical technique. A low
energy phrton spectrometer [planar Ge(Li)
detector] was used to enable information for
several elements to be obtained simultaneously,
thus decreasing the time for analysis of each
sample considerably. Suitable source-detector
geometry and collimation were uscd to provide
"active" volumes in space of variocus
dimensions. A catalyst sample placed in such
an "active" volume fluoresced only in that
part of itself which intersected the colli-
mated beam from the radioactive source. The
collimated detector measured the X-ray fluo-
rescence spectrum from only that part of the
catalyst sample coincident with both the beam
from the source and the "view" of the
detector. The distribution of palladium and
platinum throughout the catalyst was obtained
using this technique. For comparison purposes,
the cross section of a monolithic catalyst
analyzed by X-ray fluorescence for palladium
and platinum in increments of 0.2 cm’ was also
analyzed by instrumental neutron activation
analysis,

Experimental
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Sources

The radioactive isotope used in these ex-
periments was thulium-170, which has a half-
life of 128 4 and decays with the emission of
a gamma-ray of 84 kev in energy. Thulium ox-
ide was compressed into pellets and sealed in
high-purity quartz tubirg. The ampoules were
then irradiated in a thermal neutron flux of
approximately 3 x 10'® n/cm?/sec for different
periods of time to provide sources of various
intensities. Thulium-170 is produced by the
n, gamma reaction of thulium-169, which has an
isotopic abundance of 100% and a thermal neu-
tron capture cross section of 125 barns. Each
ampoule was removed from its aluminum irradi-
ation container approximately twc weeks after
the end of irradiation and placed in a combin-
ation source holder and shield. These holders
were fabricated from lead and aluminum at the
Phoenix Memorial Project, University of
Michigan. Each sample holder was designed to
have interchangeable inserts, which could pro-
vide a simple way of changing the collimation
for a particular source.

Equipment

The detector used for these experiments
was a low-energy photon spectrometer (Ortec,
Inc.) which was connected to an Ortec model
472 spectroscopy amplifier. Spectra were
acquired on a Nuclear Data model 4410 computer-
based multichannel analyzer, which was also
used to deconvolute the spectra. Samples
analyzed by instrumental neutron activation
analysis utilized the same analyzer and a
15.7% Ge(Li) detector (Ortec, Inc.) used
simultaneously with the low-energy photon
spectrometer.

Analysis by X-Ray Fluorescence

A one centimeter thick monolithic cata-
lyst cross section was analyzed in increments
of approximately 1 x 6 channels (0.2 em?®) for
palladium and platinum by radioisotope-induced
X~-ray fluorescence. Suitable collimation in-
serts were determined by the specific source-
sample-detector gecmetry used. Catalyst cross
sections were analyzed for 1200 seconds at
each incremental position. The sample was
then reversed (so that the side closer to the
detector was now closer to the source) and the
procedure repeated. Background from the cata-
lyst substrate was obtained by analyzing a
sample blank (a catalyst with no palladium or
platinum present) and this background was sub-
tracted from each spectrum. The Ka; line of
platinum (66.820 kev) and the Ka: plus Ka:z
lines of palladium (21,175 kev and 21.018 kev
respectively) were integrated for each incre-
mental position of the catalyst cross section,
corrected for the decay of the radioactive
source. Comparison of the X-ray fluorescence
spectra for palladium and platinum intensities
for the two sample orientations at the same



chanrel position agreed t¢ be better than : 5%
in all cases. Therefore, the X-ray intensi-
ties at each position were taken to bs the sum
of the two measurements. These intensities
were used as a comparative measure of palladium
and platinum present.

Analysis of Instrumental Neutron Activation
Analysis

After analysis by radiocisotope-induced
X-ray fluorescence, the catalyst sample was
cut up into appropriate 1 x 6 channel seg-
ments to provide samples for instrumental
neutron activation analysis. These samples
were irradiated together for 15 minutes in a
thermal neutron flax of approximately 1 x 10°?
n/cm?/sec. During irradiation, the samples
were rotated at 15 rpm to minimize any £lux
variations. Samples were then analyzed (30
hours after irradiation) simultareously by the
low-energy photon spectrometer and the 15.7%
Ge(Li) detector. The 8B kev gamma-ray of
silver-190 m (low-energy photon spectrometer)
was used for the analysis of palladium, and
the 158 kev ganma-ray of gold-199 [15.7%
Ge(Li) detector] was used for the analysis of
platinum. Integrated counts from a Gaussian
peak-fit program for each incremental position
were corrected for decay and used for the com-
parative measure of palladium and platinum
present.

Results

Data for palladium and platinum loadings
on small increments (1 x 6 channels) on a one
centimeter thick cross section of a monolithiec
catalyst were normalized to the position
closest to the edge of the catalyst (channel
1). Figure 1 (palladium) and 2 {platinum).

To compare the results of the two
techniques, a constant k (for each specific
position) was defined to be

Ratio by XRF

k = Ratio by INAR *

where: XRF = radioisotope-induced X-ray
fluorescence

INAA = instrumental neutron
activation analysis

Ideally k should be constant for the
platinum XRF/INAA ratio and constant for the
palladium XRF/INAA ratio.

The values obtained were:
de =1.00 + 0.04
th = 1.03 z 0,02,

These k values indicate that results
obtained by radioisotope-induced X-ray
fluorescence and by instrumental neutron
activation analysis are in good agreement.
Inspection of the data indicates that the
distribution of palladium and of platinum
differ somewhat on the same catalyst cross
section sample.
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The technique of radicisotope-indnced X-
ray fluorescence has also been applied to the
analysis of palladium and platinum in whole
catalysts and in increments of a single
channel on & catalyst cross section. Other
results indicate that this technigue can be
used for the analysis of platinum on exhaust
catalysts sealed in steel containers.
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Summary

Backscattering of gamma-rays has for the
past long time been used for measuring
density, concentration and thickness. And
the input of these gauges is usually composed
of mixture of single and multiple back-
scattered gamma-rays. IXn the present
experiment, these two components were
measured separately by changing collimators
of different size which were placed in front
of detector. The experimental configuration
is shown in Fig. 1.

60¢co, 13Tcs and 1921Ir of several tens
mCi respectively were used as gamma sources,
their beams were projJected in direction of
45° to the surface of scatterer and the
detector, scintillation counter with 2"¢.x 2"
NaI(Tl) scintillator, was directed normally
to the surface of scatterer and was installed
on a small push-car movable parallel to the
surface.

In case of low atomic number scatterer
the multiple backscatter component increases
to considerable extent. Comparison of thick-
ness measurements by detecting multiple back-
scatter component only and single backscatter
one only showed that the former was, for
instance, 1.4 times as long as the latter in
the maximum measurable range with carbon
brick wall. Conventional thickness measure-
ment using total backscatter is almost as
same as single backscatter type in the
maximum measurable range.

A new application of :ingle back-
scattered gamma-rays was tried in demsity
gauging. With conventigna} total back-
scatter type deasity gauge, there is a peak

of backscatter at about 1 g/em3 and hence
such a density gauge is available in the
small range as only a little more than or

less than.l g/cm3. In comparison with this
conventional gauge a newly developed
one is able to measure density over the range

from 0.5 to 3 g/cm3 by setting the distence
between source and detector, i~»r instance,
tens cm in the configuration of Fig. 1.

Introduction

Taking advartage of the phenomena that
the intensity of scattered gamma-rays varies
depending on thickness and density of
scatterers backscatter type-thickness and
density gauges have been wWell developed and
in routine use. Backscattered gamma-rays
invoive single and -multiple -scatter com-
ponents. In order to measure these com-
ponents selectively the following means can
be used: One is to fit up detector head
with collimater and another to analyze pulse
height of signals from detector.
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By detecting multiple scatter component
with the aid of the above techniques it can
be done to extend measurable range of thick-
ness of low atomic number materials. On the
other hand, by detecting single scatter
component only and by fixing the distance
between source and detector to be a few tens
cm in the configuration as shown Fig. 1 it is
achieved to measure the density linecarly over

such a wide range as from 0.5 to 3 g/cm3.

Tuickness Gaugel

The experiment was carried out using

gamma-rays of 13TCS and in the configuration
as shown in Fig. 1.

SCATTERER

COLLIMATOR

1

1

)
SCINTILLATOR
b I

d (=24 + x en) -

Fig. 1 Configuration of backscatter type
gamma-ray thickness and density
gauges developed in the present

study

Incident angle of gamma-rays collimated to 20
mm in diameter upon a scatterer was LS5° ana
135° backscattered gamma-rays was detected
with 2"¢h x 2" NaI(Tl) scintillator. Vhen
fitting detector head with collimaters of
different size backscattered gamma-ray energy
spectra were observed as shown in Fig. 2. It
is found from the result that multiple back-
scatter component disappears by degrees as
inner diameter of collimater is lessened,
mostly disappearing in case of 10 mm inner
diameter,

For detecting multiple backscattered
gamma-rays a combination method using
collimater of 50 mm inner diameter and
pulse height analyzer was adopted. TFig. 3
shows gamma-~ray spectra of saturated
scattering corresponding to the respective



x103 lengths of distance (d4) between source and
detector of 24, 28, 32, 36, 40 anad 4% cm.
As the length increases the single scatter
component decreases and thus the multiple
scatter component comes to have the majority.
When the thickness of scatterer is changed
under the same condition the integrationm
value of nultiple scattered gamma-ray energy
spectrum, that is the number of multiple
scattered prhotons, must ¥e changed. This
kind of experiment was carried out with
carbon brick work as a scatterer and resulted
in Fig. 4, vhere the energy range was 29~158
keV and the inner diameter of collimater 50
nom. In comparison with this the number of
single scattered photons ounly was measured,
vhere the energy range 116~262 xeV and the
inner diameter of collimater 10 mm. The
number of photons in the latter experiment
was lowered one order, which is mainly due to
the reduction of dismeter of collimater.
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50 mm¢ COLLIMATOR
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Fig. 2 Energy spectra of 135° back- —_——————

scattered photons (137és) correspond-
ing to lnner diameter of collimater

24 cn
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COUNTING RATE, cpm
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Fig. 4 Counting rate of backscattered
photons depending on thickness of

carbon brick (gamma source: 137¢s)
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Fig. 3 Energy spectre of backscatteread
photons corresponding to source—
detector distance, where inner
diameter of collimeter is 50 mm

Fig. 5 Determination of measurable range of
thickness



Now, as shown in Fig. 5, the counting
rate corresponding to saturation thickness is
N, the one & little lowey than N is N', and
the thickness corresponding tc N' is the
upper limit of measurement provided that the
following equation holds:

N - 2/N = N* + 2/F" (1)
The equation (2) can be derived from (1),
Hi= (YN - 2)2 2 N - MWW t2)

Thus, the measurable range of thickness can
easily be calculated.

In this way, these values on aluminfum,

concrete, cardbon anrnd wood using 13T¢s gamma-
rays were obtained as shown in Table 1. The
values in parentheses are the ones obtained
by measurement of single scattered photons

only.

Measurable ranges of thickness of

Table 1
low atomic number materials

4 (cn)
24 30 36 %o
Materials
Aluminium 13{9) 15(11) 16(12) 16(13)
Concrete 13(9) 15(12) 18(14) 19(15)
Carbon dbrick | 20(13) 22(15) 25(16) 26{16)
Wood 33(13) 35(22) 39{25) L3{32)

It is concluded that in the backscatter
type thickness gauging of low atomic number
materials the measurabdle range can be
extended by measur ing mainly multiple
scattered photons and some fractions of
single scattered ones.

Density Gauge

Conventional backscatter type density
gavge is usually used in the configuration
of surface contact. And the output is
generally maximized at a certein density of

scatterer,.fh(g/cm3), “ther the distance,
d{cm), between source und detector is fixed.?

On the other hand, in general, the
following equation holds between 4, Jom and

wass attenuation coefficient, k(cmzlg):
a Py = 1k

In the case vhen primary gamma-rays

(0.662 MeV) from 13Tcs attenuate their emergy
in consequence of Compton scattering k shovws

approximately constant value, 0.07 cm2/g, for
various kinds of scatterer. In accordance
with this, it can be said that when 4
increases Jom must decreese. Fig. 6 seems to

show the above tendency though it is not so
clear, which may be due to the experimental
condition that both primary and scattered
garma~rays are atrongly collimated in the

g 97
5 .’-‘.
o / -,
E 4 28 cm \\\\\\
[--1 ’,o————"
©
53 — 30 cm 5
fal ~. \\\\\
3
© 2 ~. . N
~

c o5 10 15 20 25

DENSITY, g/cm3

Fig. 6 Characteristic curves of single
backscatter type density gauge
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Fig. T Energy spectra of 1352 backscattered
photons {gemma source:13Tgs)



present case. The authors intend to clear
this point of quesiion in enother experiment.

Wher source~detector distance increeses
the convex curve of cutput vs density is
flettened to sloped linear line and simul-
taneously the peak of curve moves toward
lower density, (Fig. 6) and the above
tendency comes to more remarkable as multiple
scatter component is eliminated from the
output of single scatter component by strong
collimation, the obvious effect of which can
be seen in Flg. 7. For carrying out these
experiments, wood black, water, carbon brick
and concrete block were used as materials of
different density. And the characteristic
curve was changed from convex Into pseudo-~
linear at d = 34~36 cm and furthermore into
concave curve at a little longer than the
ebove length.

Making use of this pseudo~linear line it
can be done to measure the density over wide

range from 0.5 g/em3 to 3.0 g/cm3. The
characteristic holds as same even with the

other gemme-ray sources such as 60Co and

1921y ag 13Tcs goes, which is shown in Fig. 8.
The result that the slope of characteristic

line i5 steepest for 137Tgs shows the highest
sensitivity in density gauging with the

gamna-ray source of 137¢s.
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Introduction

In 1950, M..ray and johns measured clay coating on
paper using a low-energy x-ray spectrometes.! They
found variations in raw stock, adhesive and types of
clay did not influence the measurement significantly.
They also stated that titanium dioxide and calcium car-
bonate can be measured as easily as clay by using dif-
ferent mass attenuation coefficients. In the paper in-
dustry, however, clay and TiO2 are frequently mixed
with each other, often with unknown and variable pro-
portions.

We have recently developed a low-energy x-ray gauge
which measures the total ash content regardless of the
rejative proportion of the above binary mixture. The
technique also applies for the mixtures of calciwm car-
bondte and clay, and of calcium carbanate and titanium
dioxide.

The transmittance of low-energy x-rays is dependent
on the basis weight (weight per unit area) and moisture
content of the sample in addition to its dependence on
ash. Therefore, it is necessary to measure and correct
for the changes of basis weight and moisture before the
ash content can be determined.

Measurement Prirciple

The transmittance of low-energy x-rays through paper
can be expressed as:

= EXP  (MAWarugWern W) (n
where Ly, Hf and ly are the tetal attenuation coeffi-
cients, and WA, Wg and Wy are the weights per unit area
of ash, fibre a.nd water, respectively. Re-arranging
the equation one obtains:

Wa = qrtmgy { INCL/T) 6B (- )W)

where BW = bf + Wy s W,. For most applications, the
weight of water is generally less than 10% of the basis
weight, and (4y-Hfg) is approximately 30% of Hf. Thus,
the last term in the curly bracket of equation (2} is a
relatively minor correction term. From equation (1),

1n(1/7) = (uA.uf)WA’ume(Llw.uf)ww (3
If true basis weight and the water weight per unit area
are accurately known, then the weight cf ash can be de-
temmined within the accuracy limit of the x-ray trans-
mittance measurements. The sensitivity, or the percent
change in transmittance per percent change in clay con-
tent is obtained from:

3T/T 5?'! gﬁTr_ - (HA-BE BN
which is directly proportional to the basis weight.
This value becomes approximately unity at 6G#/3000 feet
squared with the particular x-ray spectrum designed for
the gauge. Thus, 0.1% transmittance measurement accu-
racy corresponds to 0.1% ash measurement accuracy.

"he effect of moisture measurement error is negligi-
ble since the whole moisture term is only a minor cor-
rection term. The effect of basis weight measurement
error can be estimated from:

(2)

C)]

AT (g bg) - B (BN) - (=) iy = (s)
or

a¥a “UE )

S T e

Since (Mp-¥¢) is approximately three times Uf, 1% error
in the basis weight measurement will cause 0,33% error
in the computed percent ash,

Ohio

Atenuation Coefticients of Clay

Since the x-ray method of ash measurement is based
on the preferential absorption by higher atomic number
elements, the atomic composition of ash is an important
paramcter. Evep though Murrav and Johns observed no
significant eficcts from various types of clay, chem-
ical composition of clav was obtained from the Hordbook
of Chemistry and Physics, and atso tfrom a TAPPI . .no-
graph, Table { shows the contributions from various
molecular compounds in and the total attcnuation coef-
ficients of various types of clays, crude and washed,
at 6 keV. Georgia, South Carolins and English clays
represent most of the clay additives used in the paper
industry. The variations in the total attenuation co-
efficients arc «1.4% from the mean. Since the total
percent ash content seldom exceeds 30%, the actual mea-
surement crror due to these variations is typically
+0.1% to +0.25% and will not generally exceed +0.1%

Tn extremé cases, the measurement accuracy can be in-
proved by calibrating the gauge for the specific source
of clay.

Description of the Gauge

The complete measurement system consists of:

(a) X-ray transmission modules;

(b) Beta gauwge for bas’s weight measurement;

(¢} Mpisture gauge for water weight measurcment
and;

{d) ash computer which pertorms the mathematical

operations indicated by equation (2).
The x-ray transmission heads further consist of:

(a) Low-energy, {ow power x-ray tube,

(b) Refcrence x-ray detector,

(c) Measuremenc x-ray detector,

(d) Regulated anode and filament power supplies,
(e} Anode current control circuitry and,

(f) Temperature controllers and window air-wipe.

The x-ray measurcment device intended f{or on-line in-
dustrial process mcasurement has to meet rather strin-
gent qualifications, such as:

(a} Simplicity,

(b) Stability both in intemsity and spectral
quality,

(c) Reliabilirty,

(d) Immmity to changing environmental conditions,

{(e) Immmity to geometrical misalignments, and

(f) Small size and light weignt.

Simplicity is one of the most important qualifica-
tions of any on-line measurement device, It is the fun-
damental basis of achievirg other qualifications listed
above. For example, if a guage is designed to produce
a mininun amount of heat, it will considerably simplify
the gauge, since no forced cooling is required. This,
in turn, greatly improves the reliability of the system.
Furthermore, the possibility of the loss of stability
due to improper functioning of the coo!’ng system will
not exist. The tube used for the measurement system
consumes less than & watts total electrical power in-
cluding the filament.

The stability of the system has been achieved through
several steps of stabilization techniques. The anode
voltage and current are monitored and controlled at the
x-ray tube. The actual x-ray output is monitored using
a transmission-type ionization chamber. Thus, the trans-
mittance of x-rays through the sample is computed by
taking the ratio of the measurewment detector signal to
tne reference detector signal, eliminating the effect of
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any short term fluctuation of the anode current. Peri-
odically, the measurement modules are scanned off the
paper web and the transmittance signal is compared
against a reference voltage to eliminate the long-term
drift which may still exist.

The reliability of the system is achieved by general
selection of high reliability components and by derat-
ing and shock mounting critical components. For ex-
ample, the actual anode current is essentially one-
tenth of rated currents of the high voltage supply and
of the x-ray tube. Up-times exceeding 99% are essen-
tial in industrial process measurement and control;
gonservative design insures that these objectives will

e met.

The gauge generally needs to be scanned across the
paper web to determine the distribution and the average
value of ash content. Since the x-ray source module
and the detector module are scanned separately using a
pair ct chains or metal tapes, misalignment of modules
may occur during the scanning. Thus it is important
to design the modules such that they are immune to mis-
alignment.3

Composition Compensation

In laboratory type measurements, the instrument de-
signers are often concemed with the ultimate detec-
tion limits. This is obvious if one inspects the re-
view articles of various measurement techniques includ-
ing those of low-energy x-rays. For on-line measure-
ments, however, the ultimate success of most measure-
ment devices heavily depends on the immmnity to extran-
eous variables such as temperature changes, geometrical
misalignments, accumulation of dirt, etc. Even the
laboratory measurements, the matrix effects and the
elemerntal interference problems have been the major
concemn in the analytical measurement field. Thus, the
elimination of the effects of changing paper ash comp-
osition was a major objective in designing the gauge.

The ash in paper is mainly made of clay, titanium
dioxide and calcium carbonate. As described in the
previous section, the composition of clay is reason-
ably consistent regardless of itsorigin with respect
to the x-ray technique of ash measurement. Many dif-
ferent types of paper cointain clay and clay ash only.
For these, the x-ray spectrum may be selected to achieve
proper sensitivity and measurement range of basis weight
and percent ash only. However, quite frequently some
quantity of titanium dioxide is added in the United
States to increase brightness and opacity of the paper.
In Europe, pure clay, pure calcium carbonate and some-
times their mixture are used.

Referring to Figure 2, it is clear that if a iono-
energetic source of low-energy x-ray above K-edge of
titanium (4.966 keV) is used, then 1% of titanium di-
oxide is equivalent to approximately 4% of clay, in
attenuating the x-rays. This will create 3% ash mea-
surement error per percent Ti02. It is one of the
dominating reasons why an Fe-55 ash gauge is not as
successful as it could be. Often an aprnroach of man-
ually inputting the percent TiO2 value is used tc min-
imize this error. However, even within a given grade
of paper, this percentage will vary since it is con-
trolled to obtain proper brightness and opacity rather
than to a fixed percentage. The problem becomes more
severe as more recycles are used.

With a broad-band x-ray source, the effective clay
attenuation coefficient can be computed from:

vegs = § Emax 1(g) MEyaE/So Tmex 1(gyaE
Where I(E) is the x-ray intensity spectrum, M(E) is the
attenuation coefficient of clay and Emax is equal to
the anode voltage of the source.

The intensity spectrum, I(E), is a function of the
anode voltage and the degree of hardening of the x-rays.
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and Y(E} is inversely proportional to approximately
third power of energy, E. Above K-edge of titanium

utioz (E) = 4 ¥(E),
and below K-edge,
bTi0, (E) = 0.5H(E),

since there is a factor of 8 jump in the attenuation co-
efficient of Ti0z at the K-edge. Thus, the effective
attenuation coefficient of TiOz is:

u(rioy) = [o, S;EKI(E)“(E)dE+4SE;r(ml<(E)“('i)d§J/

fE'“axI‘“\dE

o {c)

This value is a function of the anode voltage and the
degree of hardening of x-rays after emission at the
target. With an effective hardening that corresponds
to 70 mg/cm< of paper fibres, the values of Meff(Ti02)
has been computed as a function of anode voltage and
plotted in Figure 3. The attenuation coefficient for
clay is obtained from

e ff (Clarv)=£Exm[(E)u{E)dE/5uEmax1{s)d£

[t is seen from the figure that at the anode voltages
of 4.2 and 5.3 KV, the attenuation coefficients of
Ca03 and of TiO2, respectively becomes identical with
that of clay. The curves representing the attenuation
coefficients of Ca0s and TiO; cross at an anode vol-
tage of slightly above €& kV. At these cross-over
points, the x-ray ash gauge will correctly measure the
total ash content of these binary mixtures regardless
of their percentages.

By taking the ratio of;‘eff (Ti0z)/ "Heff (Clay ) and

setting: ( max
X =7 EK I{E)P(E)de

max u N
one obtaiin: So [{E)"(E)dE

Yeff (TiO2) _ -
ﬂe—fﬁmﬁ' = 0.5 (1-X) + 4X = 3.5 X +0.5

At 5.3 KV anode voltage, this ratio becomes unity and
therefore, 0.5

- 0.143

If the spectrum is narrow enough to consider H(E) to be
approximately constant, then the spectrum of source
should be shaped such that approximately 14% intensity
is above 5 keV to measure clay/TiO; mixtures. If the
ancde voltage deviates from that value both effective
attenuation coefficients will change, and the fraction-
al error due to this voltage deviation can be computed

from: _ M eff gTiO%)-“eff (Clay)
E= He Clay

These values are plotted in Figure 4. It should be
noted that even at 5.9 KV anode voltage, the error due
to 1% change in TiOz will result in approximately 0.9%
ash error compared to 3% error for Fe-55 isotope ash
gauge. This is, of course, due to the fact that a
significant quantity of x-ray photons has energies be-
low titanium K-edge. It should also be noted that be-
low 5.3 KV, the error is always less than 0.5% per per-
cent change in TiOz.

The first ash system was shipped to Mohawk Paper Com-
pany in the state of New York. The test results over a
period of approximately twc menths for various paper
types are shown in Figure 5. The basis weight ranged
from 31# to 115# per 3,000 square feet, the moisture
4% to 6% and the ash 7% to 20%. The ash consisted of
various mixtures of clay, hi-sil and titanium .lioxide.
A laboratory sample was taken at the end of each reel
of paper produced and compared against the last scan
average of gauge percent ash to produce the correlation
data. The standard deviation was 0.35% ash. A signi-
ficant portion of this error can be attribu.ed to the
fact that the lcboratory samples did not reprcsent the
total on-line measurement portion of the paper wcb.

Two to three-tenths of one percent ash difference




between two laboratory samples taken from the same
paper web is not uncommorn.

Conclusion

Both from the laboratory test and on-linc experience, " - bR %

it was defimitely proven that the Industrial Nucleonics o

design of-machine x-ray paner ash gauge was insensitive 174 TWO SIGMA .7% Y 4

to the relative mixtures of clay and titanium dicxide. Ny 4

The gauge was also tested for the mixtures of clay and S

calcium carbonate in a limited range of basis weight 3 L i

with a good success. The first gauge shipped has been <

operating for approximately ten months without a prob- 5 v 5

lem of either failure or drift. ] .

< 11
References MOISTURE 4.6%

1. Murray, H.H. and Johns, W.D.: An x-ray absorption e WEIGHT 31115
technique for measurement of coat weight on paper, K ASH 1%
Advanced in X-Ray Analysis, Volume 4, Page 309 ’
thru 318 (1960). 7 von o8 % v

2. Hess, C.T.P A laboratory ash gauge for low basis LAB ASE
weight paper, TAPPI, Volume 57, Number 12, Page
150 thru 151 (1974). FIGURE 5: ASH CORRELATION

3. Cho, B.Y. and Utt, O.L.: A new TiO; compensated
x-ray ash sensor for paper, ISA Industry Oriented
Conference and Exhibit, Paper Number 75- 5.

TABLE 1
Attenuation Coefficient of Clay at 6 keV.

Chemical Attenuation Chemistry Macon, Ga. Langley, S.C. English Dry Bank, Ga.
Species Coefficient Handbook Crude Crude Washed Washed
Si02 79.0 35.79 35.71 34,73 36.95 35.63
Al203 70.2 26.94 26,11 26.7> 26.53 7.54
Fe203 61.3 0.18 0.20 0.83 0.34 0.19
Ti0oz 280.2 4.03 3.53 3.92 0.06 3.13
MgO 63.7 0.16 0.30  ----- : 0.15  -----
Ca0 280.5 0.14 1.46 ----- 6.37  -----
Naz0 56.2 0.15 0.20 me——— 0.03  -ee--
K20 274.1 0.11 1.3 eeee- 4,08 -----
H20 22.7 3.17 3.36 3.25 2.90 3.16
Pz0s5 82.9  -ee== memee 0 emees 0.08  -----
Fa 76.5  ----- ———- EREE 0.18  -----
Total Attenuation 70.67 72.21 69.68 71.67 69.65

Coefficient
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THE USE OF ALPHA-PARTICLE EXCITED X-RAYS TO MEASURE THE
THICKNESS OF THIN FILMS CONTAINING LOW-Z ELEMENTS

Frederick A. Hanser, Bach Sellers, and Charles A. Ziegler
Panametrics, Inc.
Waltham, MA (2154

Summary

The thickness of thin surface films containing
low Z elements can be determined by measuring the
K x-ray yields from alpha particle excitation. The
samples are irradiated in a helium z2imosphere by a
5 mCi polonium-210 source, and the low energy
x-rays detected by a flow counter with a thin stretched
polypropylene window. The flow couater output is
pulse height sorted by a single channel analyzer (SCA)
and counted to give the x-ray yield. Best results have
been obtained with Z = 6 to 9 (C, N, O and F), but
usable yields are obtained even for Z =13 or 14 (Al
and Si). The low energy of the x-rays (0. 28 to 1. 74
keV) limits the method to films of several hundred
nm thickness or less and to situations where the sub-
strate does not produce interfering x-rays. It is pos-
sinle to determine the film thickness with 50% accu-
racy by direct calculation using the measured alpha-
particle spectrum and known or calculated K x-ray
excitation cross sections. By calibration with known
standards the accuracy can be increased substan-
tially. The system has thus far been applied to SiO.2

on Si, AIZO3 on Al, &nd CH.2 on Al.

Equipment and Operation

The geometry of the x~-ray excitation and detec-
tion is shown in Fig. 1. A 5 mCi 210-Fo source
irradiates a 2. 5 cm x 2 cm sample area in a He flow
atmosphere. The iow energy x-rays are detected by
a flow counter about 3 cm below the sample. The

flow counter window is 80 p.g/cm2 stretched polypro-
pylene supported by a 70% cpen conducting grid. With
a 100 cc/min flow of 96% He + 4% isobutane the coun-
ter operated stably with 1700V on the central 1 mil
wire, and gave about 75% resolution (FWHM) for the
0. 28 keV C K x-ray. The flow counter output was
amplified, energy selected by a SCA, and counted,
generally for one minute periods. The flow for the
He atmosphere was about 800 cc/min, with the input
necr the sample. At this flow rate less than a min-
ute is required to reestablish equilibrium after a
sample change, provided the sample opening is not
uncovered for more than a few seconds. The He
atmosphere is necessary to reduce alpha-particle
energy loss and x-ray attenuation. For surface
films containing C, N, O, or F, it is also necessary
to reduce the background x-rays generated in the air
that would otherwise be present.

The x-ray count yields from thick samples
were about 3000/min for O x-rays in SiO2 and A1203.

both for a 5 mCi source and with a background (mea-
sured from Si and Al samples) of 2000/min sub-
tracted. For CHZ on Al the C x-ray count yield was

about 13000/min with a background of 3000/min sub-
tracted. For unknown samples the measgured count
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yield (= actual count-background) is generally divided
by the count yield from a thick sample to give a rela-
tive yield between 0 and 1. This eliminates varia-
tions from source decay (210-Po has a 138 day half
life), from gas dengity variations due to pressure and
temperature changes, and from small electronic
drifts.

The alpha particle irradiated area around the
sample was Al for the C and O x-ray measurements,
which reduced background for these low energy x-rays.
For Al or Si x-ray detection this arez around the
sample should be zovered with a low-Z material like
plastic (CHZ) to reduce the background in the Al or Si

x-ray region.

Care must ke taken to avoid any alpha-particle
irradiation of the flow counter window, which would
produce a large count rate from detected C K x-rays.
The count rate of the detzctor must be minimized both
to avoid excessive dead times with the associated
drift problems, and to reduce statistical error from
background subtraction,

irradiated 210 Po o source
sample

He flow
atmosphere
80 " r/cmZ
polypropylene
"'on supporting
grid

l-flow
O proportional
counter-

high
voltage wire

|1 96% He +
’ 4% isobutane

flow gas

Outline of x-ray excitation and detection
geometry.

Fig. 1.

Theoxetical Analysis

The x-ray count yield from a sample with a
surface film thickness t is
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where the T's are the x-ray transmissions through
the He gas, the flow counter window (including the
70% grid transmission),: and the 5 cm depth of the
flow counter gas, Ba and ox the angles to the sample

normal for alpha particle irradiation and x-ray detec-
tion, p the x-ray absorption coefficient in the surface
film for the x-ray of interest, @ the K-shell fluo-

rescent yield and OK(E) the K-shell ionization cross
section for the element of interest, dNa/dE the alpha

particle spectrum at the sample surface, S the stop-
ping power of the surface film for alpha particles,
EO(E) the energy an alpha particle of energy E at

depth t' had at the sample surface, fw the mass frac-

tion and M the atomic mass of the element of interest
in the surface film, p the density of the surface film,
N A the Avogadro constant, and @ d the detector solid

angle as seen from the sample. The energy Ema_x(t’)

is the maximum alpha particle energy at depth t'.

The x-ray absorption coefficients needed to cal-
culate the T's, and the values for ., were interpo-

lated from a tahuiation by Henke et al.,’ with com-
pounds not listed being calculated irom the component
mass fractions and the elemental absorption coeffi-
cients. The stopping powers S were calculated from
mass fractions and analytic fits to the tabulation of

Hill et al.z. The K-shell ionization cross sections,

Oy have not been measured for all elements of inter-

est. The tabulation of Rutledge and Watson3 gives
data for C and Al, but not for O. The theoretical

formulation for 0., by Merzbacher and Lewia4 shows

4 2
that ZK o K/ z 1
function of Mg = mE/(MZK Ry), where m= electron
K = Z-0. 3 with Z the atomic number of the
target atoms, z = 2, M is the alpha particle mass,

K
should b= an approximate universal

mass, Z

and Ry =2 zm e4/ (h3 c) is the Rydberg constant.
Using this formulation the universal curve is con-
structed from the C and Al data, and then used to

. obtain the O cross sections. Values for Wy are ob-

tained from the listings of Bambynek et al. 5.

A solid state detector, reduced in effective
area to avoid excessive count rates, was used to
measure the alpha particle spectrum at several
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points of the irradiated sample surface. These mea-
surements were averaged to give dl\'i‘z /dE. Although

0
a

seen in Fig. 1, no attempt was made to correct for

these variations, because of the complexity of intro-

ducing two additional integrations - as well as a varia-
tion in dNa/d.E and ﬂd -~ in (1). Additional uncertainty

is introduced by variations in the T's from gas density
changes (temperature and pressure variations), and
there are also uncertainties in OK' Wyes the x-ray

and @ x vary somewhat over the sample area, as

absorption coefficients, and imprecise measuremeut
of the geometry of Fig. 1. To reduce or eliminate
most of the uncertainties the relative x-ray count
yield is calculated as

Y () = (C(t) - B,)/(C (%) - B,) (@)

where Bx is the mneasured count yield from a blank
substrate (e. g., Si) Cx(t) is for the sample (e. g.,
SiOZ on Si), and Cx(m) is for an infinitely thick (rela-

tive to x-ray attenuation and alpha particle ranges)
coating (e. g. , SiOz - thick fused quartz).

The calculated values for (2) (Bx = 0 for the

calculations) are estirnated to be accurate to only
about 50% in surface film thickness, primarily be-
cause of the neglect of variations in @ « and § < It

is expected that the shape of Yx(t) ve. t will be more

accurate, and that calibration with at least one known
sample t should give a correction factor for the thick-
ness scale and thus reduce the errcr to 10% or less.

Calibration

The measured alpha-particle spectrum for the

210-Po foil source6. of 5 mCi initial intensity, is
roughly flat from 0 to 2 MeV and falls off between 2
and 4 MeV. Using the measured, average spectrum
and 6 o« 2} x> 309 the relative yield curves were

calculated for SiOz on Si, Ale3 on Al, and CI—Iz on

Al. The yield curves were then normalized using
measurements on several standards with the surface
film thickness measured by other methods.

The SiO2 on Si results are shown in Fig. 2.

Two samples were obtained with 5004 and 20004 of
SiOZ vacuum deposited on Si substrates. The film

thiclnesses were measured by monitoring the change
in the wavelength dependence of the reflection coeffi-
cient of a SiOz on Si standard which had the same

increase in SiOz film thickness deposited on it. Using

a density of 2. 2 glcm3, the relative O x-ray yield
measurements gave a correction factor of 0. 84, i.e.,
the true SiOZ thickness is 0. 84 times that obtained

from the calculated relative yield. Considcring the
neglect in § o’ [} o and dNa- /dE variations over the

sample area, this is good agreement between




calculation and measurement.
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Fig. 2. Experimental O x-ray yields from siO2 on Si,
and normalized theoreticzl curve.

The A.1203 on Al results are shown in Fig. 3.

Several samples with varying film thicknesses were
analyzed by backscattering of 2 MeV "' t> give tne

absolute film thickness in p g/cmz. The average cor-
rection factor obtained is 0. 57, and this has been used
to obtain the corrected curve in Fig. 3. The overall
agreement is quite good, although the larger deviation
of the correction factor from 1 indicates a possible
systematic error in the x-ray absorption coefficient
or the alpha-particle stopping powers used for A1203.
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Fig. 3. Experimental O x-ray yields from Al O_ on
Al, and normalized theoretical curve.

The results for CH, on Al are shown in Fig. 4,

where the theoretical curve has been corrected by a
factor of 0.91. The various CI—IZ films were made by

stretching polypropylene with the thicknesses being
calculated from the measured transmission energy
loss of 5. 48 MeV alpha particles from a thin 241-Am

source, and the stopping powers from Hill et al.z.
The agreement between the calculated and experimen-
tal relative yields is excellent.
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Fig. 4. Experimental relative C x-ray yields from
CI—IZ on Al, and normalized theoretical curve.

The data in Figs. 2, 3 and 4 show that even
without calibration the approximate relative x-ray
yield calculations can give 50% accuracy in film
thickness measurements. Calibration can increase
the accuracy to 10% for relative yields less than 0. 75
or so. Because of saturation for thick films, the
accuracy becomes increasingly worse for relative
yvields above about 0. 75.

Discussion

The alpha-particle excited K x~ray system,
calibrated as described above, has been used for over
a year, primarily in making A1203 on Al film mea-

surements. The system has proved stable for ex-
tended periods of time. The 210-Po alpha source was
originally 5 mCi, but still proved useful at 0.5 mCi.
Since the source spectrum should not change, the
same relative yield curve can be used with only the
statistical error worsening because of source decay.
At 5 mCi the statistical error for a four minute count

time per sample is about + 2.5 p.g/cm2 AIZO3 at 50
p.g/cmz A1203, and increases to about + 10 pg/cm

for 0. 5 mCi. The calibration curve (Fig. 3) has at
least a + 5% error from uncertainties in the stan-
dards, so the overall error per measurement is gen-
erally about + 7% (for a 5 mCi source).
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Replacement of the alpha source may require
recalibration, if the alpha-particle spectrum is sig-
nificantly different from that of the old source. Re-
checking with the standards should minimize this as a
problem. Because of high x-ray backgrounds asso-
ciated with other available alpha emitters (such as
241-Am), 210-Po with its 138 day half-life may be the
optimum source for this system.

By calibration with suitable standards the sys-
tem can be used readily for C, N, O or F containing
films. Best results are obtained if other elements in
the substrate do not produce an x-ray (K, L, etc.)
near enough in energy to the x-ray being detected to
provide interference. Contaminating elements in the
film could actually be helpful, since they increase the
x-ray count and vary proportionately with the element
being measured. What is necessary is that film com-
position be uniform and that suitable standards be
available for calibration.

Sealed proportional counters may be usable
with Al, Si, and higher Z elements. A two mil Be
window transmits about 20% of the 1. 49 keV Al K
x-ray, 80 a sealed counter with reasonable detection
efficiency is possible, While this eliminates the flow
counter gas and associated equipment, the He flow
atmosphere for the alpha-particle irradiation is still
required. The K x-ray yield diminishes rapidly as Z
increases, so measurements for elements beyond Si
become more difficult. For Ca (Z = 20) and above
the detection of L x-rays should become possible,
though this has not yet been investigated with the sys-~
tem described here. ’

The system can algo be used to measure film
thicknesses where the film itself does not produce a
detectable x-ray, but the substrate does. For such
a case the attenuation of the substrate x-ray can be
used to determine the overlying film thickness. Cal-
ibration with suitable standards would be necessary
to obtain quantitative results, although for very thin,
highly x-ray attenuating films, the thickness may be
calculable solely from the x-ray attenuation
coefficient.

The system outlined in Fig. 1 has proven Quite
useful in one program where it was desired to make
many measurements of A1203 film thicknesses. The

alpha-particle excited x-ray system was quicker and

less expensive than the He+ backscattering method,
which required an accelerator and was used primar-
ily to calibrate samples for the x-ray method. The
calibrations shown in Figs. 2, 3 and 4 demonstrate
the capability of the x-ray method for three different
film-substrate combinations, Calibration standarde
should make it usable for many other combinations.
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Summary

Titanium dioxide content in paper has been mea-
sured by X-ray fluworescence analysis using an 55Fe
source and an ¥-ray proportional counter to determine
the feasibility of an on-line instrument. X-ray
calibration curves for 60 and 100 g/m¢ paper samples
were obtained using neutron activation to measure the
titanium dioxide concentration. The predictions of a
simple model were in good agreement with the experi-
mental calibration curves. The measurements and
calculations were extended to investigate the effects
of clay and moisture. The presence of clay has a
significant affect on the X~ray fluorescence deter-
mination of the titanium dioxide concentration,
however, this can be well acoounted for by the model.
The calculations indicated that the affect of typical
moisture levels on the titanium dioxide determination
was small and can be ignored.

It is not possible to measure the clay content
by X-ray fluorescence, however, results
for the determination of calcium carbonate concen-
tration are pramising.

1. Introduction

interest in on-line methods for nm:.tormg the
quantities of chemical additives applied in the
papermaking process. The primary additives namely,
titanium dioxide (Ti02), calcium carbonate (CaC03),
and "clay" (Al203. 2Si02. 2H20), may serve as filler
to improve paper qualities such as brightness and
opacity. In order to ensure desired paper

at acceptable cost, it is necessary to contmmly
monitor the concentrations of the various types of
filler appearing in the end product.

Although concentrations of the various additives
can be analyzed chemically in the quality control
laboratories associated with each paper plant, the
analytical "turn around" time can lead to the pro-
duction of a significant quantity of sub-standard
product. On the other hand, the continuous monitor-
ing of the product during production enables immediate
adjustment to the rate of filler addition.

Various types of on-line munitors for filler
(or ash) oantent have been investigated previously.
These have been based on techniques of preferential
absorption and/or backscattering of icnizing
radiation 1,2 In rost of the applications of these
techniques, theerphas:.shasbeennlacedmﬂmenea—
surement of total filler (or ash) content, without

to the relative quantities of the individual
filler constituents. In fact, significant advances
have been made 3 in making the measurement of total
filler content independent of filler oamposition.
The present paper, in contrast, is concerned with de-
velomments trward the monitoring of filler
constituents individually. For example, one objective
is to monitor the TiO2 content independently of the
clay content. It is anticipated that such advances
in additive monituring, when applied in conjunction

with the more conventional basis weight and noisture

gauges, will permit the implementation of nore

effxc:.e.nt plant control strategles to be executed
under camputer control 4

Until recently 5, the analytic capability of
X-ray fluorescence has not been widely exploited in
paper chemistry analysis, particularly for cn-line
application. This is presumably because of the
anticipated difficulty associated with the operation
of X-ray sources and detectors under conditions
attending the paper meking process. It would appear,
however, that an instrument based on a radioisotope
X-ray source and an X-ray proportional detector would
provide continuous information on additive concentra-
tions present in the finished product emerging fram
the paper machine. The purpose of the present paper
is to elaborate on this concept and to report on lab-
oratory studies to assess the feasibility of an
on-line instrument composed of relatively simple and
reliable components.

The studies have concentrated on the calibration
of a prototype X-ray fluorescence analyzer suitable
for monitoring either titanium dioxide or calcium
carbonate additives. Special attention is given to
the affect of basis weight, moisture content, clay
content and geometry an the calibration of the instru-
ment for TiO2. Neutron activation analysis was used
to determine the actual concentrations of additives
in the paper samples used in the study.

2, Basic Principles

Through an X-ray fluorescence technique, the con-
centrations of Ti02, Ca(03 and clay can in principle
be determined in the following manmer: Photons of
suitable energy emitted by a radicactive source are
allowed to eject electrons from the K-shells of Ti, Ca,
Si and Al, thus producing vacancies in the electronic
structure. The subsequent de-excitation of these
vacancies pmduces X-ray fluorescence spectra with
photon energies characteristic of the elements. The
intensities at the characteristic energies provide
information on the quantities of elements present.

The principal components of the K-shell fluore-
scent spectra for Ti, Ca, Si and Al are shown in
Table 1. Although the intensities of Ti and Ca are
readily determined, as will be demonstrated, the de-
texmination of the aluminum or silicon and hence clay
concentration, does not appear feasible using a
practical X-ray fluworescence gauge. This is due mainly
to the technical difficulties associated with the
strong attenuation of the low energy (< 2 KeV) X-rays
emitted by the fluorescing silicon and aluminum. Thus
an auxiliary technique will be required to monitor the
clay content.

There are further possible complicating factors in
relating the measured X-ray intensities to the filler
concentrations. For example, the Ti X-rays are
attenuated by cellulose, water, and any additives pre-
sent in a particular grade of paper.
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Table 1

List of Principal X-ray Lines Excited in Various
Filler Canstituents by an 55Fe Source (5.9 KeV)

X-Ray
Additive Chemical Fluorescence
Formula Line (KeV)
Clay (Kaolin} A)203.28102.2H20 1.49 (a1}
1.74 (31)
i Tiop 4.51 (Ti)
Calcium
Carbonate Ca003 3.69 (Ca)

Thus, the Ti X-rays detected for a particular

TiO2 content is somewhat dependent on the total basis
helghtofthepape.rarﬂtrecmcentratimsofottm-
constituents. Similar effects are also important in
determining the concentraticns of Cal03, and clay.
Although these effects can be considered negligible
in certain ideal operating situations, ways must be
found to apply self-consistent corrections to vali-
date information obtained in less ideal situations.
A partial assessment of the affect of these inter-
camponent dependencies on the measurement of Ti02

is obtained experimentally in the present work, and
the results are used in conjunction with theoretical
calculations to extend the assessment over a wide
range of additive concentrations.

3. Experimental
3.1 Prototype Instrumentation

A 5 nCi source of 55Fe (half-life 2.6 years) pro-
vided the exciting radiation in these experiments.
The absence of higher energy transitions in this pure
electron capture decay minimizes background due to
backscattered photons. The energies of the Mn K{-ray
series are very appropriate for K-shell excitation
of Ti and Ca, since they lie just above the
K-absorption edge of both elements. The exciting
photons penetrate the paper at an angle of 60° from
the normal. The angle of acceptance of the detector
for fluorescence originating in the paper sample was
~130°, The detector is shielded from the source by a
lead absorber. Further details on the gecmetry can
be found in Reference 5.

The fluorescent X-rays were detected with a
Reuter-Stokes Model RSG-61 xeron filled proportional
counter. This detector has a flat response curve
over the energy region of interest; thus, the de-
tection process does not camplicate the observed
spectrum. The electronic instrumentation, including
amplifiers and pulse height analyzers, are conven-
tional.

A gpecially designed apparatus was constructed
from aluminum to hold the paper samples. No part of
the holder was in close direct view of the exciting
source, thus minimizing background. With this holder,
the paper samples ocould be moved laterally and
vertically in a controlled manner to permit the
scanning of a desired area of the paper surface.

An X-ray spectrum acquired on an expanded verti-
cal scale with no sample present is shown in Fiqure
1. The backscattered primary radiation is evident at
5.90 XeV f(channel 220). Another peak is present at
2.96 KeV (chamnel 115). Auxiliary investigations
indicated this peak to be due wo fluorescent X-rays
from the a:gm in air,

Figure 2 shows an X-ray spectrum acquired for a
paper sample containing Ti02 . The Ti X-ray peak is
evident at 4.51 KeV (channel 173). The argon X-ray
intensity is diminished in this spectrum relative to
that of Fiqure 1, since a smaller volume of air is
being excited.
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Figure 2. X-ray recorded for paper sample

with typical levels of TiO2 present.
3.2 TiO2 Analysis by X-ray Fluorescence Analysis

iments The affect of basis weight on the
determination of Ti02 concentration by X-ray fluores-
cence analysis was investigated. Two groups of paper
samples were prepared at total basis weights of
approxizately 60 and 100 g/mé for various concentra-
tions of TiOp. They were prepared at Abitibi
Provincial Papers Limited and were analyzed by colori-
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i 02 and clay were
. These were also analyzed by X-ray fluores—
cence analysis to investigate the attenuation of Ti
X-rays due to the presence of clay.

All samples were calibrated for additive content
by neutron activation analysis using the SLOWPOKE
reactor facility at the University of Toromto. Ref-
erence standards were prepared by dissolving
accurately weighed amounts of TiO2 and A1203 in sul-
phwric acid. The intensities of the
ganma rays in the decay of 51Ti (319.8 Kev, 5.8 min),
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and 28A1 (1780 KeV 2,31 min) were determined using a
large~volume Ge(Li) detector. A typical irradia-
tion time was 3 min. with adequate counting
statistics being acquired in a 200 second counting
interval

Titanium X-ray intensities were determined for
each of the samples using the set-up previously des-
cribed. Earlier work 5 had indicated insensitivity
to paper-detector distance over a range of 6 mm.
The optimum sample position was chosen to cbtain
maximum reproducibility. The spectra were acquired
for 20 secords and the intensity of Ti X-rays was
obtained by suming over the channels 160 to 185 as
shown in Figure 2. Fluorescent X-rays from both
faces of the samples were counted to determine the
effect of possible inhamgeneity of TiO2 in the
paper.

Results The basic experimental results are pre-
sented in the form of calibration curves (Figures 3
aml 4) showing the counting intensity of the titanium
X-rays versus the TiO2 content, as determined by
neutron activation analysis. For this determination,
uncertainties due to counting statistics amounted to
approximately 0.5% at the one standard deviation
level.
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Figure 3. Experimental TiO; caljbration curves

(Sots) at basis weights of (A); 100 g/m2; and (B)

60 g/m2. Solid lines are predicted curves based on
a simple theory in which only one free parameter was
obtained by normalizing to the experimental data of
@)
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The plotted points in Figures 3A and 3B repre-
sent the experimental calibration data which relate
the X-ray intensity (measured fram one side cf the :
paper) to TiO2 concentration for total basis weights :
of 60 and 100 g/m2, respectively. No other addi-
tives were present in significant concentrations,

The solid lines in Figure 3 represent the results
of a simple theoretical calculation 6,71

which aconunts for the absorption of the exriting
ard the flworescent radiation in the sample. The
geametric and efficiency constant K, defined in the
calculation, was determined at 100 g/mé basis weight
by normalizing the theoretical cwrve to a visual
best fit to the data of Fiqure 1. The solid line
in Figure 3B showing the results of the calculation
for the lower basis weight { “60 g/m2) was deter-
mined using the same noymalization constant.
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Figure 4. Calibration curves for TiOp showing the
effect of clay content. Points are fram experiments
while broken lines are fram calculations.

The dotted points of Figure 4 show the experi-
mental calibratian curve for the 60 g/m2 paper {
samples each of which contain less than 0.2 g/m2 of ;
clay, as for Figure 3B. The solid line is the best :
visual fit to the data. The few results for samples
of basis weight 60 g/m? which contained significant
concentrations { >.2 g/m2) of clay are shown as the
crosses (X). The broken curves, also in Figure 4,
predict the effect of clay concentration cn the
titanium X-ray intensities. These curves were ob-
tained using the theoretical model with again the
same normalization constant defined for the 100 g/m2
calibration curve (Figure 33).

Implications for an On~line Instrument The
experimental calibration curves given in Figure 3
provide a realistic indication of the circumstances
which would prevail in an operating instrument. For
constant basis weight, the X-ray counting intensity
is observed to remain sensitive 4o TiO2 concentration
over a large range esxtendiny up to 16 g/m2. It is
also verified that the calibration curve is only




moderately dependent on the basis weight. The
theoretical model 6, which takes into account the
internal absorption of both the primary and secondary
radiation, predicts calibration curves which are con-
sistent with the experimental curves. This confirms
that the departure of the experimental curves fram a
straight line form is due to intermal absorption. It
is anticipated that such data along with theoretical
curves extending to other basis weight regions will
provide the basis for perfomming on-line corrections
for hasis weight affects on titanium dioxide monitor-
ing in an operating plant. A similar conment may be
made with regard to the utilization of the data in
Figure 4 to correct for the influence of clay content
on the titanium measurements.

All calibration curves shown here are based on
the oounting rate fram one side of the paper sample.
The studies of production paper samples have indi-
cated that there is a constant ratio between the X-ray
counting rates from the two sides of the paper. Since
the ratio is constant at typically, 1.1, the monitor-
ing of only ane side of the paper, as would be the
case in application, does not introduce systematic
error in the determined concentrations.

3.3 Calcium Carbonate

Calcium carborate is primarily used as a coating
in paper production. The relation between detected
Ca X~rays and CaCO3 concentration is somewhat more
direct in this sample gecmetry, since basis weight
dependence is small. However, the ratio of the
concentration of CaQ03 coatings on the sides of the
paper may differ widely, depending on the type of
paper being produced. For this reason it is ex-
pected that a more complex calibration procedure
may be necessary for the monitoring of calcium car-
bonate concentration.

The Ca X-ray counting rate fram a coated sample
was determined to ascertain the feasibility of de-

ining CaC03 concentration in this manner., The
basis weight of the paper was 80 g/m2 with a calcium
concentration of 4%. An X-ray pulse height spectrum
from the coated side is shown in Figure 5. The
counting rate of the calcium X~ray peak is sufficient
to allow the detection or typical concentrations of
calcium carhbcnate found in paper.
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Figure 5. X-ray spectrum recorded for paper sample
with typical level of CaCO3 cvating present.

In general, calcium carbonate and TiO2 are not
present similtaneously. However, if a parucular
type of paper were to contain both of these additives
the Ti, and Ca X-rays would not be resolved suffi-
ciently by the proportional counter to allow the
accurate determination of the additive concentrations.
In this situation the replacement of the proportional
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counter by a solid state X-ray detector would be ad-
vantageous.

3.4 Effects of Moisture

The experiments of Section 3.2 indicate the extent
to which the TiO2 measurements using the X-ray
fluorescence technique may be affected by variation
in basis weight and clay content. A method, based
on a calculational procedure, in conjunction with
continuous monitoring of these parameters, was in-
dicated for adjusting the calibration data to com-
pensate for these variations. A third parameter
which is also subject to variation, hxt.hhu:h is
generally also monitored continuously, is the moist-
ure content.

To estimate the interference of moisture content
on the TiO2 analysis, the mathametical model men-
tioned earlier was used to campute the fractional
decrease in counting intensity as a function of
moisture content for several different TiO2 concen-
trations. The results for the case of 100 g/m2
basis weight are shown in Figure 6.

CHANGE IN X-RAY INTENSITY (2}
DUE TO MOISTURE IN PAPIR OF
CONSTANT BASIS WEIGHT (100 gm/m32)
FOR THREE TiOa CONCINTRATIONS
= CURVE  TiO; CONCENTRATION
r ® 2gm/m2 ‘2
a O] Sgm/m2 3
.!_ @ 10gm/m2
z
% 141
-
»
= 139
z
310
<
[
9
re
Kl
.29
2 L} M M 10 2 "
MOISTURE CONCINTRATION [ gm/m2)
Figure 6. Results of a calculation to show the

influence of moisture content on the measurement
of TiO3 by X-ray fluorescence.

Tt appears from these results that moisture has
very little affect on the TiO2 measurement; in
fact, moisture at the level of 10% of the total
basis weight would decrease the Ti0O2 measurement
by only about 1.6%. It is anticipated that in most
cases such a small effect can be ignored. In any
event, the correction could be applied on a more-
or-less continual basis, if necessary.
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PLUTONIUM ISOTOPIC MEASUREMENTS BY GAMMA-RAY SPECTROSCOPY
F. X. Haas and Jd. F. Lemming
Monsanto Research Corporation, Mound Lahoratory*
Miamisburg, OH 45342

The nondestructive assay of plutonium is important as a
safeguard tool in accounting for strategic nuclear
material. Several nondestructive assay techniques,
e.g., calorimetry and spontaneous fission assay
detectors, require a knowledge of plutonium and
americium {sotopic ratios to convert their raw data to
total grams of plutonium. This paper <escribes a
nondestructive technique for calculating plutonium-238,
plutonium-240, plutonium-241 and americium-241
relative to plutonium-239 from measured peak areas in
the high resolution gamma-rzy spectra of solid
plutonium samples. Gamma-ray attenuation effects

have been minimized by selecting sets of neighboring
peaks in the spectrum whose components are due to the
different isotopes. Since the detector efficiencies
are approximately the same for adjacent peaks, the
accuracy of the isotopic ratios are dependent on the
half-1ives, branching intensities and measured peak
areas. The data presented describes the results
obtained by analyzing gamma-ray spectra in the energy
region from 120 to 700 keV. The majority of the data
analyzed was obtained from plutonium material
containing 6% plutonium-240. Sample weights varied
from 0.25 g to approximately 1.2 kg. The methods

have also been applied to plutonium samples containing
up to 23% plutonium-240 with weights of 0.25 to 200 g.
Results obtained by gamma-ray spectroscopy are
compared to chemical analyses of aliquots taken from
the bulk samples.

Nondestructive assay (NDA) is important in safeguarding
plutonium since it provides the means to measure all
of the feed, product and scrap material generated in
the fuel fabrication process. Calorimetry and
spontaneous fission detection are two important NDA
techniques which can be used to account for plutonium.
In order to convert the raw data from these measure~
ments to grams of plutonium, the relative isotopic
composition of the samples must be known. This
isotopic ratio data can be provided by traditional
chemical methods, gamma-ray analysis of solutions or
gamma-ray analysis of the bulk sample itself.

Gamma-ray analysis of the bulk sample is attractive
because it allows a totally nondestructive measurement.

We have taken data principally on three size containers:

1} gallon cans containing 20 to 400 g of plutonium;

2) quart cans containing between 10 and 2500 g of
plutonium; and 3) analytical vials containing 1 to 10 g
of plutonium. The sample categories include plutonium
oxide, plutonium metal, scrap, incinerator ash, ash
heels, fluorides, crucibles, slag, scarfings, green
cake and mixed plutonium-uranium oxides.

The desired accuracy for all the isotopic ratios is
less than 3%. With these uncertainties and a
calorimetric uncertainty of 0.25%, the total
uncertainty in the plutonium analysis is less than 1%.

*Mound Laboratory is operated by Monsanto Research
Corporation for the U. S. Energy Research and
Development Administration under contract No. E~33-1-

GEN-53.

The basis for the nondestructive measurement of
plutonium isotopic ratios using gamma-ray spectroscopy
jnvolves the analysis of a spectral group whose members
belong to different isotopes. Ratios of the areas of
neighboring gamma-ray peiks are related to the isotopic
abundance ratios by the expression

IJ- Nj).ij&‘.ij
where I, N, X, B, €, and S are the measured peak area,
the number of nuclei, the nuclear decay constant, the
absolute branching intensity, the detector efficiency
and the self-absorption for the gamma rays with
energies E; and Ej from isotopes i and j, respectively.

The ratios of the relative efficiencies. (siSi)/(e-S.),
is assumed to be 1 for gamma rays whose J
energies differ by jess than 10 keV. For the bulk
samples, the further assumption is made that the
plutonium isotopic composition is constant throughout
the volume of the sample.

A high resolution Ge(Li) detector is used to acquire
the gamma-ray spectra. The sample is rotated while
acquiring data to reduce the effects of inhomogeneities
due to the distribution of plutonium in the sample. A
four-inch thick lead collimator with a 0.25" wide
vertical slit is used to reduce the response to material
located near the edge of the container. This allows
the detector essentially to view the sample only along
a diameter and improves the signal-to-background ratio
by absorbing photons which are Compton scattered in

the sample. A 0.030" {0.8 mm) cadmium absorber is

used to further reduce the effects of low energy

gamma rays. The data for all the isotopic ratios is
measured with one detector.

Figure 1 shows the spectrum of a plutonium sample
containing 94% plutonium-239 and 6% plutonium-249.

The prominent gamma rays from each isotope of interest
are indicated.
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Fig. 1A - Gamma-ray Spectrum of Plutonium Sample
Containing 94% Pu-239 Showing Energy Region
from 120 to 220 keV.
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Region.

The gamma rays used for each isotopic ratio are shown
in Table 1. Alsg listed in the table are the
conversion factors calculated using the branching
intensities and half-1ife values of Gunnink and

Horrow]. Peak areas are extracted using the programs

GAUSS v2 or GRPANL3. Both are nonlinear least squares
fitting routines. The former runs on an IBM-360
computer; the latter on PDP-8 computers. The program
used is dependent upon the spectroscopy system
employed in the acquisition of the spectrum. Both
programs give equaily valid results when applied to

the same spectrum.

TABLE 1

GAMMA-RAYS AND CONVERSION FACTORS
USED FOR ISOTOPIC DETERMINATIONS

Isotopic

Ratio Gamma-rays
238p, 153 keV
739,, 108 kev
238p, 153 keV
7, 148 keV

u

240p, 642 keV
79, 540 keV
240p, 160.35 keV
2, T64.6 kev
24p, 208 keV
wngu 203 keV
Alp, 148 keV
?39Pu 144 keV
Ay 662 keV
7, §59 eV

Conversion Factors to
Express Ratio in ppm

I
1010 423

144

I
1185 122

148

I
148300 122
640

I
50.7 {10
165

T208
203

623.7

148

I
852.7 1]
44

I
487.5 ;222
659

The accuracy of nondestructive techniques can be
established by comparing the results on aliquots with
their subsequent chemical analysis.

Over the past three years, we have compared the
nendestructive (NDA) and chemical analysis (DA) results
for forty-five 9 g plutonium metal samples {93%
plutonium-239). The average percent differences

"US'UA are: plutonium-238 (1.0 + 11.7)%:

plutonium-240 (-5.2 + 6.4)%; plutonium-241 (4.2 +
5.7)% and americium-241 (-2.9 + 4.9)%.

The majority of the bulk samples investigated have
been 93% plutonium-239. They are sent to Mound
Laboratory for calorimetric assay as a part of a
plutonium verification program®. Analytical aliquaots
are chosen from selected samples prior to shipment
to Mound Laboratory. A combination of chemical and
nondestructive measurements of the isotopic ratio is
used with the calorimetry data tu give an uncertainty
in the plutonium content of less than 1%. Because of
the overall time commitments of the program, samples
can be counted for only four hours. In the most
recent sample exchange, 20 aliquots and 79 samples
were processed. The percent differences for the
aliguots fNUA-DA\ are: plutonium-238 (-1 + 7)%;

A

[
plutonium-240 (-7 + 11)%; plutonium-241 (-2 + 3)%
and americium-241 {1 + 7)%. When the isotopic
ratics of the aliquots (R) are compared to the cans
(C) from which they were drawn, the average percent
differences (C-A) are: plutonium-238 (1 + 14)%;
A

plutonium-240 (1 + 18)%; plutonium-241 (1+2)%;
americium-241 (1+7)%. If we use uncertainties

of 152 for 238p,/23%y, 155 for 240py/23%,,

32 21py/23%y and 7% 2Van/23%u, the resulting
uncertainty in the calorimetric assay would be 3%.

We are presently extending these techniques to lower
fissile material. As a final example of our results,

we analyzed five reactor fuel pins containing 86%
plutonium-239. Comparison of the gamma-ray amalysis

of the pins with chemical analysis of the fuel at the
time of fabrication yields the following differences:
plutonium-238 (5.2 + 6.5}%; plutonium-240 (-0.8 + 5.8)%;
plutonium-241 (0.2 * 1.4)%; americium-241 (-5.1 ¥ 2.4)%.
The use of gamma-ray isotopics in a calorimetric
assay would yield total plutonium values which are
0.43% higher than corresponding values using chemical

isotopics.

The technique we have developed in general meets the
goals we have established for the programb. We have
applied it to small samples with promising results as
indicated by the results of the plutonium metal and
fuel pin data. We feel it also shows promise for
appliication to bulk samples as indicated by the
verification program results. We use it routinely
for plutonium-241 and americium-241 isotepic data and
to verity that the aliquot is representative of the
bulk sample. The results do not meet the 3% accuracy
we set for the plutonium-238 and plutonium-240
isotopics. Plutonium-238 fails as a result of tae
weak intensity of the 153 keV peak at the 100 ppm
level of plutonium-238. The plutonium-240 fails
because of the low intensity of the 640 keV peaks

and the requirement that all isotopic data be
obtained in four-hour data acquisition time. We are
guardedly optimistic that using a two detector system,
one to examine the region up to 210 keV and the
second the region at 600 keV, this goal can be
achieved. These efforts are presently underway.



1.

REFERENCES

R. Gunnink and R. J. Morrow, "Gamma-ray Energies
and Absolute Branching Iatensities for

238,239,240,241Pu and 24]Am", UCRL-51087,
University of California Radiation Laboratory,
Livermore, California, July 22, 1971.

R. G. Helmer and M. H. Putnam, "GAUSS V: A
Computer Program for the Analysis of Gamma-ray
Spectra from Ge(Li) Spectrometers”, ANCR-1043,
Aerojet Nuclear Corporation, Idaho Falls,
Idaho (January, 1972).

R. Gunnink, "A System for Plutonium Analysis by
Gamma-ray Spectrometry - Part 2: Computer
Programs for Data Reduction and Interpretation",
UCRL-51577 Part 2 University of California
Radiation Laboratory, Livermore, California
(April 18, 1974).

Raymond S. George and Roy B. Crouch, “Inspector
Measurement Verification Activities", Proceedings
of the Sixteenth Annual 'eeting of the INMM,
June, 1975, p. 327-335.

Nuclear Safeguards Progress Reports, Mound
Laboratory, MiM-2302 (April, 1976), MLM-2286
{December. 1975), MLM-2186 (December, 1974).




:
|
;
|
i
h
i
!
i

¥raceecings, ERDA X-and Gamma-Hay Symp. Ann Arbor, MI, Mey 19-2%, 1976 (Conf 780639)

MEASUREMENT OF K FLUORESCENCE YIELDS
IN ACTINIDE ELEMENTS*

) I. Ahmad and R. K. Sjoblom
Chemistry Division, Argonne National Laboratory,

Argonne, Illinois

The K fluorescence yields (mK) for several

actinide elements have been determined from
the K Auger electron znd K x-ray intensities.
The electron spectra were measured with a
cooled Si(Li) spectrometer and the K :-ray
intensities were measured with a Ge(Li)
diode. From our present measurements the
following values of K fluorescence yield have
been obtained: Np, 97.1 + 0.5%; Pu, 97.3 +
0.5%; Cm, 97.2 + 0.7%; Cf, 97.2 + 0.5%; and
Es, 97.1 + 0.5%. These numbers Indicate that
the K fluorescence yield in the Z = 93 to

Z = 99 region remains constart within the
experimental error.

Introduction

Absolute intensities of y-rays associated
with electron capture (EC) decays of nuclides
are usually obtained by balancing transition
intensities and normaliczing the total vy, e~,
and direct EC intensities to the ground state
to 100%. 1In such cases a knowledge of K
fluorescence yields (mx) is essential in

order 4o relate the K x-ray intensity to K-
shell vacancies. Also, since K Auger elec-
tron lines often interfer with conversion-
electron lines in an electron spectrum their
intensities can be used to extract conver-
sion-electron intensities. Although K

fluorescence yields have been measuredl for
most 2iements up to lead, very little data is
available for higher Z elements. Beyund
lead, K fluorescence yieid has only been

. - 3
measured for uranlum2 and americium. For
this reason we have measured the K fluores-
cence yields in several transuranic elements.

In the present paper we desc¢ribe our
measurement of K fluorescence yirlds in
neptunium, plutonium, curium, californium,
and einsteinium. Most of these results have
been obtained as a by-product of our decay
scheme study program. The K fluorescence
yields have been determined by measuring
electron spectra with a cooled Si(Li) detect-
or ané K x-ray intensities with a Ge(Li)
spectrometer. The use of isotope separator
prepared samples has enabled us to obtain
accurate values of Wyge

Source Preparation

237 238Am(98 min) ,
Am(11.9 h), 2458k (4.90 @), 2%%Bk(1.80 @),

24%5(1.70 h), 251gs(33 h) and 2°'Fm(5.30 h)
were prepared by the irradiation of appro-
priate target materials with a-particles or
deuterons in the Argonne 60-in cyclotron.

The irradiated target was dissolved in HCL or
HNO3 and the element of interest was separat-

ed from other actinide elements either by a
or by a solvent

Samples of Pu(45.6 d),
239

cation-exchange resin column
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extraction procedure.5 The fission products
were removed by a liquid-liguid extraction

chromatographic colum.n.6 The chemically
purified element was then run through the

Argonne electromagnetic isotope separator to
prepare thin isotopically enriched sources.
These sources were used for the measurement
of photon and electron spectra.

Measurements

The K x-ray intensitivs of the mass-
separated sources were measured either with a

25 cm3 coaxial Ge(Li) detector or a 2 cm2 x
5 mm planar Ge(Li) detector. The spectra
were taken at large source-to-detector dis-
tances in order to minimize error due to any
difference in the geometries of the source
and the standard. The absolute efficiencies
of these spectrometers were measured with
IAFA standards and a calibrated 243Am
source. The decays of these spuctra were
followed in order to determine the contribu-
tions to the K x-ray intensity from the
decays ~f rhe adjacent masses.

The electron spectra of isotope separator

prepared sources were measured with an 80 mm2
% 3 mm lithiwm-drifted silicon detector. The
detector was coupled to a low-noise preampli-
fier and the detector and the input stage
field-effect transistor (FET) were cooled to
liquid nitrogen temperature. The spectro-

meter9 had a resolution (FWHM) of 900 eV at
100 kev and 1.5 keV at 600 keV electron
energy. We found that the electron lines
appeared lower with respect tc the photon

e. *rgies measured with the same Si(Li) detec-
tor by 0.5 keV at 100 keV electron energy.
The different response of the detector to
electrons and y-rays could be accounted for
by an electron energy loss in the detector
"window".

The K Auger electron spectra of 237Pu,
239Am, 249Es and z51Fm measured in the
present study are shown in Figs. 1-4. These
spectra were taken at an efficiency-geometry
product of 1.1%. The efficiency-gecmetry
product of the Si(Li) detectcr was determined

with a calibrated 203Hg standard. As can be
seen the Auger lines are intermixed with
conversion electron lines and K x-ray peaks.
Hence in some cases spectra of more than one
isotope of the same element were measured in
order to obtain the intensities of all K

Auger lires.

The K Auger electron energies for the
actinide elements lie in the range of 70- to
140-keV. With the resolution of our electron
spectrometer the K Auger lines appear as six
peaks:

——
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the K Auger electron lines in Np (Z = 93).
The spectrum was measured with a cooled
5i(Li)} detector at an efficiency-geometry
product of 1.1%. The energy scale is
0.21 keV per channel.
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(XL, L, + KLiL, + KL,L,), (KLjL, + KL,L.},
KL3L3, KLM, (KLN + KLO ...), and KXY, where

X and Y denote M and higher shells. 1In a
spectrum free from conversion-electron lines
all Auger lines except KLO + KLP and KXY
were observed. We could not measure the
intensity of the KXY peak because part of
this peak is indistinguishable from the
background and par: of this peak falls under
the KB, x-ray peak. The intensity of this

1

peak, which corresponds to only 6% of the
total K Auger intensity, was obtained using

the theoreticall KXY/KLL ratio. The KLO +
XLP line falls at the same energy as the
Ka x-ray peak. We obtained the intensity

of this peak trom the increase in the K,
2

intensity relative to that of the Xy peak.
1

The Ka /Ka ratio has been very accurately

2 1
determined in our decay scheme studies.

Discussion

The K x-rny spectrum, after correction
for the detector efficiency, gave the K
x~-ray dis/min in the source. The number of
K Auger electrons emitted per minute was
obtained by dividing the peak area by the
efficiency-geometry product of the electron
detector. The Auger electron counts were
also corrected for relative decay because
the x~ray and electron spectra were measured
at different times. The K fluorescence
yield was then obtained by the equation

IK X-ray . (1)

IK X-ray + Z 1"K)ﬂ{

In the above egnation X and Y denote L,M,...
shells and KXY denotes the six Auger elec-
tron peaks mentioned earlier.




From the present work the following
values of K fluorescence yield have been
obtained: NP, 97.1 + 0.5%; Pu, 97.3 + 0.5%;
Cm, 97.2 + 0.7%; Cf, 97.2 + 0.5%; and Es,
97.1 + 0.5%. The error denotes one standard
deviation, o, and it includes contributions
from the counting statistics and the effi-
ciencies of y-ray and electron detectors.
The measured K fluorescence yields are plot-

ted against the atomic number Z in Fig. 5.
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Fig. 5. A plot of K flucrescence yield
against the atomic number Z.

It is evident from this figure that the K
fluorescenc2 yield remains constant in the

b4 93 to 2 99 region withir the experi-
mental error. It should be pointed out that
the same experimental arrangement was used
for all measurements. Hence any change in the
detector efficiency will not change the re-
lative values of Wy

The relative intensities of K Auger lines
obtained in the present study are in good

agreement with the theoretical10 values,
shown in Table I. No calculations for K
fluorescence yields in actinide elements are
available in literature. However, our values
are in excellent agreement with previcus
measurements of K fluorescence yield in

as

uranium2 (97.0 + 0.5%) and americium3 (96.5 +
0.4%).
Tabl~ I. Comparison of relative KLL and KLY

intensities in 2 = 93.

Experimental Theoretical10

Auger Line Intensity Intensity
KL1L1+KL1L2+KL2L2 100 (norm) 100 (norm)
KL, Ly+KL L, 50 + 53 61
KLjlg 13 + 2 15
KLM 50 + 52 70
KLN+KLO+. . . 49 + 4

aa part of the KLM intensity is lost to the
KLN+... peak. Hence the measured KLM in-
tensity should be somewhat higher than 50.

10.
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COLLIMATOR-MAGNET ASSEMBLY TO ENA3LE
MICROPROBE EXAMINATION OF HIGHLY RADIOACTIVE MATERIALS
BY ENERGY DISPERSIVE METHODS*

by

W. F. Zelezny, J. D. Farr, D. J. Hoard and E. A. Hakkila
Los Alamds Scientific Latoratory
University of California
Los Alamos, New Mexico 87545

Summary

Use of energy dispersive x-ray spectroscopy in the
microprobe examination of highly radioactive materials,
such as irradiated fueis of interest in the fast
breeder reactor program, could ircrease the speed and
scope of the examinations. Typical fuel materials that
have undergone burrups up to 10 at. %, and have com-
bined betu-gamma radioactivity levels up to 500 R/hr
at contact for a sample of reasonable size, have pre-
viously been examined in a shielded electron micro-
probe, using wavelength dispersive (crystal} spectrom-
eters. Attempts to replace a crystal spectrometer with
an EDS system haviag a Si(Li} detsctor resulted in the
EDS system being swamped and rendered inoperative by
the background from samples of even relatively low
levels of radioactivity. A collimator-magnet asserbly
has been produced which largely eliminates beta-gamma
radiation at the detector and enables energy dispersive
analysis of highiy radioactive materials with the
shielded microprobe.

[ntroduction.

Microprobe examinaticn of irradiated nuclear fuels
{and other highly radioactive materials) customarily
uses a shielded electron microprobe equipped with wave-
length dispersive (crystal) spectrometers. An energy
dispzrsive spectrometer (EDS) coupled with the shielded
electron microprobe would offer the advantage of acquir-
ing a complete x-ray spectrum much more rapidly than is
pessible with a crystal spectrometer. Since the solid
state detector of the EDS system must be in a direct
line of sight with the specir-n, it unavoidably receives
8 and y radiation from the radioactive specimen as well
as the x-rays produced by the finely focused electron
beam. If the B and v radiation is sufficiently in-
tense, as is usually the case with xny sample of prac-
tical interest, the detector is swamped and rendered
inoperative. The sample: examined at LASL, which are
almost invariably complete cross-sections of highly ir-
radiated fuel pins, require that activities of i00 R/hr
8-y at 100 mm, or greater, must be colerated without
swamping the detector.

One approach which has veen tricd1 with a reascn-
able degree of success interposed a cylindrical lead
collimator, having a conically tapered aperture hole
concentric with the axis of the cylinder, with the small
end of the cone closest to the specimen. Thus the
detector could "see" only a limited area of the speci-
men surface containing the region of impact of the
electron beam. This appreciably reduced the B-y radia-
tion reaching the detector and made possible the exam-
ination by micropsobe of sampies of intermediate levels
of rodioactivity., A similar approach applied to a scan-
ning electron microscope (SEM) employed a tapered alu-
minum collimaior lined with graphite®, enabling samples
reading 10 R/hr combined B-y at two inches to be exam-
ined satisfactorily. A tapered tantalum-tungsten alloy
collimator’, also applied to a SEM, permitted the exam-
ination of samples with activities up to 11 R/hr at

*Work performed under the auspices of the U. S. Energy
Research and Development Administration.

2 inches. An extension of this idea applied to an
x-ray fluorescence spectrometer with a solid state
detector added a magnet to the collimator for the pur-
pose of trapping the beta radiation. LASL has applied
the magnet-collimator system to a shielded electron
microprobe.

Apparatus.

The collimator-magnet assembly, shown diagrammati-
cally in Fig. 1, was constructed** for LASL from a

e 1 $0.8 @& (7.6 W)

re .7 me (09 )
z \

Lodg sollimeter

k_ﬁ_

Wagnets 1\Anmu hole

Stoinioes Moel twbe
Fig. 1. Diagram of collimator-magnet assembly.
cylindrical length of lead containing a tapered axial
aperture hole and a two-magnet system. All components
were contained in a cylindrical stzinless steel tube.
In use the small opening of the collimator was closest

to the sample, and the magnet assembly was next to the
Si{Li) detector, as shown by the sketch in Fig. 2.

Dioctven micropredd
. L]
\\\ i

Y
O | Clectron
bosm

! | Sengle
L] /
Duechr ) Catlimater-
L‘L_j = :} \\\\L--
\ Y
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RS
Fig. 2. Schematic of shielded electron microprobe show-
ing collimator-magnet assembly in place, and

Si(Li) detector inserted through crystal port
of spectrometer.

**Manufactured by Microspec Corporation of Sunnyvale,
California.
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The shielded microprobe was a MAC Model 450,
which provided 109 mm of tungsten alloy shielding sur-
rounding the specimen. The lithium-drifted silicon
solid-state detector, pulsed optical feedback pream-
plifier, and linear amplifier were supplied by Nuclear
Semiconductor. The amplifier output was processed by
a Canberra Model 8050 analog-to-digital converter and
a Canberra Model 8700 multi-channel analyzer.

Experimental Results.

. The effectiveness of this magnet-collimator system
is demonstrated by Figs. 3A and 3B. Fig. 3A represents
4 spectrum collected in 100 secords by rapidly sweep-
ing the electron beam in a 160 um square raster over
thevfuel-cladding interface of a high-burnup, highly
radioactive, nuclear fuel sample. The presence of the
fuel components (unresolved), the stainless steel
cladding components (resolved), and the fission product,
cesium, is readily apparent. The magnitude of the back-
ground contribution from the radioactive sample is in-
d1caFed by Fig. 3B which was obtained with the sample
remaining in the same position, but with the electron
beam turned off. It will be observed that the radio-
active background reaching the detector has been re-
duced almost to zero.

256
counts
Fig. 3A, Spectrum showing x-ray lines of fuel and clad-
ding constituents in a nuclear fuel sample of
7 at. % burnup, Combined B-y field: 80 R/hr
at 100 mm. Collection time: 100 sec. Deadtime:
10%. Microprobe electrin beam: 25 keV, 0,015
microamperes. Spectrum display was enhan~ed
over the UM - Pu M regioi.
256
counts

0 KEY ~—= 10

Fig. 3B. Same as Fig. 3A, except that electron beam

was turned off.

In another test involving two-dimensional scans
on an extremely highly radioactive sample (450 R/hr at
100 mm) the multi-channel analyzer was operated as a
single channel analyzer to yield x-ray pulses in real
time. These pulses were fed into a video system to
obtain two-dimensional elemental distribution (x-ray
images) for comparison with the x-ray images made with
a crystal spectrometer over the same area. The photo-
micrograph in Fig. 4A shows the area of cladding fail-
ure and fuel-cladding interaction which was scanned in
this test. Figs. 4B and 4D compare the Fe Ka x-ray
images from a LiF crystal spectrometer, and the EDS
system, respectively. Similarly, Fig. 4C compares the
U Ma x-ray image taken by a PET crystal spectrometer
with the combined uranium and plutonium Me and MB x-ray
image from the EDS system.

Conclusions.

The system effectively reduces the beta and gamma
radiation from sample radioactivity and provides reli-
able data using a solid state detector with samples as
radioactive (B+y) as 500 R/hr at contact.
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Photomicrograph of fuel-cladding interface region of irradiated (U,Pu)C fuel showing fuel-cladding inter-
action and cladding failure by crackimg. X-ray images shown below correspond to dashed square on photo-

micrograph.

Fig. 4A,

Crystal spectrometers
; N g 7T 7T Fig. 4B. FeKa X-ray -5 Ww Fig. 4D. FeKa X-ray
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Fig. 4E. (U-Pu) Ma & B
X-ray image ;
taken with
EDS.

Fig. 4C. U Ma X-ray
image taken
with PET
crystal
spectrometer.
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APPLICATION OF HiGH-INTENSITY, ROTATING-ANODE X-RAY TUBES FOR DIFFUSE X-RAY SCATTERING
STUDIES OF CRYSTAL DEFECT STRUCTURES

H.-C. Haubold
Institut fir Festkdrperforschung der Kernforschungsaniage Jilich
D 517 Jiilich, Germary

Summary

High power rotating anode X-ray tubes yield high X-ray
luminosities up to 10!7 monocenergetic quanta stera-
dian™! s7! em™? from focal spot areas of about.

1.2 x 1.5 mn?. Their use in scattering experiments
allows the statistical errors to be made small enough
for very precise determinations of scattering cross
sections. Thus it is possible to separate the diffuse
scattering from lattice defects, such as isolated in-
terstitials or vacancies or clusters of them, from the
Compton and thermal diffuse sceattering from the per-
fect crystal.

Using a 100 kW rotating anode tube and a multidetector
system with 100 detectors, the scattering of 100 ppm
self-interstitials in aluminum or copper could be mea-
sured even at scattering angles for which the Compton
background scattering was up to 100 times greater. In
both materials the interstitial structure was found to
be the (10Q-split dumbbell.

Introduction
For many reasons, especially for a better understan-
ding of radiation damage processes, there is a strong
interest in methods that yield detailed information on
the atomistic structure of lattice uefects in crystalli-
ne solids.

For an illustration of some typical guestions of in-
terest Fig. 1 shows in a fcc lattice the basic lattice

vacanciess

interstitials ¢

Octobedral  Tetrohedral  Crowdion T100)-splt  {9M1]-spint 1110) - spht

TR (4] b L T

Fig. 1 Basic lattice defects in fcc lattices.

defects: a vacancy, a substitutional atom and interstis
tials in the six possible self interstitial configura-
tions. In 8ll cases the interest is in the resultant
displacements of the surrounding lattice atoms; espe-
cially- for interstitials the unresolved question is ve-
ry often its specific configuration.

Electron mic:oscope studies generally allow structure
determinations only for those defects which are appre-
ciable larger than single atoms. The method of the
diffuse X-ray scattering, however, yields detsiled
structural informstion on atomistic point defects such
as interstitials, vacancies and substitutionals as well
as on larger clusters of them.

The principle of the method is simple. The intensity of
X—rays which are scattered elastically from the sample,
is measured as a function of the scattering vector K,
as shown schematically in Fig. 2. As illustrated in
Fig. 3, in crystals without lattice defects {due to the
perfect atomic order) elastically scattered intensity
is observed only in sharp Bragg reflections for scatte~
ring vectors K equal to the vectors Kpragg of the reci-
procal lattice with a lattice parameter 2w/a (a = cry-
stal lattice parameter). In crystals with lattice de-

fects the Bregg

intensities de-
i" scattering - crease due to the

vactor atomic disorder,

and the elastical-
ly scattered X-
ray waves cannot
interfere to zero
intensity out bet-
ween the Bragg re-
flections. This
results in a
diffuse scattering
with mexima eround
the Bregg refliec-
tions. In Fig. >
this intensity
between the Bragg
peaks is shown
schematicelly
{exaggereted).

Fig. 2 Scattering vector for elastic
scattering.

Crystol with defects

Periact crystal

Fin
0

The scattered in-
Fig. 3 Elastic scattering cross sec- tensity is the
tions. square of the
scattering amplitudes from all atoms within the distor-
ted crystal. These are d’splaced by S from their regu-
lar lattice sites ©_ as it is 111ustrated in Fig. &4,
which shows a small part of the iasttice distorted by

an interstitial defect on a site o

In a single defect approxima-
tion, valid for small defect
concentrations ¢, for instance
below 1 %, the diffuse inten-
is then given

Fig. L Atomic displace-
ments around defects.

where f is the scattering amplitude of the defect it~
self, and f that of the lattice atoms. The first summa-
tion gives the scattering amplitude from all lattice
atoms on the distorted gites r, + 5,; in order to re-
late all the phases to Rp, K- is included in both
summations. The second summation, which gives the Bregg
amplitudes from atoms on lattice sites, is subtracted
so as to obtain only the diffuse scattering.

Often the product K. § is small and an expansion yields
as a first order term in the displacements:

IPcfe iRE SopikGri)e o[-
x c.lfpff,il.{.’-g(ﬁ)f .es lz

One sees that what is actually measured with elastic
diffuse X~-ray scat terlng, in addition to the defect

scatterlng itself, is the proaectlon of the scattering
vector K on the vector §(K) which is the Fourier trans-~

(2}
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form of the lattice displacements 8 . Therefore an eva-
luation of the diffuse intensity as measured in an ex-
tended ares of the reciprocal lattice gives full in-
fngatéon on both the defect type and its displacement
field,””

Unfortunately in the region between the Bragg reflec-
tions measurements are difficult, since there the ela-
stic diffuse scattering cross sect »n from small frac-
tions of point defects is appreciably weaker than :he
inelastic Compton- and thermal diffuse scattering cross
sections fram the lat:ice atoms. By energy discrimina-
tion this inelastic scattering is in practice not or
only partially separable and masks, 8s n very intense
backgrouad scattering, the elastic defect scattering.
For the scattering of typically 500 ppm self intersti-
tials in aluminum Fig. 5 shows that the Compton and
thermal diffuse background scattering is up to two or-
ders of magnitude more intense.

To separaste the weak
defect scattering

Aluminum] from the background
7 one must compare the
Lompton N
cross sectlons from
Tos — the crystal with de-
cios-sout ] fects witp that from
- —mest the identical crystal,
(s o either after all de-

or before they are in-
troduced. This re-
quires a precision
measurement of scat-

" tering cress sections
teasi0h g with an accuracy of
the order of 0,01 %,
Within reasonable mea-
suring times the ne-
cessary small stati-
stical error in the
counting rates can be
achieved only by using
X-ray sources that

are more intense than
commonly used X-ray
tubes.

3 fects are annealed out

aome 4
e e e 1

cross setnon

4
L e o
- e

L L L

0 2 &« & 8 &

Caad

Fig. 5 Scattering cross sec—
tions in aluminum for scatte-
ring vectors K along a 100 di-
rection of reciprocal space:
<100> -split intersiitials

(¢ = 5210 ~*), Compton- and
thermal diffuse scattering (L4K).

High power rotating anode X-ray tubes: Optimum sources
for diffuse scattering experiments

As the upper part of Fig. 6 illustrates, the admissable

angle of aperture B and the resoiution in the scatte-
ring angle € to-
gether with the

R A area A of the sample
Source % " determines the op-
s 18R Detector timum size of the
ik L X-ray source. If

these parameters
are given, optimum
sources are then
those with the
highest luminosity,
i.e. those which
Detwcrr €Mt the maximum
monoenergetic quan-
ta em~?s”! steragi-
an~!. With very high
luminosities of
about 10!7 quanta
em~2s~! steradian™! ( copper Ka—radiation) rotating
anode X-ray tubes prove to be preferable sources.

Source

Fig. €6 Gein of measuring time by
illuminating greater samples with
unaltered resolution.

A further increase of the scattered intensity can be
achieved by bringing more lattice defects into the pri-
mary beam., For a given defect concentration that means
larger samples. The lower part of Fig. 6 demonstrates

that an increase of the jlluminated sar»le area can on-
1y be reached by enlarging all dimensions of the whole
scattering arrangement. As is shewn, an increase of the
whole geom-try by a factor of four in sll linear dimen-
sions yields an increase of the sample area A and thus
of the scattered intensity by a factor of 1€,

It is in general eusy to use large samples and larger
detectors, The size of the X-ray source, however, is
strongly limited by the admissable electrical loads
of the rotating anode X-ray tubes. As is discussed in
more detail elsewhere“, samples not larger than ! cm?
can be illuminated under optimum geometrital conditions
with 100 kW rotating anode tubes, the strongest that
are cummercially available today.

Fig. T gives a schematic view of the equipment that was

successfully used for measurements of the elastic
diffuse scattering from lattice defects.“?5 As an X-ray

P Som—
~—q
cryostol —4—
monitorL,
:ounhr\ electronics
3o +datg
"y — prozessing
i
“ i
100 KW-rotating anode  elliptical Ag-mirror sample muttijetector system
x-ray tube {tota! reflect for Aghp,k | dummy with 100 detectors
“ stendard
- - 5m - -

Fig. 7 Schematic view of the set up used for precision
megsurement of diffuse scattering between Bragg reflec-
tionsS

source, a powerful 100 kW rotating anode tube with a
copper anode is used. The charucteristic copper K_ ra-
diation is focused by total reflection from an ellipti-
cal mirror. By use of 100 detectors arranged at diffe-
rent scattering angles on a focusing circle, a prede-
termined set of scattering intensities are measured
simultaneously, and the incoming data are processed on-
line by a datu processing system.

The samples are single crystais typically of 1 cm? area,
and for transmission measurements with thicknesses
between 10 and 100 microns. To make highly accurate mea-
surements possible, a differential technique is applied:
Each 3 minutes the sample containing the defects is in-
terchanged with & dummy sample, which serves as a stan-
dard to which all measurements are compared. In this
manner within typical measuring times of several hours
fluctuations in counting efficiencies have no influence
on the accuracy of the measurement.

The necessary measuring time for a given accuracy of
diffuse scattering cross sections is about a factor

of 10" shorter than conventional set-ups would require.
This factor results first from using the 100 kW rotating
anode X-ray tube instead of a 1 kW tube, and second from
using the multicounter system with 100 detectors instead
of only 1 detector.

This gain in measuring time allows the minimization of
statistical errors so that diffuse scattering cross
sections can be measured with errors of the order of
0,01 . Thus the weak defect scattering from some 100 ypm
interstitials can be separated after several hours mea-
suring time from the Compton and thermal diffuse back-
ground scattering of the lattice atoms. This is illustra-
ted in Fig. 8 for a scattering pattern which was mea-
sured in aluminum along the indicated Ewald circle in
the (110)-plane of the reciprocal lattice. The measure-
ment was made at 8 K and the scattering due to the de-
fects was derived from the upper curve by a subtraction
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Fig. 8 Background and defect scattering at 5 K from
aluminum with 340 ppm interstitials and vacancies.

of the background intensity, which was measured on the
same sample, after ell defects were annealed out,

Determination of defect structures from diffuse scatte-—

ring cross sections

From the absolute value of the scattering cross section
and the dependence of its magnitude on the scattering
vector both the concentration and the configuration of
the lattice defects can be determined rather unambi-
guously, if it had been measured in such areas of reci-
procal space where different configurations yisld
different characteristic intensity distributions,

These regions can be found best if one looks at the am-
plitude of the scattering from the displacement field.
According to eg.,2 in a first approximation this is
proportional to K+5{K). For the example of substitutio-
nal atoms and interstitials on octahedral sites

Fig. 9 shows the vectors 5(K) arqund some reciprocal
lattice puints. As can be seen, 5(K)} is periodic in re-
ciprocal space. According to eq. 2 the different direc-
tions of the vectors 5(K) around the reciprocal lattice
points is due to the sign of thg phasefactor exp(iK-ﬁ ),
which only depends on the site RD of the defects within

the lattice.

Within the dotted regiQns the scattering vector K is pa-
rallel to the vectors S(K). This results in a positive
amplitude of the scattering from the displacement field
in these regions. Mostly around the (111)-point these
regions are different for substitutionals and octahe-
drals; for substitutionals the direction of the vectors
Z(¥) is inward at this point and is outward for octahe~
drals, giving opposite signs for the amplitudes. Since
the scattering from the displacement field must be zero
on the lines, on which the sign of K.S(K) changes, these
differences in the amplitudes result in different cha-
racteristic lines on which no first order scaitering
from the displacement field is observed. Since these
zero lines are specific for different defects, they re-
sult in characteristic differences in the isointensity
lines for diffuse scattering from lattice defects in
different configurations.

As an illustration, Fig. 10 shows the strongly diffe-
rent isointensity lines for self interstitials in the
{100 ~split and the octahedral configuration in alumi-
num and copper. They were calculated numerically from
eq. 2 with an additional inclusion of higher order

terms in the displacements. For the calculation of the
lattice displacements the simplest defect models were
used with defect forces acting only on the nearest

Substitutionals

Octahedral interst.
= )
expl-ilRp)

000 ' 022

Fig. 9 Schematic view of the regions with positive and
negative sign of K*S(K) for substitutional atoms and
octahedral interstitials in fcc-metals.

100> -split self-interstitials:

Octahedral self-interstitials:

on

Fig. 10 Isointensity contours for interstitials in
<100>-split and octehedral configurations in copper and
aluminum,

neighbours.2 The magnitude of these forces was evaluated
from the known volume relaxation around the intersti-
tial,5°6

The isointensity lines correspond to 1, 5::?0, 40 ana 80
times the atomic scattering cross section. Whereas a
strong but very similar scattering is observed near the
reciprocal lattice points {(in that region the nearly
identical long ranging part of the displacement field is
Fourier transformed; the inverse relation of the dis-
placement with distance from the defect results in an
increase of their Fourier transforms), the scattering
cross sections between the Bragg reflections are quiie
different.

For both metals the intensity minima for the <100>-split
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configuration coincide approximately with the zero limes
for the first order displucement field scattering for a
substitutional atom as shown in Fig. 9, since the center
for the displacements around split interstitials is on

a lattice site. The strongly different minima for the
octahedral configuration are also a direct consequence
of the different zero lines for octahedrals. Although
there are small differences in the responses of the
lattice atoms for aluminum and copper (different aniso-
tropy of the elastic constants), they are small compared
to the differences between the interstitial configura-
tions, and do not hinder configuratior determinations
from the diffuse scattering measurements.

Lypical results
For the example of self-interstitials and vacancies in
copper and aluminum Figs. 11, 12 and 13 shov some typi-
cal results, that were obtained with the apparatus as
described above from samples after an irradiation at
4 K with 3 MeV electrons.

Calculation for vacancies
+£100) ~split interstitials:

Measurement:

sured on electron irrsdiated copper (4 K) with the re-
sults of model calculations’

Fig. 12 Comparison
of an optimum fit
for <100>-split in-
terstitials end va-
cancies to experi-
" mentel points mea-
b 7N sured at 8 K on
0] Y _ Ses>  electron irradia-
s 9 —'  ted aluminum!
E LY o,
s i@ :
g T :
2 o .
F Q
» WF
O et N
X 150 e [ 60°

scottering angle €

120 ppm interstitials and vecanciesuboth produced in
equal n:imber during the irradiation, gave lines of con-
stant scattering cross section thet are plotted in the
left part of Fig. 11.% These unsmoothened isointensity
lines were constructed directly from about 700 cross
section values, that were measured by rotating the sample
with respect to the multidetector system, whose resolu-
tions elements are given at the edge of the plot of the
measured velues.

For a comparison the celculated isointensity lines are
plotted for vacencies and interstitials in a <100>-split
configuration. Both the megnitude of the scattering

258 (cont. on p.

Catculation for
111-vacancy loops:
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Measurement:
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Fig. 13 Comparison of diffuse scattering c.ntours for
copper, electron i:radiated at 4 K and annealed to

300 K, with the results of a model calculation for va-
cancy loopson (111)-planes with 7 X radiif

cross sestion along the calculated profiles and their
shape correspond very well to the measured ones. Since
the shape of these profiles are determined mainly nut
by vacancies but by the scattering from the displace-
ment fields of the interstitials because of the much
stronger displacements around them, by a comparison
with the strongly different profiles calcuiated for
other configurations, for instance that for octanedrals
in Fig. 10, all other possible configurations for the
self-interstitial in copper could te ruled out clearly.

In a similar wey, the stable configuration of self in-
terstitials in aluminum was determined. Again, the <100>-
split interstitial was found to be the stable configu-
ration.® In Fig. 12 is shown & quantitative fit of the
calculated curves to the experimental data, which were
measured as a function of the scattering angle at a de-
fect concentration of sbout 400 ppm along the four Ewald
circles in the (110)-plane of reciprocal space, as indi-
cated in the insert. The curves were calculated with
assumed interstitial parameters which gave an optimal
fit: The distence between the two dumbbell atcms was
found to be 0.6 lattice constants. As an illustrative
number the displacements of the nearest -neighbours were
determined to be 0.1 lattice constants. From the scatte-
ring cross sections at low scattering angles, whick is
most sensitive on local density changes due to vacencies,
the volume relaxation around a vacancy could be deter-
mined to be nearly zero.

Scattering in the region of small scattering angles is
also very useful for studies of small vacancy egglomerates,
vwhich produce an increase of the small angle scaitering
intensity. For scattering angles up to 9 degrees Fig. 13
shows results on egglomerates that were formed an irra-
diated copper after annealing at a temperature of 30K,6
The lines for equal scattering cross sections, as ob-
tained from the measurement, are compared to lines which
vere calculated for vacancy loops on <tl11>-lattice planes
Since measurement and caleulation yield nearly identicel
lines, it was concluded that these agglomerates were
<111>-loops with radii of about 7 R. Since these agglo-
merates are so small, it hes not been possible to detect
them in transmission electron mieroscope studies.

Conclusions

The application of X-ray diffuse scattering for detailed
studies of point defects and their clusters has re.enmt-
ly become possible as & result of recent edvances in X~
rey sources and detector systems. Diffuse X-ray scatte—
ring yieid direct infcrmation on structures of lattice
defects which was not available befcre from other me-
thods.
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‘THE DETERMINATION OF IMPURITIES IN BORCN
BY X-RAY SPECTROSCOPY

A. J.

Busch

U. S. Energy Research and Development Administration

New Brunswick
P. O.

Laboratory

Box 150

New Brunswick, New Jersey (8903

X-ray spectroscopy has been used at the
New Brunswick Laboratory for many years for
the deiermination of a variety of impurities
in elemental boron. As requirements for im-
provements in precision, accuracy,and sensitiv-
ity have become more stringent the basic tech~
nigque has been modified both with improved in-
strumentation and methodology to meet these
new requirements. This paper deals with the
current procedures for the measurement of the
concentrations of bromine, chlorine, fluorine
and sulfur in high purity boron powder.

Experimental

Apparatus

Spectrometer - Phillips PW 1410

Source - Phillips X RG-3000

X-Ray Tube - Chromium,

Analyzing Crystals - Lithium fluoride
(LiF, 225;, tEaIIalum acid phthallate (TAP)
and germanium {Ge 11l1).

Detectors - Proportional counter, scin-
tillation (Tl activated NaI).

Mixer Mill - Spex 8000.

Press - Buehler Metallurgical with a
1%-inch mold and electric heater.

Materials

High Purity Boron.

Bakelite Resin Powder, Union Carbide Corp.
BRP-5095.

Sodium Chloride, reagent grade.
Sodium Bromide, reagent grade.
Sodium Fluoride, reagent grade.

Sodium Sulfate, reagent grade.

Procadure

Preparation of Standards

Add appropriate amounts of standard solu-
tions containing NaCl, NaBr, NaF, or NaaSO4
to weighed quantities of boron {70-80 u) in
Teflor dishes. Adjust the amount of liquid
added to form a thick slurry. Dry in oven set
at 110°C for 12 hours. Homogenize the mixture,
sieve through a 40 mesh nylon screen intc a V-
blender. Blend for 30 minutes. Place blended

material in bottles for later use.
259

Preparation of Pellets for Measurements

Mix cn a mixer mill for a minimum of five
minutes 1.5 g of the powdered sample or stan-
dard material with 0.45 g of Bakelite resin
powder contained in a ten ml polystyrene vial,
containing one 3/8 inch plastic ball. Pour
the mixture into a l%-inch (3.18 cm) mold with
1/16-inch Teflon disk on the base of the die
and place in the press. Turn on the heater
and increase pressure to 4000 psi. When tem-
perature reaches 140°C, turn off heat. When
temperature falls to about 70°C, release pres-
sure and eject pellet. Remove the Teflon disk
when pressing pellets for fluoride analysis.

Measurements

Count the side of each pellet (both
sides of fluoride pellets may be counted)
exposed to Teflon. Measure impurity peaks and
backgrounds for 100 seconds in accordance with
the operating parameters summarized in Table I.
Make background corrections and plot net inten-
sities (counts per second) vs. element concen-
tration for graphic display or calculate the
regression equations.

TABLE 1

OPERATING PARAMETERS FOR CHROMIUM X-RAY TUBE

Volt- Analyz- 20 Back-
Ele- age Current ing Peak ground
ment (KV) (ma) Crystal Detector Setting Setting

Br 40 40 LiF(220) Scint. 42.88 39.88

45.88

c1 40 40 Ge 111 Propor- 92,76 96.00
tional

F 40 60 TAP Propor- 90.60 96.00
tional

S 40 40 Ge 111  Propor~ 110.68 114.00
tional

RESULTS AND DISCUSSION

Table II summarizes the data obtained for
each set of standards. The data are plotted
in Figures 1, 2, 3 and 4. These plots indi-~
cate that the amnalytical curves cannot be
represented as straight line functions over
the concentration ranges investigated, how-
ever, linear regression equations have been




TABLE II

CALIBRATION DATA

Crogs Counting Net
Cone. Element Back- Intensity
Element Cug/p) Peak ground (c/s)
Bromine Blank 27005 26805 2
100 51545 32136 194
110 51613 31313 203
125 56047 32303 237
150 61835 32396 294
200 75122 32249 429
300 102389 32188 702
Chlorine 25 16077 2026 70
50 19462 8743 107
100 24261 8614 156
200 36389 8823 276
Fluorine Blank 5875 2964 29
10,000 6711 2974 37
20,000 8212 2783 54
40,000 13965 2681 113
Sulfur Blank 11422 8669 28
10 12040 8349 37
25 14143 8489 56
50 16490 8373 ->3
100 21579 8168 134
200 29836 8575 213

estimated for each element (except fluorine)

in the range of 0-100 ug/g. Thus:
Ig, = 1.92 ¢,
Iy = 1l.16 Cey * 44
Is = 1,06 CS + 28

L(c-C)2\x
Standard errors of estimate* S; . = N-2

have been calculated for each of the regres-
sion equations above holding intensity con-
stant; vzlues are + 3 ug/g for Br, + 3 ug/g
for Cl, and + 1 uglyg for S. Thus detection
limits (ug/g) based on the Pantony and
Hurley eguation?,
(0.8 Ip*

Cp., ™

’

(where Ip is the intensity of the average back-

ground and m is the slope of the linear re-
gression curve), may be expressed as 7 + 3 ug
Br/g B, 6 + 3 ug Cijg B, and 7 + 1 ug S/g B.

* where C = standard value, C = regressed
value
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Pricr to the studies reported here, other
matrices and operating conditions were investi-
gated. For instance, the use of filter pulp
in place of Bakelite powder in forming the
pellets did not significantly improve the mua-
surements. In iddition, the pellets made with
filter pulp were not as durable as the Bake-
lite pellets.

Bromine was measured using a molybdenum
target tube in place of chvomium along with a
LiF(200) analyzing crystal. Sensitivity was
excellent and a satisfactory working curve was
obtained (see Fiqure 5). The only advantage
in recommending the conditions specified in
Table I for bromine analysis is the fact that
X-ray tubes do not need to be changed during
sample measurement.

- 6000

[~ 4000

Intensity (C/s)
T

— 2000
200 400
1 L { 1
Concentration (ug/g)
FIGURE 5. BROMINE (Mo TUBE)

Some interesting effects were noted
when the chromium target tube was used in com-
bination with a pentaerythritol analyzing
crystal to measure sulfur concentration. Al=-
though this combination has bezn used success-
fully in determining sulfur in high 2 matrices,
results with low 2 materials {boron in Bake-
lite) are less than satisfactory. High er-
ratic blank values not identified as contri-~
butions from sulfur were observed. Investiga~
tion revealed interferring second order ef-
fects and an escape peak of chromium in the
area of the sulfur peak. Replacing the PET
crystal with a germanium (Ge 111) crystal re-

v m e e



sulted in the elimination of both interfer-
ences,

Preliminary data for fluoride measurements

listed in Table II and plotted in Figure 3
show that X-ray spectroscopy may be useful in
estimating fractional percentages of fluorine
in boron materials. Further refinement of
this technique is plenred.

Future efforts to improve the sensitivity
and accuracy of Br, Cl and S measurements in-
clude the substitution of high purity graphite
for Bakelite with pellets pressed at signifi-
cantly higher pressures.

Reference
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Abstract

Research on the possibility of mm-size
non-destructive analysis was carried out by
the fluorescent X-ray method. With 0.2 mm
pin-hole slit, source X-rays from a Cu target
diffraction tube were collimated to a spot
smaller than 1 mm¢ at a slide stage placed
about 5 cm distant from the pin-hole slit.
Resultant X-rays from a sample placed on the
slide stage, which is excited by the colli-
mated X-ray, were detected with a head-on-
type 6 mm SSD, placed so that its 12.5 micron
Be window was about 5 cm beneath the stage.
X-ray intensities sufficient for analysis
(500-5000 CPS) could be obtained for various
metallic samples with up to 40 kv-10 mA exci~
tation. This instrument proved to be useful
for mm~-size qualitative analysis in measure-
ments of tiny samples. Furthermore the pos-
sibility of distribution analysis is expected
based on the result of an investigation on
c.a. 0.1% Cr in LiNbO3, where the ratios o:
Cr-Ka intensity to scattered Cu-Ka intensity
varied between 0.094 and 0.19, with deviations
of less than 7.5% at five successive points
located at 2 mm intervals along the direction
of growth.

Introduction

Energy dispersive X-ray spectrometry
(EDS} using an Si(Li} detector has become
popular i£ Tg? field of X-ray fluorescence
analysis [1112] as wel1l as in that of EPMA
(Electron Probe Micro Analysis) However,
it seems still limited in measurexents at a
low count rate below 10K ¢CPS, due to decrease
in resolving power, unless intentionally ig-
noring a succeeding pulse with well g?vised
techniques, such as anticoincidence!4), on
the other hand, it has large detectign effi-
ciency, which can be estimated as 103 ~ 104
times that of an crdinary wavelength disper-
sive spectrometer (WDS) where crystals are
used. In actual X-ray fluorescence analysis
with EDS, it is necessary to take into ac-
count the limitation of the count rate for
utilizing this merit of high detection effi-
ciency. Photon flux density consumed to
excite the sample can be reduced, or have to
be reduced to 1073 o 1074 times of that is
required in WDS, as long as the detection ef-
ficiency is not reduced. Cr rather, an area
excited by primary X-ray can be narrowed to
10~3 ~ 104 times of that in WDS, as long as
the exciting photon flux density (photons/cm2
sec) is unchanged. Since the excited area of
a typical WQS x-rag fluorescence apparatus is
about 10 cm* (= 10 nmz), micro analysis in
mm order seems to be feasible when the EDS
spectrometer is employed.

In general, the EPMA method is adoped in
micron (rder analysis, whereas WDS X-ray fluo-
rescence method is employed in centimeter
order analysis. A millianalyser by X-ray
fluorescence with energy dispersive spectro-
meter using Si(Li) detector, which is the
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subject of this paper, can cover the inter-
mediate region lying between the two methods.

Design and Construction

a) Mechanism

Figure 1 shows mechanical details of the
apparatus. It includes the following three
componenis and other mechanical parts holding
them.

(1) Si(Li) Solid State Detector

(2) Sample Stage

(3) X~ray Tube

These three components are held so that
the excited area is unchanged, no matter what
arrangement variation occurs.

A top-hat and head-on type Si(Li) SSD
(ORTEC~7016), whose effective area is 6 mm¢
with 12.5% micron Be window, was used. 1t was
placed vertically under the sample stage. By
shifting the SSD up and down, distance between
the excited regicn and its Be window can be
varied from 30 to 100 mm, so that the detec-
tion efficiency coald be changed. Over the
SSD, a sample stage (50 x 50 mm) made of
Aluminum was held. The angle, formed oetween
its face and a hypothetical horizontal sur-
face, can be varied from -30° to 90°. It can
be slid for x and y direction on its surface
to chanqge the excited region on a sample that
is analysed in the millimeter order.

An ordinary Cu-target X-ray tube for dif-
fractometry was used to provide primary X-ray
for excitation. To collimate the X-ray beam,
a Cu~made 0.2 mm¢$ slit is attached to the
tube. It has an empty cylindrical structure,
having 0.2 mm¢ pin-holes on both bottom sur-
faces. By moving the tube, the angle formed
between the primary X-ray beam and resultant
secondary X-ray flux to be detected with SSD
can be varied from zero to 180°, so that the
appearance of diffraction peaks can be avoid-
ed when a crystalline sample is investigated.
Distance between the slit exit and the excit-
ed point on a sample can be varied from 50 to
200 mm, to change the size of the excited
area.

All of the results described in this
paper were given undexr the following condi-
ticns. The distance between the slit and the
excited point on the sample was fixed at
about 5 cm. Also, the distance between the
SSD's window and the excited point was fixed
at about 5 cm. The angle formed between the
surface of the sample stage and the primary
X-ray beam was fixed at about 90°. The angle
formed between the surface and the resultant
secondary X-ray to be detected with the SSD
was fixed at about 45°.

b) Electronics

Figure 2 shows a blockdiagram of a pulse
height analysis system used in this milli-
analyser. It was proved to have a reseclving
power of 200 eV FWHM (Mn-Ka line) at 1000 CPS.
Linearity between incident X-ray energy values
and peak-channel numbers was found to be kept




correct with error of less than 1% in the re-
gion between 3 keV and 40 kev.

Experimental Observations and Results

a) Excited area size

On the arrangement described above, the
diameter of the collimated primary X-ray was
measured by the photographic method. Aan image
on an X-ray film put on the sample stage re-
vealed that the diameter is about 1 mm, as is
shown in Fig. 3.

b) Secondary X-ray yield

Secondary X-ray intensities for various
pure metallic samples were measured at 40 kv-
2 mA operation of the X-ray tube. Both char-
acteristic and continuous spectrum region of
Cu-target emission were used for excitation.
Obtained X-ray fluorescence spectrum consists
of the characteristic X-rays of the sample
elements and of scattered Cu characteristic
X-rays. Results are listed in Table 1. Char-
acteristic X-ray peaks could be seen obviously
in each obtained spectrum, so that these sec-
ondary X-ray intensities could be considered
sufficient for principal component analysis.

c) Qualitative analysis by millianalyser
Figure 4 shows an X-ray fluorescence
spectrum obtained from a sintered lead oxide.

It was measured at 25 kv-4 mA operation of
the primary X-ray tube, and accumulated for
83 sec at a count rate of c.a. 200 CPS. Then,
peak identification was carried out with
TOSBAC-5400 TSS search system. In Table 2,
the result of chemical analysis is listed for
comparison. Obviously, it was found that
qualitative analysis abnut elements, whose
contents are more than 1% and whose atomic
numbers are more than 22 (Ti), is feasible
with this method.

To demonstrate usefulness of the milli-
analyser for qualitative analyses, a part
article of an electron captura type detector
{c.a. 10 x 15 x 20 mm as shown in Fig. 5) for
a Gas-Chromatograph was investigated. It is
made of ceramic. An unknown metallic materi-
al (about 1 mm¢) is molded into it., 1In addi-
tion, a wire (about 1 mm¢) is contacted to
the metallic material with a solder like sub-
stance. Fluorescence spectra were measured
for three points with 40 kv-0.5 mA operation.
They were:

(A) Wire, (B) Molded material,

(C) Solder like substances.

Each spectrum was accumulated for 83 sec at
about 1000 CPS. Those spectra are shown in
Fig. 6a, in Fig., 6k and in Fig. 6c, respec-
tively. From the spectra, it was found that
both (A) and (B) are made of Nickel, and that
{C) is a kind of silver solder which contains
Ag, Cd, Zn and Fe. Furthermore, by investi-
gating the spectra carefully, it was also
found that manganese was used to contact (B)
with the ceramic, or that manganese is con-
tained in (B}, as is shown in Fig. 6a' and in
Fig. 6b'.

d) Distribution analysis

Generally, guantitative analysis by X-
ray fluorescence method, with WDS spectrc-
meter, adopts a photon counting method with
stopping scanning of a goniometer at the
angles corresponding to the characteristic Xx-
ray of the measured element in question.
Whereas, when EDS spectrometer is employed,
intensity of characteristic X-ray has to be
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measured, after analysing data obtained from
the fluorescence spectrum. When peak width

is not influenced by count rate, and when
overlapping of neighboring peaks does not oc-
cur in a spectrum, intensity of characteristic
X-ray can be measured as & peak height.

For a preliminary experiment, Mo contents
in Fe-~Mo binary alloys were measured, because
this sample is famous for resulting in a good
linear calibration curve. Data were coliected
about FX-ceries standard samples, made by the
Iron and Steel Institute of Japan, with 30 kv-
8 mA gpevation. Spectra data were accumulated
for 82 sec at about 3000 CPS, with a channel
width of 19.6 eV/cm. Countrate decreased
slightly as Mo concertration increases, be-
cause the fluorescence yield is higher at le
than at Mc (shown in Table-l). However, Mo-
Ko line peak width was mostly unchanged.
Figure 7 shows a calibration curve obtained
with plotting the peak heights of Mu-Ko lines
versus concentracions of Mo after smoothing
the spectra. It shows a good linear curve.
Thus, it can be concluded that, as long as the
condition dsscribed above ir maintained and
the matrix is not changsd, Juantitative anaiy-
sis is possible with measuring peak height.

Based on the result of these preliminary
experiments, the possibility of distribution
analysis was examined. As a sample, LiNbOj
crystal that contains c.a. 0.1% Cr was pre-
pared. As to Lit\lbo3 crystals made in the
same way. it had beén known previously from
results of other destructive analyses that
concentratinm of doped Cr is variedon a spot to
spot. Using the millianalyser, which ¢an non-de-
structively analyze, the distribution of doped
Cr concent was investigated. At as high an
X-ray tube operation voltage as 30 ~ 40 kv, K
emission from contained Nb is toc strong. 1In
addition, concentration of doped Cr is very
low. Time consumed for analysis seemed too
long when reascnable resolution was maintain-
ed under such a high operation voltage. Then,
the X-ray tube was operated at 15 kV to sub-
due the K emission (Nb-Ka = 16.6 keV, Nb - K8
= 18.6 keV). To raise the Cr-Ka fluorescence
yield, the X~ray tube was operated at 13 mA.
Under such conditions, spectrum was accumu-~
lated for 2 x 82 sec at 40 CPS with a channel
width of 20.0 ev/ch. Obtained typical X-ray
fluorescence spectrpim is: shown in Fig. 8.
Measurements were carried out on five succes-
sive points with 2 mm intervals along the
direction of growth, i.e. A,B,C,D and E, in
order. Using scattered Cu-Ko line intensi-
ties to compensate for primary X-ray beam
intensity drifting, Cr-Ka line pealk height
ratios to that of the Cu~Ka line were com-
pared. Since suitable standard samples could
not be prepared, the absolute amount of doped
Cr could not be determined. However, from
the fact that the ratio varied from 0.094 to
0.19 as shown in Table 3, Cr distribution can
be seen as relatively such that the doped Cr
concentration increaced from point C to point
E.
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X-RAY THICKNESS MEASUREMENT OF ALUMINIM ALLOYS

J.J.Albert, Consultant, New York (212) 325-8422

The theory of X-Ray thickness gauging is extended
to reveal the conditions under which a fixed anode
voltage is ideal. A mathematical model of an slloy and
computations reveal that two voltages csn be used to
measure the aluminum alloys with an error of roughly
one percent, determined by the tolerance on manganese
content, rather than the large errors erdinarilly a
consequence of the tolerances on copper and zinc
content. Implementation is discussed,

Extended Theory

Much of the theory of transmission thickness
gauging begins with the equation

L =1, "

where:

1 is intensity incident on the detector when
thickness, x, is interposed between source and
detector

I, is the intensity incident on the detector

when thickness is zero
s is the linear absorption coefficient

When an X-Ray tube is used as the source, the
substantial spectrum rcnders this model a rough ap-
proximation (and thickness gauge designers character-
istically rely heavily on empiricism, rather than
make calculations over the spectrum),

liowever, even the approximate theory, when
extended, reveals useful additional information
about thickness gauging.

Consider the derivable signal-to-noise
equation (Appendix 1):

ATdA

m———

Totn

where:

I‘R

AI.{ is the change of detector current consistent
with a fixed change in thickness,
A,gb(for purposes of analysis)

I.bn is the RMS fluctuation of detector current
(observed after integratinm)

& is linear sbsorption coefficient (CM'1)
¥ 1is thickness (CM)
Y, is intensity incident on the detector when
thickness is zero (ERGS/SEC)
is integration time (seconds) of circuit prior
to observation of detected signals
| is photon energy (ERGS)

This equation has th: well known maxim=n at

X = 2 vhich can easily be demonstrated by
adjusting thickness. However, when coefficient is
adjusted, via ancde voltage, intensity and photon
energy also change so that it is necessary to
examine performance in terms of anode voltage.

267

Intensity vs. Anode Voltage

Intensity can be related to anode voltage, E, by

I. o E*fl e o
whers n¢1 may be hetween 2 and 5, dependin,
X-Ray tube and the voltage range involved,

on the

Coefficient vs. Anode Voltage

Coefficient can be related to arode voltage
by P < —i—

vhere m may be betiieen 2 and 4. {Such an spproximation
is appropriate if one is well removed from a critical

absorption edge}.l
Signal-to-Noise vs. Ancde Voltage

Substituting for intensity, coefficient and
photon energy in the signal-to-noise equatlon and dif-
ferentiating with respect to voltige, one finds that
the coefficient-thickness product at "best voltage"
is (Appendix II):

-

Altematively, the thickness for which a given voltage
is the best voltage is

L(2-32)
=——(2Z~
Xe= g >
which is, in general, much smaller than best thickness

X_(z:‘_f_-

The Consequences

If a maximm voltage is sssumed and S/N plotted
vs. thickness, one finds that ’fixed" anode voltage
is ideal in that no improvement in S/N is attainable,
via voltage reduction, in the region below best

thickness, x4 =:i;
down to Xe ‘f(z’%)

(the thickness for which maximuw veltage is the best
voltage).

¢
Xa
- N 3x4

An alternative view, if anode voltage is to be
chosen, one finds that S/N is maximized at a small co-
efficient-thickness product (generally less than one),
whereas the requirement for detector and circuit
stability is relaxed at high coefficient-thickness
products. Thus, if one has stable components, "fixed"
voltage, (ylelding small coefficient~thickness
products} is a desirable choice for gauge design.



Alloy Measurement

In the neighborhood of one angstrom, where many
aluminum measurements are made, the photoelectric
effect predominates in detemmining absorption
coefficients, The aluminum alloys can thus be
regarded as being composed of layers of the constit-
uert components Since the atows retain their X-Ray
absorption characteristics, independent of their
location along the X-Ray beam.

Thus, at one "fixed" voltage, the intensity
yielded by a two component alloy can be represented
as

~{ X, Fudy 7;}

T=1.¢&

where

Al: is linear absorption coefficient
and xi is equivalent geometric thickness

At another voltage, chosen to yield differential
changes in coefficients,

I =]:‘ £ — (—1157; +. Mz '-Vl)

Simultaneous solution of these equations will
yield the unknowns, x; and x,. The calculation xj

plus x5 js the geometric thickness of the two
component alloy.

(The subscript ¢ is used to designate parameters at
the lower voltage)

Implementaticn

Observe that these equations can be written as

Note that these are

apparent thicknesses, as though measuring only one

component. In fact, if only one component is intro-
duced, ,(aluminum), it is possible to calibrate
the tl'-l.CIlmess measurements to establish the numbers

z Zs.
g 2 i g Loy

over the range of thickness to be measured.

Since Z%¢? and .4/_'_" easily measured, by
’ Al
substituting material, the only unknowns in the twc
equations are the component thicknesses, x; and Xy
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Let x; and x, ~ be the apparent thicknesses,

The two equations are then

xn=¥’+% Xa

1 =X, + X2 Az X,
as
)l
Simultaneous solution yields the computed thicknesses
-xﬁ. -~ Xas =
Hae = .____——- Xz
—Aae
J" ,a:‘
K,e= Xa— M2 X=X,
Computed total thickness is
ye = X/c +7£t= 71 +7‘

(true thickness) independent of how x; and x, vary,
in total, or with respect to each other.

Additional Components

To evaluate the effect of a third component,
note that the apparent thicknesses are then

7(a.-11+'“'7 "L L X
7(¢.,L='7<,+:—“‘-‘,—:—‘ Az +_§7‘le‘;\'3

The computed value of thickness is then

Ke=Xie +Xae=X, + X2t

&y A3
A3 s Ars M2
s A3 ..._-__..( - ——-)
/‘(, _ Mz A
A

Note that a third component does not influence
the measurement of ¢, and X, so that they can vary
in content, as before, without introducing error in
thickness measurement.

The third term is an apparent thickness since the
equivalent geometric thickness, x3 , is multiplied by
a factor which could be as much as (g

nmap———

'&ll

The average value of the third (and other) terms are
easily "“calibrated out" of the final readout (one
time for each alloy), but tolerance on content
permits errors, the magnitude of which are determined
by the departure of these terms from geometric thick-
ness, X3 » Xz , etc. (the closer these terms
are to geometric thickness, the smaller the errors).

LA Ao et e e e oA s
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The Aluminum Alloys

To illustrate the value of the two voltage
measurement, consider alloy 2024.2 Using a single
voltage measurement and assuming a sinusoidal
fluctuation of content, the RMS equivalent aluminum
of the copper fluctuation is about 4%. Using the two
voltage measurement there is theoretically zero error
due to changes in copper content.

(The component limiting performance is
manganese, since the absorption edge at 1,89A.
permits little differential change of coefficient,
voltage-to-voltage, relative to aluminum.

That is,
13 _ A3
Y Mt

is closer to ¢ero, for manganese, than is the case
for any other component, resulting in an error of
roughly 1% for those alloys containing the most
manganese)

Measuring Thick Specimens

To measure thick material high voltage (short
wavelength) is required for good S/N ratio and, on
the other hand, it's necessary to exploit the crit-
ical absorption’ edges of copper and zinc (at 1.38

and 1.28 2 ), to develop significant differential
changes in coefficients, by choosing the low voltage
to get some of the spectrum above these edges. In
consequence, the measurement at the fow voltage and
hence computed thicknesses may be noisy.

Rather than use them directly for thickness
measurements (by adding components) consider
developing a calibration signal,

At the high voltage where S/N is good one
measures

;(‘g==:(/ 1‘:2%1;1;

What function would correct this to yield
true thickness

X, + X

Let this calibration signal be "C"

)
('x, +:‘7f—'x,) C =X, +Xz

Xa
7/ # 71)
C= A2 4N,
#32 (22
/ A U,
Note that 71247 is not a function of thickness.
(For example, at a given alloy composition, a 3%
change in thickness would produce a 3% change in both
components). It is, however, a function of allay
composition, which changes more slowly with time.
As a consequence XZ/xl can be computed and averaged

a relatively long time to yield the calibration
signal, which, when multiplied by the high voltage
measurement, will yield thickness measurement with
good S/N ratio.
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Hardware

The X-Ray Source

To compensate for the large difference in inten-
sity (with X-Ray tube energy either side of the copper
and zinc absorption edges)® it is desirable to have
8 pulses at the low voltage for every pulse at the
high voltage. A high pulse repetition frequency
(PRF = 600 Hz) was thevefore used in experimental

equipment in order to realize a reasonable PRF for
the high voltage measurement.
The Detector

The Silicon detector_ (Nuclear-Semiconductor
model L200-(2) CS, 200 mm? x 2 mm) is an excellent
choice for the lcw energy photons inyolved, and, by
using it as a pulse detector (104-10% photons per
pulse), there was no problem with leakage current.

Digital Computation

The approach to digital computation can be appre-
ciated by noting the correspondence between the
functions:

- -
Z=L ™%  aeEF

("e* is the voltage across a parallel RC circuit as
the capacitor discharges with time, t)

The steps in the process are:

1. Charge a capacitor to a "detected'" voltage
corresponding to 2ero thickness.

2, When this voltage is removed from the capac~
itor, (commencing discharge), start the count of a
clock,

3. When this voltage drops to equal the currently
detected voltage, stop the count.

In consequence of the correspondence between the
two functions there is a one~to-one correspondence be-
tween thickness and time (the count of the clock).

Due to the spectrum yielded by as X-Ray tube,
the actual functions must be approximated with two or
three RC circuits, which are calibrated to establish
the numbers

/ Ze / Toe
i Ao FF s i Loy B

Conclusions and Comments

The extended theory of thickness gauging reveals
that, under very reasonable conditions, "fixed" anode
voltage is a desirable choice for gauge design. In
particular, two "fixed" voltages can be wsed to
measure the aluminum alloys, eliminating the large
errors ordinarily a consequence of the tolerances on
coppar and zinc content.



Appendix 1
Average detector current is proportional to
intensity
X
.2?,( = —4‘ 3 Zs 'S

(definition of terms is given in the text)

aly=

and AX =4‘7( (fixed, for amalysis)

aTy= Kk uxT, "

To find the RMS noise, I, , note that?

Gl.z:(zszr

since

Zd _
o=V

(n,is the average number of photons

in an integration interval,T)

= LT
' P
so that there is an equivalent noise

Zotm=Ks Yz, eV

Thus:

alu

— -

Zdw

Appendix 11

tet: L, ok Em”
hyot &

f_y_.‘éja’ ,[;”[‘ieé-'-‘x
Tl £

Since differentiation is with respect to voltage,
with x constant, let

j,_jxl/z‘:k
-‘g X

£RT g T2

__.—:.,kl.
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Setting this equal to zero:

:ﬁ,‘f-m (’”’;,_(’,;L--m):o

L

= X = z2-=
But: 44Ll
e = M
E™ -

Thus: ,a’fr=2"%

Test for maximum is omitted for simplicity.
Solution for anode voltage and maximum S/N is not
presented since the coefficient- thickness product
at "best'" voltage is more easily compared with that
at best thickness, "2",
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LATTICE DYNAMICS OF INTERCALATION AND LAYER COMPOUNDS
BY 1195n MOSSBAUER EFFECT SPECTROSCOFY

R. H. Herber and R. F. Davis
School of Chemistry, Rutgers University

New Brunswick, N.

A clagg of inorganic compounds which has received
a great deal attention in the past few years is that
compriged by the "layer" compounds represented by the
transition metal and main group dichalcogenides of gen-
eral stoichiometry }L,, where M = Ta,Nb,Ti,Zr,Hf,Sn...
and L is S or Se. These materials, which generally
have the CdI, crystal structure, are referred to as
"layer" compounds because the adjacent planes of chal-
cogen atoms are held together by relatively weak (van
der Waals) forces, and the solid is readily cleaved in
a direction parallel to these layers in contrast to
cleavage orthogonal to this plane. Moreover, one con-
sequence of this anisotropy in the bonding properties
13 the interesting observation?! that atoms and molec-
ular species can be inserted (intercalated) into the
van der Waals layer, forcing these layers apart, with
a concomitant change in both the crystallographic and
elecirical properties of the intercalate.

Numerous physico-chemical techniques have been
employed to characterize these compounds and to eluci-
date their solid s:iate properties. In the present
study, we have focussed on the application of nuclear
gammi ray resonance spectrosco - specifically that
using the 23.8 keV radiation in 1198n - to examine in
detail the lattice dynamics of layer compounds and some
of their metal atom intercalates.

I.  Background

Among the parameters which can be extracted from
Mossbauer effect rpactra, the isomer shift (IS) and
quadrupole splitting (QSS hyperfine interactions have
recelved the greatest attention from chemistry because
they are most directly connectible with the chemical
nature of the subject material. The former arises
from the small change in the muclear energy levels,
caused by the interaction between the rucleus and the
orbital electrons, while the latter reflects the de-
parture from cubic symmetry of the electric charge dis-
tribution about the nucleus. In terms of experimen-
tally accessible quantities the isomer shift is given

by

IS = E_ - EOR - §n Ze? {w(o)za - 402, %’-’ (1)
where E_ is the energy of the resonance maximum for the
naterial (absorber) under study, is the resonance
maximum for a reference absorber, the two electron den-
sities y(0)3, are evaluated at the nucleus for the ab-
sorber and source, respectively, a.nd%' is the frac-
tional change in tho nuclear radius in going from the
nuclear ground state to the muclear excited state in
the Mossbauer transition. The IS 1s usually expressed
in velocity units (mm/sec) as a shift from the reso-
nance maximum for a standard reference absorber msiter-
ial which, in the present study, is BaSnD; at 294 +
2°K. The quadrupole splitting parameter reflects the
details of the shape of the electric change distribu-
tion around the nucleus and is given by

as = 3 o0 a1 + (2)

in which g 3 s the electric field gradient tensor,
32V/3z2, along the principal field direction, Q is the
nuclear quadrupole moment, and n is an asymmetry pa-
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rameter given by
FV/ax® -2V V. _ -V
T] » - ——-——Z” (3)
52\77525 sz

with the axes chosen so that ]Vn!_slvyy !_¢_|sz i.

In addition to these two hyperfine interactioms,
another parameter which can be used to elucidate the
physico-chemical properties of the solid under study
is the recoil-free fraction of the absorber, fg, which
can be related tc the mean square omplitude of vibra-
tion «x®» of the Mossbauer active atom by the rela-
tionship

£ oo XX (L)

where ¥ = 3 /21 = hc/21lFY » with E,. equal to the Moss-
bauer transition energy. In the case of 11°n, E. =
%23.87 x 10* ¢V, so that %X = 8.266 x 10710 cp, The re-
coll-free fraction can be extracted frza a Mossbauer
spectrum which has essentially a Lorentzian line shape
from the total area, A, under the resonance curve, that
is

A= -gi;l'(t)“ (5)

in which I’ is twice the natural line width of the Moss-
baver transition (= e ™ 0.6 mm sec™® for 119gn),

I{t) is a thickness dependent line broadening function
relsted to t = no f, and a is a pruportionality con-
stant. Values of L{t) have been tabulated in the lit-
erature.? For resonance spectra with more than one
resonance line these equations are appropriately sum-
med over all componente of the spectrum.

For the purposes of tie present discussion it is
important to realize that the temperature dependence
of the area under the regonance curve reflects the tem-
perature dependence of fg; that is, 4 1n A/dT =
q 1n £/dT, and thus it is possible to extract the tem-
perature dependence of the recoil-free fraction from
the temperature dependence of the area under the reso-
nance curve without the need for determining absolute
values of the recoil-free fraction. The temperatuve
dependence, d In £/dT, in turn, can be interpreted in
terns of a characteristic lattice temperature, Oy,
which would be a Debye temperature if th2 solid under
exanination met the criteris for a Debye solid. In
general, however, the compounds of interest are not
monoatomic, cubic (isotropic), arrays and thus the tem-
perature characterized by recoil-free fraction exper-
iments is judiciously referred to as a Mossbauer or
Debye-Waller temperature.

In the Debye approximation
.22 )2 o/ }-
nf :z‘(%[m‘(e) SO E - (©)

where W is sometimes referred to as the Mossbauer-Lamb
factor., In the high temperature 1limit, that is for

T>-8, the integral in (6) goes to (8/T) so that



dinf 68y
T - Eﬁ (7

where Ep is the recoil energy calculated from conser-
vation of momentum considerations, and is given by

a3
AR 2 (8)

2me3
so that (7) becomes
dlnf 3B, ?
i " mczkﬂﬁ )

and for a free atom recoil-process (ie: m is the mass
of the 135sp atom), a Mossbauer temperature can be cal
culated from the relationship

EY 3 1/3
%= v lm s (10)
m(dlxsxf/dT)l/z degrees

A ‘'somewhat different procedure to chtain a character-
istic lattice temperature from temperature dependent
Mossbauer effect measurements has been proposed by
Taylor and Craig whe define a dimensionless parameter,
ST » by the relationship

St = In £y/(6v/c) ()
where (%‘1) ig the isomer shifi expressed in dimension-

less units. This parameter can be separated into a
temperature dependent and independent (zero point)
term, that is

o i) . (&
-c— (C)T (c‘O (12)

. -3kT
1
and i3 equal to Tl for T 2 28,

Craig and Taylor* show that in the high temperature
limit (that is T > (6/2) )} it is possible to calculate
a charascteristic lattice temperature from the equation

op = & [‘%ﬁl/a (13)

where S7 is calculated from the relationship
sdInf_ dlna

Yy a(aE) (1}
E =

which differs from the relationship implied by (11) in
that a knowledge of the absolute value of the recoil-
free fraction is not needed, but only its change with
(AE/E). The term AE 1is a dimensionless fractional

energy change given by the isomer shiftj that is
AE 0.1
x = IS(mm/sec) ET;,——-——-—TG979 X 10 . (15)

Combining (13) and (15), and making the substitution
E/k = 2.7702 x 10° deg for the Mossbauer transition in
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119gn, leads to the relationship

= 2.7702 x 10° ( 2 1/z
cT T1m A7d & ) (36)

E

in which the denominator of the second term is derived
directly from the slope of a plot of ln A versus iso-
wmer shift.

In the present study we have attempted to charac-
terize a number of van der Waals layer compounds and
their intercalates by determining IS, QS, Oy, 8pp, and
related parameters, from temperature dependent Moss-
baver effect measurements. The relationship of these
parameters to the structure and bonding in these com-
pounds will be considered.

II._  Experimental

The samples used in the present study were prepar-
ed by literature methods.® TaS,-Sn was obtalned® by an
evacuated hot tube technique using HC1 as a vapor tran-
sport agent, and an independently prepared sample was
generously made available to us by F. J. DiSalvo of
Bell Telephone Laboratories, who also supplied us with
a sample of TaS;-Sn, /3 which had been carefuliy charac-
terized. SnS, was grown both with and without I, (~5
mgm/cn®) as a vapor transport agent,”’ and these sam-
ples were compared with analogous samples obtained
through the courtesy of P. A. Iee of Brighton College
and R. Schdllhorr of the Westfalische Wilhelms Univer-
sitat. A single crystal sample of SnTe was generously
furnished by M. Schaub at CENG, Grenoble. To all of
these workers we are greatly indebted.

The Mossbauer experiments were carried out as
described prev:l.o:ms],v,a and the remeining aspects of
the nuclear gamma resonance methodology have been ie-
tailed in earlier communications,® and need nct be
rereated here.

III. PResults and Discussion

<]

The 119gn Mossbauer parameters of the subjrct
compounds are summarized in Table 1. The IS and QS
parameters are in satisfactory agreement with previous-
1y published values and will be referred to below. In
the present study, the primary focus has been on the
lattice dynamics of the Mossbauer active atom in these
compcunds, and thus the parameter of greatest interest
is the temperature dercndence of the recoil-free frac-
tion and the characteristic temperatures derived from
such data, as well as from the temperature dependence
of the iscmer shift. In the following discussion the
individual compounds will be briefly comnsidered in
terns of these parameters and their implications in the
context of the lattice forces in these solids.

SnS;. In common with numerous other dichalocogen-
ides, stannic sulfide has the CdI; structure (C6)}1°
with primarily covalent sp®d® hybridization of the tin
bonding orbitals. The lattice is simple hexagonal with
one molecule per primitive cell.ll The two unit cell
dimensions arel?® a=3.639+0.005 and c=5.86L +0.005 8.
Stamnic sulfide can be grown eitheri?s13:;14 girectly
from the elements, or in the presence of a vapor tranms-
port agent such as I, normally added at & concentra-
tion of ~5 mgm cm=? of reaction tube volume. The opt-
icalll and electrical propertiesl®,1€ of SnS, have been
reported in detail. Of particular interest is the ob-
servationl? that crystals grown in the preserce of I,
and examined by X-ray topographic meihods, show an un-
usually low concentration of lattice defects, and it
is clesr that this synthetic method yields large sin-
gle nearly perfect crystals. Although there have been
some reports of anomalous color changes on heating SiS,
obtained by I; “ransport, compared to samples obtained
fromn the neat stoichiometric mixture, the presence of
iodine in the lattice cannot be determined analytical-
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1y¥,1% at least down to the 1047 atoms per ecm® (200
vem) level.

The temperature dependence of the recoil-free
fraction, d In f/dT, obtained from a linear regression
(least squares) fit of the temperature dependence of
the area under the 1195n resonance curve, is -(L.59 +
0.07) x 103 deg-! for the samples prepared in the
presence of I, and -(L.96 + 0.07) x 1072 deg™ for
samples prepared from the neat reactants. The larger
temperature dependence for the latter is reflected in
the 8y value calculated from equation (10), which is
190+ 3 for SnS, and 196+ 3 for 8nS,(I;}. There is
no difference in the isomer shift observed for the SnS,
and SnS,(I,) samples, the 78°K value of 1.062 + 0.003
mm sec~! observed in thz present study being in reason-
ably good agreement with the value of 1.11 +0.02 nmnm
sec=l reportedl” by Baggio and Sonino and in slightly
less satisfactory agreement with the value of 1.16
0.09 mm sec—! reported!® by Stockler and Sano. The
characteristic temperature, 8¢T, calculated from the
Craig-Taylor relationship, equation (16), is 160 + 3°K
for SnS, and 160t 3°K for SnS;{(I;). The difference
between the 6y and Og7 values reflect the assumptions
concerning the magnitude of the effective recoiling
mass made in the derivation of equation (10). Clearly
the significance of these lattice temperatures lies not
in their absolute values, but rather in their relative
magnitudes, as well as the changes which can be observ-
ed in this parameter with systematic changes in the
gsolid absorbers.

TaS;+5n; /3. The preparation, crystallographic
properties, and intercalate behavior of this van der
Waals layer compound have been discussed in detail2®
and the 11°Sn temperature dependent Mossbauer param-
eters have been ruported.2! The 6y value calculated
from the 1n f versus T behavior in the temperature
range 78 sT<Z5L°K is 226°K. The isomer shift of the
singlet resonance is 3.933 + 0.009 mm sec™? at 78°K
and the temperature dependence of this hyperfine inter
action parameter, d(IS)/dT. is (L.66+ 0.20)x 1072 mm
sec™? deg™’. The characteristic lattice temperature,
Acr, calculated by means of equation (16} is 270+ S°K,
but this value must be considered as only tentative
since 1t is based on & rather limited IS(T) data set.
At the present time a more detailed comparison between
6y and Agop for TaS,:Sn, /3 would be premature.

TaS,+Sn. The preparation and solid state proper-
ties T $he 1:1 intgrcﬁate have been reported lna.ln gzm
siderable detaiil?0,22 ag have the 11%Sn Mossbauer ef-
fect parameters.?® The controversy raised by the Sn
ESCA data of Haas®® concerning the question of whether
or not the 1i°Sn Mossbauer doublet spectrum is appro-
priately interpreted on the basis of a single tin site
in the lattice, or, on the other hand by the existence
of two distinet cubic symmetry sites, appears to have
been definitively settled by the single crystal Moss-
bauer study of Herber and Davis,® and the data anal-
ysis reported in the present study has been carried
out under the assumption that there is a single unique
Sn site in the TaS+Sn intercalate. The isomer shift
at 78°K is 2.165+0.COL mm/sec and the quadrupole split-
ting is 1,120 #0.007 mm/sec. The 6y value cslculated
for a polycrystalline sample of TaS;-Sn is 179 + 5°K and
and that for a single crystal sample examined at an
orientation angle of 0° between the optical axis and
the érystallographic c-axis is 176 £ 5°K. The charac-
teristic lattice temperature, 6¢r, calculated from the
Craig-Taylor procedure is 183 + 5K The satisfactory
agreement in the case of TaS;:Sn between 8y and 8¢gp is
presumably due to the fact that the intercalated tin
atom exists as a quasi free entity within the van der
Waals layer and 1its lattice dynamics are governed
by forces acting on a nearly isolated tin atom rather
than on an extensively covalently bonded moiety. This
interpretation is consistent with the agreement between
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the calculated value of the temperature dependence of
the isomer shift obtained from the high temperature

limit Thirring expansion,

3 Bek
d(IS)/dT = « = —== - 3.497 x 107*
2 me

mm sec™? deg™, and the experimentally observed value
of this dependence of -3.36 x 1074 mn sec™! ceg™?, as
shown graphically in Fig. Y4 of ref. 11.

SnTe. The preparation and crystallographic prop-
erties of tin telluride have been extensively reported
in the literature, and it is clear®?® that SnTe exists
only on the Te-rich side of the stoichiometrlc compo-
sition and has & melting point of 804-806°C. The tem-
perature dependence of the recoil-free fraction of both
the 11°Sr resonance and the 35.46 keV 126Te resorance
have been reported by Bukshpan®® who finds 8y{(11®Sn) =
132+ 3°K and 6y(2PTe) = 141+ 5°K in the range E55Tg
250°K. Lin and Rothberg?® have carried out 31%Sn Moss-
bauer experiments on SnTe in the temperature range
300 «T €500°K and report data for samples having a
ran_ge of hole concentrations ranging from 4.5 x 101°
em™3 to 1.6 x 10°* cm=>. Further tempersture dependent
Mossbauer measurements have also been discussed by
Keune,2? and Bryukhanov et al.,2® who finds 8u(11%5n)
= 139+ 3°K and by Taylor and Craig? who found 8gp =
154°K using the *1°Sn resonance.

In order to compare directly the 6y and 8¢gr values
from e given data set, we have repeated the 11°Sp reso-
nance measurements on tin telluride over the temperstme
range Li.2 < T $320°K. The 78°K isomer shift of 3.433 +
0.002 mn sec™! is in excellent agreement with the value
of 3.43+ 0.02 mm sec™® at 300°K reported earlier.2® we
have been unable to confirm the existence®® of a quad-
rupole hyperfine interaction of ~0.31 mm sec~! in the
temperature range 76 <T <160°K. The temperature depen-
dence of the recoilefree fraction in the range 17h 5T«
320°K is found to be -8.70 x 10-3 deg™! from which
6y(%1%sn) = 1.3+ 2°K. The temperature dependence of
the isomer shift extracted from these data is 4 IS/dT =
-~ 2.77 x 10™* mum sec™® deg™! which yields, by the Craig
Taylor procedure, the value €gp = 140+ 2°K, in good
agreement with 68y calculated from the same data set.

These results may be interpreted as follsows: In
solids in which the (129Sn) Mossbauer atom is held ei-
ther as an ion or as an isolated stem in the structure,
both the 8y value calculated from the temperature de~
pendence of the recoil-free fraction (evaluated in the
high temperature 1limit where T>6/, and in the ab-
sence of significant anharmenic effects) and the ¢t
value calculated by the Craig-Taylor procedure, give
internally consistent values for the lattice tempera-
ture of the solid as probed by the Mossbauer atom.

In cases where this probe atom is part of a co-
valently bonded structure, as for example in the extend-
ed polymeric SnS,, SnSe, and related solids, ths diff-
erence between 8y and 6gT will be significant, and this
difference should be useful in the elucidation of the
intermolecular and bonding forces in such solids and
their relationghip to the solid state properties of
these materials.

Finally, it is worth noting that the experimental
determination of a unique lattice temperature by Moss-
bauer gpectroscopic methods provides the solid state
physicist with an additional parameter which should be
useful in the characterization of solids, and, more in~
portantly, may serve as & diagnostic tool in the assem~
ment of the effects of systematic changes (such as, for
example, compositional variastions, raediation damage ef-
fects, implantation and intercslation consequences, ete.)
brought about in such materials. The further applica-
tion of these ideas to the study of van der Waals layer

o




compourids is currently underway in these laboratories.
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MbSSBAUER EFFECT EMISSION SPECTROSCOPY - A USEFUL SURFACE TECHNIQUE?+

C. R. Anderson and R, W. Hoffman
Department of Physics

Case Western Reserve University
Cleveland, Ohio 44106

The Mossbauer effect has been of considerable
use in studying materials because of the detailed
information obtained at the nuclear site. Mossbauer
Effect Emission Spectroscopy (MEES), in which the
specimen of interest is also the Mossbauer source,
has < 0.01 monolayer sensitivity and thus is of
interest in surface and thin film investigations.
in-situ YHV spectrometer has been constructed which
permits the measurement of Mossbauer spectra at low
temperatures as well as LEED and AES. It 1is suggested
that the MEES technique, although specialized, may
be useful in surface studies. The matir Jifferencen
from the usual absorption geometry are the production
of the radioactive sample and possible relaxation
effects resulting from the decay. The Mdssbauer para-
meters are determined from the spectra in the usual
manner. The MEES technique has been applied to the
study of the magnetization and superparamagnetic
relaxation in thin Fe - 0.01 at.X 57Co films and to
the changes in hyperfine field and line breadth in the
amorphous crystalline trarsition in Co. Measurements
of the true surface magnetization (1il) Ni are in pro-
gress. The alloy films show effectively bulk behavier
for average thicknesses > 15 & and no superposition of
ferromagnetic and paramagnetic spectra. Only 0.5 T
increases in the internal field were found with crys-
tallization of the pure Co films although a 302
decrease in line breath was observed.

An

Introduction

MOssbauer spectroscopy has mest commonly been
practiced in the absorpticn mode, in which gamma-ray
sources having a precisely defined energy determined
by the emitter nucleus and its environment are trans-
mitted through.an absorber containing identical
nuclef but in a different eavironment. For the zero
phonon population of gamma-rays, resonance absorption
may now be observed by the appropriate Doppler shift-
ing of their energy. Since the recoil energy must be
small the y ray energy is limited; in practice
Mossbauer spectroscopy is confined to about 26 ele-
ments, the most common in usage being iron and tin.

The importance ¢ the Hgssbnuer effect lies in
its ability to fingerprint the local wavironment. Tie
isomer shift provides a useful way tc determine s
electron densities and hence valencies in solids even
when several valencies are present. The nuclear
quadrupole splitting allows the determination of elec-
tic field gradients at sites with lower than cubic
synmetry. The nuclear nyperfine structure is the
result of the magnetic field acting at the nucleus.

In 37Fe this gives rise to a six-line spectrum from
which the interi:al field and its direction may be
determined . If the fields at the nucleus fluctuate
at a rate of perhaps 10?2 per sec relaxatiun effects
enter and the spectrum reflects the time averaged
value of the fielri. As we shall see later the super-
paramagnetic relaxation in thin films is of special
interest. Lattice dynamics may be studled tnrough
the temperaturc dependence of the Mossbauer fraction
and the second order Doppler shift.

"
In the past 15 years applications of Mossbauer
effect absorption spectroscopy have been aumerous
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1
and been described in a series of books and reviews.
The purpose of this paper, however, is to describe the
MOssbauer effect emission spectroscopy {MEES) technique
and to point out some of the advantages and disadvan-
tages. With certain possible exceptions MEES yields
the same information in absorption spectroscopy.

Emission and Scattering Modes

In MEES, the sp2cimen is doped with a radioac-
tive Mossbauer isotope and serves as the source. Hence
the y ~emitting specimen contoins the information
concerning the desired nuclear environment. The
absorber nuclei are placed in a host such that there is
only a single sharp transition between the ground and
the first excited states. This is the inverse of the
usual absorption geometry in which the single energy
gammas servc as the source and the environmental infor-
mation is contained in the non-radioactive (absorber)
sample. The equipment for providing the relative
motion between the source and absorber ag well as the
detector circuitry and signal processing is the same in
both techniques.

Since it 15 obvious that in MEES a new radio-
active sample must be prepared for each experiment, we
must justify the use of a technique that requires a
more difficult sample preparation. The value of MEES
lies in its greatly increased semsitivity. In order to
deal with samples of smaller size, or concentration,
and especially to carry out investigations of surface
and near surface phenomonon one desires useful data from
a sample containing perhaps 1013 MBssbauer ruclei in
times of a few hkouars. Thus the signal-to-~background
ratio must be improved by at least & orders of magni-
tude over the usual absorption geometry, even 1if
extremely strong sources were used to reduce the
counting time. Although 57Fe enrichment3 and multi-
layer samples have been used to increase the sensi~
tivity, but in the limit of smell samples (< 1016
Mossbauer nuclei) the absorption geometry is not at all
practical because the total numer of resonant events
is too small.

Mossbauer scattering geometries in either the
forward" or backward>’® directions have also been used
to reduce the background. In come cases the 6.3 keV
internal cunversion X-rays are detected,’ and this
provides energy discrimination. The internal conver-
sion elections nuve also been used in the scattering
geometry as a Mossbauer indicator.® 1In this case the
experiment must be carried out in vacuum and rough
depth profiling may be done by energy analyzing the ,
emitted electrons. A spatial resolution of about 20A
and a total depth that may be explored of some 600 &
has been found® fer the K electrons 57Fe.

In spite of the poorer than }0 monolayer sensi-
tivity or resolution, backscatter geometries have seen
increased use partially because the sample need not be
either thin or "two-sided."!0-12

One of the earlier applications of the MEES
technique is that of the alkalide halides by Mullenl!?
and othcrs.!* Tracer (0.1 mc) amounts of 57CoCl;
were vacuum evaporated onto a NaCl crystal face and




thermally diffused into the lattice with some precipi-
tation taking place. The same deposition technique is
presently being used in studies of color centers in
KC1 and Nacl.!

Characteristics Unique to IZES

An early study by Wertheim'® suggested that
multiple charge states might exist .In insulators
because the Co Auger cascade relaxation process is
incomplete before the excited *’Fe nucleus decays
with the emission of the 14,4 keV x-ray carrying the
environmental information. Thus, unlike the absorp-
tion mode, the local nuclear signature may not be
known in advance. The physics is essentially that of
which charge state(s) exist in the just-decayed
daughter on the time_scale of the nuclear lifetime,
which for iron is 107 sec. If the relaxation is
sufficiently rapid then only a single charge state is
itnvulved and the observed MBssbauer sp: :trum is not
mixed. This case seems to commonly happen for ’Co
in metals. A ragid relaxation was also observed for
57Co/CoClz and °7Co/NaCl.'® The case of 57Co/Co0 is
complex and controversial. Measurements of delay-
coincidence MBssbauer spectra in 57C0/Co0 and $7Co/NiO
show no evidence of metastable charge states,
although other interpretations of the M8sshauer data
is given.'® 1% The temperature dependence of °’Co/Co0
spectra for material prepared at high temperatures
has been interpreted as evidence for electron hopping
charge fluctuations.2® MEES is suggested as a sensi~
tive technique to investigate charge averaging and
fluctuations in solids.2® With the present state of
understanding direct comparison of emission and
absorption spectra may be needed to establish the
wnarge state for insulating samples as has been done
for LiNbOy 2}

A second feature concerns the line shapes.
Because of saturation effects in thicher absorbers,
the peak heights or areas in a spectrum are seldom
those calculated from the transition probabilities.
In particular the nuclear Zeeman line intensities
tend t» become the same instead of the 3:2:1 ratio
expectea for a random magnetic field directionm.
Some applications envisage using the intensities to
determine the averagz field directions and infer
magnetic anisotropies. In this case MEES has an
advantage as the absorber is fixed from sample to
sample and may be made sufficiently thin to avoid
saturation at the expense of counting time. Self-
absorption in the sample 1s eliminated as the radio-
active emitters are confined near the surface.

We establish the sensitivity of MEES with the
following example. Consider a specimen of 1 cm
area doped with 10'? *7Co_atoms. This represents a
concentration of about 10”2 monolayers with the atoms
spaced some 30 & apart on the surface. The working
equation for the counting rate is:

ln 2
Nc--—TNd o.y fs FaP
where N, is the number of radioactive source atoms,
1 their half-life, a_ the MUssbauer decay branching
ratio, f_ the source recoilless fraction. F_is
an absorBer constant combining the f fractiofi, *’Fe
concentration and cross-sections and represents the
absorber design comprimises between line breadth and
counting rate. We have used 1 mg/cm2 57Fe in stain~
less steel with F_ = 0.4 and 0.25 mg/cn®? °7Fe in
sodium ferrocyanide. The constant P is the source-
absorber-detector geometry factor and includes the
transmission through the 0.010 in Be windows and Al
radiation shield as well as the counter efficiency.
For cur spectrometer using 0.0l monolayer 57Co the
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sample activity is 10 uCi and the counting rate is

about 10 c/sec or roughly 100 coupts per charmel-hour.

UBV In-situ Emission Spectrometer

The UHV/MES apparatus has evolved over a
perlod cf several years. The first system had a
reentrant cavity with 2 thin beryllium window for the
Mossbauer radiation to reach the external coaxial
absorber and proportional counter. An asyumetric
constant acceleration drive was used to facilitate the
data analysis.22 The Mdssbauer electronics are
straightforward with the exception of the asymmetric
drive. The cantilevered absorber and end window
proportional counter complete the counting system and
necessitated custom drive speakers to minimize
unwanted vibrations. The system design and operation
prior to the present modifications is described in
references 22, 23 and 24. Presently the expetrimental
linewidth for the spectrometer is <(Q,5 mm/sec FWHM.

Substrates were mounted on a variable tempera-
ture helium dewar and deposition carried out in the
ultrahigh vacuum. A 57Co Fe alloy was evaporated
from a pyrolycic BN crucible in order to condense
oligatomic films on glass substrates.2? In spite of
the low dirfusion rate perpendicular to the BN basal
plane, it was nevertheless difticult to deposit
1016 atoms by this technique. A pendant-drop electron
beam heated source was designed to minimize the
thermal flux and facilitate the condensation on helium
temperature substrates,2Y

The system has now been redesigned to include
LEED and AES (CMA) for surface studies. Figure 1
shows the geometry for the various tcchaiques. The
URV pumping statiocn is based on a 12" Varian ion/
sublimation system with RGA. A 15" high collar

Figure 1 UHV in-situ MEFS System. The sample
is attached to the He dewar D,surrounded by a
radiation shield. The pendant drop evaporator
E and heater H are shown. Not drawn are RHEED
electron gun and sample manipulator operating
through port M

FE




section, fabricared by Ultek, houses the MEES,LEED,
single-pass CMA and Ar sputtering gun. Additional
ports will allow the later addition of RHEED. The
variable remperature dewar, custom fabricated by Janis
Research on a 10" UHV flange is fastened to the top of
the collar with its vacuum insulation common to the UHV
Pressures of 2 x 107% Pa are easily obtained aftzr
overnight bakeout and before the dewar is filled.
Because the specimen must be heated after argon
bombardment for clesning and annealing and then low
temperatures maintained to avoid surface and bulk dif-
fusion of the 57Co, the sample holder design is rather
complicated and will not be detatled here., In addition
provision must be made to rotate the gample for the
various surface analyses. The LEED pattern must bte
viewed from the back side of the screen since the
specimen is mounted on a rather large cold finger, which
in turn, is surrounded by a Ny thermal radiation shield.
The present system thus incorporates multiple surface
techniques in addition to the in-situ MEES spectrometer
even though some design compromises were necessary.

Examples

In-situ MEES has been applied to monolayer
films by Varma and Hoffman.23:25 Briefly these Fe
0.1 at.% 37Co fiims were deposited on nityvogen cooled
substrates at 1078 Pa and spectra obtained from near
helium to above room temperature. Films thicker than
10 § (4 atomic layers) showed a nyperfine splitting
over the entire temperature range, aithough the inter-
nal field decreased somewhat more rapidly with increas~
ing temperature for the thinner samples. For the(,2
monolayer specimen oniy a poorly resolved doublet re-
lated to rapid superparamagnetic flucturations was noted
Sczveral samples were produced in which the transitica
between these two behaviors could be followed and the
usual six-line spectra would undergo a broadening and
collapse. Submonolayer films showed a well resolved
doublet interpreted as a quadrupole splitting at a
particular nucleation site on the substrate. From tke
point of view of the ferromagneric dead layers the
fiilms whose thickness exceeded the superparamagnetic
transition never showed coexistence of a hyperfine
spectrum with a central line. Thus, one must conclude
that either no dead layer exists at the surface of
these films or that the relaxation times are so
changed near the surface that a paramagnetic
contribution would not be observed.

For comparison Walker and his co-workers!? have
used the Mossbauer scattering geometry to reduce the
background and obtain measurements on enriched
samples. Epitaxial samples were prepared %n UKV and
then overcoated to protect them for the Mossbauer
measurements made under ambient conditions. Their
resuli's agreed with those of Varma and Hoffman with
the exception of two features. First, single and six~
line spectra coexisted in some samples of average
thickness up to abouv 30 & and secondly, hyperfine
fields in excess of the iron 33.0Twere observed. The
importance of trace impurities trapped in the sample
during preparation and the difficulty of adequately
protecting the sample were later recognized as a
result of AES analysis indicating the presence of iron
oxides. It should be emphasized that only the in-situ
experiments do not show the superposition of ferro-
and para~magnetic spectra.

100 R S7Co/Co films were deposited on
helium temperature substrates by Kwan and Hoffman.
An amorphous crystalline phase traasition was found at
n 53 K by observing a rapid fourfold decrease in
electrical resistivity upon warining., In contrast to
data in less pure metallic amorphous ferromagnetics
these Co films showed only a 0.5T increase in the
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internal field in going to the crystaliine phase.
The linewidth decreases from 0.8 to 0.6 man/sec and can
be interpreted 1in terms of a smearing of the atomic
positrons in the randomized material. The other
Mossbauer parameters were esgsentially unchanged.

Data for a 0.0l monolayer Co-Fe alloy dQepos~
ited on a glass substrite but measured under ambient
is shown in Fig. 2. The spectrum shows a splitting of
2.2 mm/sec, interpreted as a quadrupole splitting, and
an isomer shift possibly corrvesponding to Fe?*t. The
width of the lines was about 1.5 times the experi-
mental resolution. The continuous function super-
fmposed on the data is a Lorentzian function

COUNTS (arbitrary)

Veloclty in mm/ sec

Figure 2 First MEES spectrum of 0.0l mono-
layer 57Co/Fe sasple. Isomer shift with
respect to sodium nitroprusside.

The distinct features of the spectrum for
this sample are consistent with the assumption of
isolated atoms on the surface. At this low surface
density the distance between atoms is about 10 atomic
diameters, iwmplying that about 99% of the substrate
area is empty. This would indicate that the resonant
fraction is for the most part due to substrate-iron
bonding, and may thus bz characteristic of isolated
atoms on the surface,

It is also possible that monomers are not
stable on the surface and the smallest stable nucleus
consists of 3 or more atoms. The spectrum of Fig. 2
implies if this were the case, then the majority of
emitting atoms have roughly the same quadrupole
splitting, and isomer shift, and consequently implies
that the majority of film atoms are either clusters of
cne atom, two atoms, three atoms, ete., but not a
mixture of one, two, etc., atoms. This is in contrast
to the normal interpretation of the nucleation and
grovwth models which would predict a distribution of
sizes of atomic cluster. Similar in-situ spectra with
the same splitting but different isomer shift have
been obsetved?SUpon annealing the usual six-line
spectrum is observed corresponding to the growth of
the n-mer cluster to a size greater than about 100 &
such that the superparamagnetic fluctuations are slow.
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The examples gilven show that MEES has applica-~
tions to thin film and amorphous magnetics, nucleation
site identification and growth of small clusters and
hence to catalysis. Additionsl data may be found in
the references cited. Experiments are in progress to
measure the surface magnetization and anisotropy
direction by deposition of 57Co on well-characterized
single crxs:al magnetic surfaces. This field of
surface Mossbauer effects has been reviewed by a
number of authors, but experimental data are
scarce.22,28  MEES should £ill that gap.
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MOSSBAUER DOWN ~ HOLE GRAVITY METER

Jon J. Spijkerman*, Jag J. Singh**, David H. Bohlen***, Xenneth H. Brown***, Richard A. Maz.k¥

Sunmary

The application of the Mossbauer Effect for a
proposed down - hole gravitameter is described. The
inherent rrecision of the Mossbauer Effect presents a
comparitively simpler and lower cost alternative
technique for the measurement of gravitational anomal-
ies, which have yielded the most definite infoimation
on oil reservoir location.

Introduction

The first demonstration of the Mossbhauer Effect
{ME) %E)gravitational measurements was the Pound and
Recka experiment in 19A0. The relationship ketween
ME and gravity can be derived from the apparent weight
of the photon.

In survey uses for the location of hydrocarbon
and mineral reserves, the precision of the Mossbauer
measurement must be increased ty many orders of mag-
nitude. Existing Mossbauer isotopes do aot have suf-
ficient sensitivity; however, there are several long
lived isotopes available, and Rh-103 is the most suit-
able for this application. Long lived metastable
isotopes have higher order transitions, resulting in
very complex spectra. Analysis has shown that magnetic
pelarization greatly rsduces the number of allowed tran-
sition2. Magnetic modulation can be used to measure the
gravitational shift.

Theory

A. Gravity Measurements. The main purpose of the
gravitometer is to provide on substrate formations, ei-
ther with an airborne pad or downhole teol(2}, McCul-
1oh3) has shown that the gravity difference between
two vertically serzrated points underground is:

AG
iz - (Fp =~ 4mxp) + AC_ + ACq + OCp [1]
where: Fp = local free air gradient, mgzl/ft
K = the gravitational constant
p = the average rock density within the Az

ACt = the surface terrawn effect correction
4Cq = the correctionr due to dippiny beds

ACp = the correction due to borehole effects
in mgal/ft

The AC corrections are small below 3000 ft for a homcge-
neous lithology and & short Az spacing(3).

Solving for the density, and using the gravitational
constant and an average value for the frez air gradient,

p = 3.687 - 39.185 (AG/AZ) [2]

For resevoir =valuation a precision nf 10 microgals at
30 feet intervals would be desired to give a density(4)
accuracy of 0.02 gm/cm3. The success of borehole gra-
vimetry (3} is attributed to its large volume capability
and the absence of wellbore a d near wellbore effects.
Present gravitometers use a vibrating mass or astatized
spring, and require a large borehole diametex.

®Ranger Engiaeering Corp.,Fort vorth, Texas,
*®* NASA, Langly, Virginia.
#** Jorthwestern State University, Alva, Oklahoma.

The Mosu~-

bauer devise can be constructed with a much smaller
diemeter, and without moving parts.

B. Mossbaver Effect. The Mossbauer gravitometer is
based upon the general theory of relativity equivalence
principle, or(6)

sE = Sfgnz 13]

where EY is the Mossbauer gamma ray energy.
The fluctuation in 4E £rom changes in the value of g,
is:

8E = (B,/c?)gh(tg/g) = E, {bg/g) 1016 ev/m (4]

To attain 1 ppm for {Ag/g), the energy resolution must

be:
(AE/EY) = 10722 m~1 at the surface of the earth

for a source-absorber separation of 1 meter.

This is outside the present Messbauer isotopes resolu-
tion. However, there are several isotopes with iow ener-
gy metastable states(7), Rh-103 is the most logically
choice from a Mossbauer gamma ray energy, isotopic a-
bundance and decay schame simplicity. The 40 keV trar-
sition insures a recoilfree factor of 0.77, and suffi-
cient penetration energy in the absorber. The Ag-109
also has many of the desired characteristics.

Using the Rh-103 parameters, Ey = 40 keV in equation

[4]'
AE = 4 x 10718 ev/m

The natural Iinewidth for the 40 keV statc is
T'=1.9 x 10719 ev

Or, AE/T = 21 for 1 meter source-absarber separation.

C. Mossbauer Parameters. Most of the Mossbauer para=-

meters can be derived from the nuclear properties. The
decay scheme for Rh-103 is shown in fig. 1. The 40 keV
transition is E3, from a 7/2+ to k- state. The 40 keV

level nuclear parameters are not known, but have been
estimated using deShalit(8) model of a weak coupling
core-excitation model. The excited levels are described
by the coupling of a single proton to the adjacent dou-
ble core nucleus., Using thes: calculations and the mea-
sured values,

EY = 40 keV

ty = ST m

8y = 40, X(X)} = 0.07 K/ (L+N+M)} = 0.1
IA = 100%

MG = ~0.0883 nm (measured)

MM = 5 nm {calculated}

OM = - 0.20 b (calculated}

é§|< 1.2 x 103 (calculated)

The isomer shift can be estimated from the electronden=-

sity at tho nucleus and the change in nuclear ra. ius.

For Rh-103,  |¥_ (o) [? = 0.49 x 20-26 cm -3
3

and (AE/E)= 1.4 x 107!* for a 5s electron transfer.
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The isomer shift does not present a problem in the
gravitometer, but line broadening can arise from impur-
ities and crystal defects, which requires a high degree
of single crystal source and absorber perfection.

The quadrupole interaction will only effect the
7/2 stace, which will split into 4 levels. The magni-~
tude of the quadrupole interaction will depend on the
crystal deformations, impurities, dislocations and the
Sternheimer Shielding factors;

or a2y
;2 =a-= gy, fl - ym) +q,,(1-R ) £s]
for Rh~103, y_ = =21 and R_= ~0.1
=3 [}

The 9ate arises from the positive ion cors within the

lattice, and gq_, is due to the non-spherical distrib-
uti~n of the coénduction electrons in the immediate
vicinity of the nucleus. The quadrupole effect can
cause serious line broadening, but by epplying a mag-
netic field the degeneracy can be lifted.
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9/2+

7/2+

1/2_
Rh-103
Figure 1. Energy level diagram for the Pd-103 +Rh-103
decay.
8 = 0°
Polarized
{a)
(v) l ! l
Figura 2, Magnetically split hyperfine spectrum for

a). 8=0° polarization and b). unpolarized spectrum,
of the 40 keV transition of Rh-103.

280

Magrnetic Hyperfine Splitting. The intensities of the
gamma emissions following a nuclear transition can be
calculated for unpolarized arnd magnetically polarized
atoms.

In general the intensity of a transition from a
ground level {ga> to an excited level !eb> due to the

absorption of a gamma ray quantum is given by the squ-
ared absolute value of matvix elements of unit irreduc-
ible tensors between groung level and excited states:

Iy = l<g l<rlley2] (61

The quickest and most elegant evaluation of [6] fol~
lows from the Wigner-Eckart theorem, which states that
the matrix elements of an irreducible tensor operator
I for eigenstates of angular momentum depend on the
quantum numbers uy_ and i, in a way that is completely
degscribed by the Clebscg~Gordan coefficients, i.e.,
the desired element is equal to a constant times the
appropriate Clebrch-Gordan coefficient.

The electric multipole radiation associated with the
transition J hd J

(€008 = Z. Z’.

2
IC(Janmamb;emf*

m =-Ja mb"-J
aZp n(0e0) 7]
and
_ m o+ 1 2
Zp (0s0) = 4[1- L—(-t—-—l-][ e @00 |

+yjy DO - “ e, 1 (0.6) N

T £,m-1

2

— o, fs]

2 +1 )' em ¢)l

where Y are the spherical harmonics. The Clebsch-
Gordan coefficients are given by Rotenberg et. al. (8)
ana the spherical harmonics by Edmonds (9).

For ar unpolarized spectrum, the angqular dependance
averages out, and the intensities a given by the

square of the Clebsch-Gordan coefficients, as shown in
figure 2b. When the polarization is ¢= 0°, the 14 line
spectrun reduces to only 4 lines, as shown in figure 2a.
The values of the angular distribution functions for

8 =0° and 6 = 90° are:
= Q° = °
Zl,m (6,¢) 8 4] 6 90

23,3 0 105/256n
23‘2 1] 70/2567
2 224/256w 7/256n
3,1
23,0 Q 84/256m

Magnetic polarization of the source and absorber thus
greatly reduces the complexity of the spectrum, and
also lifts the quadrupole degeneracy.

Electron-Nuclear Iateraction. This dipcle interaction
between the electrons and nuclear spins,

' — 3
BEQugmg) = 2u5n.7d (93
where d is the lattice spacing. The dipole-dipole

interaction can be suppressed by operating at low
temperature, or by applying a polarizing magnetic field.

L
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3
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4
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The preparation and isolation of carrier free
Pd-103 produced by Rh-103 (d, 2n) Pd-103 reaction has
been described by several workers (refs.10,11,12). The
procedure used by Gile, et.al, (l0) in isolating car-
rier free PA-103 from the target element and 4l-day
Ru~103 reaction, is described below. After bombardment
for a predetermined time with 20 MeV deutrons, the 1
gram pure rhodium target was fused with excess potassium
acid sulphate and the resulting mass leached with water.
Insoluble impurities were separated by centrifugation
and the decantate was made 6 N in hydrochioric acid by

-
"

G

Legend. A- $ingle crystal Pd-103 source, B- Single crys
tal Rh absorber, C- Radiaticn Detector, D~ Source mag-
netic polarization coil, E- Absorber magnetic modulation
coild, F- INVAR Source-Absorber separation tube, G- Radi-
ation collimator, H~ Magnetic shield, I- Cryogenic en-
closure, K- Electronics and cryogenic coentrol section.

Figure 3. Proposed Gravitometer construction.

treatment with 12 N hydrochloric acid and sodium chlor-
ide and then 5 milligrams of selenous acid were added
to the solution. The resulting solution was treated
with excess sulphur dioxide which resulted in precipi~
tation of elemental selenium which carried 99+ percent
of PA-103 fram the solution. The precipitate was wash-
ed with water, dissolved and reprecipitated. The sel-
enium precipitate was dissolved in concentrated sulph=-
uric acid, transfered to an all-glass distilling flask,
9 N hydrobromic acid added and :he mixture distilled at
200°C. The residue contained all of the Pd-103 activity.
All these steps can be compleated within a period of 1-
2 hours. For the extreme purity required for the (pPd-
103 - Rh-103) gravitameter, the source thus produced
may have to be subjected to a mass spectrometric sep-
aration and single crystal growth.

DPreparation of Pd-103 Radioactive Source

There are a nuwber of nuclear reactions that can
be used to produce Pd-103 radionuclides. Scme of them
are summarized in the following table.

Cross Section

[NUClear Reaction
l

103

103 (p, n) Pd

Rh {a) (700t 40) mb at E =
10 MeV (ref.13; °
1100 mb at Ep=l2 eV

{ref. 14}

)

103

Rh 103

{d, 2n) Pd {(a) (58%3) mob at Ed =
14.6 MeV
30%¢1.5) mb at Eq =

20 MeV (ref.l15)

(b

0 . . :
Rh1 3, which is 100 percent abundant, is commer-

cially availaple to the 99.999 percent purity level. A
typical source preparation calculation based on Rh-103
{p, n) Pd~103 reaction is given below:

Source reaction: Rh-103 (p, n) Pd-103

o {p, n}) at Ep = 12 MeV: 1.1 barns
Assume a 1 gram Rh target.

The bombaerdment time, using a beam of 100 micreamperes,
needed to produce 1 curie of Pd-103 is 5% hours.

Conclusion

The develcpment of a Mossbauer gravitometer is
well within the capability of present day technology.
The purity and pexrfection of the source and absorber
single crystals is the most important aspect of this
development. .

This new survey meter will have a maximum dia-
meter of 3.5 inches, making it possible far use in
cased boreh-les. The absence of mechanically moving
parts and the wide range of measurement with magmnetic
modulation should substantially increase the logging
rate,
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3.5 Concluding Bomarks

The studies reported here clearly dawxutrate
the potential role of an X-ray flucrescence tach~
nique in continuously monitoring the compositicn
of the so~called filler, which is contained in thoe
product amerging from the paper-making cachine.

Ising 55Fc as the excitation source and an X-ray
proportional chamber, the monitoring of the lovel

of the filler constituent, TiC2, i3 shown to he
particularly feasible. Correcting the chscrved
titani:am X-ray counting intensities for the cffccrs
of change in basis weight, clay content and rpisture
appears to be feasible, provided independont moaswre-
ments of these parameters are available on a contin-
uous basis, as is the case in rodern plants. Newtron
artivation analysis provnd to be a valuuble tool for
determiring the filler compositions in the cogeri-
mental samples studicd in the present work.

The X~ray fluorescence technigue slso appears to
be teasible for nonitoring the levels of CaCo3 pro-
sent in the finished product, although mot when
appreciable quantities of Ti0 are also present.
This restriction is owing to the lower {luorescent
yield from calcium than fram titanium, couplad with
the partial overlapping of the fluoresornt poaks
from the two clamcnts in the prescnt appasatus.
Froquently, however, Cal03 does not dppoar as a
filler constitucnt along with Ti0O2. Correcticn for
variotion of basis weight, clay content, and moisturc
appoars feasible for Cal)3 monitoring as for Ti02.
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Table | Yiwld of Secondary d~ray from
Pure Matals {including scattoered
Primavy S~ray)

Atasic

nusEor Meresl (838
22 Ts 3839
23 L' $349
2% M 3436
27 Ni 1959
30 2 2350
32 Gy Jie2
40 ir 1974
32 Mo 3604
§7 AG 1849
52 b 1768
71 Ta 118%
78 hd 1312
52 b 1237

{SUS27 Alloy} (7445}

Table 2 Result of Chemizal Analysis
of gintered Po Alloy

M G.8%
TiDy 12 ~ 13
Zro; 15 +» 20%
PDO 65 ~ 70%
WO] Trace
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H. V.
.~ lead
Lkt

detector
10.0 e»

nal(Te)

2.8 cm a.d,
2.4 = f.d.
1.8 cm long

nal (T}

IA!ZO3

P 0.4 o Shick
-~ .3 e thick
1.6 cm o

l Al

A wehematic draviag of the HPCe cryostse and
detecter pountiag. (Ses test for derails.)

Fig.

in diancter aad has a laJd~mu-deop intrinsic cepton,
Tallndium i used for the pecontact {-U.1 =y apd d17-
fused Yirhiun for the p-cantact (-95.7% mmd. The dotec-
tor nparates at 2100 V, but fa fully doepleted at 3OO @
-3 « 109 impuricy stemsfend).  The detector in orfented
A that codlimated 23283 fave enler phroulh the p-
sautact; hencs, hasincatterad photons will pass through
the thianet iugpctian.

The detostor in sesnied against tubulay sapphise
{Ri0y), which merzae both an an excalleat thermal con-
ductsy and as an electrical insulator. The sapphire
i3 positioned apalnst a tubslar alumfacs cold finger.
Iadium {n vusod o fmprove thommal conductivicy at each
interfaca. The aapphire and detector are held o the
tubular alisinum eold finger by throee 0,25-me=dinmeter
stalinlody sleel wires, Daly one i showm in Flg., 2,
as they aere positloncd a2 120° intervals around che
derectar, These wires eouple into a U, 75%zmethick piice
of ledan® that extends across the entlive face of the
detoctar.  The bexan i 1.5 wm thick around the edse
of the detector. This jowe? material fx wsed to niaf-
slrze Dass, but it alsoe derves €o hold in place a umall
whre careviag the Bizh voltage te the detector. The
sipeal lesd to the faput FET da a Cu wire encireding
the sapphire and twisted tightly into the fndium and
napphive.

The eaclosing «alis of the alunings vacwun housing
ave U.4A0 e Thiek (0 the wiciniey of the detoctor, avd
et graduslly thicker (for michanical stronpth) awoy
from the datector. The prostresaed aluoinum ead window
fn 30 e thick and vas electroa-beas-velded 2o the
hoausfag walls., Thus, @3se surrounding the dutectov
has been minimized. Note that no heat shisld is ezxplov-
ed  and that the cold finger and fnsularor are tubular.
1t was necoanavy to adopt this “bean deop” geoncter:
athorwise the dack-scatzeved gamma~ray diatribution
(centored about 225 kel) becomes eaorucus wich the ex-
cellent Comptam continuun suppredsion that this spectrom—
etar yields.

The split-halves anticolacidence-detectoy geometry
{9 used., The ¥Nal(Ti) derectors, 34 cm in diamcter and

'aneruncc to a coapany or product nake does not imply
approval or recowacndation of the product by the Univer-
writy of Califoraia ~r the U.S. Energy Research and Devel-
oprent Adminfstration to the cxclusion of others that
may be suitsble,

i7.5 oz thick are optically isolated and integrally
aounted in a single housing. Nine 7.6-cm-diameter pho-
totubes view c¢ach end. The detector vacuun housing
entrance well is 5.0 o= in diameter and 25 cm long,
while the gamea-ray-beam entrence well is 1.90 ez in
diameter and 9,0 c» long. The nuch snaller beam en-
trance reduces the paswss-ray bick-scatrering solid angle
(G~max) and asllsws better suppression in the vicinizry

of the Compton edges. The Kel(TX) well vnclosure walls,
designed to reduce mass absorprion berween the central
ifPGe detector and the anticoincidencz detectors are
0,75-z~rhick alusinum.

Electronics

Figure 3 shows 4 block diagram of the electronics.
The Bal preamplifiers should hiave coxcellent overload

1>

Fig. 3. Flectronic circulc used to spevate suppressior
snd palr oodes sizulraneously.

characteristics and verv last recovery times for cossic
ray events. Constant fraction discrimfaators are used
for both Nal and Gr signals. The threshold of rhe scin-
tillatien deteceor’'s discrininzcor should be set aa
close to nolse level as posstible, bur not in ic. The
bast suppression factar 1s obtained when the scaliest
ennrgy Erceraction in cthe scintillator {s detccted.

When the syatem is used as a suppression spectrametey,

a signal from cither scintillator half fn coincidence
wich 2 Ge event ancicoincidences ov rejzcets that Ge
event and atops the TAC. In operation as a pair spec-
trosecey, both scintillator halv'es must register o 511~
%eV annihilatt.on quanta. Hence, a "fast-slow" coinci-
denze avrangement I8 used. A 467TAC {ast-ceincidence
cutout gataes the slci 418A triple-coincidence unit,
whose output, in turn, allows acceptance of any Ge event
by the analyzer. %Note that a biased amplifier is fntro~
duced prior to the analyzer to select only that pertion
of the Ge spectrum above 1.0 MeV. Thus, Compton~
suppreasion and pair data can be vecorded simeltancously.

Performance

FPigure & showe two spectra of Zn-65. The top
spactrum {s singles data, vhile the lower data is Compton
suppressced, Both spectra were recorded simultaneously.
The maximum suppression factor achieved was 25 in the
viciniety of 700 keV. This leads to a peak-to-minimum
Compton value of 1100 to 1. Zn-65 is a positre.: emit~
ter; thus the 511-keV peck is normal. Note that the
two spectra join at very low energy (25 keV), corre-
sponding to no suppression or gamma-r.ay scattering an-
gles less than O-min, about 2%30°.

o
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Figure 5 shows a singles and Compton-suppressed
spectrum of Co-60, Here, the two spectra join at about
30 keV for a O-min corresponding to about 2°20', Note
that the double escape peaks at 151 and 310 keV are
suppressed beyond detection. For higher-energy gamma
rays, they are not completely climinated, e.g. the Na-24
2,754-MaV transition. This is easily understood if
one considers two annihilation quanta that escape at
O = 0° and 180° respectively, where there is no antico-
incidence scincillstor. Much less likely, but not zero,
is the probability of both 511-keV quanta not interact-
ing at all with either scintillator.

Channel mvnmber

singles (becttom) spectra of Zn~65.

Note the presence of a small 5ll-keV peak in cthe sup-
pressed spectrum. This {3 a result of Co~-60 photons
interacting vla pair production with collimz:or walls
and any wass in the vicinity of the detector. Subse-
quent to annihilation of the positron, one 51l-keV quan-
tum {8 totally absorbed by the HPGe detector. The large
size of the back-scattered pamma ray peak centered about
225 keV is readily apparent. It would ha’e had a mich
greater area were it not for the "beam dump” geometry
used in mounting the detector (see Fig. 2). The gamra-
ray peaks show a FWHM of 190 keV, and the peaks are
esgentially Gaussien. Thus, without significant tailing,
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Channel number
Fig. 5. Compton-suppressed {bottum) and singles (top; spectra of Co-60.
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one observes the Ge fluorescent x-ray escape peaks.
The excellent peak shape is in part due to collimation
of the incoming gammna radiation toward the center of
the HPGe detector (Fig, 2), and in part due to the ex-
cellent detector materlal quality, which allows the
use of a larpe overvoltage.

The maximum suppression factor observed so far with
this system is 31. It depends sensitively on the NaI(T
£) discriminator settings and the comdition of the pho-
totubes. With noisy or poorly working phototubes, small
light signals will not be detected, and those events
will not be rejected. A maximum suppression factor of
24 corresponds to 95.83% rejection, while a factor of
31 corresponds to 96,77%, a difference of less than
one percent. In fact, some time after the Fig. 5 data
were taken, six noisy and two non-working phototubes
were discovered. Also the degree to which the Ccmpton
edge '"peaks" are suppressed, and the low energy at
which the spectra join depend on phctomultiplier re-
sponse and discriminator setting. In data taken ear-
lier, the suppression factors were 25% better than for
the data in Fig, 5. As a result, almost no increase
was observed to occur in the speckrum towards the low-
energy side of the suppressed 1.33-M=V Compton edge,
contrary to the increase observed in F.g. 5.

Discussion

The excellent Compton continuum suppression and near-
ly 41 enclosure of the HPGe detector lead the spectros-
copist to consider experiments not otherwise possible.
For example, it is nearly impossible to measure quanti-
tatively via beta-spectrum intensities the very weak
forbidden beta branches whose endpoint energiles lie
#ell within strong allowed beta transitions. However,
with significant Compton suppression, it is possible
to observe very weak gamma transitions that depopulate
levels fed by forbidden beta decay. Raman~ has suc-
ceeded in measuring several such cases (although with-
out suppression). The common radioactivities of Co-60,
Zn-h5, Cs-134 and Cs-137, and others, all contain possi-
ble forvidden beta branches observed via weak garmma-ray-
transition-intensity measurements.

Similarly, one can measure weak gamma-ray branches
that test various theoretical nuclear predictions. In
the quadrupole vibrator model, small inter-particle
coupiings remove the degeneracy to lead to a triplet
of levels (0+, 2+, and 4+) for the two-phonon vibration.
Gamma-ray transitions between the 4+ and 2+ levels (the
so-called "zero-phonuvn" transitions) are forbidden ac-
cording to this model. These weak interband or model-
forbidden gamma-ray transitions are gener311§ hidden
by the Compton continuum, The degree of forbiddeness

could be measured by looking for such traneitions,
They have been observed4»5 in a number of nuclei, and
the 346-keV transition seen in Fig. 5 is just such a
"zero-phonon" transiton in Ni-60. Other examples >f
weak interband (B~ to y-~band) transitions have been
cbserved in the deformed nuclei region.

In the cearch fur states of very *igh angular momen-
tum via in-beam spectroscopy, Compton suppression will
allow the observation of weaker AI = 2, no transitions.
Thus, those groups who have in the past used Compton-
suppression spectrometers should make the small invest-
ment vrequired to adapt their old anticoincidence scin-
tillators to fit the modern high-efficiency Ge detectors.

The almost complete 47 enclosure (98.9%) offered by
this anticoincidence system combined with the small
HPGe detector size makes the system an excellent pair
spectrometer. One possible experiment would be the
confirmation of the deviation froa the »xperimental-
peir-production cross section observed6 at low energies
from the Bethe~-Heitler prediction. Another experiment
currently under investigation with this system is the
search for double-pair production. Quantun electrody-~
namics predicts a nonvanishing probability for the for-
mation of two electron-positron pairs if E(y) > 2.064
MeV. Wilkinson and Alburger? ware the first to attempt
to measure the cross section, but they obtained only
an upper limit. More recently, Robertsou et al.8 ob-
s¢rved indirect evidencea of this process. With the
present spectrometer (both SCA's set to pass omly 1.022
MeV) and with direct experimental observations possible
with both Si and Ge detertors, a cross section for this
process can be established, even exclusive of Z depend-
ent cascade first-order processes (see Ref. 7, appendix;.

Refercnces

1. Camp, D. C., Radioactivity in Nuciear Spectroscopy.

eds., J. Hanilton and J. Manthurthil (Gordon & Breach,
New York, 1972) Vol. 1, pp. 135205,

2, Konijn, J., Goudsmit, P., and Lingeman, E., Nucl.
Instr. Mon. 199, 83 (1973).

3. Ramas, S., and Gove, N, B,, Phys, Rev, C 7, 1995
(1973). -

4, Camp, D. C., and Van Hise, J. R., Phys. Rev. C (1976)
(in press). See also Phys. Rev, Lett. 23, 1248 (1969).
5. Van Hise, J. R.,, Camp, D. C., and Meyer, R. A., Z.
Phy.. A274, 383 {1975).

6. Yamazaki, T., and Hollander, J. M., Phys. Rev. 140,
1363 (1965).

7. Wilkinson, D, H., and Alburger, D. E., Phya. Rev. C
5, 719 (1972).

8. Robertson, A., Kennett, T. J,, and Prestwich, W.

V., Phys. Rev. C 13, 1552 (1976).

287




Adams, F.
Ahmad, §.
Albert, J.J.
Amisuer, X.
Anderson, C.R.

Armantrout, G.A,

Artz, 3.E.
Barrett, H.H.
Bartelt, D.M.
Belvin, £\
Bielefeid, M.J.
Bohien, D.H,
8olin, F.P.
Rolon, C.
Brauer, F.P.
Braun, M,
Brill, A.B.
Brown, K.H.
Buchnes, A.
Bugenis, C.K.
Burns, R.E,
Busch, A.J.
Cahill, T.A.
Comeran, J.R.
Camp, O.C.
Case, F.N,
Chace, A.B.
Cho, B.Y.
Chu, D.
Clayton, W.R.
Cooper, J.A,
Cronch, S.M.
Oavis, R.F.
Day, R.H.
Debartin, K.
Deconinck, F.
Der aib, E.L.
Deimastro, A M.
Deutchman, AH.
Draper, Jr., E.L.
Dudzik, M.C.
Ehmann, W.0.
Elgart, M.F.
Eller, E.L.
Elsberry, T.L.
Enomoto, S.
Entine, G,
Emat, R.D.
Evans, L.G.
Fager, J.E.
Farr, J.0.
Fassal, V.A.
Fletcher, K.E.
Francis, H.E.
Friesen, R.D.
Gubbard, F.
Gaines, J.L.
Gamsu, G.
Gerber, M.S.

182
249

19
275
40

133
169

178
2729
147
141
63
133
15%
276
242
147
141
259
159
107
67, 118

145

169
190
271

-]

18

215
137
176
103
190
27
178

79
2n

15,76
178
63
262

166
118
190
15, 75
114
137

AUTHOR INDEX

Gilboy, W.B.
Gohshi, Y,
Goles, RW.
Gunnink, R.
Haas, F.X.
Hakkita E_ 4.
Hanser, F.A
Hanson, J.A.
Hattner, R.S.
Haubold, 14.-G.
Haath, R.L.
Hanke, B.L.
Henry, R.E.
Herber, R.H.
Hewite, J.S.
Hirao, O.
Hirshfeld, A.T.
Hoard, D.J.
Hobbs, B.B.
Hoffman, R.W.
Hoppes, O.0.
Hutchinion, J.M.A.
Jaklevic, J.M.
Kenipe, L.G.
Kashivakurs, J.
Kew, M.

164

55
246
252

1

145
255
*78

175
m
242

252
202
275

25

¥R

Ksufman, L. 114, 118, 145

Kawamato, A.
Kuckuck, R.W.
LaBrecqur, £.4
Lange, W.H.
Lanzs, R.C.
Larsen, K.H.
Laumer, HW.
Law, J.J.
Cazewatsky, J.L.
Lemming, J.F.
Lier, D.W.
Lim, C.B.
Lindsu, 1.
Lloyd, W.G.
Loreh, E.A.
Lowrance, J.L.
Lurie, N.A,
Lyons, P.B.
Mann, W.8.
Merlow, K.W.
Martin, M.J.
Maus, L.D,
Mazak, R.A.
Mazzss, R.B.
McNelles, L.A,
Mever, R.A.
Miller, O.W.
Muilen, P.A.
Murray, B.W.
Mustafa, M.G.
Nacci, V.A,
Nelison, J.A.

288

263
15,75
72
23
141
155
190
98
14
246
79
145
"
166
29
83
51
79
25
94
33
186, 206
279
m
242
40
137
25
141
178
186, 206
118

Neison, J.VY.
Niday, A.B.
Ortale, C.
Pradian, S.
Parker, J.L.
Patton, J.A.
Peppler, WW.
Parez - Mengez, V.
Phitlips, G.W.
Piotte, J.C.
Piper, D.G.
Pradzynski, A.H.
Peoiss, L.L.
Preuss, L.E.
Price, R.R.
Randtke, P.T.
Reiliy, T.0.
Rends, G.
Richards, 1.G.
Rogers, W.L.
Roney, J.R.
Rose, V.C.
Sage, J.P.
Saito, H.
Sampson, T.E.
Sanrdrik, .M.
Sato, O.
Savoca, C.
Schima, £.J.
Schiatke, D.8.
Schiosser, P.A.
Schmadebeck, R.L.
Schmcrak, M.
Schiitzig, U.
Sellers, 8,
Senftie, F.E.
Senoo, M.
Short, MLA.
Sinclair, s.d.
Singh, J.J.
Sioblom, R.K.
Spijkerman, J.J.
Spyrou, N.M,
Stehling, K.
Steidlay, J.W,
Stokes, T.
Stoner, W.W.
Swann, §.).
Szulc, M.
Tachikawa, N.
Teller, S,
Tirsell, K.G.
Tominuga, H,
Tout, R.E.
Trornbka, J.1.
Tuahy, 1.

U, O.L.

Utts, B.K.
Vadus, J.

147,

103,

114,

161
55
A
173
219
165
mmn
145

1681
51
175
173
151
185

n
219

122
125
186

133
230
160
107
230
114

137
178
ek

238
176
0
7
242
219
249
279
164
178
137
155
133
145
143
2n
194
40
21
164
178
19
234
103
178

i
&
b
)
i

:!

4

H
¥
!
Bl
i
i
H



Vagelatos, N.

van den Berp, L.

Van Espen, P,
Voagele, A.L.
Wagnar, J.
Walz, K.F.
Weiss, H.M.
Wheeler, 8.D.

51
"
182
18
155

69
169

Whited, R.C.
Wilson, D.T.
Winchester, J.W,
Winick, H.

Wit RM,
Wolfe, G.J.
Wondra, J.P.
Young, F.C.

289

71

133

181

1

107, 111
169

61

94

Yule, H.P.

Zetezny, W.F.

Zisgior, C.4

Zimmer, W.H.

Zolngy, A.S.
Zuba'. 1.G.

103,

198
252
238

137
103




Adams, £,
Univarsitare inztelling
Antwerpen, Salgium

Aeschbach, J.
Tracor Northern
Middieton, Wisc.

Ahmad, t.
Argonna Nat’l Lab
Argenne, 1L

Albert, J.
Consultant
New York, NY

Amlaver, K.
{sotope Products Labs.
Burbank, CA

Anderson, C.
Case Western Resarve Univ.
Cleveland, OH

Andrews, F.
Amersham/Searle
Arlington Heights, IL

Anzelon, G.
McClellan Lab. USAF
Sacramento, CA

Armstrong, J.
Argonne Nat'l Lab,
idaho Falls, 1D

Artman, C,
Edsel B. Ford Inst. Med. Res.
Detroit, MI

Artz, B.
Ford Motor Co.
Ann Arbor, M1

Bahn, E,
5. E. Mo, St. Univ.
Cape Girardeau, MO

Beard, G.
Wayne State Univ,
Detroit, Mt

Bennish, A,
Univ, of Mich.
Ann Arbor, M1

Beyer, N,
Argonng Nat’l Lab,
Argc me, L

Bohlen, D.
N. W. Okla. State U,
Alva, OK

Batin, F,

E. B. Ford Inst. Med, Research

Detroit, M|

8onner, N.

Lawrence Livermore Lab.

Livermore, CA

Boster, T.

Lawrence Livermore Lab.

Livermore, CA

Bozymowski, 4.
G. M. Research
Warren, M1

Brauer, F.
Battelle-Northwest
Richland, WA

Brenner, H.
Argonne Nas'i Lab,
Argonne, IL

Brill, A,
Vanderbilt Univ.
Nashvilte, TN

Brown, K,
N. W. Oklahoma State U.
Alva, OK

Buchnea, A,
Sentrol Systems Ltd.
Downsview, Ontario

Burns, £.
USAF
Kirtland AFB, NM

Busch, A,
U. S. ERDA
New Brunswick, NJ

Cahill, R,
Illinois Geological Survey
Urbana, IL

REGISTRANTS

Cahilt, 7.
Univ, of Calif.
Davis, CA

Cameron, J.
Univ. of Wiscosin
Madison, Wt

Camp, D.
Lawrerce Livermore Lab,
Livermore, CA

Coampani, J.
Canbesra
Meriden, CT

Compbell, M.
Exxon Nuclear Company, inc.
Richland, WA

Zarlson, R.
Southwest Detroit Hospital
Detroit, M!

= Case, F.
ORNL
Oak Ridge, TN

Charatis, G.
KMS Fusion, Inc,
Ann Arbor, M}

Chartrand, M.
Ecole Polytechnique
Montreat, Canzda

Chen, Y.
Ghmart Cemp.
Cincinnati, OH

Cho, 8.
Industrial Nucteonics
Columbus, OH

Chulick, &.
Babcock & Wilcox
Lynchburg, VA

Cilayton, W.
Tenn. Valley Authority
Muscle Shoals, AL

Cogburn, C.
Univ, of Arkansas
Fayetteville, AR

290

Cohen, B.
Univ. of Pittsburgh
Pitttburgh, PA

Colvin, J.
St1. Joseph Mare Hopital
Ann Arbor, Mt

Cooper, J.
GRTEC
Qak Ridge, TN

Cronch, S.
Univ. ot KY
Lexington, KY

Day, R,
Los Alemos Scientitic Lab,
Los Alacnos, INM

DeKufb, E.
Ames Laborastory
Ames, J1A

Dehizastro, A,
Allied Chemical Corp.
tdaho Falls, iD

Ounbar, G.
Amersham/Searle
Arlington Heights, (L

Economou, T.
Univ, of Chicage
Chicage, L

Elgart, M.
Ford Motor Co.
Dearborn, M

Elfer, E.
Gocdard Space FH Cntr/NASA
Greenbelt, MD

Evans, L.
Computer Sciences Corp.
Greenbelt, MD

Ewins, J.
U. of Calif. - LLL
Danville, CA

Fager, .1
Battelle-Northwest
Richfand, WA



Farukhi, M,
Marshaw Chemical Co.
Saclon, OH

Fleming, T.
Reuter Stokes Inc.
Cleveland, OH

Fletcher, K.,
Amesshain/Searte
Athngron Hewghts, 1L

Frost, J,
iinos State Geologica! Survey
Urhana, 1L

Furnag, T,
Motecutar Data Corp.
Cleveland Heights, OH

Furuta, T,
in1. Atomic Energy Agency
Vienna, Austria

Goines, J.
Lawrence Livermore Labs.
Livarmore, CA

Gardner, P,
North Carolina State Univ.,
Rateigh, NC

Gihbs, A,
£. 4. duPom
Aiken, SC

Gitboy , W.
Surrey University UK
Guildford, England

Gillieson, A,
Ratired
Ottawa, Ontario

Gleason, G.
ORAU Training Qiv,
Oak Ridge, TN

Glendenin, L.
Argnnne Nat’l Lab,
Argonne, 1L

Goss, S,
Measurex Corp.
Cuperting, CA

Griffin, W,
Univ. of Mich,
Ann Arbor, M|

Guneick, #.
Lawrence Liverniote Lavs.
Liverniore, CA

Haas, F,
Monsanto Research Corp.
Miamisburg, OH

Hadley, J.
Lowmnce Livermore Laba.
Livertnore, CA

Hanser, F,
Panametrics, inc.
Waltham, MA

Harget, P,
Allied Chemical Corp.
Muorristown, NJ

Hattner, R.
Univ, Calif, San Francisco
San Francisco, CA

Haubold, H,
KFA-JULICH
Jurlich, Germany

Havnhorne, A,
NC Siate Univ.
Rateigh, NC

Heath, R,
Idaho Nat't Engineering Lab.
temha Fally, iD

Helmer, R,
Agrojet Nucleai Company
{daho Falls, D

He!mut, L.
Univ, of KY
Lexington, KY

Henderson, L.
inois State Geological Survey
Urbana, 1L

Henke, B.
Univ. of Hawaii

Honalulu, HI

Herber, R.
Autgers University
New Brunswick, NJ

riewitt, J.
Univ. of Toronto
Toronto, Ont, Canad.

2981

Hit, R,
Generat Motars Research
Warren, 1]

Himes, R,
Dow Chemical Co.
Midland, MiI

Hachel, R,
E. t. duPont
Aiken, SC

Hoffman, R,
Cate Wastern Reserva Univ,
Cieveland, OH

Hoppes, D.
Nat‘l Bureau of Standards
Washington, DC

Hurler, R,
Ford Motor Company
Dearborn, Mi

Jaklevie J.
Univ. of Ca¥f.
Berkeiey, CA

Jenkins, R,
Fhilips Electronic instruments
M, Vernon, NY

Jones, J,
Phoenix Memorial Lzb. UM
Ann Arbor, M1

Joy. M,
Univ. of Toronto
Toronto, Ontario, Canada

Kamykowski, E.
Grumman Aerospace Corp,
Bethpage, NY

Karin, R.
New England Nuclear Corp.
N. Billerica, MA

Kato, M,
University of Tokyn
Tokvo, Japan

Kaufman, L.
Univ, of Calif,
San Francisco, CA

Kephart, J.
Los Alamos Scientific Lab.
Los Alamios, NM

Kirby, J.
Lawrence Livermore Lab.
Livermore, CA

Knapp, M.
Lawrenca Livermore Lab.

Livermore, CA

Knoll, G.
U, of M.
Ann Arbor, ML

Keppel, L.
Lawrence Livermore Lab.
Livermore, CA

Kruse, F.
Owens-lllinois
Toledo, OH

Kuckuck, R.
Lawrence Livermaore Lab..
Livermore, CA

Kurtz, T,
Bendix Field Engineering Corp.
Grand Junction, CO

Lunge, W.
G. M, Research Labr,
Warren, M{

Larsen, R.
Argonne Nai‘i Labs.
Argonne, IL

Law, J.
Longwood College
Farmwille, VA

Lazewatsky, J.
MILLT.
Cambridge, MA

Lehnest, R,
LND Inc.
Oceanside, NY

Leonard, J.
ILE.E. E
Anaheim, CA

Lindau, {.
Sranford, Univ.
Stanford, CA

Uoyd, W.

Univ. of KY
Lexington, KY



Loveland, W.
Oregon State Univ,
Corvailis, OR

Lows, D.
Owens-}liinois
Toledo, OH

Lum, H,
u-m
Ann Arbor, Mi

Lurie, N.
IRT Com.
San Diege, CA

Lyons, P,
Los Alamos Scientific Lab.
Los Alumos, NM

Mctiroy, J.
UM
Ann Arbor, M!

McQuaid, J.
Lawrence Livermore Lab.
Livermore, CA

Mariow, K.
Naval Research Lab.
Washington, DC

Martin, M.
ORNL
Qak Ridge, TN

Martinaili, P.
Franch CEA
Gif-Sur-Yvette, France

M.ttarella, S.
AC Spark Plug
Flint, MI

Mazess, R.
Univ, of Wisc, Hospital
Madison, Wi

Mevyer, R.
Lawrence Livermore Labs.
Livermore, CA

Meyers, T,
u-m
Ann Arbor, Mi

Mitfer, O,
Genera} Electric Co.
Schnectady, NY

Milts, W,
Mobil R & D Corp,
Dalilas, TX

Mitchcll, <.
Federal Highway Admin.
Reston, VA

Moore, D.
Texas A & M Univ.
Colleg= Station, TX

Nardozzi, M.
U. S. Steet Research
Monrouville, PA

Neylan, D.
U. S. Bureau of Mines
College Park, MD

Packer, L.
UTRC
East Hartford, CT

Parker, J.
Los Aiamos Scientific Lab.
Los Atamos, NM

Pehi, .

. C, Lawrence Berkely Lab.

Berkeley, CA
Pickfes, W.
Lawrence Livermore Labs.

Livermore, CA

Piper, D,

E. B. Ford inst. for Med. Research

Detroit, Mi

Polichar, R,
u-M
A-in Arbor, MI

Pradzynski, A.
Univ. of Texas
Austin, TX

Preiss, {,
RPI
Troy, NY

Preuss, L.

Edsel 8. Ford Inst. Med, Research

Detroit, M#

Prevo, C.

U. C. Lawrence Livermore Lab,

Livermore, CA

Price, R.
Vanderbilt Univ,
Nashville, TN

Raby, B.

Atomic Energy of Canada, Ltd.
Chalk River, Ontario, Canada

Randtke, P.
=.G.&G. inc.
Goleta, CA

Renda, G.
Princeton Univ,
Princeton, NJ

Rengan, K.
Eastern Mich. Univ,
Ypsilanti, Mi

Richards, A.
U-m
Ann Arbor, Ml

Richardson, C.
Beciford Engineering
Bedfor., MA

Roche, L.
EDF
Chatou, France

Roder, F.
retdicom
Fort Belvoir, VA

Rogers, W.
UM
Ann Arbor, M|

Rose, V.
Univ, of R. I,
Kingston, Ri

Rotariu, G.
U, S. ERRA
Washington, DC

Roth, S.
u-m
Ann Arbor, Ml

Rothbart, G.
Stanford Univ,
Staniord, CA

Ryge, P.
Princeton Gamma-Tech
Princeton, NJ

292

Sampson, T.
LASL
Los Alamus, NM

Sandborg, A.
EDAX International, Inc.
Prairie View, IL

Schiosser, P.
Ohio State Univ,
Columbus, OH

Schneid, E.
Grumman Aerospace Corp.
Bethpage, NY

Schaneider, R.
Physics Internationat Co.
San Leandro, CA

Seifrid, M.
1l), State Geo. Survey
Champaign, L

Sherman, I.
Argonne Nat’l Lab.
Arganne, IL

Short, M,
Ford Motor Co.
Dearborn, M

Singman, L.
E.G. &G.
Las Vegas, NV

Sparrow, J.
Nat’l Bureau of Standards
Washington, DC

Spaulding, J.
University of Georgia
Athens, GA

Spykerman, J,
Ranger Eng. Corp,
Fort Worth, TX

Stanek, M.,
W. 8. U,
Detroit, M!

Strauss, M,
Argonne Nat’l Lab.
Argonne, IL

Swierkowski, S.
Lawrence Livermore Lab.

Livermore, CA ’-’



Taylor, J.

Atomic €nergy of Canada, itd.

Chalk River, Ontario, Canada

Taylor, R,
Canberra IND
N. Ridgevilie, OH

Tayior, R.
Monzanto Research Corp,
Dayton, OH

Teller, Steen
Isotopcentralen
Capenhagen, Denmark

Thomas, C.
S.U.NY.
Buffalo, N,Y.

Tipton, W.
E.G. &4,
ias Vegas, NV

Tominaga, H.

Japan Atomic Energy Research Inst.

Qarai-machi, ibaraki-ken, Japan

Toohey, R.
Argonne Nat'i Lab,
Argonng, tL

Turcotte, R.
Schiumberger Tech. Corp.
Ridgefield, CT

Tyrée, P.
New Engiand Nuclear
N. Billierica, MA

Urnezis, P.
Argonne Nat'| Lab.
Chicago Lawn, IL

Vagelatos, N.
iRT Corp.
8an Diego, CA

Vincent, D.
UM
Ann Arbor, M}

Vintersved, 1.
Nat’l Defense Research Inst.
Stockhotm, Sweden

Voliborth, A.
Hniv. of CA
Irvine, CA

Wahl, J.
Schilumberger
Ridgefield, CT

Walker, R.
Kevex Corp.
Indiarthead Park, 1L

Warner, R.
M.S. U,
East Lansing, MI

*U.5. GOVERNMENT PRINTING OFFICE: 1976-641-358/18

293

Webber, C.
McMaster Univ, Med. Center
Hamitton, Ontario, Canada

West, L.
ORTEC, Inc.
Qak Ridge, TN

Whited, R.
E.G. &G.
Goleta, CA

Wielopolski, L.
N. C. State Univ.
Raleigh, NC

Wiesner, L.

Odenthal, Germany

Williams, J.
U
Ann Arbor, Mi

Winchester, J.
Florida State Univ,
Tallahasse, FL

Witt, R,
Univ. Wise, - Madison
Madison, Wi

Wogrnan, N.
Battelle - NW
Richland, WA

Woldseth, R.
Kevex Corp.
Buriingame, CA

Wood, R.
U. S. ERDA
Washington, DC

Woodall, D.
Univ. of Rochester
Rochester, NY

Wysocki, C.
UM
Ann Arbor, M|

Yule, H.
NUS Comp.
Rockville, MD

Zelenzy, W.
Los Alamos Scientific Lab.

Los Alamos, NM

Zimmer, W,

Atlantic Richfield Hanford Co.

Richland, WA

Zoinay, A,
Ohio State Univ.
Columbus, OH

Zyromski, P.
French CEA
Gif - Sur - Yvette, France

Barker, F.
Bettis Atomic "ower Lab.
West Mifflin, PA

i
'



