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DESIGN OPTIMIZATION OF BETA- AND PHOTOVOLTAIC 
CONVERSION DEVICES 

Abstract 

Tills report presents the theoretical and experimental results of an 
I.I.I. Electronics Engineering research program aimed at optimizing the design 
and electronic-material parameters of beta- and photovoltaic p-n junction 
conversion devices. To meet this objective, a comprehensive coapucer code 
has been developed that can handle a broad range of practical conditions. 

The physical node] upon which the code is based is described first. 
Then, an example is given of a set of optimization calculations along with 
the resulting optimized efficiencies for silicon (Si) and gallium-arsenide 
(RaAs) devices. The model we have developed, however, Is not limited to 
these materials. It can handle any appropriate material - single or 
polycrystalline - provided energy-absorption and electron-transport data 
are available. 

To check code validity, the performance of experimental silicon p-n 
junction devices (produced in-house) were measured under various light 
intensities and spectra as well as under tritium beta irradiation. The 
results of tiî sc tests were then compared with predicted results based on 
the known or best estimated device parameters. The comparison showed 
very Kood agreement between the calculated and the measured results. 

Introduction 
The efficiency of beta- and photovoltaic conversion devices depend 

upon a large number of complex and Interrelated parameters. An "Edisonian" 
approach in obtaining maximum efficiency for specific applications, therefore, 
is costly and time consuming. Although such an empirical approach has 
yielded reasonably optimum efficiencies for Si photovoltaic cells used in 
space, design optimization for terrestrial applications is not yet fully 
satisfactory and optimization for uses other than for the conversion of 
solar irradiation do not exist. The situation is even less desirable when 
materials other than SI are considered. It is for this reason that we 
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formulated a general use rather than highly specific computer model. Input 
parameters to this model Include the optical spectrum of the incident light 
and its power level (or a characterization of the beta source), the energy-
absorption properties of the materials under consideration, the physical cell 
dimensions, the doping levels and profile gradients of the p and n regions 
(from which carrier lifetimes, mobilities, and series resistance are calculatud 
in the program), and the effective shunt resistance of the cell. 

Having proven the validity of the new beta-/photovoltaic computer code, 
we now have a valuable tool for producing optimized cells. Using this model, 
cell-development time can be reduced significantly. Moreover, the model 
makes it possible to calculate performance sensitivity for a single or a 
set of parameters, vital calculations for making intelligent compromises in 
both design and production decisions. 

Theoretical Model 

DEVICE PHYSICAL MODEL 

The device model analyzed by the code consists of a layer of one impurity 
type (p or n) on a substrate of opposite impurity type (see Fig. 1). The 
device is assumed to be a homojunction (i.e., the same host material is used 
for the p and the n portions of the cell). 

Surface Layer 

The concentration of the dominant impurity type in the surface layer is 
assumed to vary with position, whereas the substrate is assumed to be 
uniformly doped. At a very early step, the logarithm of the actual impurity 
profile is replaced by a plecewise linear approximation. The device is 
partitioned into sublayers bounded by Y., Y , etc. (see Fig. 2). The 
logarithm of the impurity concentration is assumed to vary linearly between 
the values Y, and Y. .. This implies that the Impurity concentration can 
be represented aa 

t!i exp (~(x - Y^/Gj), 
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Metal contacts 

Fig. 1. Geometry of devices modeled. 
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Region 1 2 3 
Distance from surface 

Fig. 2. Piecewise l inecr representation of surface doping p ro f i l e . 
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for Y. • x < Y, . This is referred to as the "exponential" approximation 
over the i region. N is the impurity concentration at Y^. 

In an undepleted region having such a nonconstant impurity concentration, 
there Is an electric field. By assuming that the carrier concentration N(x) 
is equal to the impurity concentration, one can derive the electric field at 
thermal equilibrium, this results in: 

E • - v-hf . (i) 
x q N dx 

yhere 
U » +1 for an n-rype dopant, 
I' " -1 for a p-type dopant. 
If the piecewise exponential approximation is used to compute the field, 

E , then over anv one region, Y. < x s Y. , ,, E will be constant, i.e., x* - * i i + 1 x 

E • U -H . 

The field will have a piecewise constant representation (see Fig. 3) up to 
the depletion layer. The minority carrier mobility and lifetime will also 
vary with impurity concentration. Their actual values are also approximated 
by piecewise constant values. The values are constant over the regions 
Y < x ? ̂ |+i• The values of these parameters are selected from published 
values in the literature. Whereas experimental verification of the selected 
values would be desirable because of their dependence on the device fabrication 
history, the level of effort and cost involved in such measurements tends to 
prevent verification. 

At each position x within the cell, the minority carrier transport is 
characterized by an analytic solution of the transport equation over the 
sublayer containing x (Y. < x < Y .) subject to the assumptions summarized 
below: 

Constant field, E(i) 
Constant minority carrier mobility, u(i) 
Constant minority carrier lifetime, T(i). 

An appropriate set of constants is assigned to each region Y. < x i ^- + 1' 
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4 "5 
Distance from surface 

Fig. 1. Piecewise constant field in surface layer. 

Depletion Layer 

The depletion layer is assumed to be totally depleted and the surrounding 
surface anj substrate regions are assumed to be quasi-neutral (charge neutral, 
but supporting a field due to variations in impurity concentration). Net 
current density is assumed to be low enough that Boltzman boundary conditions 
for minority-carrier concentrations apply. It is further assumed that majority-
carrier concentrations at junction edges are equal to the impurity concentrations 
(i.e., low-level injection). Moreover, it is assumed that X. — the depletion 
layer edge — lies between Y. and Y , where Y is the largest Y. value. Y 
need not coincide with X,, the metallurgical junction but algorithms for 
assigning the Y values by machine generally make this assumption. This is the 
case illustrated in Fig. 4. The exponential approximation for the surface 
constituent of the doping is assumed to be the same exponential between Y,, 
and the end of the cell at x = X,. These assumptions simplify the computer 
coding ar.i result in an assumed doping profile, within the depletion layer, of 
the form 

N2(exp(-(x - X 4)/G a) - 1) , 

where X, is the location of the metallurgical junction. The exponential i >rm 
is derived from the piecewise exponential approximation to the surface-impurity 
concentration. Tht constant term -N_ is derived from the assumption of constant 
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background (substrate) doping. The details of this profile are essential to 
executing the potential calculations. 

Current is assumed to be determined by the rate at which minority carriers 
can diffuse and drift between the depletion-layer edges and/or points of photon 
or beta generation and the various sinks (contacts and surfaces). In the 
model, the current is not limited by the rate of thermionic emission over the 
potential barrier presented by the junction. 

Substrate 

In fig. 4, X, marks the edj-e of the depletion layer nearest the substrate. 
Values of x between X 9 and X. lie within the substrate. Th* substrate modej. is 
particularly simple. The substrate is assumed to be uniform with respect to the 
assumed impurity concentration S 7, the minority-carrier diffusion constant D,, 

C1MKCK-CARKi KK TRANSPORT 

Minorjj^' Carriers in Surface Layer 

As explained previously, the surface layer is divided into sublayers of 
uniform mobility, field, and lifetime. Analysis of carrier transport begins 
by computing the transport across one of these sublayers and characterizing 
that traivsport with a matrix. 

3 If i.here are C excess minority carriers per cm , particle current in the 
+x direction is 

dC - D — + L'uE C , (2) 
dx x 4 ' 

where 
u = mobility , 

kT 
D = — u = diffusion constant , (3) 

E = electric field (in +x direction) , 

and, as before, 

U = +1 for holes (n on p substrates) 

= -1 for electrons (£ on n substrates). 
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Depletion layer 
Substrate 

Doping 
profile (A A ) 

N 

x = Y, = 0 

Fig. l>. Assumed doping prof i le of devices modeled. 



The continuity equation, allowing for but assuming no recombination, is 

d J x C 
dx T 

where, in this case, T refers to minority-carrier lifetime. Inserting 
Eqs. (2) and (3), 

. 2 kT x dx . 2 ° ' w 

dx L 
where 

L 2 = DT 

The resulting equation is linear and thus, in principle, simple to solve, 
but the algebra is somewhat tedious. The solutions to Eq. (4) are: 

C(x) = A exp (y UE'x) Cosh (| ^ E ' 2 + 4/L2) 

+ B exp (| UE^x) Sinh (| ^ E ^ 2 + 4/l/) , (5) 

where A and B are constants selected to satisfy the boundary conditions, 
E' = E /(kT/q), and the origin is essentially unspecified. 

Now, assume that C and dC/dx are known at some point Y and that we want 
to find C and dC/dx at some point Y". If both Y and Y' lie within a common 
sublayer of the surface layer, one can use Eq. (5) with a shift of the 
coordinate origin to Y, 

- 1 - .- - • > Y ' - Y JE^T C(Y') = A exp (y UE^(Y' - Y)) Cosh ( ~- ^E*' + 4/L ) 

+ B exp (| UE^(Y* - Y)) Sinh (Y' ~ Y- ^ E ' 2 + 4/L2) , 

which must also be a valid solution. By evaluating at Y' = Y, 

A = C(Y) . 

Taking the derivative with respect to Y' and evaluating a Y' = Y, one 
finds that 



B = 
I V Ex 2 + "/L? 

By using these formulae for A and B and rearranging the expression for C(Y'), 
one can arrive at the matrix shown in Eqs. (6) and (7). 

C(Y') = exp (| inTzHCosh (| ^ 2 + 4/L2 
UE' VE' 

Sinh (| ^ E ^ 2 + 4/L2)]] C(Y) 

2 + 4/L2 

+ exp 4 UE'z) 2 — 
2 x /-,Z + 4 / l 2 v^ Sinh (f VE; 2 + 4/L2) ̂ ® -dx 

dC (Y') 
dx = exp 4 UE'z) 2 / L • Sinh (f */E 2 + 4/L2) C(Y) 

% E x + 4 / L 

+ exp (| UE^z) 
UE' x Sinh (f ^ E x

2 + 4/L2 

. J E ; 2 + 4/L2 

+ Cosh (| ^ 2 + 4/L2) 

where Z = Y' - Y. Equations (6) can be expressed in matrix form as 

dC (Y) 
dx 

C(Y') 

dC (Y') 
dx 

M i(Y' - Y) 

C{Y) 

dC (Y) 
dx 

>(6) 

(7) 

where M (Y' - Y) is a 2 x 2 matrix. The i subscript indicates that the Y and 
f"h 

Y' positions are within the i sublayer. 
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Generation of Carriers 

The incident photon or beta flux generates electron-hole pairs at a 
rate thac varies with depth into the cell. To characterize this process, the 
cell is further divided into thin layers, X wide (X„ being a programmer 
adjusted constant). The generation rate per unit area within one of these 
layers is determined by exactly calculating the rate per unit volume at the 
layer's center (x = X„) and then multiplying the result by layer width (X„). 
This is clearly an approximation, which is accurate only if X_ is much less 
than the characteristic absorption length of the generating species. The 
further approximation is made that the generation within X„ takes place 
totally within an incremental slice centered within X„ at x = X„ (Fig. 5). 
The actual generation profile within X„ is replaced by an equivalent delta 
function. Since this process is repeated for a series of slices, the result 
is a series of delta functions at various x values, which represent the 
generation process. This Is illustrated in Fig. 6. 

Surface 
layer 

[ton 
Photon 
or beta flux 

x = 0 

Substrate 

"jUl^UHJL^ 
— X , 

Fig. 5. Energy deposition in the device. 
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> 

Distance from surface 

Fig. 6. Generation of charge carriers in the device. 

Continuity of minority carriers imposes a boundary condition on the 
currents on either side of the delta function. While minority-carrier 
concentration must be continuous, abrupt changes in slope can occur. 
Furthermore, the electric field is assumed to be constant (within each 
sublayer). Continuity implies (see Fig. 7) that 

UuExC(x) - D ̂ SJfel + GX 9 = UuExC(X) - D ^-i£l 
x=X( 8 x=X 8 + 

where G is the generation rate per unit volume (at x - X^). This reduces to 

GX„ dC (x) 
dx 

dC (x) 
dx 

x=X 8 

(8) 
x=X8+ 

where D is a function of the particular sublayer within which the calculation 
is being executed. 

Interfaces Between Sublayers 

The approximation of allowing abrupt changes in E field as we move from 
one sublayer to the next requires abrupt changes in the computed carrier-
concentration gradients, if continuity of minority-carrier concentration 
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Fig. 7. Charge carrier generation and current flow in a sublayer of 
the device. 

flow is to be maintained. Changes across a sublayer interface can be 
described by a simple 2 x 2 matrix. Particle-current density to the left 
of the interface at Y (see Fig. 2) is given by 

U u i - i E i - i c i - i ( V - D i - i 
d c i - i < V 

dx 

Immediately to the right of Y t, particle-current density is 

dC,(Y,> 
u W i < V - Di -a r* 

where the subscripts refer the sublayer in question, tf the carrier 
concentration is continuous. 

c i-i<V • W 

*Alccrn«tiv»:,, one could aaauoe abrupt chances in the concentration, but such 
change* see* Intuitively le*s acceptable. 
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Using this result and equating the two preceding currents, 

dC (V ) 
U u i E i c i ( Y i > - D i - s r " • " V i V i W 

- D. 
d c i - i < V 

1-1 dx 

d Ci-:L<V u E - u E 

Di d Ci<V 
Di-1 d x 

Expressing these results in matrix form, 

c i - i < V 1 

d c i - l ( v 
dx D i - 1 

( u i E . -

"WW 
1-1 

c ^ ) 

d c i ( v 
dx 

In more compact notation, 

v i - i ( V - N i - i , i W 

The inverse matrix N - is 

+ 57 ( u i E i - u i- i E i- i> 
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Boiindnry £ondi_tj mis _—_Su.rfacjj 

The surface, positioned at X = 0 in Fig. 1, is characterized by a 

recombination velocity S. Sublayer ill is bounded by the surface x = Y = 0 

and x = Y» (see Fig. 2) . In this r iblayer, one has E = E.., u « u , , and 

D = D.. The minority-carrier particle-current density is described by 

J = " D i ^ T ^ + Vu,E,CM • 1 dx 1 1 

At the surface, 

-J = +D, ^ ^ - Uu,E,C(0) = C(0)S , l dx 1 1 

d x ^ = ( D ^ C ( 0 > E B 8 C ( 0 ) • ( 9 ) 

C(0) will depend upon the conditions of operation, whereas B„ is a constant. 

Boundary Conditions — Depletion-Layer Edge 

At the interface of the quasi-neutral surface layer and the depletion 
layer, a boundary condition is established by assuming that a Boltzmann 
equilibrium has been established. In addition, low injection is assumed, 
implying that the majority-carrier concentration is approximately equal the 
net doping concentration. In the abrupt-junction case, the resulting boundary 
conditions are particularly simple; but in the caoe of graded-junctions, 
as considered here, additional analysis is required. Figure 8 shows the 
electrostatic-potential variation in the vicinity of the depletion layer 
under the conditions of: (1) thermal equilibrium and (2) forward bias. 
Outside the depletion layer, the field is given by Eq. (1); inside the layer, 
it is determined by Poisson's equation. Summing potentials, 

AV + Av + ii + h<l> = ii - V , or, nn pp o o app 

-Ait = AV + AV + V , pp nn app 
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Equilibrium 
depletion layer — • 

«^, Forward 

Thermal 
equilibrium 

Fig. 8. Electrostatic-potential variation in vic inity of depletion layer 
at thermal equilibrium and under forward bias. 

where 
AV and AV are drops in the neutral regions (when quasi-neutral) 

<p is the drop across the depletion layer at thermal equilibrium 

Aty is the Increase in the drop across the depletion layer due 
uo bias 

V is the externally applied forward bias. 

A zero subacript indicates the thermal equilibrium value. The Boltzmann 
assumption yields 

" n ( V . -qAV„ /kT 
N „ ( x J n no 



and 

W = -q(K»„ + AM/kT 
nJXJ n n 

Similarly, 

-qOJ) - AV - AV - V )/kT o nn pp app 

,„ , , v ^ -q* /kT +q(AV + V )/kT n (X ) = n (X ) e n T o e pp app p p n no 

= n (X ) e q A V
P P / R T e q V a P P

/ R T 

po po 
„2 

W = V^P' a p p
 P o(x ) e a P p • 

N 2 

„ / v > 1 qV /kT W = n (X ) e a P p • no no 

GENERATION-PROCESS MODELS 

Optical Generation 

The energy spectrum of the optical source is tabulated at a discrete 
set of points by entering the power within the portion of the spectrum 
between points. The resulting spectra are in a format with 100 entries 
covering the range of wavelengths from 2.55 x 10 m to 2.235 x 10 m. Thus, 
the entries are 2 ,„-8 

10 m apart. Then, in a normalizing operation, the 
entries are divided by the total energy In the spectrum. The attenuation 
coefficient (in units of m ) is also tabulated at each point. The procedure 
is to sum the rate of photon absorption with energies exceeding the bandgap 
at each value of X„. The appropriate expression is 

j (E ) •'max s 

Jmin 
AjQ' exp (-AjX8) U j ) w 
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where 
A! is the attenuation coefficient 

Q! is the normalized power in the j slice of the spectrum 

W. is the wavelength 

L is the total actual power in the optical spectrum 

h is Planck's constant 

C is the speed of light 

T ? is the transmission coefficient at the cell-air interface. 
W. 

The term 7—~ converts from energy to number of photons. J is the nc max o 
subscript of the maximum wavelength with photon energies exceeding the 
bandgap. J . is determined by the intensity falloff of the source 
spectrum of short wavelengths. 

Following each increment in X., the above sum is used to compute the 
generation rate at that value of x. 

Generation by Beta Sources 

The basic model stems from R. Loevinger's work, "The Dosimetry of Beta 
Sources In Tissue." If x is the actual distance between the source and 
the point at which absorption is being observed, one can define a dimen-
sionless variable r » px. Here, u has the dimensions of an absorption 
coefficient. The value of v is given by an empirical fit to the absorption 
coefficient 

W " 16(2 - |i) E ; 1 ' ^ cm'1 , 

where 
E.. Is the actual average energy per disintegration 

E 7 is the hypothetical average energy per disintegration 

E is the maximum energy of the spectrum in Mev and 

p u is Che absorber mass density, n 
-18-



Then, the t-nergy absorbed per second per gram of material at a distance 
x = r/p is 

k i j 
I = —r j \c - r exp (1 - r./c)] + r exp (1 - r) j , 

r 

unere k, c, and M are constants. The value of c is given by 
c = 3.11 exp (-0.55 E ) . o 

The bracketed tiarm fc - r exp (1 - r/c)] is assumed to be zero for r 2 c. 
The total rate of absorption in a medium of density u is 

/ ' 
2 — 

p 4nx dx I(r) = E = energy output/sec. 

Evaluating the integral yields, 

k = ^ 
p Ant 3c 2 + (1 - c2)el 

where e is 2.71. Now, if one considers an integral of I over a planar 
source dx thick and assigns the energy of one disintegration to E, one finiis 

b dP - Idx p R p dv I(r) dA • o a a m s 

dA is an increment of the area of the planar source s 

dx is the thickness of the planar source o 

o is the densitv of radioactive atoms a 

R is the disintegration rate per radioactive atom 

dv is the absorbing volume. 
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If x is the perpendicular distance between the planar source and the 
absorption point, 

dP = p dv 2-rrp R — m a a 2 
, Ux 

• <Lkc £n(—) + kc (1 - exp (1 -) ] 
t yx„ c 
+ k exp (!-...«,)} d X o ' 

where the bracketed term, [ ], is zero for yx > c. 
For a semi-infinite source, dP must be integrated from x to °», where 

x is the distance from the point of absorption to the beginning of the semi-
infinite source. Then, 

power absorbed 
absorbing volume 

2TTP a 
a 'a 

P m u 3 

{ - 2 f z 

•c t - c 

-> z Z = C 

+ c exp (1 )] c z=ux 
Z=™ } 

- exp (1 - x) z = y x | , 

where the bracketed term, [ ], is zero for ux > c. 
Up to this point, the entire medium has been assumed to be homogeneous 

in density. Normally, however, the source density p1 and the absorber 
density p, will be substantially different. One can imagine compressing 
or expanding the source volume until its density is equal to that of the 
absorber. Such a process doos not alter the incident radiation from a semi-
infinite source. The affect of such an operation is to alter the density of 
radioactive atoms from p to a 

P -X 
a p l 

As a final step, a reflection coefficient is estimated for the incident 
beta particles at the source-absorber interface and the total energy is 
divided by the energy deposited per hole-electron pair. 
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COMPUTATIONAL PROCEDURE 

The theoretical model developed in the previous section has been 
programmed into a desk-top prop ammable calculator for solution with the 
various input parameters. The computer code is divided into four main 
blocks: 

• Block 1: Device description 

• Block 2: Short-circuit calculation 

• Bloi .. J; Lurrent-volLcige calculation 

• Block 4: Matrix subroutines. 

The first three blocks are executed sequentially. The fourth block, 
containing matrix-manipulation subroutines, is accessed by blocks 2 and 3. 
There is also a subroutine for computing the dimensions of ar.d potential 
drop across the depletion layer. This subroutine, resident in block 3, is 
accessed by block 2. A flow chart of the entire code program is shown in 
Fig. 9. 

Data Input 

A number of different input formats have been used. One of the more 
widely used optical-source models is described below. The calculator 
requests the following data to be entered: 

70 Device thickness, X, (cm) 
90 P/N or N/P; K9 = 1 or 2, respectively 

2 
170 Light intensity, LO (W/m ) 
190 Maximum wavelength, WO (m) 
210 Transmission coefficient, T7 

The number of the statement at which data entry occurs, is indicated at the 
left. Via statements within the program, the following data are entered: 

120 Number of subregions + 1, J5 
240-260 Optical Parameters W - wavelength (m) 

Q - Normalized spectral density 
A - Absorption coefficient, M 
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( Start J 

Data input: 
Device description 
Source description 

(553) 
Short-circuit current 

(6990) 
Current versus voltage 

Depletion-layer dimensions 

End 

Fig. 9. Overall layout of photovoltaic computer code. 

270 Cell length, LI (cm) 
280 Cell width, Wl (cm) 
290 Material specific gravity, R0 (gm/cm ) 
400 Metallurgical junction depth, X, (]Jm) 
460 Thin slice width, x„ (cm) 
470 Shockley Read recombination lifetime in the depletion layer - T 

(sec) 
480 Shockley Read recombination lifetime in the depletion layer - T 

(sec) P 

T3 

T8 
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490 Surface recombination velocity, S (cm/sec) 
500 Electronic charge, Q (C) 
510 Dielectric constant 
520 Position of trap level relative to intrinsic fermi level, E6 (ev) 
530 Boltzmann's constant, K6 (J/o ) 
540 Temperature, T6 (o ) 

-3 550 Intrinsic fermi level, N8 (cm ) 
560 Planck's constant, HO (J/sec) 
570 Speed of light, CO (m/sec) 

At this point, the program comes under a sequence of subroutine calls. 
Initialization of parameters and the input of additional data are the pre­
liminary operations. This is illustrated in Fig. 10. Details of the field 
and exponential fittings were discussed in the surface layer section. The 
mobilities come from an empirical fit to Irvin's curves. The lifetimes 
come from Fossom's empirical fitting of Kendall's data. 

Thermal-Equilibrium, Depletion-Layer Calculation 

It is assumed during the short-circuit-current calculation that the 
potential drop and dimensions of the depletion layer correspond to those 
of the junction at thermal equilibrium. These parameters are determined 
by assuming some value of X, as the starting point for computing the equi­
librium state and by assuming some value of X. as the starting point for 
the calculation. 

The program now branches to the X. calculation, for the given X„ value 
(see Fig. 11). When the subroutine has iterated to a satisfactory X 1 

estimate, a return is executed. 
Now, knowing tentative values for X. and X„, the potential drop across 

the depleted region is computed by integrating Poisson's equation. This 
result is compared with the Boltzmann condition for the equilibrium potential 
difference corresponding to the electron concentration at X. divided by the 
electron concentration at X„. If these two potentials do not compare closely, 
a new X„ value is selected and the cycle is repeated. But, if they do 
compare closely, a return is made to the main program. 
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Data input 

ISC main 

, Subroutine, 
additional data input 

(1220) 
Zero 

Sublayer locations, Y ( i ) 
Impurity concentrations, N ( i ) 
Fields, E(i) 
Mobi l i ty , U ( i ) (minority carr ier), M ( i ) (majority carrier) 
Lifetime, T ( i ) 

Compute sublayer locations Y ( i ) 

Read or compute impurity concentration at Y ( i ) 

Compute internal electric f ield E ( i ) 
Compute characteristic length for exponential 
approximation in deepest sublayer, G l 

Compute lifetime T ( i ) , T2 

Compute mobi I iry U ( i ) , M4 

Return to 740 

10. Parameters and sequence of subroutines in photovoltaic code. 
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x main sc 

Subroutine 

Return 

950 f 

Select x„, estimate xj 
estimate field .̂  
Using computed x „ 

calculate Boltzmann 
potential difference. 
Compare to calculated 
Poission value. 

convergent^ Excessive 
d if f erence 

Select new x„ 

Block 2 

4720 

By balancing charge, compute 
an x. value using estimated 
x , . 
Reduce x, with computed 
value. Check for 
convergence. 

No Yes 

Compute potential 
drop from Poissions equation 

Return 

Block 3 

Fig. 11. Subroutine for calculat ing incremental potent ia l differences. 
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When the thermal-equilibrium, depletion-layer calculation is completed, 
the initial operations are ended and the program enters the I current 
calculation. 

Short-Circuit Current, I ^_*—^ 
The photon- or beta-generated short-circuit current is computed by using 

the matrices M and N. ... discussed in the sections dealing with minority 
carriers in the surface layer and interfaces between sublayers. Paraneters 
such as effective diffusion length and normalized field for each of the sub­
layers are computed first. Next the entries in the matrices are computed 
(Fig. 12). The program then enters a loop, as Illustrated in Fig. 12. The 
point of observation X„ is incremented. Generation within the thin slice 
X„ ± (X_/2) is computed by branching to a subroutine. The contribution of the 
generation to the short-circuit current is computed in one of three program 
segments, depending on the location of X„. These alternative computations arc 
discussed in the following subsections in terms of the matrices described 
previously. 

Currents Induced by Generation in Surface Layer — As described earlier, 
the surface layer is divided into subregions, each characterized by a 
particular matrix M.(Y - Y..,), which connects the vector (C,(Y ), 
dC i(Y 1) * i 1 + 1 dC (Y ) * i 

— 3 )to the vector (C.(Y. . ) , j ). The derivatives are the limiting 
values at the interior edges of the i**1 subregion. Similarly, the matrix 

dC (Y ) 
N. , . connects the vector (C. (Y.), —-j ), within the i region, to the 
same vector on the other side of the boundary with the i-1 subregion. 
Within the limits of the approximations, these matrices, along with the 
boundary conditions, enable calculation of the short-circuit current. As 
shown in Fig. 13, the generation within the thin slice, X. wide centered at 
x ~ X„, is approximated as a special impulse function at x = X„. Minority-
carrier behavior is then characterized by the concentration at x • X„ and 

o 
the surrounding concentration gradients or, equivalently, by the vectors 
V_(X„) and V (X„), (see section on interfaces between sublayers). 
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Matrix poraflvtters 

1 
Return __ Increment location Increment location 

V . completion ^S 
Completed m Exit to 

block 3 

Gcntration rot* 

» 
Branch depending 

on location 

| | 

Surfoee-loyer generation 

| 

Surfoee-loyer generation 

> 
| 

> 
| 

Depletion-layer generation 

> 

Depletion-layer generation 

> > 

Substrata generation 

> 

Substrata generation 

J J Accumulate J 
current increments 

Fig. 12. Subroutine for calculating total carrier generation. 
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V(0) 
/C(0)\ X d* I \ d x IV /C(xl)\ /, 

V / 'c ( x 8 ) p \dx 

Y 1 
x = 0 

Y 2 Y3 

Fig. 13. Model for incremental potential. 

As an illustration, assume that Y, < X„ < Y,. The vector V_(X„) is 
related to V(0) by 

V_(X g) - M 3(X 8- Y 3) S 3 > 2 M 2(Y 3 - Y 2) » 2 i l I ^ V V ) V ( 0 ) (10a) 
Y 

M 3(X g - Y 3) Mj V(0) 

V_(Xg) « Mg V(0) 
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Here, M, and M„ are defined explicitly to familiarize the reader with these 
J O 

symbols, which are used in the code. 
Similarly, V +(X g) is related to V(Xj) by 

VV = M 3 ( X 8 " V N 3 4 V Y 4 _ V \ 5 M5 ( V5 " X l ) V ( V ( l 0 b ) 

v rl > 
M, 

V +(X g) = M 3(X 8 - Y4> M 4 VCXj) 

M3 
V+(Xg) = M 3 V(X L) 

Again, M, and M, are defined explicitly because of their use within the code. 
Equation (10a) can be simplified by using the boundary condition, 

Eq. (9), at Che surface. First, Eq. (10a) is written as two equations: 

k 8 C ( 0 > + °8*dP m C «8> 

' . « « » + h*%F - £ < v -
Then, from Eq. ( 9 ) , 

dC(0) _ . 
^ T ^ ' B 8 C ( 0 ) ' 

where B„ is a constant depending on S, y,, D, and E,. Hence, 

k, dC(0) = 

which can be rewritten as: 8 dx 8 ' 

Similarly, / \ 
(h. + . \ iCiOl - d C ( X8-> , I B g

 K8 J dx dx 
which can be rewritten as: p' d,C(0) = §T_ 

8 dx dx 

(ID 

(12) 
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The currents are computed using a superposition argument. To compute the 
short-circult-ci-rrent component, zero excess carrier concentration is 
assumed at the depletion-layer edge. The location < : the edge is approximated 
by assuming it to be the thermal equilibrium bias edge location. Under these 
conditions. 

and Eq. (10b) simplifies to 

C(Xj) - 0 

dC(X.) 
° 3 ~ d T " - c < V < l 3 ) 

dC(X.) dC(X a.) 

Equation (8) i s , in the notation of this section, 

dC(X„ ) dC(Xa.) GX Q 

-*r=- --djr1- - x • < 1 5 > 

where D, 's D, because X„ lies in subregion 3 (see Fig. 13) in this particular 
case. 

Combining Eqs. (11) through (15), 

dC(Xx) GX g 

dCCXj) GX g x 

dx * X " <K ' 
F 8 k' R3 

Since the excess concentration C(X_) is zero at the depletion layer edge, the 
flow at x = x. must be attributed to diffusion. Thus, the increment of flux 
at x 1 is 

AF(X,) - - D, 
dC(X1) D 5 GX, 9 

"1' "5 dx D, 0. 
1 p* — - v * 8 k£ K3 
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where 0, is the minority-carrier diffusion constant at the edge of the 
depletion layer {region 5 in Fig. 13). The current contribution from 
generation In the region surrounding X„ is 

ill « q»£F(X,) • cell area . 

Next, X_ is incremented (by an amount X_>, the matrices are modified to 
corruspond to the new location, and the above calculation is repeated with the 
new matrix entries. The sequence Is repeated, with the current contributions 
acrumulating, until X„ • X,. 

Q rlgnts_ JM"-c-gJ- fay. federation i n Oepletion Layer - Tl>e incrementation 
of X D described in the previous section — is continued for values of o 
X < X„ < X, (see Fig. 4). As before, the generation rate at x » X. is 
computed, C(Xg), and the generation within the slice, 

X, X 

per unit areas is given by 

G(X 8)X 9 . 

It is assumed that all the carriers generated within the depletion layer are 
swept to the adjacent neutral regions without recombination. Hence, the 
contribution to the short-circuit current is 

AI = q'G(Xg) X 9 • cell area . 

The process is repeated with the current contributions accumulating until 
substrate neutral region is reached, x - X,. 

Currents Induced by Generation in the Substrate — The substrate is assumed 
to be uniform with respect to mobility, diffusion constant, and zero field. 
Of the excess carriers generated within the substrate x > X,, some wander 
onto the substrate contact x = X,, where they recombine without contributing 
to the short-circuit current. Others recombine within the substrate, again 
without contributing to the short-circuit current I. The remaining excess 
carriers wander to the depletion-layer edge, experience a strong electric 
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field, and are swept across to the surface layer. This component contributes 
to the short-circuit current. Because of the simplicity of this region, the 
transport equations are solved analytically, assuming zero bias, and the 
thort-circuit-current contribution is calculated from the resulting 
analytic expressions. 

The minority-carrier transport equation is 

" dx 2 
when D- «nd T- arc Che physical parameters in Che substrate region. Subject to 
Che boundary conditions 

C - 0 3 x - X 2 

C - 0 (? x - X 3 

and assuming generation at x » X- only, the solutions arc of the forms 

/ x - X \ 
Sinh I —rr- I f°r X 2 - x < x g , JlZh) 

W W 
h - H\ 
WW 

-Sinh | 1 for Xfl < x r; Xj 

The boundary condition at x • X„ is 

D r«ic(x 8.) d C (x 8 + ) L 2 dx dx G (X 8)X 9 

The flux of particles arriving at the depletion-layer edge is 

dC(X ) 
D, — T * - . 2 dx 

Now, combining the solutions, boundary conditions, and particle-flux 
expression, the contribution to the short-circuit current is 

Sinh 
" 7^T\ 7Z5r\— T^Tv 7^7\ <i G(X8)XgA , 

Cosh 
\ "2 / \ "2 / 
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whvri-
1), !s ttw d i f f u s i o n canscant in the s u b s t r a t e , 

T i s the lifc-iirae? ill the Kubstratc , 

l-2 » > 2 

G(X„) is the generation rate per cm , and 

A is the illuminated area. 

iilCHSLril Current Versus Voltage 

A sequence of forward bias voltages (V's and V8's) Is produced by decreas­
ing X, in increments and computing an X, and a forward-bias voltage correspond­
ing to each incremented X_ value. For each resulting X,, X-, and V8 combination, 
the contributions cf injection into the surface layer, recombination ii the 
depletion layer, and injection into the substrate can be summed. The short-
i-irciiit current is then subtracted from this sum, giving the net current. 
The manner in "hich the three components of the forward current are computed 
is described in the following subsections. 

Forward Current: Injection into Surface Layer — The essential elements 
in calculating the Injection of minority carriers Into the surface layer and 
the resulting current were described in the sections describing the M. and 
N. matrices and the boundary conditions at the surface and at X 1 

The location of X. is computed for a given forward bias voltage 
the cascade of matrices is computed yielding the following equation: 

C(0) 

dC.(O) 
dx 

\ M 1 < V V Nl,2" •N3,4 W V N4,5 V W 
c(xx) 

dCQ^) 

dx 

C(0) 

dC(O) 
dx 

c(x1) 

dCCX^ 

dx 

c(xx) 

dC(X 1) 

dx 
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As before, 

dC(0) 
dx = BgC(O) 

The resulting current at X , 1,, is 

q A 
/ dC(X ) \ 

5̂ sr- - »w ( x i y 
With some algebraic manipulation, 

, 2 q A n 
„, . [exp (q V /RT) - 1] N(x,) v V M app' 

•MWty uy 5E 5 

Hence, by knowing X , the matrix elements, and the applied junction voltage, 
one can calculate the injected current. 

Forward Current: Recombination in Depletion Layer — When the diode 
structure is forward biased, holes from the p-side can recombine with 
electrons from the n-side as the two cross in the depletion layer. To 
estimate the contribution of this process to the forward current, a single 
trap level, Sah-Noyce-Shockley model is used. Following the usual notation, 
the recombination rate is given by 

pn - n. 
R (n + n,) T + (p + p ) T 

1 po 1 no 
By introducing quasi-fermi levels and the associated pseudo-Boltzmann 
statistics, one can express the above rate in terms of potentials: 

R = VT T po n 

Sinh q -^ 

Cosh fe(*l no _ 
+ 

exp 
<j> d> \ / E - E. I T \ (_q J^JL) Cosh (V^drf 
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Using a negative coulomb scale, the various potentials ar<? plotted in 
Fig. 14. The usual assumption is made that <f> and <t> are constant with x. 
The result is that only one term in the preceding expression depends upon 
position x: the Cosh (̂ = (ty E-^—-) - Log W|E£ 1 term. The potential 
(negative coulomb) l/». is approximated by a straight line A'x + B'. Then, 

R = -
Cosh [6 A' + B] + C x 

where C_ and C. are independent of x. 
The entries to this equation are 

"i 

Ŵ Sinh V 2kT / 

kT 

Conduction band 

kTJln-! 

*x—— 

q * B 

-K. 
app 

Increasing A i 
electrostatic 
potential 

r k U r i — 

Ec 

Intrinsic , , 
- — _ _ _ i _ q ^ —q^ 
Fermi level ' 

l 

Valen ce band Ev 

<A = quasi-fermi level for electrons 

0 = quasi-fermi level for holes 
P 

Fig. 14. Physical model of junction area. 
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Cl - e X P (-*• ̂ k T ^ ) C 0 8 h ( E" k T
E l + L o « ^ ) > ° ' ' » no' 

B - B'B - Log V ^ . 
no 

The forward current is an integral of this rate over the volume of the 
depletion layer 

*X,' ,X„ 
I 2 - q A C 2 / Cosh (B A' d+ B) + C, + " A / R d x + " A / R d x ' 

where X{ and X' bound the region of linear potential. There are three 
different solutions to the first integral. The choice depends on the value 
of C . For C, < 1, 

q A A 2 C 2 |~ _ 1 /exp(Y 2 )+C 1 \ _x /expCY^+CA 

'V 1 c i 2 l"" ^ Vi - c x v t a n \ r^/ 
where rr— 

Y t - 6 A'x t + 8 B ' - Log V ^ 
no 

For C - 1, 

h • 
q A 2 C * ' -̂2 r i i __ - j . 

6 A' [c^+expttj) " Cj+expO^) J ' 

and for C > 1, (^ + exp(Y2) 

< » A C 2 . / W - A T V c i 2 - 1 

2 ' SA'̂ CTTT * > + i ; J Cx <• exp(Y,) * 

where ir— 

Y. - B A'x! + B B" - Log K - 2 2 . 
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The assumed potential variation (Fig. 14) roust be fit to the actual 
variation to determine A', B', X], and XI. Figure 15 illustrates the manner 
in which this fitring is performed, assuming an exponential doping (N - N ) 
profile of the form 

U N2 (e"(x " V / G 4 - 1) . 

U(N D-N A) 

Fig. 15. Approximation for doping profiles. 
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Note that X, is the location of the metallurgical junction and that G, is a 
characteristic length. The linear approximation is assumed to be asymptotic 
to the actual potential at x - X,, from Gauss's Law; the actual field can be 
computed at X,. By an additional integration of -UE(x) from X to X the 
potential drop from X to X — Aijj — can be computed. Then, 

X2 " \ • 

If P is the total potential drop across the junction. 

P„ - Ns 
\-K | E ( V | 

The recombination current in the regions X 1 < x < X[ and X, < x < X, is 
relatively small, but can be computed without much trouble once 

*i 
IE 15 

is known. Examining Fig. 14, one can =ee that, for x^ < x < x', 

* i " 2 — 
kT „ 

\ ni / aPP J (-U) , 

where N(X,) is the net doping at Xy Similarly, for X£ < x < X 2, 

where N(X.) is the net doping at x = X.. When these values are inserted into 
Eq. (16) and the resulting rates are multiplied by the appropriate volume 
and charge, 

q A (X| - X x) or q A (X 2 - X£) , 

a value for the recombination currents in these regions1 results. 
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Forward Current: Injection into Substrate — The injection of carriers 
into the substrate, under forward bias, is described by the transport 
equation 

dx 2 

and two boundary conditions 

C(X 3) = 0 , 

and 

The solution is 

-v-i <*qv-/kT-» 
n . 

2 Sinh 
x - X 3 

r, , - , < J V I™ ^ V D 2 T 2 
C(x) = (e M app - 1) f =• 

1.,/„ \ 1 A 2 ~ 

V°^2 
N < X 2 ^ 1 Sinh -2^3 . 

The associated current I. is calculated as follows: 

Predicted Performance 

The computer code for beta- and photovoltaic p-n junctions has been 
used to optimize cell-design parameters. In these design-optimization studies, 
various realistic physical descriptions and electronic-material data were 
used to arrive at a set of plots for the efficiency versus junction depth, 
with material properties as parameters. The data obtained for the highest 
efficiency can be used as guidelines for final cell designs. 
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Optimization data have been computed for the following radiation sources: 
2 

• Solar radiation under 1 atm, at 1000 W/m power 
2 

• Laser l ight of 1.06-um wavelength at 100 W/m poster 
2 

• Fluorescent light with a "cool white" spectrum at 2 W/m power 
• Tritium betas, "infinitely thick" source at 1400-torr pressure. 

Table 1 shows the Si and GaAs semiconductor properties and cell geometries 
used in computing the optimized design features. 

The data and plots that were generated were then used to plot efficiency 
versus junction-depth curves as a function of several parameters. Figure 16, 
an example of this approach, shows efficiency versus junction depth of a 

2 GaAs cell illuminated by a 2-W/m cool-white fluorescent light. The curves 
clearly demonstrate the effect of varying minority-carrier lifetime in the 
junction and of surface dopant concentration. If desired, these calculations 
can be extended by using small increments in varying parameters. 

The data shown here do not indicate the junction depth at which 
maximum efficiency is obtained. From similar computations, however, it can 
be shown that maximum efficiency lies between 0.03- and 0.1-pm junction depth. 

Table 1. Semiconductor and cell characteristics used in 
design-optimization studies. 

Parameter Si GaAs 

Device thickness (cm) 0.018 0.018 
Surface recombination velocity (cm/sec) 
Minority-carrier lifetime in 
depletion region (sec): 

T 
e 

Th 
Carrier concentration: 

N 1 above junction (at surface) 
N below junction (in bulk) 

10 4-10 3 io4 

io- 6-io- 9 io- 7-io" 9 

lo-'-io"9 -7 -9 10 -10 

10 1 7-10 2 0/cc 10 1 7-3 x 10 1 8 

io 1 5-io 1 9 3 * 10 1 6-10 1 8 
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Parameters: 

N, 3E18, 

T, =10" 7sec{ 
N , 3E18, 

N, = IE 10 

T 2 = 10" 9 sec 

T 2 = lE-9sec 
Minority-corrier lifetime T. =1E-7sec _ 

1 , -11 
Surface-carrier concentration N 

} N ] =S1E18 

flM, =3E18 

d_ - I i i n u l l 
0.1 1.0 10 

Junction depth — u.m 

i,., .i i i i i u 
100 

Fig. 16. Code-calculated conversion efficiency versus junction depth for 
p-on-n GaAs cell illuminated with 2 W/m^ of cool-white fluorescent 
light. 

It should be noted that at junction depths much less than 0.05 pn, the 
accuracy of the calculations decrease. No calculations were made for 
junction depths less than 0.03 urn because uncertainty in the results could 
have clouded our conclusions. The trend of this curve towards smaller 
junction depths is determined by the series resistance (which can be 
somewhat controlled by optimizing the electrode grid structure), and the 
trend towards larger junction depths is determined by the optical absorption 
properties of the material. 

The plots in Fig. 16 demonstrate the compromises in efficiency to be 
expected, if for technical or economic reasons, a certain junction depth is 
required. The figure also shows that, for GaAs, the sensitivity of the 
efficiency as a function of junction depth is less for surface concentrations 
equal to or less than 10 /cm than for surface concentrations of 3 x 10 /cm3 

or larger. Although this effect can generally be expected from the rapid 
decrease in mobility of GaAs at these dopant concentrations, the code 
provides actual numerical values for the change. 
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A sample printout of the computer code is shown in Table 2. In addition 
to efficiency information, the code provides data on open-circuit voltage, 
short-circuit current, series resistance, maximum power, voltage and current 
at the maximum power point, and a fill factor for the given spectrum, level of 
illumination, and material and geometrical cell-design parameters. The I-V 
curves can be plotted automatically for each set of design parameters. 

Design features of Si and CaAs cells have been optimized in detail, 
using the code. In addition, pertinent data are available for a number of 
other materials including Ge and CdTe, so that equivalent optimization data 
can be determined for them. 

Figures 17 through 20 show optimized efficiency versus junction depth 
for: 

2 
• 100 mW/cm simulated solar radiation 

2 
• 0.2 mW/cm fluorescent light 
• 10 mW/cm 1.06-lim laser "light" 

2 
• 32 uW/cm tritium beta radiation. 

Figure 17 shows optimized data for a silicon photovoltaic cell operating 
2 

under 100 mW/cm (simulated) solar radiation. The data shows that an "n on p" 
structure should be used and, with the parameter increments chosen, one 

16 3 should use a 10 /cm p material as a substrate (̂  1.4 ohm-cm), given a 
substrate thickness of 0.45 mm. The n-surface doping concentration should 

20 3 be 10 /cm , and the junction depth should be 0.08 ym (or less). Whether or 
not such a junction depth is practical for high-yield production Is a 
question to be answered by a manufacturer. In the code, minority-carrier 

—8 lifetimes in the junction were assumed to be 10 sec for both carriers. 
Figure 18 shows computed data as optimized efficiency versus junction 

2 depth for Si and GaAs conversion devices under 2W/m cool-white fluorescent 
light. The plot shows that GaAs is the best choice: n-on-p design, with 

18 3 an n-doping level of 3 * 10 /cm and the p-substrate material having a dopant 
18 3 concentration of 10 /cm . The plot also shows the effect of having minority-

-7 -9 carrier lifetimes of X = T, = 10 sec and T = T. = 10 sec for GaAs, with e h e h 
the shorter lifetime cells having the smaller conversion efficiency (efficiency 
loss by a two-magnitude reduction of depletion-layer lifetime is about 30%). 
Short lifetime GaAs devices perform comparably to the longer-lifetime Si 
cells, wh .reas p-on-n Si cells show only one third the efficiency computed 
for the best GaAs cell, probably because of the low hole mobility in Si. 
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Table 2. Data printout for GaAs cell exposed to fluorescent light. 

WHAT IS LIGHT INTENS.? W/Mt2 TOTAL?2 
MAXIMUM WAVELENGTH? M?lE-6 
TRANSMISSION COEFFICIENT, W/W?.7 
P ON N 
X4= 1.00E-05 X3= 0.018 
Nl= 3.16E+18 N2= 1.00E+18 
SUR.REC.VEL.= 10000 I SHORT CIRC.= 5.80710E-05 
SERIES RESISTANCE= 0.38 

MAX PWR= 3.40E-05 EFF= 1.70E-01 
V MAXP= 0.633 I MAXP= -5.37E-05 
VOC= 0.739 FF= 0.792 

e ON N 
X4= 1.00E-05 X3= 0.018 
Nl= 3.16E+18 N2= 3.16E+17 
SUR.REC.VEL.= 10000 I SHORT CIRC.= 5.71E-05 
SERIES RESISTANCE* 0.410 

MAX PWR= 3.30E-05 EFF= 1.66E-01 
V MAXP= 0.608 I MAXP= -5.43E-05 
VOC= 0.719 FF= 0.804 

P ON N 
X4= 1.00E-05 X3= 0.018 
Nl= 3.16E+18 N2= 1.00E+17 
SUR.REC.VEL.= 10000 I SHORT CIRC.= 5.62E-05 
SERIES RESISTANCE* 0.436 

MAX PWR= 3.18E-05 EFF= 1.59E-01 
V MAXP= 0.593 I MAXP= -5.36E-05 
VOC= 0.699 FF= 0.809 

P ON N 
X4= 1.00E-05 X3= 0.018 
Nl= 1.00E+18 N2= 3.16E+17 
SUR.REC.VEL.= 10000 I SHORT CIRC.= 5.83E-05 
SERIES RESISTANCE= 0.577 

MAX PWR= 3.28E-05 EFF= 1.64E-01 
V MAXP= 0.587 I MAXP= -5.58E-05 
V0C= 0.711 FF= 0.792 
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N , = 1E20 
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32%reflection assumed. 
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17. Code-calculated conversion efficiency versus junction depth for 
n-on-p Si cell exposed to simulated solar radiation (1000 W/m^). 
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18. Code-calculated conversion efficiency versus junction depth for 
GaAs and Si cells illuminated vith 2 W/m^ cool-white fluorescent 
light. 
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N ,= lE19/cc 
N 2 = lElc/cc 
T e = lE-6sec 

T h = lE-7sec 

No antireflective coating, 
32%reflection assumed. 

• • i i i i 111 ' ' i i i . i i i _i I i i i I • i l 
0.1 1.0 

Junction depth — urn 
10 100 

19. Code-calculcted conversion efficiency versus junction depth 
(illumination: 1.06-um, lO-mW/cm^ laser light). 
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20. Code-calculated conversion efficiency versus junction depth for 
GaAs and Si cells exposed to tritium-beta radiation of 
32 uW/cm^ power. 
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Figure 19 presents optimized efficiency versus junction-depth data for 
Si cell under 10 mW/cm 1.06-um laser radiation, Gallium arsenide cannot be 
used at this wavelength because of its transparency at 1.06 um. 

The energy of a 1.06-ym photon is greater than Si bandgap energy, however, 
absorption coefficient of Si is rather small this close to the bandgap energy. 
Consequently, there Is no strong dependence on efficiency versus junction 
depth. Parameter data for this optimization are Si, n on p, surface 

19 3 16 3 —6 —7 doping 10 /cm , substrate doping 10 /cm , T = 1 0 sec, and T, = 10 sec. e h 
Figure 20 shows optimized data for GaAs and Si devices to be used in 

the beta-voltaic mode, when exposed to an "infinitely thick" tritium source 
2 (i.e., an excitation power of 32 uW/cm ). The n-on-p GaAs device is clearly 

the best choice, with 8.2% efficiency at a 0.1-um junction depth, a surface 
18 3 dopant concentration of 2.2 * 10 /cm , a substrate dopant concentration 

18 3 -7 of 1 x 10 /cm , and lifetimes of T = T, = 10 sec. The Si p-on-n device e h r 

is again the least efficient, in spite of the fact that dopant parameters 
are optimized. 

Experimental Verification of Model 

To verify the predictive capabilities of the code, we chose to measure 
the performance of experimental cells for which we had the best possible 
information on their materials and design parameters. We then fed this set 
of values into the code and compared the calculated performance data with 
the actual measurements. Current-voltage relationships (plots), maximum-power 
points, fill factors, and efficiency values were used as the performance 
criteria. 

To obtain the necessary design and material data, a series of cells 
produced in-house with known process parameters were selected for the perfor­
mance measurements. Following the trend for increasing efficiency, with 
decreasing junction depth, shallow-junction cells were fabricated using a boron-
trifluoride corona-discharge implantation technique. The substrate-material 
properties for these cells were known and the junction depth and doping profile 
of the implanted player were obtained from ion microprobe mass analysis data. 
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The range of code effectiveness was tested by using a variety of 
excitation power sources and intensity levels for the experimental 
performance measurements. These were: 

• Solar simulation, using a quartz-iodine tungsten lamp at an 
2 intensity of 90 mW/cm 

2 
• "Cool white" fluorescent light at 0.2 mW/cm 
• Tritium-beta radiation, using an infinitely thick tritium 

2 
beta source (32 uW/cm ). 

It should be noted that Che cells produced were not provided with an 
antireflective coating, which led to a 32% reflection loss of the incident 
photons. This loss was taken into account, however, in the calculations. 
Electron reflection loss was neglected in the tritium test. 

The efficiency calculated is the effective device efficiency (i.e., 
10X of the area facing the incident energy is considered not active; that 
is, it is shaded by the electrode grid structure). The calculated values, 
therefore, can be compared directly with the measured values. 

The results of comparing the calculated values with the measured 
data are shown in Figs. 21 through 23. 

Figure 21 shows the data obtained under the simulated solar illumination. 
The specific spectrum of the simulator light was measured and fed into the 
code. (This spectrum differs sufficiently from true solar light that the 
values measured cannot be considered identical to those obtained under true 
solar illumination. The plot in Fig. 21 shows very good agreement between 
the measured and calculated data. 

Figure 22 shows measured and computed I-V curves for a power level 
obtained by illuminating a windowless room with fluorescent lamps. This 

2 level was 0.2 mW/cm , 450 times lower than the solar intensity used in 
Fig. 21. Figure 22 shows that, at this low light level, code calculations are 
in very good agreement with the experimental data. 

Figure 23 compares computed and measured data for 32 uW/cm beta 
excitation from an infinitely thick tritium-beta source. A problem was 
encountered in this experiment as a result of the physical design of the test. 
The top and bottom surfaces, as well as the junction edge, were exposed to 
the beta radiation. Since the voltage of such a cell can be greatly affected 
by secondary emission differences at different prints on the cell, it was 
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Fig. 21. Computed versus measured current-v^'.tage curves (light source: 
"'r mW/cm^ solar simulator). 

found (and i to be expected) that the open-circuit voltage was not as high 
as it would be with a properly protected cell. There is good agreement, 
however, for the short-circuit current of one cell with two others showing 
lower short-circuit currents than the computed value. But, in view of the 
experimental design, this is satisfactory agreement. 

A voint of interest in making these measurements is that the short-
circuit curr< nts did not degrade during the first 150 days of exposure to 
tritium betas. On the other hand, the open-circuit voltage (obtained as 
the net balance of betavoltaic and surface-irradiation effects varied 
strongly, depending upon whether the cell was operated in short-circuit or 
open-circuit condition prior to a given measurement. 
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Fig. 22. Computed versus measured current-voltage curves (light source: 

0.2 mW/cmz "cool-white" fluorescent room light). 

Discussion of Results 

Agreement between the measured and calculated I-V curves for optical 
excitation is very good. However, not all parameters, particularly those 
related to charge-transport characteristics, were based on actual measurements. 
Although the model computes charge-transport properties for known doping 
levels and their gradients according to existing theory, certain assumptions, 
(e.g., lifetimes in the junction regions) have to be made. These assump­
tions determine the shape oi the curve near the open-circuit voltage. One 
reason why the theoretical and the experimental curves show such excellent 
agreement is that carrier lifetimes in the depletion region were varied to 
provide a good fit. These lifetime values are reasonable, but are somewhat 
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Code-calculated results (p-on-n silicon): 
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23. Computed versus measured current-voltage curves (beta source: 
o 

32 uW/cm tritium). 

lower than generally expected for good cells. There is no reason to believe, 
however, that these lifetimes are not the actual values in the measured 
device. As expected, variations in depletion-layer lifetime had no influence 
on the short-circuit current. 

Conclusions 

We have developed a computer model for optimizing the efficiency of 
beta- and photovoltaic devices, and have shown it to be in good agreement 
with experimental measurements. We expect future work to be aimed at using 
this model to perform sensitivity analyses on device parameters and to 
fabricate optimized devices based on the results obtained. 
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