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ABSTRACT

A mathematical simulation of first wall swelling has been
performed for stainless steel under a hypothetical duty cycle
of 50 sec burn, 50 sec cool. In most instances steady
state nucleation conditions were not established during
the burn cycle, thereby necessitating the use of'transient
nucleation theory. The effects of transmutation helium and
of surface active impurities were modelled in an approximate
way. Both kinds of impurity were found to give large
increases in the void nucleation rate. Suggestions for
refining and extending the calculations are also given.

INTRODUCTION

Voids form under irradiation as a result of the preferential

agglomeration of vacancies. The process may be aided by the presence of

insoluble gases (such as helium) which stabilise the void through internal

pressurisation or by surface active impurities (such as oxygen) which

reduce the void:matrix surface energy. The gas content (if any) is

•Permanent Address: The Massachusetts Institute of Technology
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less than that needed to balance surface energy forces* this distinguishes

voids from bubbles.

Voids are typically small (a few hundred R in diameter) but tend to

be present in high concentrations (MO - 10 /cm ) and may give rise

to swellings of tens of psr cent in fast breeder reactor cladding

material

The expense and unavailability of in-pile test facilities and the

desire for accelerated tests have spurred the development of a number

of methods for simulating reactor damage. These include mathematical
.5)

ana
(9-11)

modelling and irradiation with electrons ' , protons and various

heavy ions

Void swelling is expected also to be a major problem in the first

wall of fusion reactors. Atomic displacement rates are comparable to
(12)

those in the breeder reactor and the high energy neutrons (E = 14 MeV)

will produce substantial quantites of transmutation products, in
(12)particular helium ' . The need for simulation procedures in materials

testing will be even greater than for the breeder reactor, in that

neutron sources of the proper intensity and energy spectrum will not

be available for some years, and at least initially will have very

small test volumes (probably less than 1 cm ). Furthermore, tlie pulsed

nature of fusion devices adds a time variable which is Missing in the

essentially steady-state fission devices, and which will take a great

deal of added effort to investigate.

This paper presents a first attempt at mathematical simulation of

void nucleation under a hypothetical fusion operating cycle. The time-

scale of the cycle necessitates the use of transient void nucleation

theory throughout. The effects of insoluble gases and of surface active

impurities on the void nucleation rate are modelled in an approximate way.

THEORY

The theory of void nucleation was first developed for the co-

precipitation of vacancies and interstitials ' . I t was later

extended to account for the effects of gaseous and non-gaseous '

impurities on the kinetics of void- formation.
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The Rate Equation

Void nucleation in the absence of impurities is described by the

following variables.

J(n,t) flux of n-vacancy to (n+1) -vacancy voids

p(n,t) number of n-vacancy voids per unit volume at time t

p (n) equilibrium number density of n-vacancy voids in the

absence of interstitials

p1(n) number density of voids giving J(n,t) = 0 in the presence

of interstitials

3 (n) vacancy capture rate of an n-vacancy void

6.(n) interstitial capture rate of an n-vacancy void

a (n) vacancy emission rate of an n-vacancy void

Void nucleation is represented by the movement of points along a size

axis of n (number of vacancies in the void). Capture of a vacancy moves

the point to the right, while the loss of a vacancy or capture of an inter-

stitial moves the point to the left. The flow of voids between size

classes n and n+1 is thus given by :

J(n,t) = 6 (n) p(n,t) - [6. (n+1) + a (n+l)J p(n+l,t) (1)

Application of the equation of continuity converts Eq. (1) to a rate equation

o P \nf t) _ ] O ,_̂  t a ,_x t ni /_̂ s | . .

x (n+1)I p(n+ltt)

= +6v(n-l) p(n-l,t) (2)

If one makes the physically reasonable assumption that,ot (n+1) is

unchanged by the presence of interstitials then

a (n+1) = 6 (n) p (n)/p (n+1) (3)

a (n+1) may then be calculated from
v J

P°(ii! - N ex P (-AG°/kT) (4)
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Eq. (2) may be rearranged in terms of AG° , the free energy of forming

the void from the supersaturated vacancies to give:

dPdlft) = k &v(n) P'(nft) 5£i!LL^ZeliSitL3 (5)

p' = Nexp(-AG' /kT)

and AG1 = kT §~ ln[]$./B + exp ~- (AG°. . - AG°.)J* (6)
n j=0 i v KT 3"̂"* D

A C (shown schematically in Fig. (1)) thus plays precisely the same role

in void nucleation as the free energy does in conventional nucleation

theory. It may be viewed as a kinetically modified free energy.

Eq. (4) may be integrated to give the steady-state production rate

of critical sized (n1 ) voids as

Jk = Z'3k N exp(-AG'k/kT) (7)

where 1/Z' is the width of the activation barrier, kT below the maximum

and B. is the frequency of vacancy capture by the critical nucleus. Z*,

n ' and AG* are indicated in Fig. (1). Onset of steady-state nucleation

conditions will lag the establishment of the point defect supersaturation

by a certain characteristic incubation time, T, which has been calculated
(13)

as

T = (2Z'2$k)~
l (8)

If the supersaturation persists for a time less than T, or changes

appreciably over times the same order, steady state nucleation conditions

•will not be achieved and Eq. (7) is not applicable. As will be seen

presently, proposed fusion burn cycles tend to fall into this category,

so in order to simulate void nucleation in the first wall one must

return to the original difference equation (Eq. (2)).

*B /B is the ratio of the arrival rates of interstitials and vacancies

at a neutral sink. It is equal to D.C./D C , where the D's and C's

refer to diffusivities and concentrations.
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Figure 1 The activation barrier for void nucleation, showing the
critical nucleus size (n') and the height (AG') and width
(1/Z») of the barrier. (After Ref. 19).

Evaluation of Equations

Simulation of even the earliest stages of swelling requires

consideration of voids of up to several thousand vacancies. Eq, (2)

represents a separate difference equation for each size of void and

any attempt at direct evaluation results in a prohibitive expenditure

of computer time. Any but the simplest representations of the

temperature and defect concentrations during the duty cycle was also

found to result in consumption of excessive computer time ,

Consequently, two approximations were made which greatly relieved

the computational difficulty, but which did not invalidate the analysis.

1. The duty cycle, temperature and point defect concentrations

were taken as step functions cf time, as shown in Fig. 2.

2. The void size classes are grouped fcr evaluation (as shown
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in Fig, 3) prior to calculation of the void density.

L>

Figure 2 Simplified operating cycle, where T = burn cycle and T = duty

cycle

Then p(n,t) is the average aged void number density in a group N

and the void flux J(n,t) is the summation of the fluxes on the boundary

of each group.

The resulting equations are

J(n,t) = [B (n+-rr

p(n+An,t)] /An (9)

and 9p(n,t)
" 3t

+ [B. (n-Hy) + a (n+-r-)J p(n+An,t)

+3 (n—Y> p(n-An,t)J /An (10)

respectively.

The capture rate of vacancies is the number of vacancies within

one jump distance of the void, times the jump frequency toward the void.
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p(n-An,t)
1. Pi1!!*! p(rwAn.t)

[_^/Bvp{n-An.t)

«rvp{n+An,t)
, i

I i
1 + I

Void Size n-An n-4p n n+4p ruAn
Void Group (N-1) (N) (N*1)

Figure 3 Flux diagram for numerical evaluation of the nucleation

equations: n is void size and N is interval number.

The vacancy emission rate is obtained from Eqs. (3,4), where AG° may
(13) n

be calculated from the capillarity model as
AG° = -nkTln S + (367IV2) 1 / 3yn 2 / 3 (11)

n
where S = vacancy supersaturation ratio.

The evaluation procedure was then to

1. Establish the input parameters (Table 1; the materials

constants are typical of austenitic stainless steel).

2. Arrange the void size classes into a number of groups

consistent witfi accuracy and computer time required.

3. Evaluate 3 » &* and a at the boundary of each group.

4. Evaluate Equation (10) timewise.

5. Determine the time increment,. At, as described below

6. Evaluate p(n,t+At).
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The void size space was divided into thirty groups to make the

average An = 100. An was smallest at the smallest void sizes, where

p(n,t) varies most rapidly.

Table 1 Input Parameters
Symbol Name

N Atomic Site density

Y Surface energy (no impurities)

Y Surface energy (with impurities)

T Temperature during burn cycle
o

T_ Temperature during cool cycle

v Burn cycle time

T Total cycle time

Vacancy formation energy

Vacancy migration energy

Pre-exponent for vacancy diffusion

Equilibrium gas pressure

Dislocation sink strength for interstitials

Dislocation sink strength for vacancies

Atomic Displacement rates

Biasing ratio

v
E m
v

Value

8.5 x l O 2 2 /cm

1000 erg/cm

800 erg/cm

500°C (21)

300°C(21)

50 s

100

sec

sec
...(17,

2

18)

1.3 eV
(17)

0.6 cm 2/sec ( 1 7' 1 8 )

9 2
6 x 10 dyn/cm

1.02 x 109/cra2

1.00 x

5.8 x

1.7 x

5.8 x

.98

io9

io~7

io"6

10~6

/cm

dpa/sec

dpa/sec

dpa/sec

At each time step Eq. (10) was evaluated for N = 1, 2, 3, ...., 30.

The time increment, At, was determined by

9p(n,t)
At = a p(n,t )

t=t.

where a is a fixed positive constant. Then

At = minimum of At,
N

(12)

(13)

Finally, the void number density at time t- = t + At was calculated as

p(n,t2) = At (14)

t=t.
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The initial condition was p(n,0) = 0. Starting from this point

one could then calculate p(n,t) for any nrt of interest. The detailed

procedure and a computer program are given elsewhere

Impurity Effects

Highly mobile non-gaseous atoms may be present in the wall

material initially or may be formed by transmutation reactions.

Elements such as hydrogen and nitrogen are expected to be present in too

low concentrations to exert a significant intravoid pressure, but may,

however, adsorb at the voit?.:matrix interface, thereby lowering the
(24)

surface energy and the activation barrier for nucleation . This

effect is accounted for by inserting the adsorption-reduced surface

energy into the expression for AG° (Eq. 11).

Such inert gaseous impurities as helium reduce the activation

barrier by entering the void and exerting a stabilising intravoid

pressure ' ' It is assumed here that the combination of thermal

activation and irradiation-induced detrapping provides a high degree

of mobility, so that the helium is equilibrated between the void and

the lattice. In this case

AG° = -nkTlnS + (36TTV2) 1 / 3Yn 2 / 3 -nP V " (15)

where P = equilibrium helium pressure and V = atomic volume

During cool-down, however, there is little thermal activation

and no detrapping at all, so that the helium content of the voids is

expected to remain constant. Then -nP V in Eq. (15) is replaced by
ex e

-XkT In (——) where X is the number of helium atoms corresponding to P ,
A e e

and X is the number of gas atoms in the void at the end of the burn
, (16)

cycle

It is then a simpla matter to substitute the appropriate gas

term into the expression for AG° to simulate void nucleation or
n

dissolution.
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DISCUSSION

Void swelling was simulated for cases of no impurities and of gaseous

and non-gaseous impurities for displacement rates of 5.8 x 10 ,

1.7 x 1U and 5.8 x 10 dpa/sec, which are intended to bracket

probable first wall conditions. A fusion cycle of 50 sec burn, 50 sec

cool was selected on the basis of being physically reasonable and

computationally tractable.

Steady-state nucleation rates and incubation times were first

calculated (Table 2) for comparison with the results of the transient

theory, which are summarised in Table 3.

2
(ergs/an )

Table 2 Steady-State Nucleation Parameters

K , Jfc
S n •s

(dpa/sec) • k (voids/cnw-s
k

(ev)
T

(sec)

No Impurities

1000

1000

1000

Non-Gaseous

800

800

800

5.8

1.7

5.8

X

X

X

10~7

10~6

io-6

; Impurities

5.8

1.7

5.8

Gaseous Impurities

X

X

X

10~7

10~6

10"6

3429

6714

13242

3429

6714

13242

49

31

21

25

16

11

3.

1.

2.

3.

1.

2.

2

9

9

9

5

7

X

X

X

X

X

X

10

10

10

10

10

10

1000

1000

1000

5.8 x 10

1.7 x 10

5.8 x 10

r7

r6

-6

3429

6714

13242

31

22

15

10

12

14

16

17

1.8 x 10

2.7 x 10

1.6 x 10

10

12

14

2.2

1.8

1.6

1.1

0.93

0.79

1.8

1.6

1.3

543

209

85

417

168

73

209

85

37

It is seen from Table 2 that (except for one case) the incubation

time is larger than the burn time, and is sometimes larger by nearly

an order of magnitude. So, as suspected, steady state nucleation theory

is inapplicable and the transient treatment employed is needed.
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Table 3 Summary of Void Number Density and per cent Swelling after
100 cycles

K
(dpa/sec!

5.8

1.7

5.8

5.8

1.7

5.8

5.8

1.7

5.8

>t

X

X

X

X

X

X

X

X

iO"7

10"6

10"6

lO"7

10"6

io"6

lO"7

icT6

io"6

Impurities

None

None

None

non-gaseous

non-gaseous

non-gaseous

gaseous

gaseous

gaseous

Void Density
(voids/cm3)

8.9

1.7

2.0

6.9

5.1

2.9

8.0

1.0

9.5

X

X

X

X

X

X

X

X

X

1012b

10l4c

io15

io15

io16

io17

!0 1 3

io15

io15

Swelling (%}

2.2

1.8

2.0

6.7

4.8

2.7

9.2

9.7

9.0

X

X

X

X

X

X

X

X

X

ID"5

lO"4

10~3

10-3

10"2

10"1

ID"5

10"4

lO"3

Includes only voids larger than the critical nucleus

After 60 cycles

After 68 cycles

Fig. (4) shows typical behaviour of the void number density over

a number of duty cycles. In this case (the second line in Tables 2 and

3) the incubation time is 210 sec, and although a few small voids form

very quickly, a steady state is not established until the burn time

reaches about this value (total time 450 sec). It is important to

observe that only the very smallest voids (n ̂  10) decay during the

cool down cycle. For these conditions at least, a 'ratcheting' effect

exists with very little void dissolution during the cool cycle.

Figs. (5-7) show the effects of damage rate and of gaseous and

non-gaseous impurities on the void number density after 10 burn cycles ,

which represents approximately steady state conditions.

The effect of gaseous impurities (such as helium) was approximated
g

ssuming an internal pressure of 6 x 10 dyr

and no gas gain or loss during the cool cycle.

9 2
by assuming an internal pressure of 6 x 10 dyn/cm during the burn cycle.
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10
to 100 WOO 3000

Figure 4 Development of void number density over a number of duty cycles.
No impurities, K = 1.7 x 10~6 dpa/sec.

Non-Ooseous Impurities
—

Goseous Impurities

10 '.00 WOO 3000

Figure 5 The effect of gaseous and non-gaseous impurities on void number
density after five burn cycles (near steady-state) K = 5.8 x 10
dpa/sec.



J J -1 "i

S ;»»«.• -is Vi't. i- escfp? K =• t . 7 x 10 cte;»/s<-c. Tho void nur-ix r
:J<'nr>it.y i s sccewh.i'. hiyhes' rhrm irs f i .7. 5 .

1000 3000

Figure 7 Same as Figs. 5, 6 except K = 5.3 x 10 dpa/sec. The void
number density is hiqher yet.
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The presence of helium is seen to increase the void density by

several orders of magnitude, much as happens under steady state conditions.

As in the impurity-free case, very little void dissolution occurred during

the cool cycle. Under other circumstances, however, helium could have the

very important effect of preventing complete dissolution of voids during

tho cool cycle (which would decay only to bubbles) and would then be

prepared to commence growth on the next burn cycle. This could be a

very important effect, which would commence only after a number of duty

cycles sufficient to produce enough helium to stabilise the voids.

The effect of a mobile, surface active species was approximated by

ce
(25)

2
reducing the surface energy to 800 erg/cm . This reduction in surface

energy is consistent with the effects of adsorption in other systems

The void density is seen to be increased even more by the non-gaseous

impurities than by helium, thus illustrating the extreme sensitivity

of nucleation rate to changes in surface energy. However, non-gaseous

impurities are unlikely to play the same role as helium in preventing

total dissolution of voids during the cool cycle. The lowered surface

energy will give a slightly lower rate of dissolution, but this is not

likely to be of crucial importance.

SUMMARY AND CONCLUSIONS

1. First wall swelling has been simulated by a numerical integra-

tion of the equations for void nucleation.

2. Steady-state nucleation conditions were not obtained in most

cases, which necessitated the use of the transient

formulation of nucleation theory.

3. Very little void dissolution occurred during the cooling cycle.

4. mhe effect of inert gas or surface-active impurities was to

decrease the critical nucleus size and to sharply increase the

void ..ucleation rate.

5. Xne-L gas may further increase the swelling rate by preventing

complete dissolution of voids during the cooling cycle.
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FUTURE WORK

It must be emphasised that these calculations represent a first

attempt in mathematical simulation of first wall swelling and as such

depict a somewhat idealised situation. Certainly more attention should

be paid to trends and relative values than to absolute magnitudes.

The applicability and accuracy of the simulation procedure could

be improved by:

1. A better representation of the variation of flux, temperature

and defect concentrations over the fusion cycle, and calculations

based on the various proposed cycles.

2. Extending the upper limit on void size well beyond n = 3000,

to perhaps several hundred angstrom diameter voids.

3. Inclusion of the void sink strength in the calculation of

defect concentrations, so as to permit a study of swelling

saturation.

4. A better model for the concentrations and energetics of the

impurities.

5. Nucleation calculations based on only moderately mobile

impurities as has been done under fission conditions
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APPLICATION OF DAMAGE FUNCTIONS TO CTR COMPONENT
FLUENCE LIMIT PREDICTIONS

R. L. Simons
D. G. Doran

Hanford Engineering Development Laboratory
Rich land, WA 99352

ABSTRACT

Material behavior observed under irradiation conditions
in test reactors is not always directly applicable to the
design of reactor components such as CTR first wall because
of differences in the damage effectiveness of test reactor
and service spectra. The interpolation and, under some con-
ditions, extrapolation of material property change data from
test conditions to different neutron spectra in service con-
ditions can be accomplished using semi-empirical damage
functions. The derivation and application of damage functions
to CTR conditions is reviewed. Since limited amounts of data
are available for applications to CTR design spectra,
considerable attention is placed on the effectiveness of
various available and proposed neutron sources in determining
a damage function and subsequent fluence limit prediction.
Neutron sources included in this study were EBR-I1, KIFR,
LAMPF (Be and Cu targets), high energy deuterons incident
on Be (D-Be), and 14 MeV neutrons (D-T). Several conclusions
are drawn from this study: 1) High energy neutron spectra
such as from D-Be and D-T reactions are the most effective
of those neutron sources studied for reducing uncertainties
in the fluence limit prediction for a CTR first wall
spectrum. Consequently, material tests should be made in
these or similar high energy spectra in order to make use-
ful fluence limit predictions by damage functions. 2) Errors
in the damage function and fluence limit prediction are
minimized if all available neutron spectra are used. 3) Some
neutron sources that are only slightly harder than EBR-II
spectra can cause error magnification. 4) If presently
available damage functions were applied to CTR spectra
(assuming the damage mechanism is the same in the CTR
spectra and in the spectra used to derive the damage func-
tion) the uncertainty in the fluence limit predictions
would be 60% to > 100% at the 95% confidence level.
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INTRODUCTION

It is difficult jnd generally impractical to simulate the exact

neutron spectra of a reactor (whether LHFBR or CTR) which is being

designed. Consequently, irradiation induced property changes measured

in available test reactor spectra must be interpolated or extrapolated

to the design spectral conditions. The purpose of the present work is

to determine how effective presently available and proposed neutron

sources are in determining damage functions for CTR applications. A

damage function is, generally speaking, an energy dependent cross section

that expresses the neutron energy dependence of an irradiation induced

property change. More specifically, the tdrm damage function, or

effective damage function (EOF), is used in the present work to refer to

a damage cross section that has bsen adjusted to fit experimental data.

Spectral interpolation* with damage functions is, in principle, a

relatively sample task. The accuracy of the prediction depends upon the

number and variety of different test spectra in which the property

change was measured as well as the accuracy of the measurements.

Spectral extrapolation involves additional uncertainties as will be

apparent in what follows.

A damage function G(E) is derived by an iterative procedure from

the set of integral equations
so

M1 = { J Y J 7 = J G(E) *i ( E ) d E > 1=1.2.3,.;.., N (1)
1 0

where P is the measured property change due to an irradiation to total
At.

fluence (*t). in the i neutron test spectrum <f>.(E) (normalized to unit

flux). There is one equation for each test spectrum. The solution

begins with an assumed energy dependence G°(E) based on a consideration

of damage mechanisms. The result of adjusting G°(E) to give a best fit

Interpolation and extrapolation are not precise terms as used hare.

They refer to the application of a damage function to a design spectrum

that is generally similar to or appreciably dissimilar» respectively,

to the test spectra used to derive the damage function.
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to the experimental data is a 6(E) that applies specifically to the
particular property change P. G(E) may be weakly or strongly dependent
on G°(E) depending on the extent of the spectral variations of the test
data.

The fluence, (<s>t)., required to attain the property change P in a
calculated design spectrum $.(E) is predicted from the equation

oc

(*t)d = P/JG(E) *d(E)dE. (2)
0

In the usual application, P is a design-limiting property change and
(#t). is then the corresponding limiting fluence in the design spectrum.

The principal sources of uncertainty in this method of predicting
fluence limits are data errors and the lack of a mathematically unique
solution to the set of integral equations. If extrapolation is involved,
the question of the existence of a rigorous damage function raises an
additional uncertainty. Data errors include those incurred directly in
the'material property measurement as well as in the irradiation tempera-
ture, in the measured fluence, and in the shape of the test spectrum.
The uniqueness error arises because, in the absence of assumptions about
the form of G(E) and the number and type of test spectra, the set of
integral equations does not possess a unique solution. The iterative
procedure employed, however, can determine a nearly unique solution in
the energy range where appreciable damage is caused by the test spectra
if reasonable physical assumptions regarding the form of G(E) are made.
Outside of this energy range the iterative procedure can determine an
upper bound to the solution; it is important that the initial estimate
of G(E) be high enough in this region that one can be reasonably con-
fident that no physically realistic solution exists above the upper
bound. This is significant because the. upper bound damage function
determines the lower bound fluence liir.lt.

Figure 1 shows three steps in the derivation and application of a
damage function. In this example, P is 60 ksi yield strength* in

* 60 ksi yield strength was chosen arbitrarily as the reference property
level. It is not an established design limiting property level.
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STEP 1
"DATA ANALYSIS"

E
N

G
T

1022
NELH'RON FLUENCE (n/em2)

10-20
STEP 2

"G(£> DERIVATION"

,0-24

UPPER BOUND* G(E)

io-8 lcr6 10° 10?

ENERGY (MeV)

STEP 3
"G(E) APPLICATION"

UWMAK-I
(REACTOR SHIELD)

-LOWER BOUND

NOMINAL

10 15 20 25

10Z1 FLUENCE TO ARRIVE AT 60 h i YIELD STRENGTH

Figure 1, Derivation and Application of Damage Functions.
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annealed 304 stainless steel irradiated and tested at 900°F and the
design spectrum is for the reactor shield (140 cm from the first wall)
cf the University of Wisconsin Tukamak I. The first step involved extra-
polating or interpolating all available test data from fast and thermal
reactors to the reference property level to determine the fluences (<j>t)..
The input data to Eq. (1) are then N values of Mi = 60/Ut).. and a starting
function G°(E). In this example, the displacement crpss section was used
for G°(E). The nominal damage function resulting from the iterative
solution to the integral equations is shown in step two. An error
analysis of the data and iterative procedure was used to estimate the
upper bound solution. Application of the nominal damage function and upper
bound damage functions to the step three design spectrum using Eq. (2)
gives the nominal and lower bound fluences shown.

A report containing a detailed discussion of the iterative procedure
applied to damage function analysis is forthcoming. One objective of
that study was to investigate the errors incurred in the extrapolation of
data obtained with in-core LMFBR spectra to lower energy, out-of-core
spectra. This work is being extended to the problem of interpolating and
extrapolating LMFBR and LWR data to the generally higher energies of CTR
design spectra. In the present study, the effectiveness of available and
proposed neutron sources in determining damage functions for CTR applica-
tions was examined by the usa of simple damage models to generate data
which were, in turn, used to derive damage functions. The effectiveness
of various, neutron sources in determining a unique damage function and
in limiting data error propagation was examined by comparing fluence
limits predicted using derived damage functions with those calculated
directly from the damage models.

DESIGN AND TEST SPECTRA

The design spectra, all from the University of Wisconsin Tokamak I
study, included a first wall spectrum (0.1 cm depth), a lithium blanket
spectrum (25 cm from first wall), and a spectrum in the reactor shield
(140 cm from first wall). Test spectra typical of the following sources
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were included: EBR-II,* HIFR,' LAMPF with copper and beryllium beam
stops," a linac with 16 and 35 MeV deuterons incident on a beryllium
target, ' and a 14 MeV neutron beam (D-t reaction). Several spectra
are illustrated in Figure 2.**

DAMAGE MODELS

Three simple damage models were used to generate "data" to determine
the effectiveness of the test spectra for damage function analysis.
These included a displacement model, a helium model, and an interactive
model with vacancies and helium atoms as the defect constituents.

In LMFBRs, atomic displacements appear to be the dominant damage
mechanism, as is evident Prom the relatively good correlation of property
change data using displacements per atom (DPA). In the displacement
model employed here, the property change, P, is just the total number of
DPA, and P was taken to be 1 DPA.

P = 1 = D.(n). (3)

where 5. is the spectral-averaged displacement cross section D(E) for
stainless steel (cm2) in the i spectrum and ($t). is the total fluence.

* Although the FTR is a potentially valuable facility for CTR irradiation
studies, no FTR spectra were included in this analysis because they are
effectively covered by the range of EBR-II spectra employed as shown in
Table 1.

** The spectra were cut off at 18 MeV, the present upper limit of the
group structure in the SAND-II code—only the 35 MeV D-Be spectrum was
affected. This truncation has no bearing on the results of this study
because 1) it does not exclude any portion of the CTR spectra, and 2)
the data generated by the assumed damage models and consequently the
unfolded damage functions include the truncation and hence are self-
consistent. This study does not address the question of whether the
interpretation of radiation effects data obtained in a spectrum having
an appreciable component above 18 MeV is complicated by the possibility
of different damage mechanisms operating at the higher energies.
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Input to Eq. (1) is M. = D. and the damage function derived from data
generated by this model is the displacement cross section.

In CTR design spectra, much more helium is generated than in LMFBR
spectra; hence, differences in damage mechanisms can be expected. While
displacements could still be the dominate mechanism for some properties
such as yield strength, helium production could dominate for properties
such as ductility and swelling. Hence, the property for the second
damage model is the amount of helium produced (helium atoms per atom or
HPA) and P was taker, to be 10"5 atom fraction.

P = 10-5 = B1(*t)1 (4)

where H is the spectral-averaged helium cross section, H(E), for iron.
In this case, M. = H. and the derived damage function will be the helium
cross section. The iron cross section was used because it has a high
energy threshold similar to the helium cross sections of proposed first
wall materials such as niobium, molybdenum, etc. This is in contrast to
the more complex helium generation process in nickel bearing alloys.

In the third damage model, the property is a defect cluster density
calculated from a simple vacancy-helium interaction model. It is shown
in Appendix A that this property is proportional to the product of R.
and D^. Taking the property level arbitrarily to be 1016 clusters/cm3,

P = 10 1 6 = 2 K H. D ^ n ) . 2 , (5)

where the proportionality constant K has the value 1 x 1021. The damage
function for this model is

G(E,<j>) = K$t[HD(E) + DH(E)]. (6)

Note that a true damage function, depending only on E as assumed in
Eq. (1), does not exist in this case—&{£,<$>) is spectrum dependent
through H and D. The interactive model is clearly a simplified one.
However, it enables one to investigate a case in which two damage
mechanisms having different energy dependencies interact and consequently
violate the assumption of Eq. (1) that a single damage function suffices
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for all spectra. Solving Eq. (1) in this case determines an effective
damage function (EDF), which is an average of the separate damage func-
tions in their respective energy response ranges. Such an EDF may be
suitable for interpolation yet inappropriate for extrapolation.

Figure 3 shows the interactive damage functions for the three UWMAK
design spectra used in this study. Note the differences in magnitude
for the three spectra and the differences in shape above 1 MeV. These
three spectra produce the damage function extremes found with this model.
Not all the test spectra exhibit su'h variations in magnitude. For
example, the damage functions for the four EBR--II spectra show much less
spectral sensitivity because of smaller variation: in helium generation
rates.

Table 1 summarizes the input data and characteristics of the test
and design spectra. The table shows the spectrum sources or location in
the reactor, the mean neutron energies, and the input integral parameters
M.. As indicated above, M. values for the displacement and helium models
are simply spectral-averaged displacement and helium cross sections.
Note that the helium cross section is for iron and consequently does not
show a high helium production rate in the HIFR spectrum as is expected
for nickel-bearing alloys.

DAMAGE FUNCTION DERIVATION STUDIES

Solution Uniqueness

A set of Q "data points" Mi, for a particular set of Q test spectra,
was generated with the damage models. The study of the sensitivity of
the damage function solution to the input function began by selecting a
particular G°(E) containing arbitrary parameters. Ideally, G°(E)
represents the best estimate of the energy dependence of the damage mecha-
nisms believed operative. High energy damage due to either displacements
or to helium (threshold n,a reactions) should be an increasing function
of energy. Therefore, the form chosen for G°(E) was

G°(E) = A Eb .
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ur* io* IO1

HUTAON atxx, rev

Figure 2. Several of the Test Spectra Used in the Sensitivity Study.

1 '
NEUTRON DOST, ICV

io* 10'

Figure 3. Damage Functions for the Interactive Damage Model for the
Three Design Spectra.
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Table 1. Characterization of Test Spectra and UWMAK Design Spectra

M . . V A L U E S F O R T H R E E M O D E L S

S P E C T R U M

E B R - I I , 5 0 c m
a b o v e m i d p i a n e

t B R - I I , 2 5 c m
a b o v e m i d p l a n e

E B R - I I , 1 8 . 3 c m
a b o v e m i d p l a n e

E B R - I I , 0 . 0 c m
a b o v e m i d p l a n e

F T R C o r e C e n t e r

H I F R

H I F R , C a d m i u m
S h i e l d e d

L A M P F , C u

LAMPF, Be

LINACD16

LINACD35C

14 MeV

UWMAK-1 mm '

U W M A K - 2 5 c m

UWMAK-140 cm

MEAN
ENERGY
(MeV)
0 . 2 1

0 . 4 3

0 . 6 2

0 . 8 2

0 . 5 0

0 . 3 8

0 . 7 2

0 . 8 4

1.7

6.7

1 0 . 8

1 4 . 0

4.2

1.7

0 . 2 5

D I S P L A C E -
M E N T S

( b )
1 6 7 .

2 9 4 .

3 5 9 .

440.

2 8 8 .

1 8 3 .

1 7 4 .

4 1 0 .

6 5 7 .

1 6 6 0 .

1 9 4 3 .

2 1 7 0 .

8 5 5 .

4 7 2 .

164.

HELIUMb

( m b )

0 . 0 0 3 2 8

0 . 0 1 8 7

0 . 0 3 2 5

0 . 0 5 4 4

0 . 0 3 1 9

0 . 0 4 3 2

0 . 0 4 2 3

0 . 4 1 6

1 . 0 8

9 . 9 5

2 2 . 2

3 2 . 8

8 . 5 5

2 . 9 3

0 . 0 9 8 3

INTERACTIVE
(10-6 Defects/cm3)/{n/cm2)

0 . 1 0 6

0 . 3 3 5

0 . 4 8 8

0 . 6 9 7

0 . 4 3 3

0 . 4 0 2

0 . 3 8 7

1 . 8 7

3 . 8 1

1 8 . 4

2 9 . 7

3 8 . 1

1 . 2 . 2

5 . 3 2

. 0 . 5 7 4

b
D i s p l a c e m e n t c r o s s s e c t i o n f o r s t a i n l e s s s t e e l .

T h e h e l i u m p r o d u c t i o n c r o s s s e c t i o n o f i r o n , r a t h e r t h a n t h a t o f s t a i n l e s s

s t e e l , w a s u s e d i n t h i s s t u d y b e c a u s e i t d i s p l a y s t h e ( n , a ) t h r e s h o l d

b e h a v i o r t y p i c a l o f o t h e r p r o p o s e d C T R m a t e r i a l s . T h e n i c k e l i n s t a i n l e s s

s t e e l p r o v i d e s a s i g n i f i c a n t s o u r c e o f h e l i u m i n s o f t s p e c t r a t h r o u g h t h e

t w o - s t a g e r e a c t i o n 5 8 N i ( n , Y ) 5 9 N i ( n , a ) 5 6 F e . T h i s s o u r c e i s n o t a p p l i c a b l e

t o t h e p r o b l e m c o n s i d e r e d h e r e o f p r e d i c t i n g d a m a g e i n h a r d s p e c t r a ,

t r u n c a t e d a t 1 8 M e V .
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The parameter b in G°(E) was systematically varied* about the approximate
true energy dependence. Each 6°(E) and the set of data points were then
used in Eq. (1) to derive an adjusted G(E). The process of adjustment,
and hence the derived G(E), depends sensitively on the damage responses
(i.e., the energy ranges over which significant damage is produced) of
ths particular set of test spectra. A significant measure of this
sensitivity is obtained by using each derived G(E) to predict fluence
limits for the design spectra and then comparing these limits with the
actual limits corresponding to the assumed damage models. For example,
the latter quantity for the displacement model is just 1 DPA * D. where
D. is D(E) averaged over thf; design spectrum. It should be noted that
the errors in the flueuce limit predictions obtained in this manner
reflect the inability of each set of test spectra to cause adjustment
of each G°(E) to match the different damage models.

Table 2 shows the mean "uniqueness errors" in the fluence limit
predictions obtained for the displacement model, helium model, and
interactive model. The number of spectra used is shown at the top and
the spectral combination at the bottom of each column. The use of all
available spectra generally yields the smallest absolute difference.
However, for the first wall spectrum, the two LINAC and the 14 MeV test
spectra generally provide the greatest reduction in errors for the
displacement model as compared to the other spectra. The LINACD35
spectrum provides slightly better coverage than the 14 MeV spectrum
because of the broader energy range of the LINACD35 spectrum. In the
lithium blanket spectrum, the LINACD16 appears to give the best overall
results and for the structural location, the LAMPF-CU spectrum appears
to be best. In all cases, the EBR-II and HIFR spectra were included
because these are established neutron sources from which considerable
irradiation effects data have and will continue to come.

The helium model shows larger errors than the displacement model

* For the displacement and interactive model, b varied from 0 to 1.5,
and for the helium model, b varied from 0 to 7. In each case, eight
values of b were used.



Tablo 2. Uniqueness Study--Mean Absolute Difference 1%) Between True and Predicted Fluence

Limits for Various Sets of Test Spectra

NUMBER OF TEST SPECTRA USED

MODEL

Displacement

Hel ium

I'teractive

Test Spectral

4 EBR-II

HIFR

LAMPF-Cu

LAMPF-Be

LINACD16

LINACD35

14 MeV

DESIGN
SPECTRUM

UWMAK-1
UWMAK-25
UWMAK-140

UWMAK-1
UWMAK-25
UWMAK-140

UWMAK-1
UWMAK-25
UWMAK-140

Combination

4

40
30

57
55
53

400(-)
320(-)
270(-)

/

5

32
27

64
61
57

420(-)
340(-)
280(-)

/

/

6

12

4^3

12
17
2)

67(+)
53(+)
29(-)

/

•
/

6

25
13
6

7.2

58(+)
42{ + )
48(-)

/

/

/

6

3.3
1.3
4.4

36(+)
26( + )
20(+)

11

/

/

6

1.5
1.5
4.7

19
29
34(-)

3K-)

•
•

/

6

6.2
10
3.7

7
27{-)
39(-)

27(-)
80(-)

200(-)

/

/

• •

11

0.4
0.5
3.8

! ( • )
4( + )

no(-)

/
/
/
/

(-) Most predicted fluences were greater than the true value and, hence, nonconservative.

(+) Most predicted fluences were less than the true value and, hence, conservative.

Those values without a sign indicate that the predictions were equally divided between
positive and negative.
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because of the similarity (and hence redundancy) of the response
functions for many of the spectra.

The large errors associated with the interactive model are not
surprising when one notes the large variation in magnitude of the
individual interactive damage functions in Figure 2. It should also be
noted that most all the errors are in the non-conservative direction,
i.e., predicted fluence greater than the true fluence. This serves to
show that caution should be exercised when dealing with interactive
damage mechanisms. It also shows the need to use better damage modeling
to identify how interactions take place so that better correlation of
irradiation effects data can be obtained.

Solution Errors

In obtaining the fluence limit predictions above, no uncertainties
were attributed to the data, M^, or test spectra, <j.. Major contribu-
tions to uncertainty in M. are errors in the measurement of property
change, irradiation temperature, and total fluence. Errors in the
fluence and spectral shape can be kept reasonably small by including
adequate neutron dosimetry with irradiation effects experiments. For
this study the standard deviations assigned to all M,. values were 10%
and the standard deviation shape errors assigned to all spectra were
25%. The spectral shape errors are applied to a coarser group structure
(̂  12 groups) than used in the damage function solution (75 groups).

The error analysis (Monte Carlo) procedure is discussed elsewhere
Q

in detail . Briefly, it involves determining a large number (~ 20) of
damage function solutions by perturbations of the true set of input data.
The perturbations of the data are .random and normally distributed with
the standard deviations specified above. The error in the fluence limit
is the standard deviation of the fluence limits predicted by the large
number of solutions.

Data error magnification in the damage function solution is possible
in some cases. If the response of a neutron spectrum is small in a
particular energy region where no other spectrum responds, then errors in
high response energy ranges can be accommodated by disproportionate
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changes in the low response energy range. The result is a large error

in this energy range. Consequently, a small extension in the response

range of a group of spectra can be a disadvantage. The ideal s i tuat ion

is to have at least one dominant soectral response in a l l energy ranges

of interest.

Table 3 shows the standard deviations in the fluence l i m i t pre-

dictions for the three UWMAK design spectra obtained using the displace-

ment and helium models and various combinations of test spectra.

(Results for the interact ive model are not shown because the primary use

of that case was to study the adjustment error) . The spectral combina-

tions include the four EBR-II and two HIFR spectra in a l l cases. The

second case includes LAMPF-Be; in the th i rd case, LAMPF-Be is replaced

by LAMPF-Cu; etc. The last case includes a l l eleven spectra together.

The case with LAMPF-Cu is an example of data error magnification. The

LINACD35 and 14 MeV neutron sources are the most effect ive in reducing

the data error magnification for the hard f i r s t wall spectrum and are

just as effective as the other sources for the softer spectra. Using

a l l available neutron sources generally gives the best overall resul ts.

APPLICATION OF AVAILABLE DAMAGE FUNCTIONS

Damage functions have been determined previously for several

properties and i r radiat ion conditions for annealed types 304 and 316

stainless steel . I t is instruct ive to examine the uncertainties

incurred in applying several of these damage functions—derived from

fission reactor data—to some typical CTR design spectra. Of course,

these uncertainties re f lec t only the errors connected with the derivation

of the damage functions. The additional uncertainty as to whether the

dominant damage mechanisms in hard CTR spectra are accounted for in the

damage functions derived from data taken in softer spectra is under

investigation in this and other laboratories. In the present study,

this question applies primarily to the f i r s t wall spectrum.

Table 4 shows "predicted" fluence l imi ts and percent standard

deviations for the three UWMAK design spectra for 60 ksi y ie ld strength,
12V/o uniform elongation, and 1% swelling in 304 stainless s tee l . I t i s
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Table 3. Fluence Limit Prediction Uncertainty for UWMAK Spectra
by a Monte Carlo Propagation of Data Errors

OAMKE
MODEL

DISH.
C/S

HELIUM
C/S

SPECTRAL
CONJIMT1ONS

E M - I 1 and H1FR
• LAM>F-t*

• LW»F-Cu
• LINACO16
• L1NACD35

• 14 MtV

ALL SPECTRA

E M - 1 1 and H I F *
• LAM»F-I*

• LAHFF-Cu

• LINACD16

* LINACD36
+14 mv
ALL SKCTW

HESATIVE 1
FIRST MALI

50
38
60
44

12

13

6.3

U
50

52

68

35
9.1

12

HESATIVE 1 STANDARD DEVIATION EMOR ( 1 ) *

37
25
44

26

10

1}

5.5

73
38

37

60

37

24
17

140 oe

11
11

10
12

10

10

9.1

70

32

34

55

40

30
21

DtfftrMc* bttrntn tM nonliMi flutnet Unit prediction irrf the lowtr
bound flutnct Halt prtdktlon.

Table 4. Fluence Predictions Using Available Damage Functions
For Several Property Changes in Annealed Type 304
Stainless Steel

HATEKIAL
WKnn
(0 ktl
Vttld Strtnjth
Irr«d. i T«t
Ttap. > 900t100'F

11
Uniforn Elonj.
Irrad. t Test
TMB. • 900MWF

11
Swliing
Irr«d.
T«B. • 840t25*F

aUENCE
FUST WALL

0.62(170%)

2.2(*40()

1.9ti25*)b

(10« fl/cin*) i lo*
25_j«

0.W(t53J)

3.8(*38()

3.0(1171)*

140 cm

1.9(1391)

9.8(1361)

6.3(J16X)

flutnc* I f a i t with Mch rtcycii dMtgt function rfsult<no froa the
Nontt C«rlo trror analysts, and th«n dcttmlning tht standard deviation
of thts* from On flume* H a l t pndictad by th* nominal solution. In *
uniqutMSS error was calculated In a s ta l lw n»nn*r, divided by two
sine* i t Is arbitrari ly d*fln*d at th* la level, and added to tht abov*.

Th*s* S uncertainties do not include a contribution due to nonuniqueness.
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important to note that the assigned errors in these cases were smaller
than those used in obtaining the values in Table 3. LMFBR applications
of 6(E) to fluence limit predictions are based upon 95% (2a) confidence
levels. At this level, the uncertainty in most of the predictions in
Table 4 is 60% to > 100%.

SUMMARY AND CONCLUSIONS

This study has attempted to supply some quantitative measures of the
uncertainty in estimating the damaging effectiveness of neutrons in
typical CTR spectra using data from various existing and proposed test
spectra. The need for high fluence, high temperature data on mechanical
properties of structural materials, obtained in similar spectra, is clear.
Because such data will not soon be available, early fluence limit pre-
dictions will be based on state-of-the-art knowledge of damage mechanisms.

Several specific conclusions can be drawn from this spectral sensi-
tivity study of damage function analysis as applied to CTR design spectra.
It should be kept in mind that they are based on damage models that are
oversimplified, particularly as applied to spectra having significant
numbers of neutrons above 5 MeV.

1. The 35 MeV O-Be spectrum and a monoenergetic 14 MeV beam are
tht most effective single neutron sources, of those considered, in
reducing errors in predicted fluence limits for a CTR first wall. The
former source is superior only in that it provides a broader energy range
of neutrons. The 16 MeV D-Be spectrum appears to be too soft for applica-
tion to a hard first wall spectrum. The tables presented here provide a
quantitative measure of the increased accuracy of damage function analysis
to be expected by the acquisition of radiation effects data in proposed
high energy neutron sources.

2. The best results (i.e., least error) are generally obtained if
all available neutron spectra are used in damage function analysis.

3. HIFR provides little, if any, advantage over EBR-II spectra for
damage function analysis of iron. A similar conclusion would be expected
for most metals. The utility of HFIR for CTR studies is based on the
copious helium production in nickel-bearing alloys. This effect,



11-34

apparently unique among the structural metals of interest, results from
a thermal neutron reaction and therefore is not directly applicable to
high energy extrapolations of irradiation effects data. On the other
hand HIFR is a valuable source for studying the effects of the large
amounts of helium which are anticipated in CTR spectra. Experiments
which include varying the thickness of thermal neutron shields could be
very effective in this regard.

4. Some neutron sources, such as LAMPF-Cu, i f used in damage
function analysis without other high energy response spectra, can lead to
significant error magnification.

5. I f dominant damage mechanisms in LMFBR and particular CTR spectra
are the same, the extrapolation of presently available damage functions
for 304 SS and 316 SS leads to uncertainties in fluence l imit predictions
in CTR spectra of 60 to > 100% at the 95% confidence level. Where damage
mechanisms are different or interactive mechanisms exist, such predictions
are more uncertain. The application of damage function analysis in this
situation wi l l be the subject of future studies.
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APPENDIX I

A Model for Helium-Displacement Interaction*

In order to study the validity of damage function analysis in a
situation where a unique damage function does not exist, a simplified
model was postulated to describe He - displacement damage interaction.
The model is not intended to describe accurately any particular physical
phenomena, but it is useful in studying the influence of such interactive
effects on the spectral dependence of radiation damage.

The assumptions in the model "include:

1. The helium concentration increases linearly with time; the loss
of mobile helium to all possible sinks is neglected.

* This model was developed by G. R. Odette.
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2. Small vacancy clusters of radius R are produced within displace-
ment cascades at a rate of one cluster for every 1000 displaced atoms.
These clusters are unstable and will rapidly dissolve at a rate character-
ized by a time constant t.

3. If a diffusing helium atom collides with a vacancy cluster, the
cluster is stabilized against dissolution.

4. The number density of stabilized clusters is the measure of the
amount of radiation damage.

Using these assumptions, an equation for the number density of
stabilized clusters as a function of time in various spectral environments
can be simply derived. The accumulation of lattice helium is described by

d He.
- H FJ-=H.N*. (1)

or

He.j(t) = fi^t (2)

where He. is the helium volume density in the i environment, N the

number of atoms/cm3, <j>. the tota l f l u x , R. the spectral-averaged helium

generation cross section and t the tota l time. The steady state,

unstabilized cluster population V?s can be determined from

dvf NO.*. V f
~sr" " TQOO r (3)

or
« NTD.6.?

. 6 .

m-= constant

where V^sis the vacancy cluster volume density, D. the spectral-averaged

displacement cross section, and T the cluster dissolution time constant.

The reaction rate between helium (diffusion coeff ic ient D) and

vacancy clusters to produ-.e the concentration C.(t) of stabil ized clusters

j f radius R is described by
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d C,(t) d.He,.
_ J _ _ = . _ _ L = K . H e . (5)

where

Substituting (2) and (4) into (5) and solving for C.(t) yields

Cf(t) = 2KH.D.*ft2 (6)
where

K = TTRDN2T/1000 .



The Influence of First Wall Lifetime on the Cost of
Electricity in UWMAK Type Fusion Reactors

by
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ABSTRACT

The effect of first wall lifetime of 0.5 to 8 years on
the cost of generating electricity in the UWMAK-I and UWMAK-II
reactors is investigated. It was assumed that there was little
incentive to develop walls with lifetimes (determined by radia-
tion damage) greater than 10 years because of failures due to
conventional mechanisms. Based on this assumption the cost of
electricity from these two reactors increased over the 10 year
lifetime value by 8 to 10% for a wall life of k years, 17 to
28% for 2 years, 35 to 65% for 1 year, and 85 to 150% for 0.5
year lifetimes. It appears that wall lifetimes of <2 years are
economically unattractive for these reactors and that there is
a great incentive to find materials which will have in-service
lifetimes between at least 4 and 10 years.

INTRODUCTION

It has now become quite apparent that the. first walls (sometimes

referred to as vacuum walls) of fusion power reactors will not last the

lifetime of the plant. There are many reasons why materials

scientists have come to this conclusion, but by far the most prominent

one relates to a loss of mechanical integrity under the high stresses

and strains associated with typical fusion reactor operations. Void

swelling, transmutation effects, neutron and charged particle sputter-

ing would also limit the wall lifetime even if the mechanical property

degradation could be eliminated. Current estimates of wall lifetime
fl—3) 2

vary from 2 to 5 years under typical 1-5 MW/m neutron wall loadings.

Given the necessity to replace the first walls periodically (and

even part of the blanket structure), it is legitimate to ask, "How much

does such a replacement effect the cost of generating electricity in a

fusion power plant?" It is difficult to give a definite answer to that

question at this early stage of reactor design because the absolute cost

(a) University o£_Wis£fln»iiH-Madlson, Wisconsin 53706

(b) Battelle Northwest Laboratories, Richland, Washington 99352
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of electricity from fusion is not known to probably within a factor of

two. Nevertheless, wa can gain a qualitative picture of how much cf a

relative cost penalty is paid by analyzing two rather specific designs

in the open literature. We have chosen the UWMAK-I^ and UWMAK-II^

reactor designs for this study. It must be noted that the results cf

this work only apply to these reactors at the 5000 MW . power level and

one cannot simply apply these results to other systems at different

power levels.

General Effects of Radiation Damage on Fusion Power Economics

The unit cost of electricity from any power source depends on 4

factors;

Operation and Maintenance Costs

. Fuel Costs

. Return on Capital

. kWh of Energy Generated Per Unit of Time

The necessity to replace the first wall obviously will increase the

0 & M charges by the cost of replacement material and the labor cost

associated with the replacement time. It is fairly easy to calculate

the costs associated with the materials but at present one can only make

rough estimates of the labor time involved. This latter point is especially

true with irradiated components which must be handled remotely. However,

we shall see that such costs are not a major factor compared to the ma-

terial cost.

There is no obvious direct relationship between first wall lifetime

and the fuel costs and we shall assume that it is unaffected by radiation

damage. There is an indirect relationship in that the need for outage

time to replace the walls decreases fuel use. However, the fuel costs

for a fusion reactor are so small that the changes will have an insignifi-

cant effect in our analysis.

The increase in capital costs of a fusion reactor required by the

replacement of the first wall on a regularly scheduled basis is mainly due

to:
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(A) Inventory costs associated with the spare modules which must be

on hand for quick insertion into the reactor.

(B) Larger or more hot cell facilities to handle the repair and/or

replacement of the entire reactor component which is removed from the

reactor.

(C) Increased long term storage space for the damage components.

Before we address the problem of finite wall lifetime, it is worthwhile

to note that fusion reactors will have to be designed for quick and fre-

quent wall repair even ±f_ the predicted first wall life is greater than

the plant lifetime. This is true because failures will occur which are

unrelated to radiation damage. Typical causes might be hot spots,

corrosion, inhomogeneties due to fabrication procedures, or abnormal

operating conditions. It is reasonable to assume that the entire blanket

structure can not function for 30 years at high temperatures and with

varying loads without a single failure. Once the concept of replacement

is accepted, then all of the procedures, equipment, hot cells, shielding

and radioactive component storage areas must be designed, tested and

installed. It is also reasonable to assume that at any given time some-

thing like 10-15% of the blanket structure may have to be removed per

year for external repair or replacement. This means that the concept of

a finite first wall lifetime is only significant if the wall life is

less than 10 years or so. We will make estimates for the increased

capital costs in UWMAK-I and II based on our knowledge of the system but

the reader ought to recognize the qualitative nature of such estimates

and not concentrate on the exact numbers.

The last important quantity that is affected by a wall life of <_ 10

years is the time the reactor is unavailable for generation of electricity.

This results in lest revenue which can be as high as $700,000 to $800,000

per day. Again, it is certainly recognized that "normal" failures will

occur in any power facility and we expect the same will hold true for

fusion power plants. In this study, 4 weeks of down time per year is

assumed for routine and emergency maintenance unrelated to first wall re-

placement. Here, we will be concentrating on the additional downtime

required for a systematic replacement of the first wall.

A simple pinhole leak could require replacement of a very large component.
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Method of Calculation

We will use as a starting point for this study the economic studies
(it 5)

published in the UWMAK-I and II reports. ' A summary of the capital

and electrical costs for both reactors is shown in Tables 1 and 2. These

costs are based on a two year wall life.

Once a decision on the first wall lifetime has been made, the next

major task is to determine the optimum time for replacement of the modules.

Intuitively, this would appear to be the stated wall life. However, this

would require excessively high inventory costs of the blanket modules which

must be ready outside the reactor when the shutdown is made. Therefore,

one usually tries to remove only a part of the defected parts at a time

and replace them with new components. The repair of the damaged compo-

nents is conducted while the reactor is running. These repaired compo-

nents then can be reinserted into the reactor at the next outage and the

process started all over again. While this means that early in the reac-

tor lifetime some components are changed before their anticipated life-

time, it requires a smaller inventory of components and results in a

lower electricity cost.

A simple schematic of how we estimated the major effect of changing

the first wall on reactor costs is shown in Figure 1. We first determined

the annual outage time as a function of time between replacement. This

requires that we know the number of modules replaced per outage. Once

this is known, the annual outage time is calculated by

..outage days. _ j .X days replacement. .No. of modules replaced,
year I module outage

Y Days Cool Down
, . and Startup .

outage
-No. of outages.

x year

One peculiar fact about present reactor designs is that they are

usually made up of a finite number of modules which can be conveniently-

replaced. For example, UWMAK-I had 12 such modules, UWMAK-II had 24, and

a more recent design UWMAK-III has 18. ; Therefore, if one finds that

the wall life is 2 years, then he can replace 12 modules every 2 years, or
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Table I

UWMAK-I Cost Data

(Prices are 1974 Dollars and Based on a 40 Hour Work Week)

Account Number Account Title Total

DIRECT COSTS:

Nondepreclating Assets:

20 Land and Land Rights $1,200,000

Depreciating Assets:

Special Materials 28,290,000

Physical Plant

21 Structures and Site Facilities 139,807,000

22 Reactor Plant Equipment 573,636,000

23 Turbine Plant Equipment 170,580r000

24 Electric Plant Equipment 142,859,000

25 Miscellaneous Plant Equipment 9,410,000

SUB-TOTAL Physical Plant 1,036,292,000

INDIRECT COSTS (All Depreciating Assets):

91 Construction Facilities, Equipment 24,300,000

92 Engineering Services 48,500,000

93 Other Costs 76,600,000

94 Interest During Construction 218,618,000

SUB-TOTAL 367,018,000

SUB-TOTAL (Total Depreciating Assets) 1,431,600,000

TOTAL PLANT CAPITAL INVESTMENT: 1,432,800,000

COST PER KILOWATT GENERATED $971/kWe
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Table 2

UWMAK-1I Cost Data

(Prices are 1974 Dollars and Based on a 40 Hour Work Week)

Account Number Account Title Total

DIRECT COSTS:

Nondepreciating Assets:

20 Land and Land Rights $1,200,000

Depreciating Assets:

26 Special Materials 5,820,000

Physical Plant

21 Structural and Site Facilities 161,590,000

22 Reactor Plant Equipment 775,179,000

23 Turbine Plant Equipment 160,150,000

24 Electric Plant Equipment 84,218,000

25 Miscellaneous Plant Equipment 19,110,000

SUB-TOTAL Physical Plant 1,200,100,000

INDIRECT COSTS(All Depreciating Assets):

91 Construction Facilities, Equipment

and Services 24,300,000

92 Engineering Services 48,500,000

93 Other Costs 90,800,000

94 Interest During Construction 250,923,000

SUB-TOTAL 414,523,000

Sub Total (Total Depreciating Assets) 1,613,420,000

TOTAL PLANT CAPITAL INVESTMENT $1,614,620,000

COST PER KILOWATT GENERATED $944/kWe
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DETERMINE

A

CHOOSE WALL LIFE

ANNUAL OUTAGE TIME AND RELATED COSTS AS

FUNCTION OF TIME BETWEEN REPLACEMENT

i

1 DETERMINE OPTIMUM OUTAGE TIMEz X
DETERMINE 0 & M AND RETURN

ON CAPITAL COSTS

CALCULATE ENERGY PRODUCED

PER YEAR

CALCULATE MILLS/kWh

Fig. 1. Method of Calculation of the Effect of First Wall Life
on the Cost of Electricity From Fusion Power Plants.
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6 modules every year, 3 every 6 months, 2 every 4 months, or 1 every 2

months. The same analyogy can be applied to other systems.

The values of X and Y are somewhat arbitrary at this time tecause of

reactor characteristics but consideration of the mode of construction and

afterheat in these reactors led to use of X=3 days for UWMAK-I, X=1.5 days

for UWMAK-II, and Y=5 days for both reactors.

We then used this information to calculate the optimum outage time.

This depends on three major costs -

(A) Inventory costs for spare modules

, $ . .# of modulesreplaced. , . .

fedW x ( outage > x ( r e t u r n On c aP l t a l>
(B) Labor costs to replace modules

,# of days. -Labor costs.
( outage ' X K day • ;

(C) Revenue lost during time required to change modules

(.,, ,• ) x (power level of reactor in kW ) x (annual outage time)
e

Once the optimum outage time is determined, we can calculate increased

0 & M costs and costs associated with increased capital requirements as

well as the reduced kWh generated. This then allows a determination of

mills/kWh to be made.

A new wall life is then assumed and the entire process is repeated.

Results for UWMAK-I and UWMAK-II

A comparison of the annual outage time as a function of number of

modules replaced per outage and assumed wall life is given in Table 3.

There are two points worth noting here, the wall replacement for these

two reactors probably will be done on the basis of integral fractions of

12 or 24, and the outage time is the same for I and II except twice as

many modules must be changed in II as in I.

values.

The optimum outage time was calculated assuming the following
(4-5)
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Table 3

Annual Outage Tine UWMAK-I and II

First Wall
Life - Years

Intervals Between
Replacement Outages

No. of Modules
Replaced per Outage

I II

Annual Outage
Time - Days

I and II

0.5

1 year

2 years

4 years

8 years

6 months
3 months
1.5 months
1 month
0.5 months

1 year
6 months
3 months
2 months
1 month

2 years
1 year
6 months
4 months
2 months

4 years
2 years
1 year
8 months
h months

8 years
4 years
2 years
16 months
8 months

12
6
3
2
1

12
6
3
2
1

12
6
3
2
1

12
6
3
2
1

12
6
3
2
1

24
12
6
4
2

24
12
6
4
2

24
12
6
4
2

24
12
6
4
2

24
12
6
4
2

82
92
112
132
192

41
46
56
66
96

21
23
28
33
46

10
12
14
17
24

5
6
7
9
12
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Cost/Module - $

Increased Facility
Costs - $ per module

Return on Capital

Labor Costs $/Day

Loss of Income S/Day
(at 20 mills/kWh)

UWMAK-I

20,300,000

13,000,000(a)

0.15

23,500

710,000

UWMAK-II
6,250,000

3,300,000

0.15

28,500

840,000

(b)

(a) for number of modules per outage exceeding 2

(b) for number of modules per outage exceeding 4

The cost per module includes those costs attributable to insurance

(-10%) and interest during construction since these modules will probably

be long lead time items. The increased facility costs were calculated

on the basis of the fraction of the containment facilities attributable

to remote handling of components and assuming that the increase in those

faci1ities is 10% per module over the minimum number of modules required

for normal outage. For example, we assumed that facilities to handle two

damaged modules in UWMAK-I and 4 modules in UWMAK-II would be required

regardless of the first wall life. If an extra module had to be changed

or held in readiness due to first wall life, then the increased cost is

10% cf that required for the basic number in UWMAK-I and 5% for UWMAK-II.

These numbers also include the insurance and interest factors.

The cost of labor was calculated on the basis of 96 men working per

shift, 3 shifts per day, and these men cost approximately 50% more than

the normal maintenance crew (i.e. 20,000 $/man year including fringe

benefits). This amounts to labor costs of ~28,500/day of outage.

The loss of revenue has been calculated as if fusion power plants

were operating in an economy whery electricity is being produced -20

mills/kWh. Hence, when the plant is shut down it vfill lose that revenue.

For UWMAK-I operating at 1473 MW ( continuous power) this amounts to

-710,000 $/day. For UWMAK-II at 1716 MW , this is 840,000 $/day.

The approximate annual increase in costs due to each of the above

items is reported in Table 4 for UWMAK-I and in Table 5 for UWMAK-II. They

are also plotted in Figures 2 and 3. The optimum time between outages is
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Table 4

Annual Increase in Costs - UWMAK-I as a
Function of Wall Life and Time Between Outages

Time Between
Outages

6 months
3 months
1.5 months
1 month
0.5 months

1 year
6 months
3 months
?. months
1 month

2 years
1 year
6 months
4 months
2 months

4 years
2 years
1 year
8 months
4 months

8 years
4 years
2 years
16 months
8 months

Return on
Capital

Million of Dollars

Labor Costs

0.5 Year Wall Life

56.0 2 3
26.1 2.6
11.1 3.2
6.1 3.8
3.1 5.5

1 Year Wall Life

56.0 1.2
26.1 1.3
11.1 1.6
6.1 1.9
3.1 2.7

2 Year Wall Life

56.0
26.1
11.1
6.1
3.1

4 Year Wall Life

56.0
26.1
11.1
6.1
3.1

8 Year Wall Life

56.0
26.1
11.1
6.1
3.1

0.6
0.7
0.8
0.9
1.4

0.3
0.3
0.4
0.5
6.7

0.1
0.2
0.2
0.3
0.3

Lost Revenue

58.2
65.3
79.5
93.7
136.3

29.1
33.7
39.8
46.9
68.2

14,9
16.3
19.9
23.4
34.1

7.1
8.5
9.9
12.1
17.0

3.6
4.3
5.0
6.4
8.5

Total

117
94
94*
104
145

86
61
53*
55
74.

72
43
32
30*
39

63
35
21
19*
21

60
31
16
13
12*

* Optimum
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Table 5

Time Between
Outages

6
3
1
1
0

1
6
3
2
1

2
1
6
4
2

4
2
1
8
4

8
4
2
1€
8

months
months
.5 months
month
.5 months

year
months •

months
months
month

years
year
months
months
months

years
years
year
months
months

years
years
years
i months
months

Function of Wall Life and Time :

Return on
Capital

Between Outages

Million of Dollars

Labor Costs

0.5 Year Wall Life

32.4
15.3
6.7
3.8
1.9

1 Year

32.4
15.3
6.7
3.8
1.9

2 Year

32.4
15.3
6.7
3.8
1.9

4 Year

32.4
15.3
6.7
3.8
1.9

8 Year

32.4
15.3
6.7
3.8
1.9

2
2
3
3
5

Wall Life

1
1,
1
1.
2.

Wall Life

0.
0.
0.
0.
1.

Wall Life

0.
0.
0.
0.
0.

Wall Life

0.
0.
0.
0.
0.

.3

.6

.2

.8

.5

.2

.3

.6

.9

.7

.6
,7
i3

,9
,4

.3
3
,4
,5
7

1
2
3
3
3

Lost Revenue

68.9
77.3
94.1
111
161

34.4
37.6
47.0
55.4
80.6

17.6
19.3
23.5
27.7
40.3

8.4
10.1
11.8
14.3
20.2

4.2
5.0
5.9
7.6
10.1

Total

104
95*
104
119
168

68
55
55*
61
85

51
35
31*
32
44

41
26
19
19*
23

37
21
13
12*
12

* Optimum
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INDICATES OPTIMUM TIME

8 12 16 20 24 28 32 36
TfME BETWEEN OUTAGES, MONTHS

40 44 48

Fig. 2. Determination of Optimum Time Between Outages for
UWMAK-I as a Function of F i r s t Wall Life .

t INDICATES OPTIMUM TIME

8 12 16 20 24 28 32 36
TIME BETWEEN OUTAGES, MONTHS

40 44 48

"Fig. 3. Determination of Optimum Time Between Outages for
UWMAK--II as a Function of First Wall Life.
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a balance between the high costs associated with inventory of spare

modules (and the increased hot cells to handle them) and the loss of

revenue associated with down time.

The optimum time between outages is summarized below from Tables A

and 5.
Optimum Outage Time - Months

Wall Life - Years

0.5

1

2

A

8

UWMAK-I

1.5

3

A

8

8

UWMAK-1I

3

3

6

8

16

It is interesting to note that the optimum outage time does not

increase in proportion to the first wall life tirae, e.g. a factor of 16

increase in wall life only results in less than a factor of 5 increase

in the optimum outage time for UWMAK-I and II.

Having determined th» optimum outage time, and hence the number of

outage days per year due to the first wall replacement (remember that 4

weeks of additional time is set aside for routine maintenance or repairs

required by "normal" component failures) we can now estimate the cost of

electricity as a function of wall life.

The first area to investigate is that contribution due to O S H costs.

The costs are listed for both reactor systems in Table 6 and the explana-
(A)

tion for their derivation is given elsewhere. The outside support

services are primarily the labor costs determined in Tables A and 5. The

materials costs of replacing the first wall were determined by using the
(A-5)

weights and cost figures from the UWMAK reports. ' For UWMAK-I, this

amounts to 17.6 $/kg for the first 20 cm of blanket and 8.8 $/kg for the

remainder of the blanket. The stainless steel reflector is assumed to

have a lifetime five times that of the first wall due to the neutron

attenuation. The total weight of the first 20 cm is A91.000 kg and that

of the rest of the blanket is 7,323,000 kg. The amount of 316 SS replaced

per year is given in Table 7 as a function of the first wall lifetime.
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Table 6

Summary of Operations and Maintenance Costs
Associated with UWMAK-I and II

Cost Item

Salaries (incl. Fringe Benefits)

Misc. Supplies & Equipment

Outside Support Services

Miscellaneous Costs

Subtotal

General and Administracive
(15% of Subtotal)

Replacement of Inner Wall
(annual rate)

Coolant Make Up

Total Annual Cost

Annual Cost

UWMAK-I

1,350,000

1,000,000

350,000+(a)

200,000

(b)

(b)

(a)

38,000

(b)

- $

UWMAK-II

1,350,000

1,000,000

350,000+

200,000

(b)

(b)

(a)

43,000

(b)

(a)

(a) Depends on Wall Life

(b) To be determined as a function of wall life
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Cost of

Wall Life-yr

8

4

2

1

0.5

Changing Firsl
Due to First

Wt-First ;
MT/yr(J

61

123

246

491

982

Table 7

: Wall and Associated Blanket
Wall Lifetimes - UWMAK-I

»0 era Wt-Rest of Blanket
i,b) KT/yr(a.c)

-

366

732

1465

2929

Structure

Total
MT/yr(a)

61

489

978

1956

3911

Annual
Cost-M$

1.1

5.4

10.8

21.5

43.1

(a) average numbers , MT = metric tonne
(b) 17.60 $/kg
(c) 8.80 $/kg

Table 8

Cost of Materials for First Wall and Blanket Replacement in UWMAK-II

Wt-316 SS Wt-316 SS Wt. of Wt. of Wt. of
Wall Life-yr First Wall &. Tube Manifold LiAlO?, . Be , Graphite Cost

. (a } # 1 3 . ) i n a i . fa \ i.a ̂

Ml/yr v ' MT/yr ' m/yf- ' HT/yraj HT/yrta; $-M/year

8 112 • 59 54 - 12.4

4 224 170 119 108 65 26.6

2 449 340 238 217 131 53.4

1 897 680 475 433 261 107

0.5 1794 1360 950 866 523 213

(a) average number, MT = metric tonne.
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A similar analysis for replacement materials has been conducted for

UWMAK-II (Table 8). There is a difference in this reactor because

materials other than 316 SS must be replaced due to the high cost of

refabricating radioactive material and/or the damage incurred in other

materials (LiA102, Be or graphite) during their residency in the reactor.

Pertinent costs and weights are given below for UWMAK-II.

Repl. Time t*\
Component Metric-Tonnes (First Wall=l)

316 SS-First Wall and Tubes

316 - Blanket Manifold

LiA102<
b>

Graphite

897

3402

475

433

1307

1

0.

1

1

0.

2

2

17.6

8.8

40

150<c>

3

(a)fabricated cost
(b)make up neglected
(c)reprocessed Be

There is now enough information to calculate the 0 & M costs as a

function of wall life. The results are given in Table 9 for both UWMAK-I

and II. The 0 & M costs increase dramatically by a factor of 10 to 14

when the wall life decreases from 8 to 0.5 years with the replacement costs

of the materials dominating in both of the reactors.

The data for the effect of increased capital costs on the annual

costs has already been reported in Tables 4 and 5. In order to get this

into a more standard format, we recalculated the total capital costs and

the required return on capital. This is shown in Table 10.

The capital costs change less than 5% for a wall life which varies by

a factor of 16. This insensitivity is largely due to the fact that we

expect the plant will have to be designed for remote changing of first

wall components regardless of whether the wall has a lifetime determined

by radiation damage.

The last item to be calculated is the number of kWh of energy gener-

ated per year of normal operation. The 93.3% duty factor for UWMAK-I and

the 94.2% duty factor for UWMAK-II-is already taken into account when



Wall Life
years

8

4

2

1

0.5

8

4

2

1

0.5

Salaries

1 35

p

1 35

t

Calculation of 0 &

Supplies

1

\

0

1 0

^t

Fixed
O.S.

Support

Table 9

M Costs as a Function

Variable
O.S.
Support Misc.

Millions of Dollars

0

1

35

f

(.35

UWMAK-I

0.3 0

0.5

0.9

1.6

3.2 >

2

UWMAK-II

0.3 0

0.5

0.8

1.6

2.6 *

2

of Wall

G & A

0.48

0.51

0.56

0.68

0.84

0.48

0.50

0.56

0.63

0.84

Life

Material
Replacement

1.1

5.4

10.8

21.5

43.1

12.4

26.6

53.4

107

213

Coolant

038

043

Total

4.8

9.4

14.9

26.7

49.9

16.1

30.5

57.7

112

219

Ui
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Table 10

Effect of Finite First Wall Life on the Capital Costs of UWMAK Type Reactors

Wall Life
Years

8

4

2

1

0.5

8

4

2

1

0.5

No. of Modules
Changed per Outage

UWMAK-I

1

2

2

3

3

UWMAK-II

4

4

6

6

12

Capital Costs
$ Millions

1379.2

1399.5

1399.5

1432.8

1432.8

1595.5

1595.5

1614.6

1614.6

1634.4

Return on
Capital - $ Millions

206.9

209.9

209.9

214.9

214.9

239.3

239.3

242.2

242.2

245.2
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quoting continuous power outputs of 1473 MWe for UWMAK-I and 1716 for

UWMAK-II. The calculations also include the four weeks of "normal"

downtime in addition to that required to change the first wall. The

resulting numbers are summarized in Table 11. The energy produced per

year drops from 35 to 45% as the wall life changes from 8 to 0.5 years.

We shall see that this has a major effect on the final costs.

The final numbers for the calculation of the cost of electricity are

given in Table 12 and plotted in Figure 4. A few interesting observa-

tions can be made about the cost calculations. First of all, the two

reactors systems respond remarkably the same considering that they have

drastically different designs and coolants. Second, the relative increase

in electricity costs (over that for a wall life of >10 years) is low until

the wall life drops below approximately two years. The rate of increase

in the electricity cost over a projected 10 year life is given below.

Increase in Electricity Costs Over Those

Projected

Wall Life

10
8
4

. 2
1
0.5

for a 10 Year

UWMAK-I

0
2
10
28
65
150

Life

UWMAK-II

0
2
8
17
35
85

Thus it can be seen that radiation damage to the first wall -an cause an

increase of 85 to 150% in the base cost of electricity generated if the

wall life is 0.5 years.

The third point to make is that while the relative cost of electricity

increases rapidly only below a 2-4 wall life, the absolute costs to the

consumer is truly enormous. For example, assuming th?.c fusion is econom-

ically competitive in the year 2020 where it may capture some 25 to 33% of

the market, we might expect to have some lO^iWe of installed capacity.^ '

If fusion plants were to have an 80% plant factor, then approximately

*These numbers differ slightly from those in Tables 1 & 2 ' 'because we
have changed the optimum time between outages in I and because of a
slightly different treatment of hot cell costs.
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Table 11

Calculation of the Number of kWoh Generated Per Year as a
Function of First Wall Life in UWMAK-I & UWMAK-II

Wall Life Normal
Year Maintenance-hr

8

4

2

1

0.5

8

4

2

1

0.5

672

672

First Wall
Changes-hr

Production

216

408

672

1344

2208

7800

7680

7296

6744

5400

7872

7680

7416

6744

5880

1.15 x 10
10

1.13 x 10
10

1.07 x 1010

0.993 x 10,10

0.795 x 10
10

1.35 x 1010

1.32 x 1010

1.27 x 10
10

1.16 x 1010

1.01 x 1010

(a) basis - 8760 hrs. in a year

(b) Power level averaged over burn - UWMAK-I = 1473 MWe, UWMAK-II = 1716 MWe
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Table 12

Effect of First Wall Life on Cost of Electricity in UWMAK-I and II

Wall Life
Year

8

4

2

1

0.5

8

4

2

1

0.5

0 & M

4.8

9.4

14.9

26.7

49.9

16.1

30.5

57.7

112

219

Fuel

0.136

0.134

0.127

0.118

0.094

0.131

0.128

0.123

0.112

0.098

$M

Return on Capital

UWMAK-I

206.9

209.9

209.9

214.9

214.9

UWMAK-II

239.3

239.3

242.2

242.2

245.2

kWh x 1010

1.15

1.13

1.07

0.993

0.795

1.35

1.32

1,27

1.16

1.01

Mills/kWh

13.4

19.4

21.0

24.3

33.3

18.9

20.4

23.6

30.5

46.0
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I 2 3 4 5 6 7
WALL LIFETIME, YEARS

Fig. 4. Effect of Wall Lifetime on Electricity Costs in UWMAK-I.
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I9

7 x 10 kWh would be generated per year by D-T reactions.

Each mill/kWh that fusion is over the competitive price represents

some 7 billion dollars. Hence, there is considerable incentive to find

first walls which will last at least as long as 2-4 years. It appears,

that for the UWMAK reactors, wall lifes of less than 2 years are econom-

ically unattractive.

Future studies in this area such as the use of neutron spectral

shifters may alleviate these problems and can indeed be quite

attractive if unprotected walls have lifetimes below 2 years. It is

hoped that this admittedly broad brush end somewhat approximate determin-

ation of the cost of low first wall life will stimulate designers to

alleviate the problem.

Discussion of Results

Periodic replacement of the inner walls of a fusion power reactor

can have a significant effect on the unit cost of the electricity pro-

duction. An average wall lifetime of two years could result in an

increase of as much as one-quarter in the unit cost of electricity in

comparison to an average wall life of ten years. A wall lifetime of

only six months could cause as much as a 150 percent increase in the

electricity unit cost.

The actual increase in the electricity cost because of inner wall

replacements appears to be dependent primarily on the average wall

lifetime, the capital cost of the reactor components kept in inventory

to minimize wall replacement outage time, and the average OMtage time

required to replace one wall module. The labor costs for the wall

replacement appear to be of much smaller importance.

Study of the three primary determinants of the costs due to replace-

ment of the inner walls reveals several important guidlines for fusion

reactor research and design. First, considerable research is justified

for determining the characteristics of inner wall materials and methods

for increasing the average lifetime. In general, the costs due to

replacement are inversely proportional to the average lifetime. A
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major effort appears justified for identifying materials which will

accumulate radiation damage at a much lower rate and wall designs resulting

in less damaging operating conditions.

And, finally, there is a large incentive for developing

reactor designs requiring a minimum of outage time for replacing an

inn<ir wall segment. The lost revenue while the inner walls are being

replaced appears to be over half of the total wall replacement cost for

average wall lifetimes of eight years or less. Emphasis should be placed

on developing reactor designs which permit rapid removal and replacement

of entire reactor segments or inner wall segments. If either reactor or

wall segments are replaced, quick disconnect methods are needed for all

cooling and instrumentation systems. And, if possible, the connections

between reactor segments and foundations or other segments should be

simple (or non-existent) requiring no complicated activities such as

welding or precision gasketing.

In summary, the costs for fusion reactor inner wall replacement

could have a significant effect on the cost of electricity production.

Large efforts appear justified for increasing the average wall lifetime,

decreasing the inventory costs for spare wall or reactor segments, and

reducing the reactor outage time for wall replacement.
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FOIL SPECIMENS FOR THE INVESTIGATION OF MECHANICAL PROPERTIES IN ION

SIMULATION EXPERIMENTS

J. Auer and A.A. Sagues
Institut fur Fes tkorperi'ors chung der Kern f ors chungsanlage Jiilich

D 517 Julich, Germany

ABSTRACT

In many ion simulation experiments heat dissipation and
the moderate range of light ions impose an upper limit
for the sample thickness. On the other hand, mechanical
property investigations require a certain minimum sample
thickness in order to minimize surface and grain size
effects. In this work some factors which determine this
lower limit are reported for "pure" stainless steel type
316. This material has the same basic composition as
AISI 316 but contains only traces of impurities like C,
Si, etc. thus eliminating the influence of precipitates
by different heat treatments- Cylindrical "bulk" speci-
mens (2 mm diam.) end foil specimens (thickness D bet-
ween 30 and 100 urn) with grain sizes d between 1 and
1*5 um were prepared by a suitable thennomeehanical treat-
ment. Tensile tests at room temperature showed that the
grain size dependence of the yield stress becomes
slightly stronger for small grain sizes, however, the
yield stresses are the same for bulk and foil specimens
of the same grain size. The uniform elongation e of the
foil specimens (which is here practically equal to the
total elongation) is generally only half the uniform
elongation of the bulk specimens. For small grain sizes
the ultimate tensile strength of foil specimens is only
slightly lower than for bulk specimens, however, it
drops to very low values if the grain size becomes com-
parable to the foil thickness (D < 2 - ?d). Creep ex-
periments on similar samples show a substantial decrease
in creep rate with decreasing foil thickness probably
caused by the increasing influence of surface effects.
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INTRODUCTION

High energy ion irradiations are increasingly used for the simulation of

neutron damage in reactor materials since they produce high damage le-

vels in relatively short times. One of the main difficulties associated

with this technique comes from, the restricted penetration range of

charged particles. This is especially true if mechanical properties

(e.g. in pile creep) are being investigated because of two factors that

impose strong limitations upon the choice of specimen shapes:

1. The heating of the sample due to the beam current and the limited

range establish an upper limit for the specimen thickness. The

thicker the specimen, the more energetic the incident particles

must be in order to pass completely through it and thus avoid nor.-

uniform damage rates and alloying effects. This results in inad-

missible amounts of heat deposition. Furthermore, the time-advar.tage

of simulation experiments fades away since the damage rate decreases

with increasing particle energy.

2. On the other fiand, specimens that are too thin bring up effects re-

lated with their surface condition and grain structure ths.t are diffi-

cult to estimate. This makes extrapolations of mechanical data of

irradiated foils to bulk material values questionable.

Several simulation experiments are now in progress at KFA Jiilich concer-

ning the tensile and creep behavior cf a variety of alloys using foil

specimens with thickness between 30 and 100 p. The following measure-

ments are a preparatory work for these experiments and were intended to

establish some of the factors determining the mechanical response of

foil specimens and to develop optimal experimental conditions.
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Specimens

iit-stainlocs ot.-ol was chosen as test material i'or the follo-

:"isor.: This alloy has thf- saj.'.o basic eoK.ponerilc as the conraeroial

";• material tu*. a :r.uai. lover imparity content (see Table 1). This

:s the appcj.rar.2e c:" a vtriety rf precipitates that may make the

extremely s-jr.sitive to small diff*.'r-.ru;es in thy thermal treat-

.';k- "rur-.-" stainlfcc:- st^-jl-composition ' lv:.")

.'. " . ,• ." :• < " . ; i .' '..'..";• .••..•>' !..•' i j . v :'... * 7 . ' ; ' b a l a n c e

:: ' i--;rl^l ronoivea ir. the -jr.c-: •„• c:" j c l y c r y s t a l l i n e rods wa:= ax ia l ly

L:, j : . lu : icr : *: route-i vt*. ' J ; "''': W.J, t:.'-r. co l ' i - ro l lo i iovn to i ran

::c-_r_-.::r.'"ff.:-;, c t i l l c.;li v;~vko:i .•" to >".' " v-.re ther. r e c r y s t a l l i z e d at

por'itu':v.'S :"rjr. " r , ' . to VÎ "1 ~ ; . 1't.::;,: ^p-joi"..jn;. with very ' small grain
o

c •rf':ri- : ro-iu'jvl cy ^^-i:.;j o:" a T ul"'.—5j;.r,fja.: ing technique". This consi-

; of pacsinr tr;ro\.£h t::e zv..\ Lo a c:urr'.;r;t pulse of 60 to 200 rasec du-

ior., auring vir.iir. th'v r ^ o r y s t i l l i zation tei.iperatare is exceeded

J - i 1...''''..:'.. This vay t-rairi sls-.-s Lft.v;«c-ri 1.3 and '-5 M were ob-

oir.fjr of ocr.trol "bulk" speciKens were produced by turning out of the

t ing ir.ateri'tl tericil-'- sair.pii.-s vi th ? gage diameter of 2 mm. This ma-
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terial was then reerystallized to several grain sizes.

Tensile Tests

The specimens so produced were pulled to fracture at 20 C and a strain

rate of 3 • 10 /sec. Fracture occurred always at the point of maximum

load. Fig. 2 shows a typical load-elongation curve for a 33 u foil. The

lack of the nonunlf'orm deformation part of the curve is a consequence of

the large ratio of gage length to equivalent diameter. In the case of

Fig. 2 this ratio is ^ 200:1, while standard tensile specimens have a

ratio close to 5:1-

Fig. 3 shows the yield stress o' for foils of different thickness and

also for the "bulk" specimens as a function of the grain size d. One

can see that trie yield stress is independent of the specimen thickness,

and that the grain size dependence follows the well known Hall-Petch
— 1 / 2relationship (o "» d •' " ) .

The measurement of grain siaes "by optical means (linear intercept method)

was difficult for the finer grain material because twins became then

almost invisible. Therefore, transmission electron microscopy was used

in these cases to determine the average number of twin lines per grain

and to provide a correction to the value obtained metallographically.

Fig. 3 also shows that the ultimate tensile stress a R is fairly indepen-

dent of grain size, but that deviations to lower values occur when the

ratio of specimen thickness D to grain size d becomes smaller than

= 2.5. The lowering of the ultimate stress is coincident with a reduc-

tion of the total elongation to fracture, suggesting that those speci-

mens are prone to premature failure. This may be the result of instabi-

lities created by the easy deformation of grains with favorable orien-

tations.

Creep Experiments

Since these investigations are rather time consuming they were limited

to material of one grain size (̂  7-5 u)•
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The creep data in Table 2 show a strong dependence of the creep rate on

the specimen thickness. The creep rate decreases with decreasing thick-

ness and that is opposite to what would be expected from easier grain

boundary sliding conditions. An explanation seems to be possible only

by considering surface effects that would naturally become more impor-

tant for the thinner specimens. This is suggested by electron microscope

examinations which showed no significant structure differences between

the creep speciment tested.

Table 2. Creep Results (T = 695°C, a = 5 kg/mm )

Sample Annealing Grain size Thickness steady state Creep Rate

temperature d(u) D(u) (hr )

1

2 89O°C
3 1 hour 7' 5

h

5

C
O

 
C

O
O

N
 

O
\

31

31

CONCLUSIONS .

6

8

5
1

1

.83

.1*2

.0

.50

X

X

X

X

X

ID"*

10

The flow and ultimate tensile stress of foil specimens are independent

of the foil thickness if the latter is larger than 2 - 3 grain diame-

ters. The advantages of thin foil simulation experiments however, must

be compromised with the loss of information on the non-uniform part of

the load-elongation curve.

The use of "pure" 316 SS foils thinner than 70 - 100 u for in-pile creep

simulation experiments is questionable because uncontrollable surface

conditions may be determinant of the creep rate.
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IRRADIATION CREEP DURING 4 MEV PROTON IRRADIATION
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•Metallurgy Department, University of Oxford, Oxford, England.

ABSTRACT

A technique has been developed for studying irradiation
creep during the bombardment of metals b" high energy (4 MeV)
protons from a Van de Graaff accelerator. '• . ••. main features
of the creep testing and irradiation facility will be des-
cribed and the important aspects of beam handling and specimen
environmental control highlighted. Results have been obtained
for thermal and irradiation creep of nickel in the temperature
range 400 -600 C. In addition to an irradiation enhancement
of creep, a pronounced irradiation hardening was observed.
The net effect, therefore resulted from a combination of the
two processes and a logarithmic decrease in irradiation creep
rate with dose was observed. The irradiation enhanced creep rate
after a given time was found to increase linearly with damage
rate.

INTRODUCTION

An important requirement of the fusion reactor programme is the

study of irradiation effects with 14 MeV neutrons. A fundamental dif-

ference compared with the fast fission reactor development programme is

the absence of a reactor test facility for many years. Present designs

of machines capable of producing 14 MeV neutrons offer fluxes notably

less than those anticipated in early reactors or even advanced experi-

ments, so that engineering design will necessarily proceed without fully

adequate data. For the immediate future, therefore, it is clear that the

use of particle accelerators and fission reactors will form an important

part of any materials selection programme.

Based on cur experience with fast reactors two important irradiation

phenomena will feature signficantly ir> any fusion reactor programme.

These are void swelling and irradiation creep. In the case of void
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swelling extensive studies have been carried out in support of the fast

reactor programme, using both neutron and charged particle irradiation.

In the case of irradiation creep, data are very limited and the physical

processes underlying the phenomenon are far from understood. In the

present paper we will therefore outline the technique under development

at Harwell to simulate neutron induced irradiation creep using proton
1 2

irradiation. Similar experiments have been set up at Argonne and NRL .

The paper will emphasise the roles in which such techniques can be used

in the context of the fusion reactor programme, and will present some

preliminary data which indicate the usefulness and limitations of the

experiments.

In comparison with the simulation of void swelling, a fundamental

difficulty is that mechanical tests such as the measurement of strain in

a specimen undergoing irradiation creep deformation cannot be performed

on the same minute volumes of irradiated material. Thus to attempt a

simulation of neutron induced creep, a regime of uniform irradiation

damage over large volumes is necessary. This can be realised with lighter

particles such as protons, but the increased penetration is achieved at

the expense of damage rate. In the present experiments 4 MeV protons

from the Harwell Van de Graaff accelerator have been useu to bombard

thin (25-30 urn) electrically heated specimens held at controlled ele-

vated temperatures under various tensile stresses and the creep strains

have been measured. The maximum damage rate achieved with nickel at 500°C
-6 -i

is about 10 displacements per atom per sec (dpa s ") and a total dose
of about 1 dpa can be achieved within a few days.

IRRADIATION REGIME

The range of 4 MeV protons in nickel and stainless steels is about

50 Jim, about twice the specimen thickness. In traversing this thickness

the protons lose about 1.5 MeV. Most of this energy is lost in inelas-

tic collisions and appears as heat in the specimen whereas a small frac-

tion CV/0.02%) is lost in elastic Rutherford-type collisions with nuclei

to produce permanently displaced atoms. Details of the displacment

cross-section and damage rate calculations are given in standard texts .
4

However, recent refinements to the simple calculations have been applied
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by Marwick ' who derived details of the recoil spectra for various

regimes of radiation damage used in simulation experiments. Although

the mean transferred energy is only a few hundred eV during 4 MeV proton

bombardment the form of radiation damage in niobium is not widely diff-

erent from neutron or heavy ion damage as can be seen from Fig.l, which

shows the proportion of displacements produced by recoils of energy less

than T as a function of T, the primary knock-on energy, for proton, self

ion and C.T.R. neutron bombardment. In the case of a reactor over 90%

of the damage is created in niobium by using recoils with energies greater

than 1 keV, whereas in the case of 4 MeV protons as much as 60? of the

total damage is created by recoils with energies greater than this.

_2

In a typical experiment using a beam density of 10 ixA cm the

damage rate will be'Mdpa per 100 hours at 4 MeV. This damage rate is

reasonably uniform throughout a 25 nm thick specimen being about 30%

higher at the exit surface where tha beam energy has fallen by about

1.5 MeV. With the present apparatus it is not possible to bombard the

whole specimen uniformly without scanning the proton beam. A beam spot

of similar dimensions to the specimen width (4 mm) is scanned over the

gauge length ( 25 mm) at 500 Hz? the instantaneous damage rate can

therefore be up to about 5 times the average, rate. On the other hand

since only %2 x 10 s elapses between successive periods of irradiation

at any point along the gauge length, negligible enhanced vacancy diff-
-15 2 -1

usion (D' 'vlO cm s ) will occur in these intervals.

An additional feature of the 14 MeV neutron environment to be taken

into account in simulation experiments is the inevitable build-up of

transmutation products during the irradiation. In particular, helium

production from (n,a) reactions is perhaps the most significant, where

helium concentrations of up to 1000 ppm can accumulate. As in the case

of simulating void swelling, the helium can be pre-injected uniformly

throughout the sample prior to the creep tests. It should also be point-

ed out that the facility can also be used to study irradiation creep in

samples previously neutron irradiated to high doses.
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EXPERIMENTAL DETAILS

The proton beam is obtained from the Harwell vertical axis Van de

Graaf accelerator via a 90 analysing magnet and the beam line optics

are arranged so that a focussed spot M mm diameter can be obtained in

the plane of the specimen. The specimen is held in a v^usile creep

apparatus contained in a helium gas enclosure separated from the beam

line by a 2.5 )jxa thick molybdenum window. Variable amplitude horizontal

(60 Hz) and vertical (500 Hz) axis electrostatic scanners and beam col-

limators enable the beam to be profiled to the specimen gauge length

(2.5 cm x 0.4 cm). This is particularly important si.ice the temperature

profiles arising from beam and DC heating of the specimen gauge length

must be accurately matched to avoid steps in strain that would otherwise

accompany variations in beam current.

The 25 urn thick creep specimen is held in tension between flat water

cooled jaws and the length change continuously monitored by a Linear

Variable Differential Transformer (LVDT) having a resolution of 2.5xl0~ cm.

The strain measuring system is illustrated in Fig.2 and a schematic re-

presentation of the beam handling and temperature control systems is

given in Fig.3 together with a summary of the various monitoring facili-

ties. Also illustrated in Fig. 3 is a temperature stabilised water

circuit which is used to cool the strain measuring system, beam coili-

mators and tantalum beam stop. This is necessary since normal ambient

temperature changes and beam heating of the helium environment ultimately

limit the strain resolution.

Specimen temperature is sensed by two infra-red pyrometers and the

output of one of these, a Barnes RM2A pyrometer with a resolution of

better than 0.1 C at 500 C, is used to control temperature during creep

via a DC power supply connected across the upper and lower jaws. Position

and amplitude fluctuations occur in the proton beam with rise times of

1 to 10 ms and the thermal time constant of a stainless steel specimen

at 500 C has been determined as about 300 ms. In order to achieve the

optimum temperature control at these response times a three term control

system was developed giving control of + 0.2°C at 500°C at a maximum



11-77

Precision Lnear Bearing Housmy
(Mm Shaft)

Precision LfiPar Bearing Kousng
(Ann-Tbrsion Shaft!

Insulstng Soaoas—^._

DC Fbw&- In

LVOT Probe

AdjustaWe Boam Cair-.itot

Specmeii

Vteter Cooliriq Pipe

DC Power Out

Fia. 2 Strain Measuring System of Irradiation Creep A



11-78

power dissipation-"^11W. In practice the maximum permissible beam current

depends on the irradiation tomperature required for the experiment.

For good temperature control below 550 C the maximum displacement rate

obtainable is about 1 x 10 dpa s (fox a displacement energy of 40 eV).

The general characteristics of the irradiation creep apparatus are

summarised in the table below.

Table 1. Some Parameters of the Irradiation Creep Apparatus

Irradiation Regime

Beam Current

Irradiated Area

Specimen Thickness

Damage Rate

Dose Range

Temperature Range

Temperatui-e Determination

Temperature Control

Strain Sensitivity

Stress Range

4 - 5 MeV H+

0 •*• to UAmp cm

2.5 cm x 0.4 cm

25 - 30 urn

0 -*• 2 x 10~ dpa per sec

0 •> 1 dpa

300 •+ 1000°C

+ 5°C

+0.2°C

5 x 10~6

0.5 MPa •+ UTS of Specimen

RESULTS AND DISCUSSION

Early experiments have been carried out to test the apparatus and

determine the limits to temperature control and strain measurements.

Nickel specimens have been tested over the temperature range 400 - 650 C

at stresses of 20 - 200 MPa under thermal and irradiation creep conditions.
—5 —1

The relatively high stresses and creep rates (>10 h ) so far employed,

place the experiments in the dislocation creep regime. The thermal creep

behaviour of thin specimens was found to be consistent with previous

studies in bulk material. For example, the temperature dependence of the

secondary creep rate over the range 450 - 650 C gave an activation energy

of 2.8 eV in good agreement with values determined from self-diffusion

experiments.
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In general, two basic phenomena have been identified in the irrad-

iation creep tests; firstly thermal creep is gradually reduced as the

damage accumulates, and secondly an irradiation creep well in excess of

the thermal component is produced. In the present paper we will limit

our discussion to irradiation enhanced creep.

Figure 4 illustrates t.ha general trend which has been observed in

all the irradiation experiments with nickel where the irradiation creep

rate steadily decreased with increasing dose. In Fig.4 the measured

creep strain is plotted against log.(3+ time)for specimens bombarded at

500°C at a damage rate of 7 x 10 dpa s under tensile stresses of 75,

100 and 125 MPa respectively, and a linear relation is obtained. This

behaviour and the relatively large creep races observed are characteristic

of strain developing by dislocation slip. This is in contrast to the

mechanisms of assisted climb proposed for irradiation enhanced creep at

stresses and temperatures where thermal creep is negligible. In this

case a relatively low steady state creep rate, linearly dependent on
9

stress and independent of dislocation, density has been predicted . Exp-

eriments are now in progress to investigate this regime of irradiation

creep with cold-worked stainless steel specimens.

Specimens for transmission electron microscopy have^ been prepared

from several Ni specimens bombarded to 0.2 - 0.4 dpa in the temperature

range 450 - 500°C under stresses in the range 40 - 100 MPa. The struc-

tures observed in these specimens also suggest dislocation slip as the

overiding contribution to the strain. In all cases long dislocation

segments intersecting and bowing between a dislocation loop population

were observed. Most of the loops were unfaulted and many of the line

segments were seen to have originated as large loops when thicker spec-

imens were examined at 1MV in the Harwell High Voltage Electron Micro-

scope. Unstressed specimens bombarded to similar doses at these temper-

atures do not show such line segments and usually a greater proportion

of the small loops are sessile. An example of the structure observed

in a stressed specimen is shown in Fig. 5 which is a transmission elec-

tron micrograph from a Ni specimen bombarded to 0.3 dpa at 500°C under

a tensile stress of 50 MPa. The loops have a mean diameter of 280 8
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Fig. 3 Schematic Layout of Beam Handling and Temperature Control
System.

Fig. 4 Irradiation Creep Strain versus log. (1 + time) for Ni
specimens bombarded at 500°C under various stresses.
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and are present in a concentration of S x 10 cm . There was no evid-

ence of significant preferential alignment of loop* in any of the spec-

imens investigated.

In Fig. 6 we show the variation of irradiation creep rate (aeasurvd

after 40h irradiation) with damage rate, where at 550 C under a stress

of 100 HPa a linear dependence in the range 1 • 10 x 10*" dpa s~ was

detected. : -

, These preliminary results suggest that the experimental technique

has been developed to an extent such that reliable data on the mechan-

isms of irradiation creep can be usefully studied during 4 MeV proton

irradiation. It is too early to make significant deductions at this

stage* however some general comments would not be out of place. For

instance there is evidence that significant irradiation hardening occurs

which steadily reduces both thenaal and irradiation creep rates as the

irradiation dose builds up. Whether or not a steady state irradiation

creep rate will be reached, will depend on the saturation in the dis-

location network which forms during irradiation. From our experience

in the field of void swelling this occurs around M O dpa» however,

at this dose void swelling itself may further limit the irradiation creep.
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ABSTRACT

An experimental apparatus lias been designed and con-
structed at the Naval Research Laboratory to measure the ion-
simulated irradiation-induced creep of uniaxial tensile
specimens bombarded by ions from the NRL Sector-Focusing
Cyclotron. High purity nickel tensile specimens wore bom-
barded with 22 MeV deuterons and 70 MeV alpha particles at
displacement rates ranging from 13 to 30 x 10- displacements
per atom per second. The experimental technique which was
developed during the course of this investigation allowed
creep rate to be measured with an on-line computer while
temperature, stress, and flux were maintained at the desired
level. Irradiations were conducted at 224C (435 F) and at
stresses ranging from 170 to 345 MPa (24,700 to 50,100 psi) „

The results obtained demonstrated that charged particle
irradiations can successfully be used to simulate irradiation-
induced creep in bulk material. Preliminary data is in agree-
ment with a linear flux dependency and suggest a linear to
squared dependence on stress over the range investigated. A
comparison of deuteron and alpha particle irradiation test
results suggests a lower irradiation effect per displaced
atom on irradiation-induced creep rate during alpha particle
irradiations. A climb-controlled creep model is in agreement
with the irradiation-induced creep observed.

INTRODUCTION

An important aspect in the development of advanced

breeder and control led thermonuclear reactors i s the pre-

dic t ion of i r r ad i a t i on effects on material p rope r t i e s .

Materials wi l l be subjected to unprecedented levels of
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radiation damage at elevated temperatures. The dimensional

stability of these materials is expected to be limited by

the inter-related phenomena of thermal creep, irradiation-

induced creep, void swelling, and growth. The accurate

assessment of the effect of these phenomena on reactor

structural materials over the reactor lifetime is considered

essential to reactor designers. Furthermore, the allowance

of design margins large enough to incorporate present uncer-

tainties in these effects would place severe economic penal-

ties on reactor performance.

Unfortunately, there exists a lack of irradiation test

facilities capable of approximating the environmental con-

ditions of advanced reactor designs. The shortage of test

facilities coupled with the long construction lead times,

poses a serious dilemma to the successful design of both a

fast breeder reactor and, in the longer term, a controlled

thermonuclear reactor. However, in the case of the void

swelling phenomenon, the charged particle or ion-simulation

of neutron irradiation has been used extensively over the

past several years in order to develop an understanding of

this phenomenon. More recently, it has been demonstrated

that charged particle irradiations can be used to simulate
1—4irradiation-induced creep under well-controlled conditions

Charged particle simulation of irradiation-induced creep

offers the potential of fast and efficient irradiation of

materials under a variety of controlled conditions in order

to gain an understanding of the creep mechanisms involved.

Likewise, materials can be efficiently screened as an aid in

developing creep-resistant materials.

An experimental apparatus has been constructed at the

Naval Research Laboratory, for the purpose of measuring the

ion-simulated irradiation-induced creep rate of specimens

placed under stress and maintained at constant temperature

during charged particle irradiation. Preliminary irradiation
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tests validated the technique chosen and provided confidence

in the reproducibility of test results . Additional tests

are now underway in an effort to characterize the irradiation-

induced creep behavior of pure nickel as a function of stress,

temperature, and ion flux. Preliminary results of that char-

acterization are presented at this time along with a possible

operating creep mechanism.

EXPERIMENTAL TECHNIQUE

General

As reported previously in greater detail , an experimental

technique has been developed by which the irradiation-induced

creep rate of uniaxial tensile specimens, placed under stress

and maintained at constant temperature, can be measured during

charged particle irradiation.

As illustrated in Fig. 1, the load is applied to the

specimen within a vacuum chamber through a lever arm arrange-

ment . A liquid reservoir suspended from the lever arm can be

filled or drained to vary the specimen load. The load is moni-

tored remotely by a load cell mounted in the load train below

the vacuum chamber. The instantaneous length of the specimen

is monitored by three linear variable displacement transformers

(LVDTs) which sense pullrod motion external to the vacuum

chamber. Two LVDTs are located on opposite sides and at 45

degrees to the plane of the specimen in order to sense any

bending moments which may occur in the specimen. The average

of the two LVDTs equals the average displacement of the speci-

men provided extraneous thermal expansions do not occur in the

grips, pullrods, or extension rods. The third LVDT senses the

average displacement of the specimen directly. This is accom-

plished by incorporating the magnetic core of the LVDT into

the load train below the vacuum chamber.

All functions of the apparatus are remotely controlled

and are interfaced with an on-line computer to permit monitoring
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Fig. 1. Ion-Simulated Irradiation-Induced Creep
Experimental Apparatus.
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and recording of all experimental parameters. These control

systems include the specimen temperature control system, the

purpose of which is to remove irradiation-induced heat and

maintain the specimen temperature at the desired set-point,

the pullrod temperature control system, and the environmental

temperature control system. The need for care in temperature

control is a direct result of the desire to resolve low creep

rates during irradiations as short as ten hours. For example,

if the average specimen temperature were allowed to vary by

as much as one degree centigrade, it would take approximately

one hundred hours to resolve a creep rate of 10~B cm/cm/hr to

within 10%. This same analogy applies to a greater or lesser

degree to each component of the load train and strain measuring

system. Therefore, each of these temperature control systems

is required in order to achieve less than approximately

2,5xl0-s cm (lxlO~B in.) long-term displacement resolution.

Specimen Design

Nickel was initially chosen as the specimen material due

to the high irradiation-induced creep rate observed by

others ' ' ' . The high creep rates would facilitate develop-

ment of the apparatus and make meaningful results available at

the earliest possible date. In addition, results for nickel

would be more easily interpretable to permit a more fundamental

understanding of the creep mechanisms involved than would a

complex alloy such as austenitic stainless steel. Furthermore,

nickel is face-centered-cubic (fee) as is austenitic stainless

steel and represents a major constituent of stainless steel.

All of these considerations then make nickel an ideal starting

point in the investigation of irradiation-induced creep.

In order to determine the stress dependency of irradiation-

induced creep rate, it was desired to have a simple and uniform

state of stress. For this reason, a uniaxial tensile specimen

design was chosen. Following computer calculations of the

displacement damage profile of 70 MeV alpha particles on
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nickel, using a modified version of the Code E-DEP-1 , a

specimen thickness of 0.38 mm (0.015 inches) was chosen.

This decision resulted in a thickness typical of proposed

fast breeder reactor cladding and minimized the severity of

the displacement damage gradient through the specimen. A

preliminary specimen design permitted several irradiation

tests to be conducted. During these tests it was found that

a beam height of approximately 1.27 cm (0.5 inch) could be

readily obtained. Beam profile measurements were made using

a modified wire pi'ofile scanner developed previously .

Therefore, the specimen gauge length was fixed at 1.27 cm

(0.50 inches) with a 0.318 cm (0.125 iuch) gauge width as

shown in Fig. 2. Properties of the nickel specimen material

are tabulated in Table 1.

Table 1. Specimen Material Properties

Property

Material

Purity (w/o)

As-received Dimensions
Thickness (cm/in.)
Width (cm/in.)
Length (cm/in.)

Vendor

Manufacturer

Grade

Lot Number

Metallurgical Condition

Grain Size (mm"s)

Yield strength (MPa/ksi)

Specimen

nickel

99.995

0.038/0,015
2.54/1.00
61/24

Materials Research Corp.

Materials Research Corp.

MARZ

28-2236

95* cold-worked

1.3

585/85
(at 20°C and 0.13 cm/min

strain rate)
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7/16 H

3/8 DIA.

Fig. 2 . Irradiation-Induced Creep Tensile Specimen,
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RESULTS

Radiation Damage Analysis

As a beam of energetic ions enters the specimen it is

considered to lose energy by two separate mechanisms:

elastic and inelastic interactions. The inelastic inter-

actions leave the atom on the target in an excited state,

but do not result in a movement of the atom from its lattice

site. The excitation energy provided is eventually dissipated

as heat without creating radiation damage. Elastic collisions,

however, can result in the transfer of sufficient momentum

from the charged particle to the lattice atom to result in

the creation of a primary knock-on atom (PKA) as it is some-

times called. The PKA itself becomes an energetic ion which

produces a cascade of displaced atoms often referred to as a

displacement spike. It is these displaced atoms which are

thought to result in the radiation damage.

A computer program, E-DEP-1, has been developed at the

Naval Research Laboratory to calculate the energy loss to
9

displacements for heavy ions . This code has been modified

for the creep simulation study to treat the case of light

ions (ZS2) with energies up to 70 MeV. E-DEP-1 calculates

the energy deposited in the creation of displacement damage

to the lattice atoms as a function of penetration distance.

In order to perform this calculation, the code required both

the elastic (nuclear) and inelastic (electronic) stopping

power laws. Although the nuclear stopping power is valid

for the case of light ions, the electronic stopping power

chosen :

J\ = KE1/2, (1)
' e . .,

where

(dE\5>, electronic stopping power
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K = constant

E = energy

is not. In fact, the criterion for validity of this law is

that the energy of the ion beam must be less than ETT,.

given by:

ELIM = °' 0 2 4 8 1 A i z i 4 / 3 (MeV) (2)

where

A], = atomic mass of ion

Zx = atomic number of ion.

For the case of deuterons and alpha particles, this results in:

ELIM + = (°» 0 2 4 8 1X 2)(l) = 0.0496 MeV

ETTHJ AJ. = (0.02481) (4) (2.52) = 0.250 MeV

and, therefore, the electronic stopping power chosen is in-

valid for the 22 MeV deuterons and 70 MeV alpha particles

used in this study over most of their energy range. For

this reason, the subroutine, ELCLAW of E-DEP-1 which calcu-

lates the electronic stopping power was modified in such a

way that for energies less than E*m the electronic stopping

power given by Eq. (l)was utilized. For higher energies th
12

Bethe-Bloch formalism given by:

|) m|^ ^ - to(l-B«)-B»] (3)

where

e = electronic charge

Zs = atomic number of target atom

N = atom density of target

m = electron rest mass

V = ion velocity

I = ionization potential

B = ratio of V to speed of light, S = V/c

was utilized. However, since the lower energy of validity

for the stopping power given by Eq. (3) is often above the
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upper energy of validity for the stopping power given by

Eq. (1), a constant stopping power approximation was used

to bridge the gap. The value of the constant was made

equal to the value given by the Bethe-Bloch expression at

the lowest energy of validity, Thus the code chose the

appropriate electronic stopping power for the beam ion energy

and calculated the energy deposition profiles accordingly.

In addition to the modification of subroutine ELCLAW,

the maximum beam ion energy for which the code will calculate

energy deposition curves was increased from 50 to 70 MeV. In

order to test the validity of the modifications made, the

ranges given by the code were compered with both theoretical

and experimental values. This test of validity should be a

reasonable one since the ranges are determined to a large

degree by the electronic stopping law chosen. Agreement to
13

within the approximations inherent in the code was found .

Once the code was run and the curve of energy deposited

into the creation of displacements as a function of penetra-

tion distance was calculated, use was made of the following

expression :

12 V x ) <*
d

where

p(x) = density of displaced atoms at depth, x

77 = constant =-Q.8
E . = average energy required to create a single

displacement =40 eV for nickel
SD(x) = energy deposition at depth x calculated by

modified version of E-DEP-1.

If the assumption is made that the PKA ranges are small

compared to the ion range, then Eq. (4) implies:

r?S (x)
p(x) =" —2j? displacements /micron/par t ic le . (5)

d
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of more interest, however, is the displacement rate per atom

(dpa/sec) for a given particle flux. Therefore one must

multiply Eq. (5) by the particle flux and divide by the atom

density of the target and ion charge to obtain:

Rn = 6.24 x 1030 SD(x)<P fM
D N Zx

 ( 6 )

where

Rj, = displacement rate, dpa/sec

S D(x) = energy deposition in target, MeV/^z

<p = i o n f l u x , jua/cm3

N = atom density of target, atoms/cm3

Zx = electronic charge.

The modified version of E-DEP-1 was run for several

cases of interest and the displacement rates were calculated

from the energy deposition profiles, SD(x), using Eq. (6).

Figure 3 shows these profiles for several cases of interest.

The curves for 3 and 5.25 MeV protons on nickel represent the
4

work of a previous study . The curve for 18 MeV protons on
nickel represents an irradiation planned to gain insight into

the effect of irradiating particle. The curves for both 22

MeV deuterons and 70 MeV alpha particles represent irradiations

performed in this study. In addition, the curve for 22 MeV

deuterons is a reasonable approximation to the case of 22 MeV
3

deuterons on stainless steel utilized by Harkness, et al .

The displacement damage in stainless steel would be approxi-

mately 14% lower than that in nickel. However, the use of a

variable energy degrader (gray wedge) by Harkness et al.

would have had the effect of raising the curve somewhat.

Also indicated in the figure for the case of 70 MeV alpha

particles on nickel is the "equivalent" thicknesses of

nickel introduced by the aluminum beam window, air gap, and

copper beam window of the beam transport system. As shown,

the intense damage peak near the end of range occurs in the

heat sink transfer film. Displacement rates averaged across
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the thickness of the specimen were calculated for several

cases of interest and are presented in Table 2 . For com-

parison the displacement rate of the Dounreay Fast Reactor

i s l i s t e d 1 5 ' 1 6 .

Particle

protons

deuterons
alpha
particles
DFR

a average

Table 2 .

Energy
(MeV)

3

5.25
18

22

70

0.416*

Average

Range
(microns)

32

77

628

536

602

energy given, where

Displacement Rates

Material

Ni

Ni

Ni

Ni

Ni

Various

rE<p<

Specimen
Thickness
(microns)

25.4

76.2

381

381

381

-

[E) dE

Average
Displacement

Rate
(dpa/sec xlO8 )

32b

25 b

5.7"

10. lb

11.3"

63.9°

Jo 003) dE
b for ion beam flux of 1 fjp./cma.
"corresponds to total neutron flux - 1.17xlO15 neutrons/cm8 x
sec and displacement cross section = 516 barns.

Sources of Error

Any parameter which was found to affect strain and vary

enough during a test to have' a measurable effect on strain

was treated as a critical parameter'. An attempt to monitor

these critical parameters and correlate them with strain was

made. If correlations were difficult or not reproducible,

error bars were assigned in order to account for measured

variations. If correlations proved successful, corrections

were made to the data assuming variations in the critical

parameter warranted such correction during a particular test.

The critical parameters, considered elsewhere in detail ,

were load, specimen temperature, grip temperature, pullrod
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temperature, and apparatus environmental temperature. Sensi-

tivity coefficients were determined for each of these param-

eters and then used in conjunction with measured variations

in these parameters during a test to calculate errors. It is

recognized that other errors not treated explicitly may affect

the results. In general, however, these errors are expected

to be small compared to those mentioned above. Displacement

errors were converted to strain errors by dividing through

by the specimen gauge length of 1.27 cm (0.5 in,). In

addition, since errors given were total errors, they were

divided by two and tabulated as plus or minus. Errors

applied to creep rates were divided by the time period over

which the rate was derived. For this reason, the errors in

steady-state creep rate were typically smaller than those in

transient creep rate.

Presentation of Data

Data taken during an irradiation creep test appear

similar to that shown in Fig. 4. The tests shown (4D-5-1

and 4D-5-2) represent an irradiation of nickel with 22 MeV

deuterons. The temperature was 224°C (435°F), the stress

was 345 MPa (50,120 psi) and the ion flux was 1.34 pa/cm2

which was equivalent to a calculated displacement rate of

13.53xlO~8 dpa/sec. The data shown represents two irradia-

tions conducted at 224°C (435°F) separated by a 40 hour

stabilization period due to the unavailability of the

cyclotron. As indicated, recovery was not observed under

these conditions. The lighter strain trace shown represents

the actual strain as measured by the large-bore LVDT while

the heavy trace represents a smooth approximation to the data

with corrections applied for the systematic error introduced

by changes in grip temperature. Also shown for reference is

the ion flux and the stress. Although a total of three in-

advertent beam-off periods occurred in test 4D-5-1, no

Test designation: material number-specimen number-test
number
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beam-off periods occurred during test 4D-5-2, As indicated,

strain resolution was preserved once the beam was restored

on target. Transient creep rate was measured at one hour,

for convenience, and was 11.6xlO~5 cm/cm/hr for test 4D-5-1.

Steady-state creep rate as measured from test 4D-5-2 was

2.7xlO~s cm/cm/hr which was only 1.5% lower than the final

rate measured for test 4D-5-1. Thus it would appear that

transient creep saturated within approximately 12 hours.

The test conditions have been summarized in Table 3.

Since two or more irradiation tests were typically conducted

on the same specimen under the same conditions in order to

achieve steady-state creep and verify reproducibility,

several irradiation tests can coxistitute a single creep test.

Irradiation tests have been so grouped in Table 3. Test

results and errors are presented in Table 4. All parameters

relating to transient creep were derived from the first and/or

second irradiation test of a series. Parameters relating to

steady-state creep were derived from the last test in a series.

Total irradiation time includes all irradiation tests within

a given series.

Both primary and steady-state creep rates have been

plotted as a function of stress in Fig. 5. The lines drawn

through the data correspond to a stress dependency of n =

1.67 (c=cf ) in the case of the alpha particle irradiations

and n = 2 in the case of the deuteron irradiations. The

primary creep rate observed in test 4D-2-3 is considered low

due to the fact that steady-state creep had been achieved in

a previous test (4D-2-2) at a lower stress which had the

effect of suppressing primary creep somewhat at the higher

stress level. Primary and steady-state creep rates have been

plotted as a function of ion beam flux in Fig. 6. The line

The steady-state creep rate, as used in this study, may well
be temporal in nature (i.e., specimens irradiated to much
greater fluence levels may exhibit lower values of steady-
state creep rate due to hardening effects).



Table 3 . Summary of Irradiation-Induced Creep Test Conditions

Test8

4D-2-1
4D-2-2

4D-2-3
4D-2-4
4D-2-5

4D-3-1
4D-3-2

4D-4-1
4D-4-2

4D-5-1
4D-5-2

4E-1-1
4E-1-2

4E-2-1
4E-2-2

4E-4-1
4E-4-2

Date

5-30-75
5-31-75

6-4-75
6-6-75
6-7-75

6-13-75
6-14-75

6-20-75
6-21-75

6-25-75
6-27-75

7-1-75
7-2-75

7-8-75
7-9-75

7-15-75
7-17-75

Temperature
<°C) (°F)

224
224

224
224
224

224
224

224
224

224
224

221
224

224
224

224
224

435
435

435
435
435

435
435

435
435

435
435

435
435

435
435

435
435

Stress
(MPa) (ksi)

287
287

345
345
345

170
170

345
345

345
345

170
170

207
207

247
247

41.72
41.72

50.12
50.12
50.12

24.70
24.70

50.12
50.12

50.12
50 .12

24.70
24.70

30.00
30.00

35.95
35.95

Particle

a++

a++

C++
a++
a++

«++
a++

d+

d+

d+

d+

d+
d+

d+

d+

d+
d+

Energy
(MeV)

70
70

70
70
70

70
70

22
22

22
22

22
22

22
22

22
22

ION Flux
(jza/cma )

2.69
2.69

2.69
2.69
2.69

2.69
2.69

2.69
2.69

1.34
1.34

2.69
2.69

2.69
2.69

2.69
2.69

Displacement
Rate

(dpa/sec) x 108

30.40
30.40

30.40
30.40
30.40

30.40
30.40

27.17 L
27.17 o

13.53
13.53

27.17
27.17

27.17
27.17

27.17
27.17

*T«st des igna t ion : ma te r i a l number-specimen number-test number



Table 4., Irradiation-Induced Creep Test Results

Test Total Total Primary Total Total Steady-State
Transient Transient Creep Strain Irradiation Creep Rate
Strain Time Rate1 (10~B cm/cm) Time (Krs hr-1 )

(10-Fl cm/cm) (hours) (10-s hr"1 ) (hours)

11.5 ± 1.6 82 i 3.1 15.8 3.3 ± 0.5

9.8 i 2.1 152 ± 2.6 25.0 4.3 ± 0.2

M

6.4 i 3.0 36 ± 3.0 17.8 1.2 ± 0.2 g

18.4 ±3.2 172 ±3.2 23.1 4.8 ± 0.2

11.6 * 2.6 88 ± 2.6 18.7 2.7 ±0.4

6.4 ± 4.1 76 ̂  4.1 19.3 1.8 ± 0.7

4.6 ± 2.1 36 ± 2.1 21.0 1.4 ± 0.2

6.0 i 2.5 62 ± 2.5 17.0 2.6 ± 0.2

•Creep Rate at 1 hour

4D-2-1
4D-2-2

4D-2-3
4D-2-4
4D-2-5

4D-3-1
4D-3-2

40-4-1
4D-4-2

4D-5-1
4D-5-2

4E-1-1
4E-1-2

4E-2-1
4E-2-2

4E-4-1
4E-4-2

52

102

22

108

70

50

13

40

4

±

db

±

±

±

*

1 .6

2 . 1

3 . 0

3 . 2

2 . 6

4 . 1

2 . 1

2 . 5

6 . 5

13.3

5 .7

9 . 5

12.7

10.8

4 . 0

9 . 0
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shown represents a linear lit to the data.

In order to plot alpha particle and deuteron data to-

gether as a function of stress, an equation of the form:

C - C f p V
n (7)

where

c = creep rate, primary or steady state

C = material constant

f = particle factor

Rj. - displacement rate, dpa/sec

o = stress, MPa

n = stress dependency exponent

was assumed. The particle factor f was used to account for

differences in irradiating particle. In a physical sense,

the particle factor should be proportional to the instantaneous

point defect concentration contributing to creep. Since f is

not known, absolutely, for either deuterons or alpha particles,

it was arbitrarily set equal to one for deuterons. The parr

tide factor was then found for alpha particles by equating

the value of e/f RD for runs 4D-4-2 and 4D-2-5. These runs

were conducted at the same temperature, ion flux, and stress

for deuterons and alpha particles, respectively. Therefore,

it was reasoned that any differences should be attributed to

the nature of the irradiating particle (i.e., displacement

spike). The calculation as shown below results in:

(fp) a++ = (€/RD) a"
1""1" (9)

= 4.3xl0-5/30.40xl0-s
a 4.8xl0-°/(l)(27.17xl0-2

(V
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Physically, this result would say that 20% fewer point

defects at steady-state contributed to creep rate during

alpha particle irradiation than during deuteron irradiation.

This correlation scheme was then used to plot the data as a

function of stress in Fig. 7. For the case of both steady-

state and primary creep rate, a slope of n = 2 was indicated.

For steady-state creep rate, a slope much less than this value

becomes inconsistent with run 4E-2-2 and a slope much greater

than this value becomes inconsistent with runs 4E-1-2 and

4D-3-2. For the case of primary creep rate the error bars

were such that a lesser slope was inconsistent with 4E-2-1,

but a somewhat greater slope (n-2.35) was consistent with the

errors indicated. It is of interest to note, as indicated by

the dashed line in Fig. 7, that a linear dependency of creep

rate on stress in consistent with the data at lower stress

(o <200 MPa). This stress regime, however, must be more fully

investigated in order to permit a definitive prediction of

stress dependency.

Microscopy Results

Transmission electron microscopy (TEM) was used to in-

vestigate the microstructure of the irradiation-induced creep

specimens. Examination of the pre-irradiation microstructure

of the cold-worked nickel specimens indicated the presence of

slip traces, deformation bands, and dislocation cells whose

mean diameter was in the range from 0.8 ^m to 1.2 pn. The

mean dislocation density was estimated to be >lxlOi:L/cma with a

considerably higher dislocation density in the dislocation

cell walls. These values were also typical of unirradiated

areas of tested specimens.

TEM examination of the postirradiation microstructure

revealed a heterogeneous distribution of defect clusters,

small dislocation loops, and random dislocations, and the

presence of dislocation cells. An example is shown in Fig. S

for a specimen irradiated with 70 MeV alpha particles to
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0.016 dpa at 224°C while uniaxially stressed at 138 MPa

parallel to the plane of the puffier. Clearly present are

small dislocation loops and defect clusters (black spots),

also presumed to be loops, which were produced by the alpha

particle irradiation. The mean diameter of these loops was

determined to be 32 A with a density of approximately 3xlO16/

cm3 . An attempt to determine the nature and extent of any

preferential alignment of these loops with respect to the

applied stress direction was inconclusive due to their small

size. It should be noted, however, that even at this small

size, the loops provided effective obstacles to dislocation

motion as indicated by the bowing of dislocations between the

obstacles observed near the top center of Fig. 8. The obser-

vations for this specimen suggest that the microstructure was

primarily influenced by the irradiation and not by the stress

in view of the decreased dislocation density and relatively

unchanged dislocation cell diameter when compared with the

pre-irradiation microstructure.

Preliminary examination of specimens irradiated with 22

MeV deuterons has shown a similar microstructure to that in

Fig. 8. The results indicate that, for both irradiating

particles, an increased loop size is produced by an increased

applied stress.

DISCUSSION

Data presented previously was generated in order to

demonstrate that the ion-simulation technique chosen could

be successfully used to measure irradiation-induced creep in

bulk material as a function of those variables considered

important. Further testing will be required in order to com-

pletely characterize the irradiation-induced creep behavior

of nickel as a function of stress, temperature, and flux.

In addition, a thorough investigation of both the unirradiated

and irradiated microstructure is now being conducted in order
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to compliment the irradiation-induced creep data obtained.

Also, the correlation of the ion-simulated ix-radiation-

induced creep data with in-reactor data requires additional

effort. Displacement rate correlations, such as those

described, need to be extended to include the detailed nature

of the displacement spike,

The data obtained in this study suggest certain trends

and raise several questions. Based upon the data shown in

Fig. 6, the value of steady-state creep rate is in agreement

with a linear flux dependency. However, the errors are such

that the flux dependency could be as low as o * or as high

as 0 * . Further tests at other flux levels should reduce

the uncertainty in flux dependence.

The alpha particle irradiations suggest a stress depend-
1 fi7

ency of a * whereas the deuteron data suggest a dependency
2

of a . Since there was no reason to suspect that this de-

pendency should be different, the data were correlated through

the use of a modified creep rate, c/f R . The combination of
p u 2

the alpha particle and deuteron data supported the a stress

dependence at stresses between 200 .MPa and 350 MPa. At

stresses below 200 MPa, the data are in agreement with a

linear stress dependence as well. Although the stress depend-

ency was defined to a larger degree than the flux dependency

in this study, more tests would be necessary to elucidate

detailed variations in stress dependency with stress as dif-

ferent mechanisms may control the creep rate such as has been
17 1fi 1 9

proposed by Nichols ' ' ' for zircaloy.

At the 224°C test temperature, no evidence of thermal

recovery of the irradiation-induced strain was observed during

periods as long as 72 hours. This observation led to the pro-

cedure of continuing a creep test during the next scheduled

irradiation period. In addition, the value of steady-state

creep rate, once established, was reproduced within experi-

mental error during succeeding tests. This fact led to a



degree of confidence in the reproducibility autl prediction

of the steady-state creep ra te .

Although larger error bars were appropriate to the values

oi primary creep rale, the flux and stress dependency was in

overall agreement with that found ior steady-state creep ra te ,

I'nlortunn tely, the exist ing errors in transient strain result

in very large errors in the prediction of total transient

lime. This point was demonstrated by the large variation in

total transient time given in Table 4. It should be noted

Dun the flux of tests 4D-5-1 and 41)-5-2 was one-half that ol

41)—4—1 and 4JJ-4-2, but otherwise the t*»st conditions were un-

changed. It the saturation of transient creep were fluenee
20de|)endent, us suggested by licsketh , one would expect the

transient period for tests 4D-4-1 and 4D-4-2 to be one-half

that of tests 41)-5-1 and 4D-5-2. As indicated, the ratio of

these transient periods was only 1.34:1 instead cf 2 :1 . It

is expected that a further reduction in errors, accompanied

with an increase in strain resolution, will be necessary in

order to accurately predict the time for saturation of trans-

ient creep rate..

The degree of confidence was greatest in the reported

values of steady-state creep rate since time-averaging tends

to reduce random errors to a reasonably small fraction of the

rate measured. Steady-state creep was observed during a mini-

mum of six hours in test 4D-5-2 (See Fig. 4) and a maximum of

17 hours in test 4E-2-1 and 4E-2-2.

As mentioned pi*eviously, the primary creep rate of test

4D-2-3 was presumed low due to a previous irradiation of the

same specimen at a lower stress level ( i . e . , tests 4D-2-1

and 4D-2-2) . In order to investigate the hardening law

obeyed, a construct of these tests was performed at . ir^;ated

in Fig. 9. For comparison, test 4D-4-1 and 4D-4-2 v, st- nor-

malized to the conditions of tests 4D-2-3, 4D-2-4, and 4D-2-5

through use of the displacement rate and particle factor.
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Thus, specimen 4D-4 should, presumably, indicate the behavior

of specimen 4D-2 if this specimen had been irradiated from

time zero at the stress level of specimen 4D-4 (i.e., 345 MPa)

Predictions given by both a strain hardening and time harden-

ing law are given for comparison with the data. As seen, the

transient strain amplitude, following an increase in stress,

is greater than that predicted by either the time hardening

or strain hardening law. In fact, the time hardening law

would not have predicted any transient creep strain since

the specimen had reached steady-state creep at the time

stress was increased. It should be pointed out that an

extended beam-off period (100 hours) occurred between the

end of test 4D-2-2 and the start of test 4D-2-3. However,

creep strain recovery was not observed during this period.

The data obtained in this study were reviewed with

respect to possible operating irradiation-induced creep

mechanisms in view of the preceeding comments. Based upon

an assumed correlation, Eq. (7), which incorporated a linear

flux dependency through the term RD, the data suggest a

squared stress dependency above a stress of 200 MPa as

illustrated in Fig. 7. The linear flux dependency is in
21

agreement with a previous investigation of nickel , but

the squared stress dependency represents the upper limit of

un-certainty in that investigation. Therefore, the results

obtained previously must be considered to be in overall

agreement, to within the experimental error, with the present

results. Also of interest are the results of Harkness et al.

who obtained a stress dependency on solution-annealed Type

304 stainless steel between one and two over a stress range

of 130 to 335 MPa (18,930 to 48,745 psi), and at a tempera-

ture of 505°C (941°F) .

22

A review of various creep mechanisms by Gilbert re-

ports a number of creep models with a linear stress depend-

ency (n=l) and several with a stress dependence equal to
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23
that of thermal creep (4£ns7 for nickel) . Most models
predict a linear flux dependency. A mechanism proposed by

24

Kai'kness et al. , however, suggests a squared stress depend-

ency with a flux dependence that is nearly linear. Their

creep model was based on a model of climb-controlled glide

of dislocations over dispersed obstacles as originally
25developed by Ansell and Weertman , It was considered by

24
Harkness et al. that the irradiation-induced dislocation
loops and voids serve as dispersed obstacles,

A model of this type is consistent with both the creep

data and the microstructural observations of the present

study since irradiation-induced annihilation of the dislo-

cation structure by both positive and negative dislocation

climb will produce a net reduction in dislocation density.

Furthermore, the achievement of steady-state creep in these

specimens in conjunction with the microstructural observa-

tions made in this study suggests that the irradiation-induced

defect clusters and small dislocation loops were effective

barriers to dislocation motion. The inconclusive results

concerning preferential loop alignment in the specimen

examined do not permit an assessment of the contribution by

a loop alignment mechanism to the observed creep behavior.

However, since a linear stress dependence is predicted by

loop alignment, this mechanism may contribute to the steady-

state cieep rate at lower stress levels and/or at higher

levels of dpa.

The creep model proposed by Harkness et al. expressed

the creep rate as:

AoaL ,
e =-^bd {

where

A = constant

a = applied stress

L = average spacing between obstacles
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pi = shear modulus

d = height of the obstacle

b = Burgers vector

v ,• y = dislocation climb velocity.

At temperatures less than half the melting temperature,

the value of the dislocation climb velocity was calculated

to be a function of the difference in the fluxes in inter-

stitials and vacancies arriving at a dislocation. The fluxes

in turn were a function of the irradiation conditions and

microstmcture. At temperatures above half the melting

temperature, however, the thermally-induced vacancy concen-

trations were sufficiently large that the in- and out-of-

reactor climb rates were nearly identical.

24Harkness et al. found, as might be expected, that the

defect concentration, and hence the sink annihilation rate

to a first approximation, was proportional to flux or the

defect generation rate. Thus, creep rate was approximately

linear with flux. Of particular note is the fact that the

difference between deuteron and alpha particle irradiations

should reflect itself in the value of the recombination rate,

and hence on the value of the steady-state defect concentra-

tions. Of additional interest was the fact that a computer
24

solution to the creep rate indicated a weak dependence on

temperature and a decrease of creep rate with dose reflecting

a fluence hardening effect.

24
Although Harkness et al. did not distinguish between

transient and steady-state irradiation-induced creep, it was

assumed that the climb-controlled glide mechanism proposed,

accounted for both. This assumption was, therefore, in

approximate agreement with the results presented here since

In a more detailed analysis, account should be taken of the
nature of the displacement spike structure and impurity
trapping of point defects which are not accounted for in
this model*
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there was no evidence to suspect that primary creep did not

exhibit the same stress and flux dependency as steady-state

irradiation-induced creep.

SUMMARY AND CONCLUSIONS

An experimental technique has been developed to simulate

the irradiation-induced creep behavior of tensile specimens

placed under stress and held at temperature during light ion

bombardment. The principal design features were discussed

with respect to the maintenance of creep strain resolution on

the order of 10~5 cm/cm during irradiation testing. Data

generated following development was presented along with

errors and their sources.

Although the data presented are primarily intended to

demonstrate the capability of the technique chosen and,

therefore, are preliminary, a number of conclusions can be

drawn from this work as follows:

1." Creep rates measured during alpha particle and

deuteron bombardment were at least two opders of magnitude

greater than those measured in the absence of irradiation at

a temperature of 224°C and stresses ranging from 170 to 345

MPa. It was thus demonstrated that deuteron and alpha part-

icle irradiations offer the potential for the direct simula-

tion of irradiation-induced creep in material with a thickness

typical of both current and proposed nuclear fuel cladding.

2. Repeated irradiations conducted on separate occasions

at the same test conditions yielded identical values of irra-

diation-induced creep rates to within the experimental error

given. This demonstrates that the ion beam profile and current

was sufficiently well-characterized so as to permit reproduc-

ibility in test results.

3. Intermittent loss of beam did not jeopardize irra-

diation tests conducted at 224°C. At higher temperatures,

however, extensive beam-off periods may permit significant
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irradiation-induced creep strain recovery to occur with an

effect on test icsults .

•1. The data taken at 224°C were in agreement with a

linear flux dependence between 13.53xlO~s and 27.17xlO""e dpa/

sec, but a range of flux exponents from 0,6 to 1.1 cannot be

excluded on the basis of data obtained in this study.

5. The data surest a squared stress dependency between

170 and 345 MPa based upon a linear displacement rate corre-

lation of the deuteron and alpha particle results. However,

a multiple stress dependency cannot h-> ruled out on the basis

of data presented for the stress range investigated. A linear

stress dependency was shown to be consistent with the data

below a stress of approximately 200 MPa.

6. No evidence of recovery of the irradiation-induced

creep strain was observed at 224°C. Steady-state creep rates

were established within one hour during subsequent irradiations

following beam-off periods as long as 72 hours.

7. Based upon a single observation, it appeared that

transient creep was reinitiated following an increase in

stress level after steady-state creep was achieved at the

lower stress level. The transient strain was greater than

aat predicted by either a time hardening or strain hardening

law.

8. Results of both alpha particle and deuteron irradia-

tions correlated well once it was assumed that the damage

effectiveness of deuterons for causing irradiation-induced

creep was 25% greater than that for alpha particles. This

result is qualitatively consistent with the expectation that

short-term annealing effects will become more important with

displacement spike intensity.

9. An examination of the irradiated microstructure re-

vealed the presence of a heterogeneous distribution of defect

clusters, small dislocation loops and random dislocations in
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addition to dislocation cells. The relaxation of the pre-

irradiated dislocation structure and presence of defect

clusters and loops in the irradiated material is consistent

with the climb-controlled creep model presented.

10. A climb-controlled creep model proposed by Harkness
24

et al. was in general agreement with both the creep and

microscopy data obtained. In this model, irradiation-induced

defects serve effectively as dispersed obstacles over which

dislocations must climb.
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APPARATUS TO STUDY IRRADIATION-INDUCED CREEP WITH A CYCLOTRON

K. Herschbach and K. Mueller
//' .. ..

Kernforschungsger/criun. Karlsruhe, Institut fur Material- und
Festkorperforschuijg, 75 Karlsruhe (Germany)

ABSTRACT

An apparatus is described which allows accurate measurements
of length changes of specimens irradiated on .3 cyclotron while a
uniaxial stress is applied. Basic to the design is a "chimney"
which establishes a strong convection in the liqu. N a , which
serves as a heater bath. Deuterons of high enough energy
(E > 50 MeV) can penetrate into the creep capsule and — with a
careful layout of the capsule — irradiation-induced cj;eep can
be studied. The precautions necessary to achieve a,- good reso-
lution are given into some detail. ;

In the following an apparatus will be described which allows accurate

measurements of length changes in specimens irradiated while a uniaxial

stress is applied; i.e., irradiation-induced creep. The design outlined

below can be used provided that (a) particles of high enough energy are

available, f. e. deuterons with an energy of at least 45—50 MeV; (b) the

sample material is compatible with liqu. Na.

The basic feature of the creep capsule, shown schematically in Fig. 1,

is a chimney which encloses the specimen. A heater below the specimen

provides the heat necessary to keep the temperature of the Na-bath. The

sodium flows upward due to convection caused by a kind of chimney effect,

and leaves the chimney through slots provided above the sample. The speci-

men temperature can therefore be kept within close limits; both convection

as well as conduction can carry away any unwanted heat even when the sample

is irradiated with a high-current, high-energy beam. The sodium, unfortu-

nately, has a tendency to form "hot filaments"; this shows as strong,

periodic temperature fluctuations which we could measure both at the chimney

bottom and top of a fully-instrumented capsule. Nevertheless, the temperature

of the sample can be kept within close limits if a very fast temperature

11-118
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Fig. 1. Schematic Diagram of the Creep Capsule. Not shown are several
heaters required to preheat the capsule for filling and draining the Na.
The necessary amount of Ma is drawn from a small storage vessel so no glove
box is required.
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controller is employed of the kind which adjusts the power of each half-

wave of the ac heater current to the conditions just prevailing. Utilizing

the filament effect, we determined the speed of the sodium flow in the

chimney to be about 10 cm/sec at 280°C when the capsule outside was cooled

with an air blower. The chimney is part of the power train, as can be seen

from Fig. 1, which is otherwise quite conventional. The specimen elongation

is measured with a Linear Variable Differential Transformer (LVDT).

In order to get a high accuracy of the strain measurements, a number

of precautions were found to be necessary:

1. As already discussed, a very fast responding temperature controller

was employed to offset the hot filament effect.

2. All parts of the capsule (except the beam window, see below) were

fabricated from one kind of steel (German designation 1.4571) and, more

important, the power train laid out such that unavoidable temperature

fluctuations would affect the up and down part in the same fashion. There-

fore, differential expansion was held to a minimum.

3. The LVDT was covered with a small box as indicated in Fig. 1;

in addition, the whole upper part of the creep capsule from the Na-level

upward was wrapped in heavy layer of stone wool and Al-foil (not shown).

4. The complete creep aparatus was than put into a large metal box

to keep the effects of room-temperature changes and drafts to a minimum.

The air blower used to cool the lower part of the capsule was also in this

box; therefore, even the "cooling air" was conditioned!

Although the capsule was designed for operating temperatures between

200 and 450°C, we have presently employed it mainly at 280°C. The perform-

ance parameter at this temperature is: The heater input is approximately

700 watts, depending, of course, on the air blower. The specimen temper-

ature is stable to within ±0.5°C, the specimen elongation to within ±0.5 ]i,

equaling a strain of ±5 * 10~5. The temperature inside the outer box

reaches about 80°C and at the LVDT, approximately 100°C, which has to be

considered when calibrating the latter.

Because of the larger temperature differences between capsule and

ambient, we expect an even better performance at higher temperatures, and

actually it is a little worse at 190°C, where we did one irradiation.
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To facilitate irradiation, use was made of the fact that 50 MeV

deuterons can penetrate quite a bit of material. The beam entrance window

is made of Ni, for safety reasons 1 mm thick. The energy loss in this

window is 15 MeV (1). The beam is further downgraded in the liqu. Na and

hits the sample with an energy of approximately 15 MeV. This energy is

a compromise, since on one hand homogenous damage within the specimen

(presently Ni foil 0.1 mm thick) is required, which means that the beam

has to penetrate the sample; on the other hand, one wants a damage rate as

large as possible, which requires low energy. The distance between Ni

window and specimen can be adjusted via a kind of micrometer device, the

sealing of the capsule being provided by the bellows shown. An exactly-

machined distance holder assures that this distance is correct.

Despite the large heat unput within a small volume in front of the

specimen (250 watts at a beam current of 5 yamp), no downgrading of the

capsule performance was observed during irradiation!

The only drawback we can see in this design is the fact that once

irradiation has commenced, the specimen can no longer be exchanged; the

irradiation schedule has therefore to be planned carefully.

Needless to say, that because of the large amount of liqu. Na involved

(1.5 kg), which will be very radioactive after each irradiation, the utmost

care and very stringent inspection requirements have to be employed when

the creep capsule is being fabricated.

The authors wish to thank the many members of their institut who

helped in various ways to build this apparatus. Special thanks are due to

Mr. Chr. Wassilew who took part in designing the first prototype.
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THE EFFECT OF IRRADIATION TEMPERATURE
ON RADIATION-ANNEAL HARDENING IN VANADIUM

K. Shiraishi, K. Fukaya and Y. Katano

Japan Atomic Energy Research Institute
*~' Tokai-mura, ibaraki-ken, Japan

ABSTRACT

Vanadium samples were irradiated to a fast neutron
fluence of 8.0x10*' to 1.2xlO20 n/cm2 (Enil MeV) at
temperatures in the range from 70 to 600°C, and the
radiation hardening measured at room temperature was
investigated in terms of microstructure. The radiation-
anneal hardening phenomenon was observed in samples
irradiated at 200 and 460°C, whereas the radiation hardening
in the sample irradiated at 70°C recovered monotonically
with increasing anneal temperature. The density of defect
clusters visible in the electron microscope decreased with
increase in post-irradiation annealing temperature.
The hardening induced by post-irradiation annealing is
considered to be due to small interstitial impurity clusters.
The sample irradiated at 70°C to a fluence of 1.2xlO21 n/cm2

had good ductility on tensile test at temperatures of 450°C
and above. The sample irradiated at a temperature of 200°C
or below to a fluence beyond 8x101J n/cm2 exhibited plastic
instability or a little work hardening on deformation at
room temperature. The irradiation embrittlement was not
recovered by post-irradiation annealing at temperatures up
to 450°C.

INTRODUCTION

Vanadium has been considered as a candidate material

for the first wall in fusion reactors because of its good

strength and excellent neutronic characteristics in fusion

reactor environment. ' The first wall material is

irradiated with high energy neutrons to a high fluence at

high temperature. It is required to obtain the data from

14-MeV neutron irradiation and heavy ion irradiation to

simulate high fluence neutron irradiation as well as the data
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from fission reactor irradiation. In the experiment of

14-MeV neutron and heavy ion irradiations, the damage

region of the specimen is limited and the radiation damage

could not be evaluated directly by means of mechanical

testing. It is necessary to predict the mechanical

properties from microstructure of the irradiated specimen.

In previous work the effect of neutron fluence on the

radiation and anneal hardening of vanadium irradiated at

reactor ambient temperature has been investigated in terms

of microstructure. The radiation hardening increased

linearly with square root of fast neutron fluence (<j>t) U2 up
19 2

to a fluence of about 2.5x10 n/cm and appeared to saturate

at approximately 25 kg/mm ; the (<J>t) V2-dependence and

saturation effect of the radiation hardening were reported

also by Bocek et al. The radiation hardening of about

25 kg/mm produced by irradiation to 1.0x10 n/cm can be

explained by defect clusters visible in the electron micro-

scope. Upon post-irradiation annealing a substantial

increase in yield stress (radiation-anneal hardening) was

observed in samples irradiated at low dose (2.0x10 and
18 2

1.0x10 n/cm ) , which is closely associated with a change

in the density and size distribution of defect clusters.

The radiation-anneal hardening has been studied by several

investigators and considered to be due to the precipita-

tion of interstitial impurities on radiation-produced defect

clusters, assuming that the clusters' distribution did

not change during the annealing treatment. It was reported,
19 2

for vanadium irradiated to a fluence of 1.6x10 n/cm at

60M)0°C, that the magnitude of the radiation-anneal

hardening is not dependent on interstitial concentration in

the range from 50 to 400 wt ppm? the hardening increases

in magnitude with increasing concentration of interstitial
9 10

impurities beyond the concentration range. '
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In vanadium irradiated to a neutron fluence beyond
19 2

1x10 n/cm , the radiation-anneal hardening has been

observed in samples irradiated at temperature above reactor

ambient, while no radiation-anneal hardening occurs in

sample irradiated at reactor ambient temperature; the

magnitude of the hardening is very small when the hardening

is observed in sample irradiated at 60^80°C. However,

the radiation-anneal hardening has not been understood yet

in relation of irradiation temperature and radiation-

produced microstructure. The study of the irradiation

temperature effects on the radiation-anneal hardening is

an initial phase of understanding the radiation hardening

or embrittlement of vanadium in terms of microstructure.

This paper describes the radiation-anneal hardening of
20 2

vanadium irradiated to a fluence of 0.8 to 1.2 xlO n/cm

at temperatures up to 600°C in terms of radiation-produced

microstructure. The effect of testing temperature on the

radiation hardening is also investigated in vanadium

irradiated at 70°C to a fluence of 1.2x10 n/cm .

EXPERIMENTAL PROCEDURE

The vanadium used for this study was prepared from two

55 mm diameter ingots supplied by NGK Insulators, Ltd.

The preparation of the specimen was different for each ingot.

Specimens, designated material A, were made by hammering

and rolling without process annealing. The specimens were

finally annealed for 1 h at 950°C in a vacuum better than

2x10 torr and furnace cooled. Specimens of materials B

and C were prepared from the other ingot by cold rolling,

with process annealing for 1 h at 900°C, in a vacuum of

1x10 torr. Final annealing of the specimen was also

carried out for 1 h at 900°C, in a vacuum of 1x10 torr.

Prior to the final annealing, tensile specimens having

their longitudinal axis parallel to the rolling direction

i



11-125

were machined; 0.3 mm thick specimens with a gage section

5 mm wide and 28 mm long from all the materials, and 1 mm

thick specimens of 30 mm in gage length with 4 mm wide from

material C. Sheets of 0.2 mm thick were used for the

electron microscopy specimens. The grain diarceter of the

0.3 mm thick tensile specimens was 38 ytm on average, not

appreciably different in materials. The 1 mm thick

specimen had an average grain diameter of 94 pm. The

materials had similar purity of 99.8 wt%, and the impurity

content analyzed after final annealing is given in Table 1.

Table 1 Impurity content in 99.8 wt % vanadium

material

A

B

C

0

190

240

430

concentration

N

5

41

3.5

C

38

32

50

H

15

6

21

(ppm

Fe

150

195

260

by wt)

Ni

10

130

trace

Si

52

200

80

Al

150

90

120

Cr

30

120

30

Neutron irradiation of the tensile-test and electron

microscopy specimens was performed in an in-core position

of either the JRR-2 reactor at Tokai-mura or the JMTR

reactor at Oarai. Details of the irradiations are

tabulated in Table 2. For irradiations at reactor ambient

temperature, samples were contained in a helium-filled

aluminum capsule externally cooled with reactor coolant

water. Temperatures of the samples were estimated from

temperature of the reactor coolant water. For irradiations

at temoeratures above the reactor ambient, samoles were

loaded into a helium-filled stainless steel capsule in

such a way that all the specimens were in direct thermal

contact with the capsule wall. The samples were heated

during irradiation by nuclear heating, and temperature

control was achieved by an air gap between the stainless
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Table 2 Neutron irradiation of vanadium

material

B

A

A

C

fluence (En>lMeV)

(n/cn<2)

l.OxlO20

l g
8.2x10

1.2X1020

8.0xl019

1.2xlO21

temperature

(°C)

70

200^20

460 ̂  30

600 ̂  40

70

reactor

JRR-2

JRR-2

JRR-2

JRR-2

JMTR

steel capsule and outer aluminum envelope externally

contact with reactor coolant water. A contineous record

of temperature was made by means of thermocouple located

at the center of the stainless steel capsule. Post-

irradiation annealing was carried out for 1 h at temperatures

up to 750°C in a vacuum better than 2x10 torr for JRR-2
-4irradiated specimens; the vacuum was 5x10 torr for

annealing of JMTR irradiated specimens.

Tensile tests were performed with an Instron tensile-
-4

testing machine at a strain rate of 2.8x10 /sec.

Specimens were held for 15 min at the test temperature

before the start of the test above room temperature. In

each of the high temperature tests the temperature was

controlled within ±1°C and the vacuum was better than

5xlO~ torr. The yield stress was evaluated at the upper

yield point or at the maximum stress around yielding

determined from the tensile load-elongation curve. When no

yield point was apparent, the stress at 0.2% plastic strain

was used determining the yield stress.

The microstructure of the irradiated specimen was

examined in a JEM-200A electron microscope operating at

200 kV. The damage structure was observed in the foil whose



11-127

thickness ranged from 0.15 to 0.3 um depending on the size

and density of the radiation-produced defect clusters.

The foil thickness was determined by counting the number of

equal-thickness fringes.

EXPERIMENTAL RESULTS

The effect of post-irradiation annealing on the

difference in yield stress, Aa between irradiated and

unirradiated samples are shown in Fig. 1; the yield stress

in the unirradiated specimens of materials A, B and C were

12.4, 18.6 and 28.1 kg/mm , respectively. It is evident

from the figure that radiation-anneal hardening occurs in

the samples irradiated at temperatures- of 200 and 460°C,

whereas the radiation hardening of the sample irradiated at

70°C decreases monotonically with increase in the annealing

temperature. In the sample irradiated at 600°Cr little

hardening is observed and the hardening is not much changed

by post-irradiation annealing up to 650°C.

Changes in damage structure with post-irradiation

annealing for samples irradiated at 70, 200, and 460°C are

shown in Figs. 2 M . In the specimen irradiated at 70°C,

dislocation lines are observed in addition to fairly large

defect clusters of very high density; the image of the

clusters overlaps and both the density and size of the

clusters could not be estimated precisely. The radiation-

produced defect clusters grow to be dislocation loops and

develop into dislocation lines with increase in annealing
15 3

temperature; the density of the loops is about 1x10 /cm

after annealing at 450°C. In the sample irradiated at

200°C, the density of the loops is little changed by post-

irradiation annealing at temperatures up to 400°C; it

decreases rather rapidly with increase of the annealing

temperature above 400°C. It should be noted that the peak

of radiation-anneal hardening of the sample appears at around
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100 200 300 400 500
AnrMaHng t«mptratur« (*C)

600 700

Fig. 1. Change with post-irradiation annealing temperature
of the yield stress of vanadium irradiated to (Q.8^1.2)xlO
n/cm.

Fig. 2. Damage structure in vanadium irradiated at 70°C
to l.OxlO20 n/cm (a), and annealed for 1 hr at (b) 450°C;
(c) 550°C and (d) 600°C.
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Fig. 3. Damage structure in vanadium irradiated at 200°C
to 8.0xl019 n/cm (a), and annealed for 1 hr at (b) 400°C;
(c) 500°C; and (d) 700°C.
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Fig. 4. Dislocation structure in vanadium irradiated at
460°C to 1.2xlO20 n/cm (a), and annealed for 1 hr at
(b) 400°C; (c) 550°C; and td) 650°C.
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450°C (Fig. 1). Dislocation lines are seen in the specimen

irradiated at 460°C. Upon po&t-irradiation annealing,

dislocation loops appear with decrease in the density of

the dislocation lines. The dislocations seem to be

decorated with precipitates, and the density of the

dislocation loops is on the order of 10 /cm . It should
o

be noted that small voids of 65 A in average diameter were
15 3

observed with the density of 2x10 /cm in the as-

irradiated specimen, and that the void structure is little

changed by annealing at temperatures up to 550°C. The voids

decrease in both size and density by annealing at 650°C.

Voids of about 550 A in average diameter, and 1x10 /cm in

density were formed in the specimen irradiated at 600°C;

only a few dislocation segments were seen in the electron

microscopy sample.

The yield stress and total elongation at room tempera-

ture for the sample irradiated at 70°C to a fluence of
21 2

1.2x10 n/cm are plotted in Fig. 5 as a function of
annealing temperature. The yield stress and elongation of

the irradiated sample is little changed by post-irradiation

annealing up to 450°C. On annealing for 1 h at 750°C, the

tensile properties almost recover to the unirradiated

level. The tensile properties for the irradiated sample

are plotted as a function of test temperature in Fig. 6,

together with the properties of unirradiated sample.

The radiation effect, on the tensile properties recovers

gradually with increase in the test temperature and no

appreciable irradiation effect is seen at 750°C. It can be

deduced from Figs.5 and 6 that the radiation hardening!

measured at room temperature after post-irradiation

annealing is not much different from the hardening measured

at the temperature equivalent to the annealing temperature

if the test and also annealing is made at a temperature

above 500°C. The radiation hardening measured-at room
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Fig. 5. Change with post-irradiation annealing of the
tensile properties at room temperature in vanadium
irradiated at 70°C to 1.2xlO21 n/cm.

100 200 300 400 900 600 700 800

40 .5

20 Ul

Test temperature (*C)

Fig. 6. Change in the tensile properties with test
temperature in irradiated (1.2xlO21 n/cm at 70°C) and
unirradiated vanadium.
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temperature after annealing at 450°C is considerably greater

than that obtained at 450°C tensile-testing.

The sample irradiated at a temperature of 200°C or
19 2

below to a fluence beyond 8x10 n/cm had only a few

percent in total elongation on the tensile test at room

temperature. The irradiation embrittlement was not recovered

by post-irradiation annealing at temperatures up to 450°C.

Most of the tensile specimens from th.. sample exhibited a

small drop in yield stress followed by plastic instability

that led to fracture without uniform longation; some

specimens had an ability to work-harden beyond the yield

stress. The loss of ductility in the irradiated samples

was associated with coarse slip bands at the surface and

defect-free channels (dislocation channels) in transmission

electron microscope observations of the deformed specimens.
21 2

The sample irradiated at 70cC to a fluence of 1.2x10 n/cm

has good ductility in tensile test at a temperature of 450°C

or above.

DISCUSSION

The increase in yiald stress caused by dislocation

, dislocation lines,

expressed by the equations,

y

loops, dislocation lines, and voids are, respectively,

y i d i )
V 2 (1)

Aay = az\ibpU2 (2)

and
Aay = ajyb(ND)1 '2 (3)

where \i is the shear modulus, b is the urgers vector., n.

and d- are respectively the density and average diameter of

loops in a given size interval, p is the dislocation line

density, N and D are respectively the density and average
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diameter of voids, and oti, 02 and a3 are constants.

The size and density of defects clusters observed in

the present experiment are tabulated in Table 3 with

calculated and experimentally observed Acr ; ACT 'S were
^ 3 2

calculated with ai=0.5, a2=0.5, a3=1.0, p=4.76x10 kg/mm ,
o

and b=2.63 A. In the samples irradiated at temperatures of

200°C and 460°C, the peak of the radiation-anneal hardening

appears at about 450°C, while the density of radiation-

produced defect clusters or dislocation lines in the samples

decreases markedly by post-irradiation annealing at 450°C.

Moreover, recovery of the radiation hardening in the sample

irradiated at 70°C is much less than the extent expected

from annealing behavior of defect clusters.

In the sample irradiated at 70°C, radiation-produced

defects agglomerate to be visible clusters during irradia-

tion; the radiation hardening is well described by Eq. (1).

The defect clusters are considered to be saturated with

oxygen and other interstitial impurities in the as-irradiated

condition. Then, no further agglomeration of defects nor

precipitation of interstitial impurities occurs to increase

the yield stress upon post-irradiation annealing, which

results in no radiation-anneal hardening to the sample

irradiated at 70°C. With a sample containing 250 wt ppm

oxygen and 160 wt ppm carbon, Morozumi et al. observed

the radiation-anneal hardening after neutron irradiation at
20 2

100°C to a fast neutron fluence of 4.7x10 nc/m , and

reported that the radiation-anneal hardening occurs in two

distinct temperature ranges; one of the hardening peaks

appears near 200°C and the other peak at about 500°C.

The radiation-anneal hardening at around 500°C increases with

increase in interstitial carbon content, as in the case of

niobium.



11-135

The radiation-anneal hardening in the sample irradiated

at 200°C and also the hardening of the sample irradiated at

70°C and annealed at about 450°C are considered to be

attributable to impurity clusters, possibly to carbon

clusters. Oxygen and other interstitial impurities

precipitate at radiation-produced defect clusters and

strengthen the clusters in the as-irradiated condition.

Post-irradiation annealing decreases the density of defect

clusters; some of the clusters dissolve into the matrix.

The interstitial impurities precipitated on the dissolving

defect clusters also resolve into the matrix, which results
18

in recovery of oxygen Snoek damping. During the resolving

process interstitial impurities would form the clusters
12

which contribute to the hardening.

According to Morozumi et al., the solubility of

carbon in vanadium is very small and carbides are observed

to precipitate in a sample containing 190 wt ppm carbon after

annealing at a temperature below 300°C. They also reported,

with a sample containing 360 wt ppm carbon/ that hardening

due to precipitation of fine carbide occurs upon annealing

at temperatures up to 400°C, while the carbide resolve into

the matrix by annealing at temperatures above 450°C.

Although the sample used in the present experiment contains

only 3(H50 ppm carbon, the interstitial carbon is localized

to precipitate on radiation-produced defect clusters during

irradiation. Then, carbon content is considered to be

locally high enough for formation of carbon clusters or

small carbides around the dissolving defect clusters upon

post-irradiation annealing at temperatures up to 450°C? the

carbon clusters contribute to the hardening. When the

annealing temperature is raised beyond 450°C, interstitial

carbon precipitated on the defect clusters resolves into

the matrix accompanied by dissolution of the defect cluster.

Then the radiation-induced hardening recovers rapidly with
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increase in the annealing temperature beyond 450°C.

When the irradiation is performed at reactor ambient

temperature, the density of radiation-produced defect

clusters is very high, on the order of 10 /cm , and the

radiation hardening is greater than the hardening resulted

from formation of carbon clusters or carbides. Then the

radiation-anneal hardening can not be observed in the

sample. In the sample neutron irradiated at 200°C,

radiation-produced defect clusters are twice as large in

average diameter and one-tenth as large in the density as

those in the sample irradiated at reactor ambient temperature.

Then, carbon content around the dissolving defect clusters

during post-irradiation annealing at 450°C is larger in

the 200°C irradiated sample than the sample irradiated 70°C.

In addition, the radiation hardening produced in 200°C

irradiated sample is smaller than that in 70°C irradiated

sample. Thus, the radiation-anneal hardening occurs in

the sample irradiated at 200°C, even if the phenomenon

could not be observed in the 70°C irradiated sample.

Moreover, the yield stress after annealing at 450°C in the

200°C irradiated sample can be larger than that in the 70°C

irradiated sample.

In the sample irradiated at 460°C, dislocation lines

and voids are formed during irradiation. The radiation-

anneal hardening of the sample is also attributable to the

carbon clusters or carbides formed in place of dislocation

lines, as already described; the size and density of voids

are little changed by post-irradiation annealing up to

550°C (Table 3). The damage structure of the sample

irradiated at 600°C consists of voids and few dislocation

lines. The radiation hardening of the sample is attributable

to the voids, and the density of voids is not changed by

annealing at temperatures up to 650°C, which results in no

radiation-anneal hardening. In addition, neutron fluence



Table 3 Density and size of defect clusters and their contribution to the hardening

c

t

B

!

A

i

A

neutron irradiaton
fluence
(n/cm2)

l.OxlO20

8.2xlO19

1.2X1020

8.0xl019

temp.

CO
70

200

460

600

annealing
temp.
(°C)

As-irrad.

250

450

550

As-irrad.

250

400

450

600

As-irrad.

400

500

650

As-irrad.

loop
density
(cm"3)

3xlO17

1.8xlO17

l.OxlO15

3.0xl014

1.4xlO16

l.lxlO16

l.lxlO16

1.3xlO15

2.1xlO14

2.2x10?-°*
(1.9x10 )

6.5xlO9*

5.3x10?*
(2.0xl0±:>)

2.3x10?!
(4.5xlO14)

(lxlO13)

size
average

45**

47

190

450

70

80

110

160

300

(65)

(65)

(65)

(60)

(550)

1

(A)
range

<150

<450

150<

<120

<190

<340

80M20

110*730

(30*80)

(40*90)

(40*100)

(30*100)

(50*1600)

&Oy ( kg/mm )
calculated

23

17.8

2.7

6.4

6.5

7.4

2.9

0.9

9.3 ., _
(4.4) li''

5-0 9 .
(4.4) S'4

4.6 g ,
(4.5) *mX

3.0 - ,
(2.1) S* 1

(0.9)

experimental

25.3

21.2

13.8

4.4

13.5

19.0

22.0

24.0

13.0 j

12.4

14.8

15.1

8.2

1.2

* dislocation line density (cm/cm ) ** estimated value

The figure in parenthese indicates data for voids.
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in the present experiment is not so high that the radiation

hardening is very small and no appreciable swelling was

observed.

In the sample irradiated to 1.2xlO21 n/cm2 at 70°C,

the yield stress measured at room temperature is not

changed by post-irradiation annealing up to 450°C, whereas

the radiation-produced hardening decreases gradually with

increase in the test temperature. The fact indicates that

the radiation hardening measured at elevated temperature

decreases accompanied by annealing of the radiation-

produced defect clusters with increase in the test

temperature, and also the barrier which causes the

radiation-anneal hardening is not effective for dislocation

motion at around 450°C.

CONCLUSIONS

(1) The radiation hardening measured at room temperature

induced in the sample irradiated at 70°er to 1.0x10 n/cm

can be explained by defect clusters visible in the electron

microscope.

(2) The radiation-anneal hardening is observed to occur in
20

the sample irradiated at 200 and 460°C to (0.8^1.2)xlO
2

n/cm , while the radiation hardening of the sample irradiated

at 70°C decreases monotonically with increasing annealing

temperature.

(3) The radiation-anneal hardening and the hardening of

the sample irradiated at 70°C and annealed at about 450°C

are considered to be attributable to interstitial impurity

clusters, possibly to carbon clusters.

(4) The hardening in the sample irradiated at 600°C is

attributable to radiation-produced voids.
21

(5) The sample irradiated at 70°C to a fluence of 1.2x10

n/cm has good ductility in tensile-test at temperatures

of 450°C and above.
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(6) The sample irradiated at a temperature of 200eC or
19 2below to a fluence beyond 8x10 n/cm exhibits plastic

instability or a little work hardening on deformation at

room temperature. The irradiation embrittlement is not

recovered by post-irradiation annealing at temperatures up

to 450°C.

(7) The embrittlement is associated with coarse slip bands

at the surface of the specimen and dislocation channels in

transmission electron microscopy.
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ABSTRACT

The elevated temperature ultimate tensile strength of

recrystallized and of neutron irradiated molybdenum is shown

co correlate very well with the corresponding hot-hardness

data through the relationship

o u = (H/3) (n/O.217)n

where H and n are the hardness values and strain hardening

exponent respectively at the given temperatures. It is

proposed that the hot-hardness tester be used as a

strength microprobe in the preliminary evaluation of the

mechanical properties of advanced alloys and of other

materials generally available in limited quantities, such

as irradiated specimens.
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INTRODUCTION

In a recent review paper on the subject of the science

of hardness testing and its research applications, Oilman

stated that a hardness tester may be considered to be a

strengtit microprobe. Hardness of a material has been identi-

fied since classical times with the resistance to non-elastic

penetration by a punch, and for a very long while it has also

been related to resistance to scratching. These properties

have been connected empirically with several other mechanical

and physical properties of the material and, within limited

ranges of conditions or materials, the relations are sometimes

so close that measurement of the other property has been used

to determine hardness. This has confused the definition of

hardness but it has also added much to the practical value

of hardness measurements, for hardness is commonly easier or

quicker to determine than is the other property. Hardness

measurements at elevated temperatures make the strength-micro-

probe concept even more attractive as a research and develop-

ment tool. Furthermore, the volume of material required to

obtain strength information equivalent to 70 to 100 tensile

specimens from only one hot-hardness test specimen is less

than 10 percent of that required for one conventional tensile

specimen. This circumstance, where less than one tenth of

one percent of the volume of material used in a conventional

tensile specimen per strength data point is especially an

important consideration where (a) small heats of advanced

alloys are being evaluated on the basis of strength, (b) ir-

radiation facilities are such that only small quantities of

fiiateriai can be irradiated at a given time and (c) the

radioactivity from neutron irradiated specimens requires

limiteJ .-ting in expensive and time consuming hot-cells.

Thevi" ~ no question that a reactor design engineer

would prefer to use strenghh data generated from regular
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tensile specimens and it is not proposed that the strength

microprobe replace the tensile machine in future alloy quali-

fication programs, although the concept has some merits. The

engineering use of experimental data generated by the trans-

mission electron microscope, such as the void density and

size relationships in the irradiation induced swelling prob-

lems and by the scanning electron microscope with an energy

dispersive x-ray analysi.c attachment, such as chemical anal-

ysis and second phase particle identifications, are examples

of accepted micrometallurgical analytical tools. Preliminary

results on the strength microprobe concept are encouraging

and clearly suggest that further experimental and especially

theoretical investigations of the correlation of hot-hardness

to tensile strengths are in order. The purpose of this paper

is to show the degree of correlation between the hot-hardness

and the tensile properties of neutron irradiated and unirra-

diated molybdenum.

The general relationship between the hardness (H) and

the uniaxial flow stress (a) of a given material may be given

as:

H = Co (1)

where C is called the constraint factor for the hardness test.

As pointed out by Shaw and DeSalvo'', the presently accepted

theory for identation hardness ignores the elastic stress

field and considers the material indented to behave in a rigid-

plastic manner. Several different analytical solutions of

this problem leads to a constraint factor value of C = 2.57.

A new approach to plasticity has recently been presented in

which the material is assumed to be a plastic-elastic instead

of the plastic-rigid model as in all previously existing the-

ories. When an adjustment is made for the elastically loaded

area, the constraint factor based on the plastic impression

is found to be equal to 3.0, a value of C which is in excel-

lent agreement with the results of many experiments where the



11-144

material does not work harden and the indentor is relatively

blunt (i.e. Vickers or Knoop).

For the case of room temperature properties Tabor pro-

posed a complex relationship between the ultimate tensile

strength (c) and the hardness (H) in which the strain har-

dening exponent (n) of the given material is explicitly

considered. Following this approach, Cahoon presented a

more simplified equation having the form:

n - H

a

where the C was found by Tabor to be 2.9 for steel and 3.0

for copper and by Cahoon et. al. to have values of 3.0±0.1

for steel and aluminum specimens. Moteff and Sieber used

a value of C = 3.1 in the analysis of nine different heats

of AISI 304 stainless steel tensile tested at room tempera-

ture as well as at 427, 593, and 649CC. In the 304 stainless

steel study the average discrepancy between the calculated

strength, based on Eq. (2) using C equal to 3.1, and the

actual experimental tensile strength level was within about
Q

6 percent. Recently Bhargava and Moteff showed excellent

agreement with 304 stainless steel in the* temperature range

from 22 to 1200°C using a value of C equal to 3.0.

For direct comparison with Eq. (1), the previous equa-

tion may be rearranged into the form:

H = C (n)a (3)

where the effective constraint factor C'(n) is now a function

of the strain hardening exponent and using a value of C = 3.00

is given in the following equation:

C'(n) = Cf(n) = 3(n/0.217)"n (4)

The strain hardening exponent may be obtained directly

through an analysis of the stress-strain diagram of a uniax-

ial tensile or compression test. The strain hardening ex-
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ponent may also be obtained indirectly using several differ-

ent approaches. One classic method is from a Meyer hardness

measurement through the relationship n = m - 2, where m is
q

the Meyer hardness coefficient. Another indirect method

for the determination of the strain hardening exponent is

through the empirical expression:

nA = k (5)

shown to agree quite well with direct measurements, of n with-

in the limits 0.2 < A < 3.0 where A in micron units is the

subgrain size of the plastically deformed metal and the con-

stant k is equal to 0.2 microns.

Most of the studies on the correlation of hardness with

tensile data are based on the unalloyed fee metals, the aus-

tenitic stainless steels and on some of the ferritic steels

with testing performed predominantly at room temperature.

Only a few studies have been reported for the case of the

higher temperature application refractory metals. Borisenko

has examined the connection between the hardness and ultimate

tensile strength of tungsten and molybdenum over a wide range

of temperatures. Results on the correlation at temperatures

up to 1200°C between the hot-hardness and tensile strength

of Nb and Nb-lZr irradiated to a fast neutron fluence of 1 x

10 n cm" has been reported by Kamphouse and Moteff and

also on molybdenum, tungsten and vanadium by the same au-

thors . Oku and Usui reported their findings on the hot

hardness-tensile relationships of tungsten and molybdenum
19 - 2

specimens irradiated to 2.7 x 10 n cm , In the Oku and

Usui studies the test temperatures ranged from about 150

to 1000°K for tungsten and from about 100 to 600°K for the

case of molybdenum.
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EXPERIMENTAL PROCEDURES AND RESULTS

A total of 10 tensile tests, conducted at 5 tempera-

tures ranging from RT up to 650°C are compared with 100

separate hardness indentations made at about 16 different

temperatures ranging from RT up to 1200°C. About one-half

of the experimental data points were obtained from neutron

irradiated specimens.

Hot-Hardness

The test specimen, 8 mm x 10 mm by 0.5 mm thick was

fabricated from commercial grade arc-cast molybdenum and

given a post-fabrication anneal for 1 hour at 1200°C in

vacuum. The carbon and oxygen interstitial impurity level

is 30 ppm and 25 ppm respectively. Three- indents, with hold

times of 30 sec and using a 500 gram load, were made at each

temperature on the electropolished sample after the specimen

soaked at the test temperature for one hour. The furnace

atmosphere was high purity argon gas. Details of the hot-

hardness test equipment have been presented previously.

The hardness measurements were made with a Vickers indentor

(sapphire tip) and are reported as diamond pyramid hardness

(DPH) units in kg mm" .

The hardness specimen was irradiated in the Row 2 posi-

tion of the EBR II facility at a temperature of approximate-

ly 425°C and to a fast neutron fluence of about 2.5 x 1022

n cm'2, En > 0.1 MeV.

Average values of the hardness measurements taken at

each temperature for both the unirradiated and the irradi-

ated specimens are plotted in Figure 1. The scatter in the

individual hardness values at each temperature was normally

small and would fall within the area of the symbol used to

designate the data. Exceptions were noted for the case of

the irradiated specimen and the scatter is indicated by the

length of the bar through the data symbol.
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Fig. 1. Hardness of Recrystallized and of Neutron
Irradiated Molybdenum as a Function of Temperature. Specimen
Irradiated in EBR-II t e a " - - - - - - -
E_ > 0.1 MeV at 425°C.

Fluence of 2.5 x 10 2 2 n cm"2
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At 5 different intervals during the course of the as-

cending temperature hardness measurements, the furnace tem-

perature would be lowered so that the specimen would be at

a constant temperature of about 314°C and a set of indenta-

tions would then be made. The purpose of these measurements

was to determine the influence of the annealing temperature,

and therefore the one variable being the defect state, on

the hardness at a given temperature. Normally, when the

indentations are made a progressively higher temperatures,

both the irradiation induced cluster defect density and

size and the dislocation flow and dislocation-defect inter-

action mechanisms will be variable.

Tensile

The specimens used in this study were made from arc-

cast commercial grade molybdenum. The carbon and oxygen

interstitial impurity levels are 30 ppm and 7 ppm, respec-

tively.

Tensile tests were conducted on an Instron testing

machine in a flowing helium environment. Specimens were

held 30 min at temperature before the start of the test.

Engineering stresses based on initial specimen dimensions

are reported, with the exception of one case, all tests were

performed at crosshead speeds of 0.02 in. min . As the

specimens have an effective gage length of 1.0 inch,

nominal strain rates are assumed to be equal to the cross-

head speeds.

The specimens were irradiated in Row 7 of the EBR-II

facility at a temperature of about 454°C and to a fast

neutron fluence of 3.5 x 10 2 2 n cm"2, E n > 0.1 MeV. Details

of the irradiation capsule, irradiation conditions and the

complete tensile results are reported elsewhere.

Ultimate tensile strengths of the unirradiated and the

irradiated specimens used in this study are listed in Table I



TABLE 1 - TENSILE STRENGTH OF CONTROL AND IRRADIATED MOLYBDENUM

Test

Temperature

T, °C

22

200

400

550

650

Ultimate Tensile

Unirradiated

ou,ksi

72.0

51.1

37.9

33.5

32.5

cu,kg-mm'

50.7

35.9

26.7

23.6

22.9

au,ksi

(2)

--

127™

113

101

86.3

Strength^

Irradiated

ou>kg-mm"

(2)

--

89.3

79.5

71.0

60.7

au,kg-mm" •

(3) ;

--

75.4

67.2

60.0

51.3 !
i

*• •'Tested at a nominal strain rate of 0.02 min ,

(2) ,22Irradiated in EBR-II to a fast neutron fluence of about 3.5 x 10"" n cm
E > 0.1 MeV at about 454°C.

-2

*• 'Normalized to a fast neutron fluence of 2.5 x 10 n cm" , E > 0.1 MeV for
comparison with the hot-hardness data. Normalization factor (2.5/3.5)V2

equals 0.85.

I

(41 -1
"• -'Tested at a nominal strain rate of 0.0002 min ,
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Since the hot-hardness specimen was irradiated to a fast

neutron fluence of 2.5 x 10 2 2 n cm'2, Eft > 0.1 MeV, the

tensile data was normalized to this fluence so that a direct

comparison could be made with the hardness results. It was

assumed that the hardening behavior for the elevated tem-

perature irradiations and testing followed a square root

fluence dependency and that saturation hardening has not yet

been achieved at this relatively low fluence. The normali-

zation factor therefore would be 0.85, i.e. (2.5/3.5)1'2

and the normalized ultimate tensile strength values t>f the

irradiated specimens are accordingly listed in the last

column of Table I.

DISCUSSION OF DATA

The ultimate tensile strength was calculated by use of

Equation 2 and the strain hardening exponents given in Fig-

ure 2. It was assumed that the strain hardening behavior

of recrystallized molybdenum would not vary significantly

and the data published by Bechtold would be representa-

tive of the strain hardening characteristics of the present

material. The strain hardening behavior of the irradiated

molybdenum is estimated based on some unpublished annealing

studies.

Figure 3 shows plots (solid lines).of the tensile

strength for both the unirradiated and the irradiated molyb-

denum as calculated from the hot-hardness data. The strain

hardening exponent correction parameter (n/0.217)n was

essentially unity for the case of the irradiated specimen

and therefore the parameter given by Equation 4 is a con-

stant and equal to 3.0, i.e. c'(n) = c = 3.0. The same

situation is true for the case of the unirradiated data at

temperatures of 650°C and above. The corrections at the

lower temperatures are 13, 10, 7 and 4.5 percent for the

200, 300, 400 and 550°C test temperatures, respectively.
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Fig. 2. Strain Hardening Exponent Values of Recrystal-
lized Molybdenum as a Function of Temperature. Dashed Line
Represents an Estimate Value for Heavily Irradiated Molybdenum.

200 400 . 0 0 ID0 1010

TEST TEWEMTUKJE, T, *C

200 1*00

Fig. 3. Calculated (solid lines) and Experimental (data
points) Values of the Ultimate Tensile Strength of Recrystal-
lized and of Neutron Irradiated Molybdenum as a Function of
Temperature.
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The five data points designating the experimental ten-

sile strengths are also plotted in Figure 3. The predicted

tensile strengths are within about 7 percent-of the experi-

mental values. The comparisons are tabulated in Table II.

With the exception of the 200°C test condition, the

predicted tensile strengths fell within 6 percent of the

experimental values. The calculated tensile strength for

the 200°C test condition was about 15 percent greater than

the experimental value. This large discrepancy would be

expected since the fracture stress of molybdenum would be

in the region of about 70 to 80 kg mm" . The numbers based

on the hardness tests would probably be in much better

agreement if the comparisons were made with specimens tested

in compression rather than tension.

17
Although preliminary transmission electron microscopy,

performed on molybdenum specimens irradiated under similar
22 - 2

conditions to the hardness specimens (2.5 x 10 n cm ,

E > 0.1 MeV at 425) did not reveal the presence of voids,

it is possible that specimens annealed at temperatures of

200°C and greater may show that small voids are present in

the material. This TEM study is now in progress and there-

fore any detailed quantitative analysis on the exact cause

of the irradiation induced hardening will be performed at

a later date. Similar TEM studies will also be made on

each of the four tensile specimens so that the nature and

density of the irradiation induced defects may be estab-

lished. This important information will also be used to

determine a more realistic normalization procedure when

comparing samples irradiated under slightly different con-

ditions .

A qualitative evaluation of the expected types and

densities of defects which may be present in the specimens

when irradiated in the region of 425 to 454°C and followed

by anneals to higher temperatures is based on some recent



TABLE 2 -TENSILE STRENGTH DETERMINED FROM HARDNESS MEASUREMENTS

Test

Temperature

T, °C

22

200

400

550

650

Ultimate Tensile

Unirradiated

ou,kg«mm"

54.0

33.5

27.2

23.6

21.7

Percent

Difference*

+ 6.1

-7.2

+ 1.8

0

-5.5

0

Strength

Irradiated

,kg*mm Percent

Difference

89.0 +15.2

71.5 + 6.0

60.0 0

49.5 - 3.6

*Using the experimental tensile strengths given in Table I, the percent
difference listed in this table is given by

I

In

ioo.
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studies by Sikka and Moteff.18 The normalized void and
loop densities are plotted in Figure 4a. It is clear that
essentially all the loops are removed by the 800°C anneal
conditions and the voids are removed slightly above 1200°C.

Figure 4b shows the normalized irradiation induced
hardening at a fixed temperature of 314°C following anneals
at higher temperatures. It appears that both loops and
voids contribute to the hardening at anneal temperatures
below 800°C and that possibly only the voids contribute
following anneal temperatures greater than 800°C.

A hardening model of the type

4 T - a ^ (6)
19

may be used to describe the irradiation induced harden-
ing, where pb is the product of the shear modulus and the
Burger's vector, I is the mean dispersion between the clus-
ter defect barriers and a is a dislocation-defect inter-
action parameter, assumed to be a constant at a given tem-
perature and for a specified barrier type. The dispersion
length may be related to the defect cluster density(N) and
size (d) by

£ - (Nd)' 1 / 2. (7)
On the other hand, when tests are conducted at progres-

sively higher temperatures, then the values of N and d will
change and therefore result in different values for I at
each temperature. These changes however would be the same
if the tests were conducted at the last anneal temperature
or at some lower reference temperature following the high
temperature anneal, such as the 314°C used in this study.

Figure 4c clearly shows the influence of test temper-
ature on the values of the parameter a as user1 in Equation
6. The slight temperature dependence of the shear modulus
would not account for the magnitudes of the temperature de-
pendent hardness increments. For instance, at temperatures
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below about 450°C the cluster defect density is constant as

well as those defects which would cause changes in the

electrical resistivity. Therefore, with the exception of

the slight changes in th shear modulus with lemperature,

the only variable will be the parameter a. The dislocation

flow mechanisms are believed to be significantly different

above and below a temperature of 0.15 T , where T is the

absolute melting temperature. This may account for the

obvious change in hardening behavior above and below a tem-

perature of about 160°C.

SUMMARY

It is concluded that the use of a hot-hardness tester

as a strength microprobe is a viable concept in the study

of radiation induced hardening. The present studies confirm

previous investigations where it has been shown that the

hot-hardness data correlates reasonably well with the hot

tensile strength of the same material through the re-

lationship
a = H , n . n

where H is the hardness, n the strain hardening exponent

and a the ultimate tensile strength all at the same

temperature.

The degree of agreement between the .predicted and the

actual stress levels is well within +7 percent for nine of

the ten test conditions evaluated and that the one condi-

tion that showed a 15 percent discrepancy can be explained

as being due to the fact that the fracture stress was lower

than the tensile yield stress of the irradiated material at

the 200°C test temperature.

Studies on the detailed microstructure of all the

specimens used in this experiment should be performed so

that the various hardening models may be evaluated on a
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quantitative basis.

Recommendations are made that additional experimental

and theoretical studies be performed on the strength

microprobc concept and that serious consideration should

be given to the application of this tool to the evaluation

of the influence of 14 MeV neutrons on the elevated temper-

ature irradiation induced strengthening of metals and alloys
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15 MeV NEUTRON DAMAGE IN Cu AND Nb

J. S. Roberto, J. Narayan, and M. J. Saltmarsh
Oak Ridge National Laboratory

Oak Ridge, Tenn. 37830

ABSTRACT

We have investigated high energy neutron damage in
Cu and Nb irradiated with -15 HeV neutrons at the Oak Ridge
Isochronous Cyclotron. The neutrons were generated by
bombarding a thick Be target with kQ HeV deuterons result-
ing in a high energy neutron spectrum broadly peaked at
15 HeV. Single crystals of Cu and Nb were irradiated at
room temperature to fluences of -2 x iO17 n/cm2. The
resulting loop-type defect clusters in the crystals were
characterized using x-ray diffuse scattering and transmission
electron microscopy. The c'uster size distributions were
found to be generally similar to those characteristic of
fission neutron Irradiations in these materials and no
multiple clusters or sub-clusters were observed. Addi-
tional comparisons with fission reactor irradiations In
Cu and Nb indicate that the retained displacement damage
in these crystals is approximately 3 times greater for the
high energy neutrons than for an equivalent fluence of
fission neutrons. This result is consistent with detailed
damage energy calculations for the Be(d,n) neutron spectrum.

INTRODUCTiON

Recent experimental studies1 and theoretical calculations2 have

suggested that high energy neutrons (E « 15 HeV) are substantially

more effective in producing displacement damage than fission neutrons.

Such implications are important to the fusion reactor designer who

must consider the effects of significant fluences of high energy

neutrons on reactor materials. In this work, we have attempted to

quantify some of the differences between high energy and fission

neutron damage in Cu and Nb and to correlate the experimental results

11-159
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with theoretical calculations. The experiments have involved

irradiations near room temperature followed by characterization of

the retained damage in the resulting loop-type defect clusters.

This study is unique in several respects. First, high purity

nearly perfect single crystals from the same source material were

prepared identically for the high energy and fission neutron irradia-

tions. As a result, spurious effects due to impurities or specimen

differences were held to a practical minimum. Secondly, for Cu, both

x-ray diffuse scattering and transmission electron microscopy were

used to characterize the radiat ion-induced defects. Finally, the

experimental results were con-pared with very detailed damage energy

calculations which explicitly treated the various nuclear reactions

which occur in the range of neutron energies present in these experi-

ments.

This work also represents the first utilization of high energy

neutrons from the deuteron breakup or "stripping" reaction to perform

radiation damage experiments. The deuteron-breakup concept is the

subjsct of considerable interest as a possible mechanism for produc-

ing a high-flux large volume source of high energy neutrons for CTR

radiation effects research. Several proposals have been made3'1*

end our results provide direct evidence of the usefulness of such a

source.

Be(d,n) NEUTRONS

The high energy neutrons were generated at the Oak Ridge •

Isochronous Cyclotron by stopping a kO MeV deuteron beam in a thick

Be target. The associated deuteron-breakup (d,n) reaction5 results

in a neutron spectrum which is broadly distributed in energy about a

maximum at approximately 15 MeV with some neutrons above 30 MeV.

The neutrons are strongly forward-peaked and are degraded in both

energy and intensity with increasing angle from the deuteron beam

axis. The ORIC source6 produces a maximum flux of 2 x 1012n/cm2-sec



at the specimen chamber with a full-width-half-maximum of approxi-

mately 7mm. The results of a recent time-of-f1ight measurement'* of

the Be(d,n) spectrum are shown in Fig. 1.

The broad energy distribution of the Be(d,n) spectrum presents

somewhat of an interpretive problem for radiation damage experiments.

In particular, the effects of the high energy tail of the spectrum

must be considered. We have approached this problem by computing the

displacement damage energy in Cu and Nb as a function of incident

neutron energy. The damage energy is that part of the primary recoil

energy which is ultimately available for producing atomic displace-

ments. The damage energy concept Is therefore useful for comparing

displacement damage at various neutron energies. Our calculations

are based on the electronic stopping theory of Lindhard7 and are

generally similar to earlier calculations of the energy dependence

of neutron damage by Robinson.2

For the Ue(d,n) spectrum, it is necessary to consider neutron

interactions which occur at energies of 30 MeV and higher. Neutron

cross-sections are generally unavailable above 15 MeV and we have

used theoretical cross-sections8 based on optical and pre-compound

nuclear models for our damage energy calculations. These

cross-sections were computed by C.Y.Fu and F.G. Perey of Oak Ridge

National Laboratory and include elastic scattering as well as the

principle classes of nonelastic interactions. The results of damage

energy calculations based on these cross-sections will be published

in more detail elsewhere,9 but we include the damage energy curves

for Cu as an example in Fig. 2.

EXPERIMENTAL PROCEDURE

Specimen Preparation

The Cu samples were high purity single crystal platelets

approximately 1 x 1 x 0.1 cm which were acid cut from single crystal

ingots and lightly polished in 10% H.PO.. The Nb crystals were grown

from .05 cm thick sheets of zone-refined starting material using the

strain-anneal technique. Large single crystal regions up to several
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square cm in area and with orientations predominately near (110)

could be identified in the resulting grain structure. Small

platelets 0.5 x 1 x 0.05 cm were spark cut from these single crystal

regions and polished using 3:2 HNO, and HF.

The resulting Cu and Nb specimens were essentially perfect from

the standpoint of Borrmann topography and exhibited near intrinsic

Bragg diffraction widths. The Cu starting material was 99-999% pure.

The predominate impurities in the Nb starting material were C, 0, Ta

and W, all at concentrations of 50 wt. ppif. or less. The results of

residual gas analysis by the vacuum fusion technique for H, N, and 0

in the Cu and Nb samples after polishing are shown in Table 1. Also

shown in Table 1 are the concentrations of C, Ta, and W in the

annealed Nb as determined by chemical analysis.

Irradiation Technique

The high energy 6e(d,n) neutron irradiations were carried out in

an open-ended aluminum capsule with the samples separated by aluminum

spacer rings. Two Cu and two Nb specimens were mounted one behind

the other along the beam axis. Ni and Co dosimetry foils were placed

before and after the sample capsule and the neutron fluence decreased

approximately 131 from the first to last sample. The details of the

dosimetry have been described elsewhere,6 The irradiations were

carried out at room temperature on a continuous basis over a period

of 30 hrs. with a total spectrum dose of 2.0 x 1017n/cm2 at the

center of the first sample.

The fission reactor irradiations were preformed at the CP-15

facility of the Solid State Division's bulk shielding reactor. The

neutron flux and energy spectrum at the CP-15 position has been

carefully n-«asured10 over the range from 0.6 to 3 MeV and is very

similar to a pure fission spectrum. For our fluence and damage

energy calculations we have assumed such a neutron distribution.

This pure fission neutron spectrum can be compared with the Be{d,n)

spectrum in Fig. I. The fission reactor irradiations were carried out
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Table 1. Impurity Analysis of Cu and Nb Samples

(wt. ppm) H C N 0 Ta W

Cu 30 <5 10

Nb <5 50 10 50 50 15

at *»3°C in a pressurized He-coo!ed vessel. The total fluences were

1.0 x 10 1 8 and 5.0 x 1017n/cm2 (E > 0.1 MeV) respectively for the Cu

and Nb samples. Following both the high energy and fission neutron

irradiations, the samples were allowed to decay for approximately two

months and then lightly polished using the techniques described above

to remove any surface contamination.

TEM Measurements

Transmission electron microscopy measurements were carried out

on both the Nb and Cu crystals using a Hitachi 200 keV electron

microscope. The TEM samples were prepared by conventional electro-

polishing techniques. For the Be(d,n) irradiations, the samples were

cut from the high-fluence center region of the crystals. High resolu-

tion weak beam (dark field), higher order diffraction (3g), and con-

ventional bright and dark field microscopy were used to determine the

size distributions of defect clusters which were present in the form

of dislocation loops. Sample thicknesses Were determined by stereo-

microscopy.

X-ray Measurements

The radiation-induced defects in the Cu crystals were also

characterized using x-ray diffuse scattering. These measurements

involved collecting the total diffracted intensity into a wide open

detector as a function of deviation from the Bragg angle. Care was

taken to insure that the measurements corresponded to the high-fluence

center region of the Be(d,n) irradiated crystals. Intensity vs. angle
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curves about the (111) and (222) reflections were measured both

before and after irradiation. The difference in the curves represents

the diffuse scattering from the defects themselves and was interpreted

using a computed program developed by B. C. Larson.11 The computer

technique uses a least-squares fitting procedure to obtain a sfze

distribution from the scattering data for the loop-type defect

clusters. For Cu we have assumed loops on (HI) planes with (110)

Burgers vectors. Efforts to measure the diffuse scattering from Nb

were unsuccessful due to the low retained defect density and high

background associated with the Nb samples.

RESULTS AND DISCUSSION

The results of our measurements of the retained defect clusters

in Be(d,n) and fission neutron irradiated Cu and Nb are summarized In

Figs. 3"6« In Fig. 3> bright field electronmicrographs are shown for

-15 MeV and fission neutron damage in Cu. The micrographs correspond

to doses of 2.0 x 1017n/cm2 and 1.0 x 1018n/cm2 (E > 0.1 MeV)

respectively for the 15 MeV and fission neutron irradiations. Loop

size distributions in Cu as determined by TEM and x-ray measurements

are compared in Fig. 4. These size distributions represent independ-

ent measurements with no adjustable parameters. The absolute

agreement within about a factor of two between the TEM and x-ray

results is encouraging, but more important !s the close agreement on °

the. relative effects of high energy and fission neutron irradiations

as determined independently by the two experimental techniques.

Micrographs for the high energy and fission neutron irradiations

in Nb are shown in Fig. 5. These micrographs correspond to doses of

1.8 x 1017n/cm2 over the Be(d,n) spectrum and 5.0 x 1017n/cm2

(E > 0.1 MeV) for fission neutrons. Loop size distributions from TEM

measurements in Nb for both 15 MeV and fission neutron damage are

shown in Fig. 6. The average loop size is much smaller for Nb than

Cu.
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Fig. 3. TEM Micrographs of Cu Irradiated with (a) Fission

Neutrons (1.0 x 1018n/cm2 E > 0.1 MeV) and (b) -15 MeV Neutrons

(2.0 x 1017n/cm2 over the Be(d,n) Spectrum). The arrow indicates the

direction of the diffraction vector [220] and corresponds to a length

of 0.2 microns.
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Fig. i». Loop Size Distributions in Cu for Fission and ~15 MeV

Neutron Irradiations as Determined by TEM and X-ray Techniques. The

x-ray data for fission neutrons is from ref. 1!.
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Fig, 5. TEM Micrographs of Nb Irradiated with (a) Fission

Neutrons (5.0 x 1017n/cm2 E > 0.1 MeV) and (b) -15 MeV Neutrons

(1.8 x 1017n/cm2 over the Be(d,n) Spectrum). The arrow indicates the

diffraction vector [330] and corresponds to a length of 0.2 microns.
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Fig. 6. Loop Size Distributions in Nb for Fission and -15 MeV

Neutron Irradiations as Determined by TEM Measurements.
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General similarities between the retained damage from high

energy and fission neutron irradiations in both Cu end Nb are

apparent in the micrographs and size distributions of Figs. 3-6-

Further study will be required to determine whether or not some of

the small differences in the observed size distributions for 15 MeV

and fission damage are significant. The possible existence of

multiple defect clusters associated with the 15 MeV neutron

irradiations was also investigated. Careful stereomicroscopy (both

weak beam and higher order diffraction techniques) revealed no

apparent indications of multiple clusters in either Cu or Nb.

In order to compare the Be(d,n) and fission neutron damage in

Nb and Cu on an absolute basis, we have integrated the size distri-

bution curves of Figs, k and 6 to determine the retained point defect

densities. When adjusted for differences in fluence, these point

defect densities give a relative indication of the damage effective-

ness of the high energy and fission neutrons. Ratios of the damage

effectiveness of Be(d,n) neutrons in terms of fission neutrons as

determined from the experimentally observed point defect densities

are shown in Table 2. The ratios derived from the TEM and x-ray

measurements in Cu are in fairly good agreement and indicate that

these independent techniques sample comparable aspects of the damage.

Also shown in the table are theoretical ratios based on the damage

energy calculations described above.

The agreement between theory and experimen-t in Table 2 is quite

remarkable and indicates that the damage effectiveness of a Be(d,n)

neutron with a mean energy of 15 MeV is approximately 3 times greater

than a fission neutron in Cu and Nb. Of course, the irradiations

were carried out near room temperature where annealing effects are

important while the damage energy calculations are appropriate for

low temperatures. Nevertheless, the good correlation between theory

and experiment for both Cu and Nb suggests that the annealing

characteristics of high energy and fission neutron damage are similar

and that differences in displacement cascade structure are not

striking.
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Table 2. Damage Effectiveness of Be(d,n) Neutrons as
Compared with Fission Reactor Neutrons

Experiment Theory
Material Retained Damage Damage Energy

Be(d,n)/Fisslon Be(d,n)/Fission

Cu 3.3 (X-ray) 3.4
4.0 (TEH)

Nb 2.5 (TEM) 2.6

aDeuteron energy, 40 MeV.

SUMMARY AND CONCLUSIONS

We have described an experimental investigation of high energy

(E = 15 MeV) neutron damage in Cu and Nb. Both TEM and x-ray

measurements have been used to characterize the surviving loop-type

defect clusters in near room temperature irradiations using high

energy Be(d,n) neutrons as well as fission neutrons. The resulting

cluster size distributions have been compared for high energy and

fission neutrons and the defect densities correlated with detailed

damage energy calculations. We are led to the following conclusions:

1) The damage effectiveness of a Be(d,n) neutron with a mean

energy of 15 MeV is ~3 times that of a fission reactor

neutron in Cu and Nb. This result is supported by both

experiment and theory.

2) There are general similarities in loop size distributions

for the high energy and fission neutron irradiations.

Additional studies are required to compare the size distri-

butions in detaiI.

3) There are no apparent indications for the existence of

multiple defect clusters resulting from the high energy

neutron irradiations in either Cu or Nb.
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4) The deuteron-breakup reaction has proven to be a useful

technique for generating high energy neutrons for radiation

damage studies. We have shown that we can computationally

handle the broad energy spectrum of the neutron source and

that the interpretation of the experimental results for Cu

and Nb is not particularly complicated by the source

spectrum.

The overall results suggest similarities between high energy and

fission neutron radiation damage when compared using the damage

energy concept. We are currently expanding our experiments and

calculations to include Al and Au to represent a broader range in

atomic species. Low temperature damage rate measurements are also

planned as a complement to our damage effectiveness results. In

addition, a detailed analysis of the nature of the defects produced

in the high energy and fission neutron irradiations is underway.
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DT FUSION NEUTRON RADIATION STRENGTHENING OF COPPER AND NIOBIUM
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ABSTRACT

The initial results of a comparative study of the radi-
ation strengthening and damage structures produced in Cu and
Nb by D-T fusion and fission reactor neutrons are described.
The radiation strengthening produced by a given fluence of
fusion neutrons above about 10^'n/cm is equal to that pro-
duced by a fluence of fission reactor neutrons (E >0.1 MeV)
ten times as great. This difference is about twice as large
as would be expected if the strengthening scaled with damage
energy or dpa. "initial transmission electron microscopy
observations of the damage structures in fusion and fission
reactor neutron irradiated copper indicate that the same type
of primary structural defects, vacancy and interstitial point
defect clusters and small dislocation loops with a/3 ^ H l )
and a/2 (lio) Burgers vectors, are produced in both cases.
The difference in the radiation strengthening produced by
fusion and fission reactor neutrons in Cu appears to result
from a substantially greater rate of accumulation of damage,
in the form of point defect clusters, during irradiation with
fusion neutrons than during irradiation with fission reactor
neutrons plus a significant difference in the size and spatial
distributions of the damage clusters.

INTRODUCTION

The recent growth of interest in controlled thermonuclear reactor

(CTR) technology has generated considerable discussion of the effects of

14 MeV D-T fusion neutron radiation damage on candidate structural

materials for fusion reactors.
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Because experimental facilities that can produce 14 MeV neutron

fluxes and fluences comparable to those expected in a fusion reactor do

not exist and appear unlikely to be developed in the near future, much of

the current effort is being directed toward theoretical predictions and

experimental simulations of D-T fusion damage effects.

Theoretical studies have shown that the displacement damage

resulting from Frenkel pair generation produced by 14 MeV fusion neutrons

in metals such as Cu and Nb should be about 4 to 6 times as great as that

produced by the same fluence of fission reactor neutrons. Inspection of

(n,a) cross sections for different neutron energies indicates that the1

rate of internal helium generation could be a hundred to a thousand times

as great during fusion neutron irradiation as during irradiation with the

same flux of fissicn neutrons.

Simulation experiments ajre directed toward producing the sane quanti-

ties of displacement damage, in terms of damage energy or displacements

per atom (dpa), expected from a given fluence of fusion neutrons by

Irradiation with high-energy ions or fission reactor neutrons. Internal

helium quantities comparable to those expected from fusion neutron (n,ot)

reactions are produced by alpha particle injection, (n,a) reactions in

certain materials using high thermal neutron fluxes or by the. radioactive

decay of dissolved tritium. In most simulations the effects of damage

generation rates and possible synergistic effects of damage components are

ignored or estimated using classical kinetic and thermodynamic models of

damage structure development.

Implicit in these simulation efforts is the assumption,that the

same processes that determine the nature and distribution of the resultant

damage structure and associated physical and mechanical properties under '

the simulation conditions are also dominant during radiation1 with fusion

neutrons, and that at elevated temperatures and higher damage states they

will produce the same effects. " ••• ' °

Clearly, one would like to establish confidence\in the valUi' •: y of

these simulations by comparing them directly with the effect produced. ...

under equivalent conditions by high fluences {> 10 n/cm ) of fusion
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neutrons. However, because of the earlier mentioned limitations on fusion

neutron flux and fluence this does not appear to be possible in the fore-

seeable future.

Sonve insight into the credibility of some of the aspects of fission

reactor neutron simulations of fusion neutron radiation effects can be

gained by comparision of the structure and properties produced in a

material during irradiation over the fluences within the practical limi-

tation of the Rotating Target Neutron Source (RTNS) at the Lawrence

Livermore Laboratory.

Radiation damage experiments on the RTNS can be conducted on small

specimens over a wide range of temperatures and environmental conditions
12 2

in a D-T fusion neutron flux up to approximately 10 n/cm -sec and at
18 2

practical fluence levels up to 10 n/cm . These experiments, although

not generally useful for yielding engineering design data, can provide a

basic understanding of the nature and effects of fusion ns?';tron damage

and increased confidence in the predictions and simulations by other

sources of radiation damage.

In addition to providing specimens for direct vacuum fusion mass

spectroscopy measurements of rates of helium generation in metals and

alloys during fusion neutron irradiation, one can also conduct studies to

verify the theoretically predicted ratios of displacement damage rates

produced by fusion and fission reactor neutrons. Direct comparisons of

the resultant physical and mechanical property changes produced during

fusion and fission reactor neutron irradiation can be made to determine

the validity of the damage energy or dpa criterion for property change

simulation.

Finally, an evaluation of the resultant damage structures can be

made to assess any differences in the nature, quantities, and distri-

bution of the damage in fusion and fission reactor neutron irradiated

materials and to determine if the same or different processes are domi-

nant in detrermiring the resultant structures.
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The work described in this paper examines and compares the effect

of fusion and fission reactor neutron irradiations on the tensile yield

strength and resultant displacement damage structures in copper and

niobium. V i

EXPERIMENTAL PROCEDURE

Sample Preparation

Small tensile samples of Cu and Nb of dimensions shown in Figure 1

were machined from 0.5 mm (0.020-inch) thick cold-rolled sheet stock from

liLL stores and from higher purity material purchased from MRC and Cominco'''.

The chemical analyses of these materials are shown in Table 1.

The Nb tensile samples were annealed for 1 hour at 1200°C in 0.13

pPa («10~ torr) vacuum and the Cu samples for 1 hour at 600°C in «1.3

inPa (10 torr) vacuum. These times and temperatures were used to obtain

grain sizes that would give at least 10 grains over the 0.5 mm (0.02.0-

inch) thickness to insure reproducible polycrystalline tensile behavior.

Representative photos of the annealed grain structure are shown in

Figures 2 and 3.

The tensile samples were then encapsulated for irradiation in the

Rotating Target Neutron Source (RTNS) and the Livermore Pool Type Reactor

(LPTR) as described in the next section.

Irradiation Facilities, Neutron Spectra, Dosimetry,

Encapsulation, and Temperature Control

A. Rotating Target Neutron Source (RTNS)

The RTNS has been described in detail elsewhere ~ . Essentially,

it consists of an accelerator which produces a beam of 400 keV deuterons

and a tritium-loaded titanium target in which fusion reactions take

place and from which neutrons are emitted. The actual neutron-emitting

region of the target can be approximated as a disc with a diaraeter of

about one centimeter and negligible thickness. The small size of the

tensile samples was dictated in part by the size of this target disc and

the fact tVat the neutrons are emitted nearly isotropically in the



11-176

1,57 mm

3.175 mm

Fig. 1. Tensile Sample Dimensions.

JOmm

Fig. 2&3. Representative Microstructures of Cu and Nb Tensile
Samples.
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laboratory coordinate system, which leads to a rapid decrease of the flux

with distance away from the source.

The energy of a neutron emitted by a DT fusion accelerator source

depends on the energy of the deuteron at the tine it enters Into the

reaction and the angle between the path of the Incoming deuteron and the

Table 1. Chemical Analyses of Isipurlty Elements
in Copper and Interstitial Impurities in Niobium

COPPER

LLL Stores Grade

Element:

Fe

Si

Mg

Ag

Ca

Co

Hi

Al

Be

NIOBIUM

LLL Stores

300 ppm

100 ppm

4 ppm

SO ppm

25 ppm

<10 ppm

5 ppm

<3 ppm

30 ppm

Grade

c
0

N

15

208

70

Comlnco

400 ppm

150 ppm

10 ppm

2 ppm

2 ppm

<10 ppm

<3 ppm

<3 ppm

<1 ppm

i

Cominco

15 ppm

40 ppm

5 PP*

path of the emitted neutron. In the RTNS, the target is thicker than the

deuteron range, so that the deuteron energy at Che time of reaction can

lie between 400 keV and 15 keV or less. Because of this spread in

deuteron energies, the neutrons emitted in the forward direction can have

energies between 14.0 and 15.6 MeV, according to calculations involving
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conservation of energy ami momentum . There in alito a range in the angle

between the deuteron beam and she path* of neutron* which can Htrlfe** the

sample, because of the finite dlmenH{.>n» of the neutron *ource and th«

saatple and the small sp.ic-lm; between the*. (The spacing van kept small

to maximise the flux.).. The spread !n neutron energy introduce*) by this

effect Is less than that arising from the spread in deuteron energy.

Account mu.#t also be taken of neutron scatter Inn by that portion of the

target backing material, cooling water, water spreader, and catch cane

which 1 lea between the source and sample. It in ext(mated that about 5

percent of the neutro>iit interact with thvuc materiAl*. th« Majority losing

only a msutU amount of enerRV. Since «ever»il xanplett were utacktd,

account must be taken of neutron scattering by the .iamplei* located near

the sample in quextion. Thin is not considered to be a «erloun prublea

In the prex^nt experiments, however, bccniHi* the total thlcknex* (13 «M

maximum) u.is ien* than tho isean-free path of the neutronn (40 m in Cu,

45 nts in Nb>. Jteutron »c«tterln${ by materlaiit at larger di*tance* fro«

the target («.*• water «hifh!inR> doesi not have a ntgnlflcant effect on

the fctttt neutron spectrum at a sample placed clo.si- in because of the rapid

decrease of the primary flux vith tH*t.im:v from the target.

Because of the relatively sharp nature of this neutron upectrum, it

has not been possible to characteri«e its sUape by either threshold toll

activation or neutron timc-of-night measttreisent*. The «w»»t fruitful

approach would appear to be. a calculation baxed upon rae«*urcd cro«*

sections, deuteron energy loss rates, tritium diHtribtition with depth in

the target:, and the aource-s.usplc geometry. This has not been done rigor-

ously for the present experiment, but an indication of the general nature

of the shape can be obtained from the calculation* of Seagrave . He found

that for 400 keV deuteronst on a thick tritlated titanium target, th« peak

in the neutron spectrum in the forward direction (0*) occurs at about 14.8

M«V, and the mean value is about 1S.0 MeV. Taking account of the aource-

aample geometry in these txperiments, we estimate that the mean neutron

energy on the gauge sections was between 14.8 and 15.0 MeV.
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The doaimetry for the KINS" irradiations was accomplished by neutron

actlvntlon and gamma ray counting of niobium foils., The foils were 0.14-

xm thick, cut to the sank.' shape as the tensile specimens, and stacked with

them so that each tensile specimen was sandwiched between two dosiaietry

foils. The dose rate during the Irradiations was monitored using proton

recoil counters, and these data were used to correct for decay. Only the

parts of the fails corresponding to the gauge sections on the specimens

were weighed and counted, so that the fluences represent average values
93 92BL

over the gauge sections. The reaction used was Nb(n, 2n) wb. This

reaction has a threshold at about 9 MeV, and the excitation function Is

relatively flat in the- energy reft lot; <A interest. The cross section value

uxetl was 458 mllllbarns, based upon the measurements of Nethaway . The
g

doslmetry technique has been sV-scribed by Van Konynenburg .

The flwunce values shown are the mean values of the fluences calcu-

lated for the doMistvtry foils in front and In back of each sample. The

absolute Accuracy of the mean fluences is z7.5t. Relative accuracy

between any two mean fluences is .?22. The variation of fluence across

the thickness of the aaaplo* was il?l of the sears value in the worst cases.

The swxioua variation of fluence along the length of the gauge section is

estimated to be less than ;. 123E of the mean value for all specimen*.

For the room temperature irradiations, th? tensile specimens and

•Josimetry foils were stacked in small epoxy-fiberglass laminate sample

holders, and held in place with thin mylar film at front end back. These

irradiations were performed in air at about 25°C. Nuclear heating is not

significant, with this .source because the gamma ray flux is quite small.

The neutrons are not very effective in heating, *» well as having a rela-

tively low flux themselves. This was verified by irradiating a foil

mounted Jn the same way, with a thermocouple spot-welded to Its center.

The temperature rose less than 3°C when the accelerator was operated.

Ttiis may have been due in part to a rise in target cooling water tempera-

ture, since the foil was pressed against the back of the water catch cage.

The Irradiation at 210°C was accomplished by enclosing the samples

and dosimetry foils in a l?t capsule and heating them from behind with a

spot heater (Research, Inc.). The Pt capsule was made of 0.75 tarn-thick
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material, and contained a Pt insert having a slot which conformed to the

bhape of the specimens. This insert served as a heat sink to insure

temperature uniformity, gave protection against deformation of the samples,

and reduced dead space inside the capsule. The capsule was evacuated to a
-4

pressure of about 13 mPa (10 torr) and electron beam welded shut. It

was cooled by large copper blocks during the welding operation.

Chromel-alumel thermocouples were spot-welded to the capsi-le at the

side and in the center on '-lie front. The capsule was mounted in an insu-

lator made of firebrick and attached to the front cf the spot heater. The

front of the capsule was insulated with a 1-mm thick layer of Fiberfrax

(3M Co.). The spot heater consists essentially of a tungsten quartz

iodide light bulb and an ellipsoidal Al reflector. The bulb was placed

at one focus and the capsule at the other. Temperature control was accom-

plished by use of a current-adjusting type controller and a silicon-

controlled rectifier power supply which drove the lamp. Temperature was

controlled to within ±5°C during the irradiations. The front of the cap-

sule was measured to be at a temperature of 196°C, and the side at 210°C.

The capsule was opened by removing the welded bead using a hand shears.

Care was taken not to deform the specimens during this operation.

B. Livermore Pool Type Reactor (LPTR)

9
The LPTR has been described recently . It is a 3 MW heterogeneous

tank-type pool research reactor. It is light-water moderated and cooled,

beryllium and graphite reflected. It has MTR-type fuel elements, composed

of aluminum and enriched uranium. The tensile specimens were irradiated

in positions E-l and E-7 of the reactor core. These positions are located

at the northwest and southwest edges of the core, respectively, in the

beryllium reflector, adjacent to a large graphite thermal column. Posi-

tions E-l and E-7 have essentially identical environments, from the

standpoint of geometry and surrounding materials.

The neutron spectra in these positions have been evaluated by

[
11

Griffith10, using multiple foil activation and iterative fitting. The

cross sections used in this analysis were taken from McElroy, et al.

and from the LLL Evaluated Neutron Data Library. In making the fit, the
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lower energy limit was set at 0.02.5 eV. The main features of these
_2

spectra are the fission component above about 10 MeV and the thermal

component below about 1 eV.

In order to minimize thermal neutron activation of the samples,

they were surrounded by 0.5-mm thick Cd foil during all LPTR irradiations.

It was assumed that the change in the relative shape of the spectrum

caused by the Cd can be determined by multiplying the contribution in

each energy group by the attenuation averaged over the group as calcu-

lated from the Cd cross section. The resulting differential spectra are

shown in Figure 4, and the integral spectra in Figure 5. The RTNS spectra

are shown for comparison. The LPTR spectra were used to obtain spectrum-
54 54averaged cross sections for the reaction Fe(n,p) Mn, as described by

Serpan and Menke . Iron foils were placed next co the tensile samples

inside the Cd liner on each run. The absolute fluence values were ob-

tained using Che spectrum-averaged cross sections. This procedure ac-

counts for the fact that the Cd lowers the fission rate in the vicinity

of the test position relative to the rest of the core. The spectrum-

averaged cross sections are shown in Table 2. For comparison, values

are shown for position C-53 of the Low Intensity Test Reactor (LITR)

(shut down in 1968) and position W-44 of the Brookhaven Graphite Reactor

(BGR)(shut down in 1969) from the compilation of Serpan and Menke . The

Table 2.

LOWER ENERGY
LIMIT (MeV)

SPECTRUM-AVERAGED
BGR W-i

69.

22.

.7

.2

LPTR

84.

28.

CROSS
E-1

8

3

SECTIONS (mb)
LITR C-54i2

87.5

44.6

observation that the present results fall between the others listed is

consistent with the fact that the moderation and reflecting material used

in the LPTR is a combination of light water and Be as in the LITR, and

graphite as in the BGR.
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Neutron energy (MeV)

Fig. 4. Differential Neutron Spectra for the E-l and E-7
Positions of the LPTR Fission Reactor.
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Fig. 5. Integral Neutron Spectra for the E-l and E-7 Positions
of the LPTR Fission Reactor.
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The fluence values determined in this way have an estimated overall

uncertainty of ±15% for the >1 MeV values and ±30* for the lower threshold

values. It is felt that the fluence variation over the gauge sections of

the LPTR samples was much less than that over the RTNS samples, because

of the volume nature of the neutron source.

As already mentioned, the samplss were enclosed in Cd-lined alupinum

cans for the irradiation. The cans were cold-welded shut in one atmos-

phere of air and were vacuum tight. For the 210°C irradiations, the

samples were wrapped in Al foil and inserted into the can with little

contact with the sides. For the 65°C irradiations, the samples were

lightly pressed against a semi-cylinder-shaped Al block, inside the can,

using a small spring. The improved thermal contact enabled more efficient

heat transfer to the reactor cooling water, which was maintained at 40°C.

The temperatures were measured by attaching thermocouples to dummy samples

which were irradiated under the same conditions as the actual samples.

The temperatures are believed to be accurate to ±10°C. The capsules were

opened with a can opener, taking care not to deform the samples.

Tensile Tests

After irradiation and dosiroetry measurements were completed the

samples were mounted in tensile grips in a specially designed jig to in-

sure against deformation during handling, and tested in an Instron

testing machine at about 25°C and a crosshead rate of 0.05 mm/min

(0.002 inch/rain). Most tests were stopped after about 1 to 2 percent

tensile strain so that subsequent TEM observations of the radiation

damage structures in the gauge sections would not be obscured by dislo-

cations produced by deformation. The 0.2 percent offset yield stress

was determined using the Instron crosshead motion as the sample extension.

TEM STUDIES

Transmission electron microscopy studies of the radiation damage

structures in the gauge sections of the tensile samples are being carried

out to compare the nature and distribution of the damage as a function of

neutron fluence for the fusion and fission reactor neutron irradiations.
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Thin foils were prepared by slicing the 0.5 am (0.020-inch) thick

gauge sections into two halves approximately 0.2 ton (0.008-inch) thick

with a diamond saw. Circular disks 3 mm in diameter were punched or

spark cut from these gauge section strips and jet thinned using a 25%

concentrated phosphoric acid, 38% distilled water, and 37X ethyl alcohol,

electrolyte. Structural examinations were carried out on a JEM 100B

microscope.

Analysis of the nature of the primary structural defects, i.e.,

point defect clusters and small dislocation loops, was performed using

a new TEM technique called 2-1/2-D. The description of this technique

and its application to studies of point defect clusters is in publi-

cation and will be briefly described here.

The 2-1/2-D technique utilizes the shifts in dark-field diffraction

contrast images produced by off-optical-axis-diffracted beams, when the

objective lens is defocused. As shown in the schematic diagram in Figure

6, when a structural feature in a thin foil is imaged by a diffracted

beam that makes an angle a with the optical axis of the microscope, and

the objective lens is over-focused by lowering the plane of focus rela-

tive to the sample position an over-focus distance AD, the image position

is shifted parallel to the operating reciprocal lattice vector by an

amount

y = ADa = ADAg (1)

where A is the electron wave length, g is the distance in reciprocal

space of the diffracted beam from the optical axis, and AD is positive

for over-focusing and negative for under-focusing.

If two photographs of the dark field image are taken at focus

settings differing by AD, the shift y of the image between the photographs,

produced by the off-axis diffracted beam g, causes an artificial parallax

that gives the image a depth position when the photographs are viewed in

stereo.

When two structural features F^ and T- are simultaneously imaged

under high resolution, dark-field conditions, with diffracted beams g^

and g. which make angles a.( and ou with the optical axis of the
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microscope as illustrated in Figure 7, and two photographs are taken at

objective lens focus settings differing by AD, a relative parallax shift

of the images will be produced given by

- g]L) - ADXAg
 K '

This relative parallax shift will produce a difference P in depth position

of the it

given by

of the images of F. and Fn when the photographs are viewed in stereo,

P - MAy (3)

where M is the overall magnification of the phctographs.

The difference in stereo depth of the two images of F. and F. is

determined only by Ag or by the difference in spacing or orientation of

the diffracting lattice planes 3nd not by the actual positions of F. and

F9 in the foil. Consequently, the stereo view is not a true three-

dimensional spatial distribution of the features, but neither is it two-

dimensional; hence the term 2-1/2-dimensional.

If the two photographs taken at different focus settings are

arranged in a stereo viewer with the photograph that is relatively over-

focused on the right and the diffraction pattern is as shown in Figure 8a,

the image corresponding to the shorter g vector, in this case g., will

appear in stereo to be above the imape corresponding to the longer vector

g0. In this viewing orientation f!*e parallax is caused only by Ag or by
>̂ s

differences in the spacing of the diffracting lattice planes of features

F. and F_, where in this case F- would have a larger lattice spacing than

F_. If the photographs are rotated 90 degrees clockwise as illustrated

in Figure 8b, the image of feature F.. will again appear to be above the

image of F« in stereo. In this case the parallax is produced only by

Ag or by the difference in rotational orientation of the diffracting

planes of features F. and F_.

Application of the 2-1/2-D technique to analysis of point defect

clusters is seen by considering an in-focus high-resolution, dark-field

micrograph of vacancy and self-interstitial clusters imaged with the

[hkl] matrix g vector. The local elastic strains near point defect
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Optical axis

| Incident beam
[000]

Objective
aperature for
dark f ie ld
Imaging

Fig. 7. Diffraction Pattern Arrangement for Taking 2-1/2-D
Stereo .Pair of Features F. and F_.
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clusters produce bending and changes in interplanar spacing of the (hkl)

planes as illustrated in Figure 9. Near the interstitial cluster the

elastic distortion decreases the (hkl) plane spacing to a value d... -,.

and the vacancy clusters cause a local increase in (hkl) plane spacing

to dfht.lW
 T n e 8 v « c t o r s corresponding to (hkl) plane diffraction near

the vacancy and interstitial clusters g/hkl\ and g'hkl\t are slightly

shorter and longer, respectively, than the g.,,.. vector for the undis-

torted matrix as shown at the bottom of Figure 9. There is actually a

gradient in strain near the clusters and a range of g vectors corres-

ponding to different strains at different points in the matrix. When

considering the largest g vector value corresponding to the maximum

parallax shift of the defocused dark field image, a large enough volume

of material must be involved to diffract enough electrons to produce an

observable dark-field image. Figure 10 shows the (220) plane strain
a

gradients at several radii normal to a 4 nm (40 A)-diameter Frank vacancy

loop lying on a (110) plane in niobium. These strains were calculated

using the isotropic finite elastic displacement field formulations of
14 15

Kroupa and Ohr . Consider the volumes of material marked A to E in

Figure 10. When the image of the Frank loop is defocused, the images

of the volumes A to D that are within about 1 nm (10 A) of the loop

plane, will shift different amounts proportional to the corresponding

strain as illustrated in the figure. These volumes are so small that

they alone will not diffract enough electrons to produce observable de-

focused images. At distances greater than about 1 nm (10 A) from the loop

plane, most of the distorted matrix volume marked E in Figure 10, has

about the same strain (% 4 percent) and will shift the same amount and

produce an observable defocused image. Thus, the largest observable

image shift for a given lens defocus is expected to correspond to about

4 percent (220) plane strain. This strain has been found to be in good

agreement with the values obtained from parallax measurements of 2-1/2-D

stereo images of this orientation of Frank loops in niobium . The g

vector values corresponding to this maximum parallax shift are designated

¥(hkl)v a n d ¥
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If a second photograph is taken of the point defect clusters under

the same diffraction conditions as the in-focus high-resolution dark-

field photograph with the objective lens over-focused by AD, the images

of the vacancy and interstitial clusters will shift parallel to the

operating g/hki\ vector in opposite directions relative to their positions

in the in-focus photograph by amounts

- g(hkl)) -

giving a net parallax difference

Ay,v - y± - yy - ADX(Ag± - Afv) = ADXAfiv (6)

and a depth difference in stereo of

(7)

When the in-focus and over-focused photographs of the point defect

clusters are viewed in stereo with the over-focused photograph on the

right and the operating matrix 8fhkl\ vector directed to the right, the

vacancy clusters will appear to be in a depth zone which lies above

another depth zone containing interstitial clusters as illustrated in

Figure 11. When the photographs are reversed or individually rotated 180

degrees, the interstitial clusters will appear to be above the vacancy

clusters. If the undistorted matrix is imaged by the (hkl) diffracted

beam, it can be used as a reference plane, and the stereo depths of the

interstitial and vacancy clusters relative to this plane are given by

Equations (4) and (5). The position of a cluster within a depth zone

will depend on the orientation and magnitude of its Burgers vector.

The reciprocal lattice point corresponding to the locally distorted

(hkl) planes near the point defect clusters is shown schematically in

Figure 12 and consists of two cones. Under weak beam conditions where

the surface of the Ewald sphere is deviated far from the [hkl] spot, the

in-focus images of the clusters will be relatively small and will result

from diffraction from the more highly strained and bent (hkl) lattice

planes. Under these conditions the out-of-focus images will be quite



11-190

1 5

+25

+20

+15

+ 1 0

+5

0

-5

-10

A1

6 8 10 12 14 16 18 20 22 24

Focused
Image

Defocused
Image

Fig. 10. I l lus trat ion of Strain Gradients and Defocusing Image
Shifts Near a Frank Vacancy Loop.

X
I • • • • • •

— * • • • • • ••• •

Zone of vacancy clusters

IV -f Matrix image

II Zone of interstitial clusters

Fig. 11. Schematic Illustration of Vacancy and Interstitial
Cluster Distributions in 2-1/2-D Stereo Space.



11-191

similar to the in-focus images, except for a little loss of resolution.

The stereo images will be small, relatively sharp images that stand above

and below the position where the matrix image would be as illustrated in

Figure 12. Under stronger diffracted beau conditions, the in-focus images

are broader and encompass a larger gradient of strain. The out-of-focus

images are elongated in the direction of the g. ... vector and the stereo
\V\Kj.)

images will appear as tilted plates as shown in Figure 12.

EXPERIMENTAL RESULTS

Radiation Strengthening

The increase in 0.2 percent offset yield stress results are shown

vs. neutron fluence in Figures 13 and 14 for Cu and Nb, respectively.

Figure 13 shows data for an Irradition temperature of 210cC for both

neutron spectra and for LPTR irradiations at 65°C and R'fNS irradiations

at 25°C. Figure K shows Nb data for LPTR irradiations at 65°C and RTNS

irradiations at 25°C. The increase in yield stress observed for the Cu

for a given neutron fluence was independent of the initial material

state. In other words, the stores grade Cu had a higher unirradiated

yield strength than the Cominco material, but exhibited the same increase

in yield stress for a given neutron fluence. The data for the Nb compares

fusion neutron irradiated MRC material with fission reactor neutron irra-

diated LLL stores grade material. LPTR irradiations of the MRC Nb are in

progress. The only significant difference between the MRC and LLL stores

grade Nb is the higher interstitial content in the latter (see Table 1).

Lootnis and Gerber have shown that higher concentrations of oxygen im-

purity significantly increase the radiation strengthening of fission

reactor neutron-irradiated Nb. Consequently, the difference in radiation

strengthening of the fusion neutron irradiated MRC Nb and the fission

reactor neutron-irradiated LLL stores Nb in Figure 14 must be considered

less than the difference that would be observed for irradiations of the

same material.

It is apparent from these plots that fusion neutrons are considera-

bly more effective than fission reactor neutrons in strengthening both

Cu and Nb. If we compare the fusion neutron irradiation of Cu at 25°C
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with the fission reactor neutron irradiation at 65°C, we find that about

20 times as great a fluence of fission reactor neutrons (E >0.5 eV) is

required to produce the same strengthening, for fusion neutron fluences
17 2

above about 10 n/cm . If the fission reactor neutron fluence is

expressed in terms of E>0.1 MeV, this ratio reduces to 10. In Nb the

fluence ratios are about 17 for E>0.5 eV and 9 for E>0.1 MeV. The radia-

tion strengthening of the Cu samples are slightly greater than that of

the Nb for both the fusion neutron irradiations at 25°C and the fission

reactor neutron irradiations at 65°C. It should be noted that it is not

certain what effect the 40°C difference in RTNS and LPTR irradiation

temperatures had on the above results. Experiments are in progress to

determine the radiation strengthening at the same temperature of 210 C.

This temperature was selected because it is relatively easy to obtain in

both neutron sources. Only a limited amount of data are available at the

present time on the strengthening of Cu by fusion neutrons at 210°C, and

an unequivocal comparison of the fusion and fission reactor neutrons at

this temperature cannot be made. The radiation strengthening produced

in Cu by fission reactor neutrons at 210°C is significantly less than at

65°C. This decrease is associated with the effect of temperature on the

resultant damage structure and will be described later in the section on

structure observations.

Fcr Cu at 210°C and the fusion neutron fluences so far attained

^6 to 9 x 10 n/cm ), it can be seen that the ratio of fission reactor

neutron to fusion neutron fluences required to produce the same strength-

ening is about the same as for the lower temperatures. This is particu-

larly significant in view of the fact that the 210°C fusion neutron irra-

diated samples were held at temperature for 80 hours, while the 210°C

fission reactor neutron irradiated samples exhibiting the same strength-

ening were held at temperature only 8 hours. (This resulted from dif-

ferences in flux between the LPTR and RTNS. Even though the LPTR samples

received a greater fluence, the time required for the same strengthening

was shorter.) Because of this, more annealing of the damage structure

would be expected to have occurred during the fusion neutron irradiation

then during the fission reactor neutron irradiation at 210°C. Since the

observed ratio was still the same, this suggests that for equal fluxes
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at more elevated temperatures, the ratio would be as great or very possi-

bly greater than the ratio observed at the temperatures in Figure 13.

The radiation strengthening results in Figures 13 and 14 are re-

plotted in Figures 15 and 16 versus damage energy. These pices indicate

that at the lower damage states, the radiation strengthening produced by

fusion and fission reactor neutrons is approximately equal on a damage

energy basis. However, at the higher damage states the strengthening

for a given amount of displacement damage produced by fusion neutrons

at 25°C is greater than the strengthening for the same amount of damage

energy for fission reactor neutrons at 65°C. The ratios of damage energy

for fission reactor neutrons to that for fusion neutrons for the same

increase in yield strength at the higher damage states is about 2.3 for

Cu and 1.6 for Mb. Again, the results at the higher damage states are

subject to some uncertainty because of the 40°C difference in irradiation

temperature.

Damage Structure Observations

A comprehensive transmission electron microscopy study of the

damage structures in the tensile samples used to generate the data in

Figures 13 and 14 is in progress and will be reported at a later date.

Some initial observations were made of the damage structure in Cu samples

irradiated with fusion neutrons to a fluence of 1.27 x 10 n/cm at 25°C

and with fission reactor neutrons to a fluence of approximately 3.0 x

1018n/cm2 (E>0.5 eV) at 65°C and 210 C. As can be seen in Figure 13,

the fusion neutron and 65°C fission reactor neutron irradiated samples

underwent about the same amount of strengthening while the 210°C fission

reactor neutron irradiated sample exhibited significantly less strength-

ening.

Bright-field electron micrographs of the radiation damage struc-

tures, which consist of point defect clusters and small dislocation Ioop3,

are shown in Figures 17 through 19. It is apparent from these micro-

graphs that there are significant differences between the spatial distri-

butions of the damage clusters in the fusion neutron and fission reactor

neutron irradiated samples.
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ISO nm

Fig. 17. Bright-Field Transmission Electron Micrograph of Fusion
Neutron Radiation Damage in Cu, 0t = 1.27 x 10 n/cm , 25°C.

Fig. 18. Bright-Field Transmission Electron ?>ficrograph of
Fission Reactor Neutron Damage in Copper 0c - 1.3 x JO^n/cra*, E>0.5 eV,
65°C.
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Dark-field 3-D stereo pairs of the fusion neutron and 65°C fission

reactor neutron irradiated samples are shown in Figures 20 and 21. The

stereo pairs are arranged for viewing with portable or "pocket" stereo

viewers. As can be seen in the stereo view of Figure 20, the clusters

in the fusion neutron irradiated Cu are uniformly distributed throughout

the volume of the foil and range in size from about 1.5 to 10 nm (15 to
o

100 A). A number of areas, some of which are shown circled in Figure

20, exhibit close-spaced groups of clusters similar to multiple clusters

previously observed in material irradiated with fusion neutrons ' '
13 20 21

and high-energy ions ' ' . The multiple clusters are thought to be

produced from multiple cascades created by high-energy primary knock-on

events. Although many high-energy primary recoils (>400 keV) do occur

in the fusion neutron irradiated Cu, it is not certain whether all of

these cluster groups in Figure 20 are multiple clusters. Some of the

cluster groups may have resulted from cascade overlap at this fusion

neutron fluence. The clusters in the fission reactor neutron-irradiated

Cu (Figure 21) have a nonuniform cell-like distribution with cell walls

containing a relatively high density of clusters and cell interiors with

lower cluster densities. A number o£ glide dislocations produced during

the tensile tests have entangled themselves in the cell wall regions of

higher density clusters in the fission reactor neutron irradiated Cu

samples.

Et-imates of the size-number densities of the clusters in Figures

20 and 21 are shown in Figure 22. The damage in the cell wall regions

of the 65°C fission reactor neutron irradiated sample consists of a

relatively few large heterogeneously distributed clusters ranging in
o

size from about 7.5 to 20 nm (75 to 200 A) in diameter and a higher den-
o

sity of smaller clusters about 1.5 to 7.5 nm (15 to 75 A) in diameter.

The intariors of the cells contain a lower density of the smaller clus-

ters. The clusters in the 210°C fission reactor neutron irradiated

sample have a distribution similar to that described for the 65°C irra-

diated sample except that there is an overall reduction in the small

cluster density and the larger clusters have grown into resolvable loops
o

20 to 50 nm (200 to 500 A) in diameter. The number-density of observed

clusters in the fusion neutron irradiated sample is substantially greater
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Fig. 19. Bright-Field Transmission Electron Micrograph of Fission
Reactor Neutron Radiation Damage in Copper, 0t = 2.51 x 1018n/cm2,
E>0.5 eV, 210°C.

Fig. 20. Dark-Field 3-D Stereo,_Micrographs of Fusion Neutron
Damage in Copper, 0t = 1.27 x 1017n/cm2, 25°C, 3 = 001 ,g - [400].
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than the cluster density in the cell interiors of the 65°C fission

reactor neutron irradiated sample and comparable to the density in the

cell walls. Since the fusion neutron fluence was approximately one-

tenth as large as the fission reactor neutron fluence (E>0.1 MeV), it

appears reasonable to conclude that the rate of accumulation of dis-

placement damage in the form of point defect clusters during irradiation

with fusion neutrons is significantly greater than that during irradia-

tion with fission reactor neutrons. This conclusion is in agreement with

2SUJ

22

17 18
the results of earlier studies of fusion neutron damage in Cu , Nb '

and Mo

Figures 23 and 24 are 2-1/2-D stereo pairs of the same areas of the

fusion and 65°C fission reactor neutron irradiated samples shown in

Figures 20 and 21. The micrographs are arranged so that in stereo the

vacancy clusters appear above the interstitial clusters. The 2-1/2-D

depth distributions of the clusters produced by the fusion and fission

reactor neutrons are the same and are shown in Figure 25. The depth

positions Va and la correspond to vacancy and interstitial clusters

with a/3 (ill} Burgers vectors and the positions Vb and Ib to clusters

with a/2 ^110^ Burgers vectors. Several clusters in Figures 23 and 24

are so indicated. These Burgers vectors are consistent with those

determined from the direction of the axes of the black-white lobes of

the dynamical images of the clusters, examples of which are shown in

Figures 26 and 27. It can be seen by inspection of the 2-1/2-D stereo

view of Figure 24 that the majority of the smaller clusters (<7.5 nm
o

(75 A) in diameter) in the fission reactor neutron irradiated sample

are vacancy-type with predominantly a/3 {ill) Burgers vectors while
o

nearly all of the larger clusters (>7.5 nm (75 A) in diameter) are inter-

stitial-type with many having a/2 \110/ Burgers vectors. Inspection of

the 2-1/2-D stereo pair of the fusion neutron irradiated specimen (Figure

23) reveals that the interstitial clusters are randomly distributed among

the vacancy clusters. The largest clusters observed in this micrograph

are interstitial type, but in general the size distribution of the inter-

stitial clusters is similar to that of the vacancy clusters.

The inhomogeneous distribution of the large interstitial clusters

in the fission reactor neutron-irradiated samples suggests that they
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Fig. 23. Dark-Field 2-1/2-D Stereo Micrograph of Fusion Neutron
Irradiated Copper of Fig. 20, AD = Zvm.
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Fig. 24. Dark-Field 2-1/2-D Stereo Micrographs of 65 C Fission
Reactor Neutron Irradiated Copper of Fig. 21, AD = 2ym.
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11 A

-Matrix image

29 A

Fig. 25. Stereo 2-1/2-D Depth Distribution of Cluster Images of
Fusion and Fission Reactor Neutron Irradiated Copper.
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Fig. 26. Dynamical Contrast Micrographs of Clusters in Fusion
Neutron Irradiated Copper.

Fig. 27. Dynamical Contrast Micrograph of Clusters in 65 C
Fission Reactor Neutron Irradiated Copper.
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for«i»«l fry diffusion and cnale.tccnc? of self"interneitials »t hetero-

geneous sit.*?!* in the Cu matrix. These- clusters then became preferential

sinks for inlerstit{alts subsequently produced in their vicinity, leaving

a locally higher concentration of vacancies which form the vacancy

clusters found .it high density in the cell wall region. The lower den-

sity of vacancy clusters in the et'll interior results fro« the increased

recombination and annihilation of Frcnkel pairs in these relatively

interstltirtl-t'lustcr-frec regions. The development of the nonunifora

structure In the fission reactor neutron irradiated samples evidently

results from the long-range diffusion of self-lnterstitiala to Inter-

stitial cluster sinks and the shorter range diffusion and coalescence of

excess vacancies into vacancy clusters. The more uniform distribution

of damage clusters in the fusion neutron irradiated sample Indicates

cither that at the lower irradiation temperature (25°C) the decreased dif-

fusion processes do not influence the structure development in the same

way as in the fission reactor neutron irradiated sample (65°C) or that

tiu-rc ore some other fundamental differences, such as the spontaneous

creation of vacancy clusters from the high-energy displacement cascades

chat determine the distribution of the clusters..

The results of these initial studies indicate that there are sub-

stantial differences in the displacement damage structures and associ-

ated tensile properties produced in Cu and Nb by equal fluences of fusion

and fission reactor neutrons at temperatures up to about 200°C and fusion
18 2

neutron fluences up to about 10 n/cm . Radiation strengthening differ-

ences appear to be about twice as large as those expected from the

differences in the amounts of displacement damage produced by the fusion

and fission reactor neutrons. TEM observations of the fusion and fission

reactor neutron irradiated Cu samples indicate that the damage structures

consist of the same kinds of primary structural defects, i.e., vacancy

and interstitial point defect clusters and small Frank and prismatic

dislocation loops, but that Che number-densities, size and spatial dis-

tributions of the defects are significantly different. These Jif-erences

appear to result from differences in the primary recoil spectra as

follows: Many high-energy cascades are produced during fusion neutron

Irradiation, and they spontaneously create stable vacancy clusters and
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multiple clusters. The majority of clusters formed during fission reactor

neutron irradiation, on the other hand, appear to develop from the

diffusion-controlled coalescence of interstitials and excess vacancies.

The fraction of the displacement damage retained in the form of point

defect clusters appears to be greater during fusion neutron irradiation

than during fission reactor neutron irradiation primarily because of the

increased recombination of the diffusing vacancies and interstitials

during fission reactor neutron irradiation.

ACKNOWLEDGEMENTS

This work was performed under the auspices of

the U. S. Energy Research and Development Administration.

The samples were prepared by Fay Dishong and Gene Raymond.

RTNS irradiation were performed by Donald Rawles, Lewis

Mego, Richard Penpraze, and Rex Booth. LPTR irradiations

were performed by Wade Richards, Joe Prindie, and Will

Burns. Ruth Anderson and Susan MacLean carried out the

gamma-ray counting and dosimetry calculations, respectively.

Fran Silva encapsulated the higher temperature specimens.

Robert Hibbard designed the irradiation furnace. Curtis

Rowe gave assistance in setting up and monitoring irra-

diations. All this help is gratefully appreciated.



I1-207

REFERENCES

1. R. BOOTH, IEEE Trans. Nuzl, Sci. NS14, 943 (1967).

2. R. BOOTH and H. H. BARSCHALL, Nucl. Instrutn Methods 99, 1 (1972).

3. R. BOOTH, H. H. BARSCHALL, and E. GOLDBERG, IEEE Trans. Nucl.
Sci. NS20, 472 (1973).

4. R. BOOTH, Nucl. Instrum. Methods 120, 353 (1974).

5. R. A. VAN KONYNENBURG, H. H. BARSCHALL, R. BOOTH, and C. WONG,
Proc. Int'l Conf. on Radiation Test Facilities for the CTR Surface
and Materials Program, Argonne National Laboratory, July 15-18,
1975 (to be published).

6. J. SEAGRAVE, D(d,n) He and T(d,n)AHe Neutron Source Handbook,
LAMS-2162, Los Alamos Scientific Laboratory (1957).

7. D. NETHAWAY, Nucl. Phys. A190, 635 (1972' and personal communi-
cation of later results (Feb. 1975).

8. R. A. VAN KONYNENBURG, Neutron Dosimetry (14 MeV) for Foil Samples
Irradiated with the Lawrence Livermore Laboratory Rotating Target
Neutron Source, UCRL-51393 Rev. 1, Lawrence Livermore Laboratory
(1974).

9. LAWRENCE LIVERMORE LABORATORY, Safety Analysis Report for Livennore
Pool Type Reactor, UCRL-51423 (1974).

10. R. V. GRIFFITH, "Activation Foil Neutron Spectra in the Core of
the LPTR," in Hazards Control Progress Report No. 49 - July
through December 1974, UCRL-50007-74-2, Lawrence Livermore
Laboratory (1975).

11. W. N. McELROY and S. BERG, A Computer-Automated Iterative Method
for Neutron Flux Spectra Determination by Foil Activation,
Kirtland AFB Report AFWL-TR 67-41, _3 (1967).

12. C. Z. SERPAN, JR., and B. H. MENKE, "Nuclear Reactor Neutron
Energy Spectra," ASTM Data Series Pub. DS52, Amer. Soc. for
Testing and Materials, Philadelphia (1974).

13. J. B. MITCHELL and W. L. BELL, "Characterization of Point Defect
Clusters by 2-1/2-D TEM," (to be published in Acta Met. 1975).

14. F. KROUPA, Czech. J. Phys. 10, 384 (1960).

15. S. M. 0HR, Phil. Mag. 26_, 1307 (1972).

16. B. A. LOOMIS and S. B. GERBER, Acta. Met. 21, 165, (1973).

17. J. B. MITCHELL, D. M. LOGAN, and C. J. ECHER, J_. Nucl. Matls. ̂ 8 ,
139, (1973).

18. J. B. MITCHELL, R. A. VAN KONYNENBURG, M. W. GUINAN, and C. J.
ECHER, PhiLMag. 31, 919 (1975).

19. K. L. MERKLE, Nucl. Technol. 22, 66 (1973).



11-208

20. K. L, MERKL1-, Proc. of the Vienna Symposium on Radiation Damage
in Radiation Damage in Reactor Material* (Vienna: International
Atomic Energy Agency), ^9 <1969).

21. F. HAUSSERMANN, Phil. Hag. 25, 53? (1972).

22. J. L. BRIHHALL, L. A. CHARIOT, and H. E. KISSINGER, "14 HeV
Neutron Damage in Molybdenum," (to be published in Radiation
Effects 1975).

Reference to company or product naaie here and elsewhere in this
report does not imply approval or recommendation of the product
or company by the University of California or the U. S. Energy
Research Development Administration to the exclusion of others
that may be suitable.



COMBINED EFFECTS Or DISPLACEMEHT DAMAGE A!JD
HIGH GAS COHTEHT Hi ALUMIHUM

K. Farrell ana J. T. Houston.
Oak Ridge Uationai Laboratory
Metals and Ceramics Division

P.O. Box X
Oak Ridge, Tennessee 37S30

ABSTRACT

A solid solution alloy of 2300 appm of 6Li isotope in
aluminum was neutron irradiated at about O.36 Tm in high*
fast and thermal fluxes producing a damage level of 2 to
3 dpa and simultaneously inducing a gas content of about
2200 appm each of helium and tritium from burnup of 6Li.
The gases significantly increased the nucleation of
structural defects but did not change the degree of
swelling; cavity concentrations were increased ^1000-fold,
cavity sizes were decreased VL0-fold and there was ^10-fold
increase in the concentrations of dislocations. Also, large
cavities were developed on grain boundaries. The cavities
were consistent with their being gas-filled bubbles. The
refinement of damage structure by the gases caused a con-
siderable increase in radiation hardening. Bend tests at
77 and 296 K revealed severe enbrittlement and intergranular
fracture. Comparison with data from material irradiated to
produce comparable gas levels but relatively little displace-
ment damage indicates that premature intergranular failure
is much enhanced by the presence of a defect-hardened matrix.
Postirradiation annealing tests showed the cavity and dis-
location structures to have high resistance to annealing.
Annealing also encouraged the development of a secondary
population of large cavities believed to be associated with
migration and precipitation of tritium.

*Research sponsored by the Energy Research and Development.
Administration under contract with Union Carbide Corporation.
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INTRODUCTION

The question "What will happen to damage structure;-, and to mechanical

and physical properties of metals when significant displacement, danuif.e

and high gas generation rates (and levels) occur simultaneously?" i.u

especially pertinent to the conditions envisaged for the first wall of n

controlled thermonuclear reactor (CTR) operating on a D-T reaction. Here

the irradiation temperatures will be in the range for void format ion, and

the generation rates for helium and hydrogen from (n,a) and (n,r) reactions

will be much higher than those in existing fission reactors.1 Moreover,

further quantities of these gases will be introduced from the plasma and

from the lithium breeder blanket. Concurrently there will be high dis-

placement damage rates. There arf no precedents for these conditions

and no neutron facilities in which the effects of these conditions can be

determined explicitly. We have therefore done a simulation experiment to

examine some of the effects of displacement damage and high gas generation

rates in a simple material, high purity aluminum.

EXPERIMENTAL CONDITIONS

High purity aluminum is not likely to be used to build a CTR but it

does have certain advantages for our simulation experiment. In the first

place it readily develops radiation damage structures consisting of the

usual loops, dislocations, voids and transmutation products at low and

easily attainable neutron fluences.^~^ Second, it has a very high solid

solubility for lithium. We can therefore utilize the large cross-section

for the 6Li(n,<x) reaction with thermal neutrons to produce significant

quantities of helium and the hydrogen isotope tritium. And these gases

will be created uniformly throughout the test specimens.

Our test material was a dilute alloy of high purity aluminum and

2300 appm (C 052 wt %) of 6Li isotope (added to the melt as a pellet of

98% 6Li + 2% 7Li). The composition of the alloy was analyzed by mass

spectroscopy for the ^Li isotope. This alloy, together with unalloyed

base aluminum (designated 6—9 Al for six nines purity) was processed to



n-211

;--.:;; rifcou'. 50 :r_v. ]',u<-. by • mr. ••shin which were annealed for 1 h at 873 K

;:; r:ir thvr. :'u:-::'iuv-i-̂ o]••.'.: (FC) or water-quenched (VJQ). (Actually we

:"'-iin-i yue:> ::ij- .:; f:"ere:sc»/K in behavior between the 6—9 Al and the Al-Li

a*.:•:>;.' 'i!'•.•.;:• i r;*a s:rit;-.in tr;;it we die: not pursue any effects of prior heat

i.:••?;*trit:,it. j 7h" ro k; were irradiated in the hydraulic facility of the

•.••ik iti• iff- ::ii>i Klux Isotope Reactor (Kr'IR) either in direct contact with

•.'::•:• COLSI in,- wntur rtt. 'sbout 3P" ':'. (0.35 " m) or packed in aluminum powder

.* :sej!.;'.-i cMi:̂ rj]t? i:-. w:;:;:'ri the tenperature during irradiation was

e.T. inrttet: to he. about 3J-:' K (0.37 T r i).

The neutron apt-ftrur. in the HFIR has both high thermal and fast

coiripononts, thus aiisuririf- that in the Al-Li alloy displacement damage

r-T.i hi.vh fras frencrat5on rates will occur simultaneously. The conven-

tional thermal (,?200 m/s or E < 0.0253 eV) flux on the specimens was

about 2 x io19 n/m2. The fast (E > 0.1 MeV) flux was about 9 " 10 1 8 n/m2,

equivalent to a displacement damage rate for aluminum of 1 to 2 x 1O~6 dpa/s.

The neutron fluenees attained are shown in Table 1, the displacement

damage levels being in the range 2 to 3 dpa. The cross-section for the
6Li (n,a) reaction with conventional thermal neutrons is 950 x 1O~28 m2.

Consequently, the Al-Li alloy suffered 95~99$ burnup of 6Li, resulting

in estimated final helium and tritium levels in the region of 2200 appm

each. Such gas levels are of the order of those expected to be created

in the first wall of a CTR during 10 years of operation. In our experi-

ment they were attained in a period of only about 20 days. The dis-

placement damage rate is of the same order as that expected in a CTR

first wall material but the damage level is equivalent to only a few

weeks of CTR damage.

OBSERVATIONS

Hardness and Density Measurements

Hardness measurements were made at room temperature on ground and

polished specimens cut from the irradiated rods. A Kentron tester was

used with a diamond pyramid indentor and a load of 0.5 kg. The average
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Table 1. Irradiation Conditions, Hardness, and Swelling Values

6-9 Al

Al-0.05

Al-0.05

6-9 Al

Al-0.05

Al-0.05

6-9 Al

Al-0.05

(FC)

Li

Li

(FC)

Li

Li

(FC)

Li

(FC)

(WQ)

(FC)

(WQ)

(FC)

Irradiation
Temperature

(K)
i-J

^328

•V328

-\-328

Neutron
(x 1 0 2 5

< O.(

0

0

0

5.

CO
 

C
O

3253 eV

en 
co

 
m

,3

Fluence
n/m2)

E >

0

0.

0

2.2

2.2

2.2

1.5

1.1*

0.1

(3

(3

(3

(2

(2

. KeV

dpa)

dpa)

dpa)

dpa)

dpa)

Hardness
(M?a)

137

137

196

382

902

863

7̂ 5

Swelling

0.56/0.79



11-213

hardness values from three indentations for each data point are given in

Table 1. The Al-Li alloy displayed considerably greater irradiation

hardening than did the 6-9 Al.

Densities (p) were measured by Archimedes' displacement on just two

of the rods. The degree of swelling, S = -^ ^-, where the
Pi

subscripts u and i denote unirradiivted and irradiated conditions, is

about equal at 0.6% (Table l) for the pure aluminum and for the Al-Li

alloy. The two values of swelling quoted for the Al-Li alloy depend on

whether we use the density of Al-Li alloy or of pure aluminum, respec-

tively, for the unirradiated reference material. The use of the density

of pure aluminum in this respect allows for the change in composition

caused by burnup of 6Li.

Embrittlement

Mechanical testing consisted of bending the rods between two pairs

of hand-held pliers in air at room temperature (296 K) and in liquid

nitrogen (77 K). At both temperatures the unirradiated materials and

the irradiated 6—9 Al could be bent through a full circle without

failure. The irradiated Al-Li alloy snapped cleanly with an audible

crack and with no measurable bend angle; more force was needed to cause

fracture v.n liquid nitrogen. At both temperatures the fracture path in

the irradiated Al-Li alloy was wholly intergranular (Fig. la).

Examination of the fracture surfaces of the irradiated Al-Li alloy

using scanning electron microscopy and, for better resolution, carbon

replicas revealed the boundaries to be riddled with cavities (Fig. lb,c,d).

Fracture occurred by ductile tearing of the grain boundary areas between

the cavities. The scale of this ductile tearing was smaller in specimens

tested in liquid nitrogen. The shapes and concentrations of cavities

varied widely from one grain boundary to another. The photographs in

Fig. 1 were selected to show the range of cavitation. Measurements of

the cavities indicated that they covered up to 9-0$ of the grain boundary

area on some of the fracture facets. On other facets the cavities were

relatively small and they covered as little as 10SS of the grain boundary

area. Typically, the coverage was 50% or more. Frequently the cavities
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c .-

Fig. 1. T.ntergranular Fracture in Al-Li Alloy Irradiated at 3̂ 8 K
and Bend Tested at 296 K (a,b,c) and 77 K (d).
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were interconnected and it was difficult to distinguish individual

cavities. Rough measurements indicated that there were at least

10 1 2 cavities/m2 of grain boundary. If these are assumed to be spherical

then the size of cavity required to touch one another and give almost

complete grain boundary coverage is just 1 pm. This is quite compatible

with the observations. These grain boundary cavities did not result from

the mechanical testing. They were created during neutron irradiation.

Mi crostructures

Disks were cut from untested, irradiated rods and were thinned for

transmission electron microscopy. The grain size was large, 0.6 mm, and

the grain boundaries in the Al-Li alloy tended to be gouged out during

electropolishing. The fevr boundaries that we did manage to retain in

thinned areas of the Al-Li alloy are considered to be the better

boundaries (i.e., those with the smallest cavities). Two of these are

shown in Fig. 2. On such boundaries the cavity sizes ranged from about

15 to U00 nm diam, with concentrations of about 1013/m2 of grain boundary

area.

There were many tiny cavities within the grains in the Al-Li alloy.

These are barely visible in Fig. 2 but can be seen more clearly in

Figs. 3b and Ub. Also evident in Fig. 3b is a defect-free zone on each

side of the grain boundary. Examination of several grain boundaries

indicated that the width of this denuded zone was about equal to the

diameter of the largest cavity visible on the boundary.

In the irradiated 6—9 Al there were no cavities on grain boundaries

(Fig. 3a) and the denuded regions at the grain boundaries were a factor

of 3 or more, wider than those in the Al-Li alloy. The cavities within

the grains were very much larger and of much lower concentrations than

the cavities within the grains of the irradiated Al-Li alloy. Precipitate

particles of silicon, a solid transmutation product of aluminum,6 were

present on grain boundaries and on cavities in the 6—9 Al but none was

observed in the Al-Li alloy.
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Fig. 2. Large Cavities on Grain Boundaries in Al-Li Alloy Irradiated
at 3U8 K.
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Fig. 3. Differences in Grain Boundary Denuded Regions and Matrix
Cavities After Irradiation at 3^8 K. (a) Pure aluminum, (b) Al-Li alloy.
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Dislocation concentrations were higher in the Al-Li alloy and were

arranged in a uniform configuration as shown in Fig. k&. There was no

discernible association of the dislocations with the numerous, small

matrix cavities that can be seen more clearly in Fig- Vb. Quantitative

analysis of the microstructures of the irradiated specimens are presented

in Table 2. The measured cavity concentrations in the Al-Li alloy are

believed to be somewhat low because of significant overlapping of cavity

images and because there probably were cavities present whose sizes fell

below our resolution limit of about 3 nm.

Annealing Experiments

The microstructures in the irradiated Al-Li alloy were found to have

much greater resistance to annealing than those in the irradiated 6-9 Al.

Disks about i mm thick were cut from each material and were annealed for

1 h in air at temperatures of 573, 673, and 773 K. During 1 h at 573 K

all cavities and dislocations completely disappeared in the 6—9 Al and the

silicon precipitate coarsened. In the Al-Li alloy the dislocation

structure and the small cavities appeared to remain substantially unaffected

by the anneal except for a small but obvious growth of some cavities like

strings of beads along the dislocations. However, two new features

appeared — coarse silicon particles and a uniform distribution of large,

secondary cavities within the grains, as shown in Fig. 5 upper (compare

with Fig. Ua). These annealing cavities were frequently associated with

the coarse silicon particles and they had a wide variety of shapes ranging

from rod-like to plate-like, all with crystallographic facets. Their sizes

ranged up to 200 nm or so. The formation of these secondary cavities did

not involve dissolution of the original, very small cavities in their

immediate vicinity (Fig. 5, lower).

At 673 K the dislocation structures and the small matrix cavities

were still present in the Al-Li alloy. Growth of cavities on dislocations

was no longer obvious but a slight coarsening of the matrix cavities was

evident. The large annealing cavities were larger (up to 1 um) and fewer

than those at 573 K, and they were more equiaxed in shape. At 773 K the

irradiated Al-Li specimens tended to disintegrate and thinned foils could

not be obtained.
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• >

V..

Fig. k. Dislocations and Small Matrix Cavities in Al-Li Alloy-
Irradiated at 3U8 K.



Table 2. Microstructural Data

Material ^radiation C a v i t i e s / m3 D-^eter Loops/m3 D i S e r Dislocations
Conditions (nm) » (nm) (m/m3)

^ 0 1.3 x 1013

>6 x 1013

6-9 Al

Al-0.05

Al-0.05

Li

Li

3U8

3U8

328

K,

K,

K,

2

2

3

dpa

dpa

dpa

8.

>7
2

7
X

X

x 10 1 9

1C22

1O23

52
•x.h

<k

6

>8

5

• 7
X

X

x 1O18

1O18

10l9 2 x 1 0 ^ M
M
I
ro
©
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Fig. 5. Large Matrix Cavities Developed in Al-Li Alloy During
Postirratiation Annealing for 1 h at 573 K. Black particles are coarsened
precipitates of transmutation-produced silicon. Lower photograph shows
at high magnification tiny cavities in vicinity of one of the anneal-
induced cavities.
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DISCUSSIOH

It is clear that major changes in microstructural defects and in

mechanical behavior occur in aluminum when large quantities of tritium

and helium are created during displacement damage. These changes are

more a matter of difference in the scale or degree of damage than of

radical alteration in the nature of the damage. The same neutron-

induced structural features (e.g., dislocations, cavities, and precipitates)

are involved but there are many more of them when they are created in the

presence of the gases. The gases evidently enhance nucleatioa of the

structural defects but do not change their forai. The cavities differ

in the sense that those in the 6—9 Al are probably empty and <"in anneal

readily whereas those in the Al-Li alloy are undoubtedly gas-filled and

are relatively resistant to annealing. The amount of gas required to

stabilize the cavities in the 6—9 Al as equilibrium gas bubbles is

estimated to be 1.5 x 103 appm (taking a surface energy value of 1.2 J/m2

for aluminum7 at 3**8 K, and using Van der Waals1 constant for helium gas8

of 1.91 x 1 0 - " m /atom and assuming this constant applies to hydrogen,

too). The estimated gas levels in the 6—9 Al from Al(n,p) and Al(n,a)

reactions are only k appm H and 0.7 appm He. fn the Al-Li alloy, however,

the presence of cavities on the grain boundaries is strong testimony for

gas bubbles. Also, the amount of gas present is quite enough to stabilize

the cavities; gas levels of 2200 appm each of 4He and 3He can support a

population of h nm diam bubbles of 1.8 x lO23/^3, which is of the order

of the cavity concentrations measured in the Al-Li alloy. These calcula-

tions are essentially unaffected by the loss of gas to the large grain

boundary bubbles. Even in the extreme case of complete grain boundary

coverage with 1 pm bubbles the amount of gas involved at the boundaries

is only 30 appm, a negligible quantity with respect to the total gas

content.

Despite the large differences in gas content between the 6—9 Al and

the Al-Li alloy, and irrespective of whether the cavities are gas-filled

or not, both materials swell to the same degree, about 0.6%. The gases

greatly increase the concentrations of cavities but do not increase the

level of swelling. Presumably at the high cavity concentrations in the
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Al-Li alloy the cavities have become the predominant sinks for both

vacancies and self-interstitials thus minimizing growth of cavities and

controlling the swelling. The distributions of cavities differ in the

two materials. There are no grain boundary cavities in the 6—9 Al.

Those in the Al-Li alloy are massive compared with the cavities within

the grains, but these large cavities do not dominate the swelling. The

concentration, N, of large cavities on the grain boundaries in the Al-Li

alloy was in the range 10 1 2 to 1013/m2. The average diameters of such

cavities required to completely cover the grain boundaries are the

center-to-center bubble spacings on the boundaries (i.e., IT1/2 or 10-6

to 3.2 x 10-7 m, respectively. Swelling from these cavities is given by
OMTTA 3 O

—•£•— vhere H is the grain diameter and r- is the grain "boundary area per

unit volume. In these materials £ is 5.8 x 10-1* m, and the maximum

swelling from grain boundary bubbles will lie in the range 0.18 to 0.06!?.

The balance of the measured swelling, 0.5 to 0.6%, must be caused by the

small cavities within the grains. The measured concentration of these

small cavities is roughly 1 x 1023/m3 and their size is about k nm diam

(i.e., about 0.33$ swelling). This is a reasonably good agreement con-

sidering our belief that we have undercounted the small cavities. In

fact, as we showed earlier, the concentration of k nm diam gas bubbles

calculated from the known gas level is 1.8 x 1023/m3, which will give

0.59$ swelling.

The tensile strength or flow stress of an irradiated metal containing

several species of structural defects is described9 by an equation of the

form

where a is the strength of the unirradiated metal, and &a,. is the
u dis

additional strengthening from a dispersion of radiation-induced disloca-

tions, cavities or other defects that impede dislocation movement.

Similarly for hardness,



11-224

The hardening increment from grown-in dislocation is given by the expres-

sion AH = 3 Gb A1/2, where the factor 3 converts flow stresses to

hardness values,10 G is the shear modulus (2.65 x 101* MPa for Al), b is

the Burgers vector (0.286 ran), and A is the concentration of grown-in

dislocations on the slip plane. The contribution from dislocation loops

is given by AH^ = 6 Gb (Nd)1/2, where N is the concentration of loops per

unit volume of aluminum, and d is their mean diameter; in the present

work the hardening component from loops is almost negligible. Cavities

make a significant contribution12 via the equation AH = 6 Gb (Nd)1'2.

Using these equations and the quantitative microstructural data from

Table 2 we have calculated the hardness values given in column 5 of

Table 3. The calculated values seriously exceed the measured hardnesses

at the higher hardness values. This, we believe*is due to the use of the

AH equation which may overestimate AH . We get a different result

if we consider the cavities to act as hard particles opposing dislocation

motion, for which we can derive9 the expression.

A H = 3-x l.oh Q b (Nd)i/2 . ln ( dj .
cav IT Ub

This reduces the calculated hardness values to those shown in column 6

of Table 3. Note that the two sets of calculated hardnesses now embrace

the measured values. Presumably we could play around with hardening

equations until we obtained a satisfactory correlation but that is not

the primary purpose of this exercise. Rather, we wish to draw attention

to the theoretical hardening expressions, all of which indicate that the

increase in hardness caused by microstructural defects is an inverse

function of the spacing between the defects. Hardness should thus increase

with the concentrations of defects vhicfc, of course, is qualitatively what

•we see in our materials. In short, the irradiated Al-Li alloy is much

harder than the irradiated pure aluminum because of the finer scale of

the damage structure in the Al-Li alloy.
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Table 3. Hardness Correlation

Material

6-9 Al

Al-0.05 Li

Al-0.05 Li

Irradiation
Temperature

(K)

3l»8

31*8

328

Hu

137

137

196

H^Meas.)

2^5

71*5

863

Hi(Calc)

Cavities ,

265

912

1520

(MPa)

'arSles

235

363

618
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The brittle behavior of the irradiated Al-Li alloy can be related to

the irradiation hardening and to the structural modifications induced at

grain boundaries. Grain boundaries are distorted lattice regions that

are known to be good sources of vacancies and also are sinks for vacancies,

self-interstitials and impurities. During irradiation the grain boundaries

absorb impurities and irradiation-induced point defects from regions

immediately adjacent to, and on each side of, the boundary, leaving clearly

visible zones denuded of defects. Such zones are soft compared with the

defect-hardened matrix. Gases entering the grain boundaries develop into

large bubbles with the aid of readily available vacancies in the boundaries.

We have made simple calculations of the amount of gas required to form

the observed concentrations and sizes of grain boundary gas bubbles

in the irradiated Al-Li alloy and find that adequate quantities of gas

can be drawn from the denuded regions alone. These bubbles are built-in

holes which can tear open under appropriate shear strains. Shear strains

are concentrated at grain boundaries because the boundaries are natural

barriers to transmission of slip, and because of the denuded zones at the

boundaries. During mechanical testing the hard matrix can support a higher

load than the softer denuded zones which must therefore deform prior to

the matrix. Plastic strain bscomes localized in the grain boundary regions.

The grain boundaries, already weakened by the presence of gas bubbles,

become overloaded and tear open. The result is highly intense locetl

deformation at grain boundaries with little or no measurable bulk strain,

and with intergranular fracture. Similar fracture is avoided in the

irradiated 6H> Al because the matrix is relatively soft, the grain

boundary denuded zones are wider, and the grain boundaries are free of

irradiation-induced cavities.

The annealing response of the Al-Li alloy deserves comment. The fine

matrix cavities were remarkab.iy stable to annealing even despite the strong

evidence of vacancy migration. This migration can be seen in the growth

of the silicon precipitates and in the development of the secondary popula-

tion of large cavities during annealing. In previous work on cavity

annealing in neutron irradiated aluminum5»x3 of low gas content, as well as

as in the present work on 6—9 Al, it was found that growth of silicon

precipitates was concomitant with cavity shrinkage or growth, implying a
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coupled migration of vacancies and silicon atoms. Also, when large

cavities grew, it was always at the expense of their immediate smaller

neighbors by a ripening process. This is not so in the Al-Li alloy.

Here the small matrix cavities in the vicinity of the anneal-induced large

cavities are not dissolved during the anneal. They may shrink a little

but they do not disappear. The difference is presumed to be dae to the

effects of the **He and 3H. We suspect that in the Al-Li alloy the small

cavities retain their inert helium during annealing but release tritium

which migrates and precipitates to form the large, annealing cavities.

Hydrogen has a very low solubility in aluminum and it readily forms

bubbles during proton bombardment;*** moreover, these hydrogen bubbles

coarsen during postbomardment anneals at 573-773 K and eventually disperse,

although they may cause extensive grain boundary cracking in the interim.

This picture fits nicely with our observations on annealing of the

irradiated Al-Li alloy. We certainly had significant tritium migration

even at room temperature. Every time we opened our lead storage can to

retrieve an irradiated Al-Li specimen we contaminated the walls of our

glove box with tritium. Also, when we returned to some thinned electron

microscopy foils to reexamine grain boundaries we found that the boundaries

had cracked open during storage at room temperature. The most logical

explanation of this is that tritium precipitated into the large grain

boundary cavities and caused them to burst through the foil surfaces.

These observations and deductions raise the question of the role of

tritium in the development of cavities and damage structure. Unfortunately,

the irradiated metals contain at least equal quantities of helium and

hydrogen (or tritium), and helium is a noted promoter of cavities."N15

We cannot readily distinguish a separate role of hydrogen but if hydrogen

bubbles can form easily in aluminum during annealing at temperatures above

about 370 K we see no reason why they should not develop during irradiation

at 328 and 3^8 K, particularly at grain boundaries. And the grain boundary

cavities in the Al-Li alloy are very large. Perhaps they do contain more

tritium than helium. The tritium can migrate much more readily than the

helium, and its low solubility would force it to precipitate at any free

surface. It may alsc be involved in nucleation of the small matrix
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cavities. Evidence in the literature indicates that hydrogen increases

the concentration of cavities in neutron irradiated aluminum'' and in

electron-irradiated PElo alloy,ir' 3l6 stainless steel17 and ferritic

steels.18 Until recently hydrogen was not seriously considered an

element of radiation damage in most reactor constructional materials,

except zirconium, because it was assumed to escape. The writing is now

on the wall. In CTR materials the hydrogen generation rates will be many

times greater than those of helium, and possible effects of hydrogen

should not be overlooked.

It is obvious from this work that when high gas contents and signi-

ficant neutron displacement damage occur simultaneously in aluminum the

resulting effects on damage structures and on mechanical properties are

much greater than if the displacement damage occurs alone. It is not

clear whether the gas and the displacement damage act-synergistically

(i.e., whether their combined effects are greater than the sura of their

independent effects) since we have not measured the effects of gases alone.

Other experimenters19"22 have studied Al-Li alloys irradiated in predomi-

nantly thermal reactors where the neutron spectrum contained relatively

minor portions of fast neutrons and hence induced no significant build-up

of displacement damage. In these early experiments the major micro-

structural change was tie formation of gas bubbles on grain boundaries and

on preexisting dislocations. These bubbles caused some swelling and

hardening and loss in ductility but usually considerable ductility was

retained and the fracture path remained transgranular except at elevated

test temperatures above about h"JO K where intergranular fractures occurred

and ductility values fell to very low levels at high gas contents. Some

of these changes are illustrated by the data in Table h for irradiations

done at 3^8 K to give gas levels similar to those in our Al-Li alloy.

Note, in Table h, that with increasing neutron fluence (and gas content)

the average size of gas bubbles increases and the average concentration

of bubbles decreases markedly. At the gas level of interest to the

present work (UU8O appm) the concentrations and sizes of bubbles within

the grains are quite different from those in our irradiated Al-Li alloy;

they are, in fact, almost identical to those of the cavities in the
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Table k. Microstructural Data and Tensile Properties of Al—6Li Alloy
(0.3/5 Li Enriched 96% in eLi) Irradiated at 3**8 K in a

Predominantly Thermal Reactor
(Extracted from Heferences 22a and 22b)

Properties

Estimated8- gas con-
centration, appm

Size of grain boundary
bubbles, run

Width of grain boundary
denuded regions, nm

Bubble density in
matrix, per m 3

Average diameter of
matrix bubbles, run

Yield stress, MPa
at 77 K
at 296 K
at 523 K

Ultimate tensile
stress, MPa
at 77 K
at 296 K
at 523 K

Elongation, %
at 77 K
at 296 K
at 523 K

Matrix Swelling,0 %

0

Q

0

0

0

0

22
Ik
8

12J*
68
17

23
26
69
0

6xio 2 2

150

20+

0

9

<2

33
23
19

13U
93
30

33
25
10
9

Thermal Pluence

1.2xlO23

280

Occasionally
up to 1 pm

0

2xlO22

5̂

1*5
33
21

1U3
79
30

26
13
8

0.13

, n/m2

ixlO2*

2350

20+

Uoo

lxlO21

13

h6
36
18

128
69
22

20
22
1

0.11

2x10 2 4

1A80

250+

750

8xio19

50

(b)

(b)

(b)
(b)
(b)

(b)
(b)
(b)

0.52

aA gas concentration of 150 appm implies 75 appm 3H and 75 appm ''He.

SSpecimens contained surface cracks and fissures.
tested.

c

Not tensile

cMatrix swelling is calculated from the bubble density, N, and
(average bubble size, d, and is given by 1 0 0 ( ^ / 1 - ^ ) , where V. is

KiTd3/6, the volume of bubbles per m 3 of swollen material.
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6~9 Al. Consequently, the degree of radiation-induced hardening is

expected to be small. Indeed an extrapolation of the ultimate tensile

strength from the lower fluence UTS values at room temperature (296 K)

indicates no more than about 69 MPa, or a maximum hardness of about

207 MPa which, again, compares more favorably with our irradiated 6-9 Al

than with our Al-Li alloy. A similar extrapolation in elongation values

would imply retention of significant ductility at 77 and 296 K, again

more in keeping with our irradiated pure aluminum than with our irradiated

Al-Li alloy. The only points of similarity with our Al-Li alloy observa-

tions are the grain boundary bubbles and the degree of swelling.

This comparison strongly suggests a synergistic effect of gases and

displacement damage on microstructure and embrittletnent. But there is

one little flaw in the argument; the data in Table U were obtained in a

reactor whose thermal neutron flux was undoubtedly much lower (by at

least a factor of 10) than that in HFIR. So the data not only represent

relative absence of displacement damage but also a lower gas generation

rate. We cannot, therefore, conclude that a synergistic effect prevails

in our observations. Certainly, however, the combined effects of high gas

level and displacement damage are very much greater than the separate

effects of displacement damage or high gas level. Another important point

illustrated by this comparison is that although gas bubbles on grain

boundaries will cause some loss in ductility at low temperatures (Table h)

superimposition of a hardened matrix brings about severe embrittlement

(Fig. 1). Indeed, if such hardening, and a weakening of grain boundaries,

occurs under CTR conditions then embrittlement and premature fracture,

not swelling, is likely to be the AeMlles1 heel of CTR materials.
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CONCLUSIONS

In aluminum neutron irradiated at moderate temperatures (̂ 0.36 Tm)

the presence of about 2200 appm each of helium and tritium created con-

currently with significant displacement damage causes: (l) Ho change

in overall swelling. (2) Considerable refinement of damage structures

without radical change in the type of damage; cavity concentrations are

increased 1000-fold, cavity sizes are decreased 10-fold, dislocation

concentrations are increased about 10-fold. (3) Development of large

cavities on grain boundaries, (k) A narrowing of defect-free regions

adjacent to grain boundaries. (5) A large increase in irradiation

hardening. (6) Severe embrittlement during mechanical testing associated

with intergranular fracture even at very low temperatures.

The combined effects of high gas level and displacement damage are

much greater than the effects of displacement damage alone, but it is

not clear if there is a synergistic effect. Gases enhance nucleation of

defect structures, and at high gas levels the cavities are gas-filled.

This refinement of damage structure increases the irradiation-hardening.

A combination of a hardened matrix and weakened grain boundary regions

leads to severe embrittlement and intergranular fracture. Postirradiation

annealing causes the development of a secondary population of large

cavities believed to be associated with tritium migration and precipita-

tion. Migration of tritium is evident even at room temperature.
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HELIUM RELEASE FROM TYPE 304 STAINLESS STEEL

J. R. Cost*, R. G. Hickman, J. B. Holt, and R. J. Borg,
Lawrence Livermore Laboratory, Livermore, California 94550

ABSTRACT

Helium in very low concentration (< 1 atomic parts per
billion) has been introduced into type 304 stainless steel
by radioactive decay of dissolved tritium. The release of
this helium during subsequent annealing has then been
monitored with a high sensitivity mass spectrometric gas •'
analyzer. With isochronal annealing, helium is released in
two temperature ranges, first near 300°C and then between
800°C and the melting point. The latter release is inter-
preted as being due to helium gas bubbles. The release near
300°C has been studied isothermally between 150°C and 300°C,
and has been analyzed in terms of two stages of exponential
decay. The fast and slow release stages have relaxation
times near 10' and 103 seconds, respectively and the fast
release accounts for roughly 0.85 of the total release at
low temperature. From an analysis of the release kinetics,
it is concluded that volume diffusion is the controlling
mechanism for the outgassing.

INTRODUCTION

Because the presence of even small amounts of helium often results
in decreased mechanical properties and premature failure in materials for
nuclear power applications, there has recently been a large amount of
work devoted to characterizing the behavior of helium in these materials.
The problems caused by the presence of helium become particularly
important for fusion power reactors in which materials will be exposed
to helium ion implantation from the plasma and to helium created by
beta decay of tritium, in addition to helium created by (n, a) reactions.
In order to deal with materials problems related to the presence of

*0n leave of absence from School of Materials Engineering, Purdue
University, West Lafayette, Ind. 47907.

n-234
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helium, it is important to characterize its outgassing behavior, i.e.,
to determine how such variables as temperature, radiation, material
composition, helium concentration, etc., affect the rate at which helium
is released. Before such empirical studies are made, it is valuable to
study a simple metal-helium system at low helium concentrations and
without the complications of radiation damage so that the basic mechan-
isms by which helium outgassing occurs can be determined. The present
study makes use of the radioactive decay of dissolved tritium as a
method for introducing controlled low concentrations of helium into
type 304 stainless steel. The subsequent degassing behavior of the
helium is studied from room temperature to 1300°C.

Use of tritium for the controlled introduction of helium into
metals was first described in a review on inert gases in metals by
Blackburn. Tritium undergoes spontaneous beta decay with a half-life

3
of 12.3 years, producing He as it releases an average energy of 5.7
KeV per event. Its virtues are that it can dissolve in most metals at
moderate temperatures and then decay to produce a uniform internal
concentration of helium with negligible radiation damage. This is to
be contrasted with the implantation of energetic alpha particles
which produces non-uniform concentrations and damage in the form of
collision cascades. It is noted that the relatively low energy of the
tritium decay reaction is below the threshold energy for producing

2
radiation damage in even the lightest metals.

EXPERIMENTAL METHOD

The experimental method has been described previously. After
preannealing at 1000°C in ultra high vacuum for an hour, the specimens
were exposed to tritium at 300°C and 1.13 atm (114 kPa) for one day.
The samples were 0.406 mm thick foils of commercial 304 stainless steel.
After the tritium exposure, the greater part of the dissolved tritium
was removed by maintaining the specimens at 250°C in a vacuum of 3 x 10
Torr (̂  40 pPa) for one day. After this outgassing treatment, each
specimen was analyzed for residual tritium. This was done by snipping
a small corner from the foil, slowly dissolving it in aqua regia,
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diluting the resulting solution, and measuring the tritium with standard

liquid scintillation counting procedures.

The experimental vacuum system used to make the helium release
measurements also has been described previously. During a run, helium
is collected in the vacuum system for a prescribed time interval while
other gases are removed with a titanium sublimation pump. The amount of
helium collected in the time interval is then determined mass spectro-
metrically by sweeping over the m/e = 3 peak, the height of which is
proportional to the helium present. Calibration experiments with He

22

gave a calibration factor of 3.19 x 10 atoms/amp and a minimum
detectible amount of helium after subtraction of background of less than
10 1 0 atoms.

RESULTS

Helium release was studied for both isochronal and isothermal
anneals. The data for the former are shown in Fig. 1 for three different
tritiated samples and an untritiated control sample annealed over the
temperature range from room temperature to 1300°C. In this figure, the
height of the mass spectrometer peak in amps for species with m/e = 3 is
plotted versus annealing temperature. This species is exclusively He,
the decay product of tritium, since it was determined by experiments on
gas mixtures of helium and hydrogen species in controlled concentrations
that the hydrogen species were completely removed from the system by the
titanium sublimation pump.

It may be observed that releases occur in two widely separated
temperature ranges, one a relatively narrow peak near 300°C and the other
involving release between 800°C and the melting point. Similar results
with a release peak near 300°C and a broad temperature range of release
at high temperature have been reported for isochronal annealing of nickel
implanted with helium and also for type 316 stainless steel. The
helium concentrations released in these two temperature ranges for the
three runs shown in Fig. 1 are given in Table 1. Also reported in
Table 1 is the concentration of residual tritium measured on a small
portion of the sample before the helium analysis. It is noted that the
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200 400 600 800 1000
ANNEAL TEMPERATURE (°C)

1200

Fig. 1. Isochronal annealing curves for helium release from three
different tritiated samples. The time at each temperature
was 5 minutes.

Table 1. Summary of Isochronal Annealing Results

Run no.

7

10

13

Sample wt.(g)

.6691

.5644

.6443

Concentration
of tritium, cT

(atom fraction)

7.2 x 10'6

5.3 x 10'6

5.4 x 10"6

Concentration of
helium released, c
(atom fraction)

300°C Peak

4.7 x 10"11

1.5 x 10"11

7.8 x 10'11

> 800°C

not det.

3.7 x TO"11

9.1 x 10"11
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total release above 800°C is somewhat larger than that near 300°C;
however, the total helium in the samples could not be determined
because the furnace did not reach the melting temperature. One of the
goals of this study was to consider the possible mechanisms for these
two distinctly different stages of helium release, and in particular
the release at low temperature. Thus, the remainder of the experimental
results are concerned with the release peak near 300°C.

Fig. 2.shows the release results for four different isothermal
annealing temperatures at and below 300°C. These results are plotted
semi-logarithmically as the amount still to be released versus annealing
time. The solid lines in Fig. 2 are least squares fits of the data at
long times (at which the semf-logarithmic plot is linear) to the equation
for volume diffusion limited release from a thin slab of thickness h,

c(t) = c o \ I ^ _exPr.(2x + l)
2t/xl (1)

° 7TZ X=O (2X + 1 ) Z L -1

where t is time and c and c are the average instantaneous and original
helium concentrations and are proportional to the summed amplitudes of
the He mass spectrometer peaks remaining to be released with the
isothermal anneal. In the above equation, the relaxation time T is
related to the volume diffusivity D by

The least square lines shown in Fig. 2 have a constant slope for
times greater than 200 sec corresponding to times at which terms with
x > 0 are negligible in Eq. 1. It may be observed that the data for each
temperature show a good fit to simple exponential decay of the concen-
tration for timesgreater than 10 sec. The slopes of these lines yield
values for T and thus the volume diffusivity. Values for these para-
meters are ..'ported in Table 2. Because of the uncertainty due to
subtraction f the background amplitude for the mass spectrometric
measu; <. ?r.*s, these values are probably no more accurate than 10%. At
short time:, when the terms in the solution to the diffusion equation with
x > 0 are non-negligible, the least squares fit (solid) lines to Eq. 1
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2000 4000
ANNEALING TIME (SEC)

•000

Fig. 2. Semi-logarithmic plot of the data for low temperature
isothermal release of helium at four different temperatures.
The solid lines which fit the data at long times are least
square fits to Eq. 1, the solution to the diffusion equation
for volume diffusion controlled degassing of a thin sheet.
The lack of a good fit at short times is because the total
degassing fits Eq. 1 for a two step process. This figure
shows the slow release step and the fast release is shown in
Fig. 3.

Table 2. Summary of Isothermal Annealing Results

TeapCC;

150

200

250

300

30
(calculated)

Sample*
wt.(g)

.6673

.3411

.3522

.6792

2.

2.

1.

9.

qs

To

Do

Slow re lease

cs

7X10"1 1

3 x 1 0 - "

M O ' "

7xlO"12

' 3,800

• 26 sec
s
• 7.5x10

s

r.(sec)
J

2.3xl03

1.5xlO3

9.2xl02

7.4xlO2

1.4x10*

Ds(cin2/sec)

8.41xl0"8

1.35xlO-7

2.12xlO'7

2.64xlO"7

1.37xlO"6

j

V " " '
cal/mole (0.16 eV)

" 6 cmZ/sec

1

1

5

6

0,

T.

°C

Fast
c f

.7X10-10

.67X10"10

. 7 ,10 - "

.5X10""

f * 1.200 i

. - 34 sec
( f

< 5.8x10
'f

release
t f (sec)

1.3xlO2

1.3xlO2

1.4xlO2

7.7X101

2.5xlCZ

V
:al/mole (0

' 6 cm2/sec

Df(c«2/sec)

1.5xlO"6

1.5xlO-6

1.4xlO"6

7.8xlO-7

i

.05 eV)

c

0

0

0

0

c f

f + c s

.86

.88

.82

.83

All samples were cut from the sane tritiated strip for which the concentration of tritium was
measured to be 5 x 10-° atom fraction.
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show a small region with increased slope. This region includes about
the first 20% of the gas release. It corresponds to the time during
which the curved concentration profile for helium is established across
the thickness of the sample.

It may be noted that at short times the data do not fit Eq. 1.
Instead, an appreciable amount of helium release in excess of that
predicted by Eq. 1 is observed. The kinetics of this early or fast
release have been analyzed by subtracting away the contribution due to
the later or slow release. The gas release after this subtraction is
shown in Fig. 3, again as a least square fit to Eq. 1 at each tempera-
ture. Because of the short times and thus smaller number of data points
for the fast release and the uncertainties involved with subtracting the
slow release, the data are not as good as in Fig. 2. However, reasonable
fits to exponential decay of the concentration are again obtained. The
concentrations, time constants and appropriate diffusivities for the
fast release at each temperature are also given in Table 2. One may
observe that the fast release accounts for roughly 0.85 of the total
helium release at low temperatures. At this point it is to be emphasized
that, although it may appear tempting to consider the second and higher
number terms in Eq. 1 as an explanation for the results, the magnitudes
of these terms are so small that such an explanation is precluded, i.e.,
the least squares fit lines in Fig. 2 which include these higher number
terms definitely do not fit the early release data. It should also be
mentioned tnat the isothermal helium release-data were found to fit this
two stage exponential decay scheme significantly better than other
schemes (i.e., mathematical functions) tested, such as kinetics based
upon tn. Although it may be that the data could be fit to other, con-
siderably more complex, multiple-mechanism models, the two-stage volume
diffusion-limited model has been chosen because it fits the experimental
results and is physically reasonable.

The temperature dependence of the relaxation times from Eq. 1 for
both the fast and slow release reactions are shown on the Arrnenius
plot of Fig. 4. At each temperature measured, there is roughly a
decade difference in the relaxation times for the two releases. There
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I0"10

200 400 600 800
ANNEALING TIME (SEC)

1000

Fig. 3. Semi-logarithmic plot of the low temperature isothermal
helium release data after the release shown by the solid line
in Fig. 2 has been subtracted. The solid lines are least
squares fits to Eq. 1.

10*

TEMPERATURE C O
300 2S0 200 150

in

10'

SUM RELEASE

FAST RELEASE '

i.e 2.0

lO'/T

2.4

Fig. 4. Arrhenius plot of the relaxation times for both the fast and
slow release processes. The parameters obtained from the
slopes and intercepts are presented in Table 2.
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appears to be less temperature dependence for the faster release, but
this probably cannot be stated with certainty because the experimental
error is difficult to estimate, especially for the faster release. In
Table 2 are reported experimental values of T , D , and the apparent
activation energies to fit the equation r = r exp(Q/RT). In this table
the subscripts f and s refer to the fast and the slow release. Also
reported are the extrapolated values for the relaxation times at room
temperature.

The various annealing treatments were found to cause release of
residual tritium from the samples. Since this element is not measured
by the mass spectrometer because it is trapped by the titanium sublimation
pump, liquid scintillation analyses for tritium were made on various
samples before and after annealing. It was found that an isothermal
anneal at 300°C for 2000 sec reduced the residual tritium by a factor
of six. Also, an isochronal anneal to 1300°C (5 min at 100°C temperature

intervals) reduced tritium by a factor of 3.5 x 10 . Mass spectrometric
3

analyses for He were also made after the above anneals. It was found
that the sample which had been given the 300°C anneal (which resulted in
helium release) did not show helium release when it was remeasured within
an hour after the anneal. This same sample did, however, show a helium
release peak, attenuated by roughly a factor of six, after being held
several days at room temperature. The sample given the 1300°C anneal,
on the other hand, showed no subsequent helium release, corroborating
the results of the scintillation counting experiments.

DISCUSSION

Because of the very low or negligible solubility of helium in
metals, there is a strong driving force which causes these inert gas
atoms which have been introduced to interact with defects which may be
present. This interaction may be with point defects, or it may also be
a self-interaction in which inert gas atoms aggregate to precipitate
and form bubbles. These two kinds of interactions can occur simulta-
neously and thus be competitive processes. Interestingly, the results
of these two processes tend to be quite different. Inert gas atoms
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which interact with impurity atoms or point defects can still be mobile
and can ultimately outgas by diffusion to free surfaces. On the other
hand, the inert gas atoms which form bubbles tend to remain in the
metal because, although the small bubbles are mobile and can produce
some outgassing, the migrating bubbles tend to coalesce to form larger
relatively immobile bubbles. A general pattern for the behavior of
helium in various metals has developed fron, recent studies. At low
annealing temperatures, helium atoms interact with point defects to form
a complex defect, while at high temperatures they tend to precipitate as
bubbles. As previously indicated, these two modes of behavior can both
occur at some temperatures. Also, in addition to temperature, the
helium concentration can be expected to affect which behavior is dominant.
The results of this study will now be discussed in terms of these two
kinds of behavior.

High Temperature Release

The release we have found in stainless steel at temperatures above
800°C is believed to be due to bubbles which become mobile in this
temperature range. Since bubble mobility decreases with increasing
bubble radius, the process of gas release by bubble diffusion to the
surface is complicated by the simultaneous process of bubble coalescence
i" which large relatively immobile bubbles are formed. The kinetics of
the combined processes of bubble diffusion to surfaces and coalescence
are difficult to analyze quantitatively; however, it is worthwhile to
consider the general shape expected for the isochronal annealing curve.
The release we observed above 800°C does not appear as a classical
release peak, but rather is spread over a wide temperature range up to
the melting point. This result is in accord with what one would expect
for the bubble migration mechanism of gas release. Because of the large
dependence of bubble mobility on the radius and the large width of the
distribution of bubble radii, a narrow release peak such as the one at
300°C is not predicted. Instead, the gas release is expected to occur
over a wide temperature range up to the melting point where the larger
bubbles become mobile. Thus our results are consistent with the
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interpretation that diffusion of helium bubbles is the high temperature
release mechanism. Also, this interpretation is consistent with results
from studies of helium bubble formation in numerous other materials.
Obviously this is not an unequivocal interpretation; thus additional
studies are suggested to substantiate the mechanism. Unfortunately,
although an attempt was made, it was not possible to confirm the
presence of bubbles by electron microscopic examination; such a con-
firmation would be extremely difficult, however, for helium concen-
trations in the parts per trillion range.

Low Temperature Release

A model for the helium release near 300cC must fit the isothermal
annealing results presented in Table 2. In particular, it should be
consistent with the result that the release can best be described by
the sum of two exponential releases with relaxation times differing by
a factor of roughly ten. First, it is useful to consider the kinetics
of gas desorption from a surface as an alternative rate-limiting step
to that of volume diffusion.

If the helium released is considered to have all originated at the
-4sample surface, it will amount to only about 10 of a monolayer. Thus,

we can consider the possibility that helium originally trapped somehow
at a relatively low concentration of surface sites was desorbed during
the annealing. It should be mentioned that this is not a likely
possibility since there is little reason to believe that chemically
inert helium will chemisorb on metal surfaces. The weak Van der Waals
bonds would be expected to only produce physical adsorption and then
only at pressures well above and temperatures well below those in this
experiment. In addition to the above arguments, it can be shown by
consideration of the experimental and predicted pre-exponential factors
for the time constants that simple surface desorption is not the rate-
limiting step for the release. Using t'".» classical model for surface
desorption, the rate of release from the surface is dc/dt = c T~ .^

1 o burr

T ' . is the rate constant for the release. Ignoring entropy and
geometrical factors which are near unity, this rate constant can be
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written as f~Jurf =
 v
surf(-Qsurf/

kT)> where Qsurf
 is the energy of

desorption from the surface and v ,, the vibration rate at the
surface, can be estimated to be 10'2 sec"^. Comparing the desorption
energy and pre-exponential factor with the results given in Table 2, we
find first that 4,000 cal/mole or less is not an unreasonable value to
expect for the desorption energy. Next, comparing the pre-exponential
factor for the rate constant, we find a large disagreement, enough to
eliminate the surface desorption model. The value T s u rf

= v~s rf "= 10
sec is predicted for surface desorption, while a T value of roughly
30 sec was determined experimentally. Although we can now reject the
simple surface desorption hypothesis for the fast release in the
isothermal anneal, the above analysis may not apply to the complex
kinetics expected for a two stage process such as we have observed.
Thus, it is not ruled out that the surface may have a role in the
mechanism for the slow release, although the manner in which a metal
surface could trap helium is not known.

The experimental value for T of roughly 30 sec is large compared
to the literature values obtained for volume diffusion of substitutional
M x 10 sec) and interstitial (̂  5 x 10" sec) solutes. Our data
are in better agreement with prior results for interstitial diffusion
than for substitutional diffusion. However, the lack of good agreement
suggests that either there is not sufficient accuracy in the data for
the extrapolation to obtain T within two orders of magnitude or that
the results cannot be interpreted in terms of simple volume diffusion
since s^-_ jther complicating factor such as a trapping effect due to
impurities may be present.

Consider now the steady state predicted to exist in samples held
at room temperature for long times compared to the relaxation time at
this temperature (see Table 2). The rate of production of helium is

$ = CT X &
-9 -1where X = 1.75 x 10 sec is the radioactive decay constant for

tritium, c is the average helium concentration, and c is the tritium

-12
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concentration. Assuming the surface concentration of helium is zero,
the rate of loss of helium by diffusion can be written as

Therefore, at steady state we have an average concentration of helium
given by

c = CJXT. (5)

Curves for predicted values of this concentration versus temperature are
shown in Fig. 5. They have been calculated using the values from Fig. 4
for the relaxation times for the fast and the slow releases. Also shown
in Fig. 5 are the experimental values for the concentration of helium
released in the fast and slow stages at each isothermal annealing temper-
ature. Two comparisons between the experimental results and those
predicted by Eq. 5 will now be discussed.

First, the gas release predicted for a given temperature should be
the difference between the steady state concentration at 30°C and at the
appropriate temperature. For the concentrations calculated using the
relaxation time for the slow release, the predicted release is nearly
independent of temperature for the annealing temperatures investigated;
it has a magnitude of 1.0x10" atom fraction of helium. It may be
observed that this value agrees within a factor of two with the release
which was observed experimentally at the various temperatures. On the
other hand, when the fast release relaxation times are used to calculate
the steady state concentration, the predicted release differs by nearly
two orders of magnitude from that observed experimentally. From this
it appears that the steady state concentration at room temperature is
controlled by the slow rather than the fast reaction. It is suggested
that a reason for this may be that at room temperature most of the
helium does not exist as freely mobile atoms, but instead is trapped,
possibly at tritium atoms or as a complex defect with vacant lattice
sites.11'12
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Fig. 5. Concentrations of helium released and calculated to be present
at steady state at various temperatures.
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Second, it is noted that the amount of helium released at each
temperature by the slow reaction (data points with circles in Fig. 5)
is the same within experimental error as the steady state concentration
calculated using the relaxation time for release by that reaction.
This agreement suggests that the slow release reaction actually involves
release of the steady state concentration of helium. This would only
occur if tritium were also being released. Such a release of tritium
is already known to take place since a loss of roughly 0.8 of the
tritium was observed for the sample annealed at 300°C. What is interest-
ing in the above discussion is the inference that tritium release is
the rate-controlling step for the slow reaction of helium release. This
seems to be the most probable, although certainly not the only explanation
for the second (slow) stage of helium release. As a part of this expla-
nation there is the requirement that a trapping type of interaction
exists between atomic helium and tritium. This does not seem unreason-
able. Further studies in which both the tritium and the helium con-
centrations are monitored will be necessary to properly demonstrate this
interaction.

If the slow release stage is governed by diffusion of tritium from
the sample, then the fast release stage can be assigned the mechanism
of diffusion of atomic helium.or a complex defect involving helium,
from the sample. Such an explanation is attractive because of its
simplicity, i.e., that roughly 0.85 of the helium will freely diffuse
and thus will obey exponential release kinetics and that the remainder
is trapped and becomes mobile only when the trapping species can diffuse.
From the partitioning of helium indicated above, a binding energy to
traps of approximately 11,000 cal/mole (0.48-eV) is calculated at 250°C.

In conclusion we wish to point out that probably the most signifi-
cant result of this study is the finding that helium degassing occurs
by simple exponential decay and thus fits the kinetics predicted for a
volume diffusion mechanism. This indicates that the competitive
processes of volume diffusion of atomic helium or of a helium complex
and of degassing by diffusion of submicroscopic helium bubbles can be
studied separately. In our study this has been possible by working at
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concentrations low enough so that helium agglomeration and precipitation
occurs in a temperature range well above that for volume diffusion. An
additional condition which may be important to this experiment and the
observation of exponential degassing kinetics is that helium was intro-
duced by a method which is not expected to involve appreciable radiation
damage. Future studies with the goal of understanding basic mechanisms
for the behavior of helium may for this reason require use of the tritiuir
decay method for the introduction of helium. For such studies, further
work will be needed to characterize the interaction between atomic
helium and tritium suggested by this investigation.
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OBSERVATIONS OF HELIUM BUBBLE FORMATION IN
316 STAINLESS STEEL IMPLANTfcl) bV ALPHA BOMBARDMENT

F. A. Smidt, J r . , A. G. P i e p e r
Naval -Research Laboratory

Washington^. _ D. _ C.

ABSTRACT

Helium produced by transmutation reactions in the first
wall of fusion reactors is expected to affect ductility and
swelling. The migration of He during annealing of foil speci-
mens of 316 stainless steel implanted with 20-60 ppm He at
<200°C was studied to characterize He behavior under these
conditions using transmission electron microscopy to char-
acterize microstructures and the temperature of He bubble
formation and bubble migration rates. Bubbles were observed
after one-hour anneals at temperatures from 800 to 1100°C
(the highest temperature examined) with negligible loss of
He from the foils. Strong interactions between He bubbles
and dislocations and grain boundaries were apparent. Com-
parison of the data with published results on neutron data
and with theory suggests He migration is accelerated under
a radiation flux.

INTRODUCTION

The generation of helium in the first wall of controlled

thermonuclear reactors as a result of transmutation reactions

arouses concern about its effects on the long-term integrity

of the first wall. It has been recognized for some time that

the presence of helium degrades the elevated temperature duc-
1-3

tility of metals. More recently, void formation and swell-

ing of metals have been found to be influenced by the presence

of He in metals under conditions where the He pressure would
4

be less than equilibrium. Such problems are of concern in

fast reactors where lifetime He concentrations are expected

to be of the order of 10 ppm in stainless steel cladding.

Generation rates in CTR's are projected to be considerably

greater with up to 644 ppm/yr in the Princeton design and

285 ppm in the Wisconsin design so that it is important to

understand the effect of He on these phenomena and its be-

havior in metals.

11-250
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Knowledge about the diffusion of He in metals is essential

to the understanding of both the elevated temperature ductility

loss and swelling phenomena during neutron irradiation and in

the design of experiments to simulate these effects. At the

time these experiments were initiated there were several models

for helium mobility described in the literature and it was

not apparent which one was applicable to the situation of a

metal under irradiation and how to best simulate this situa-

tion under accelerated irradiation conditions. Early work on

the mobility of helium in metals was associated with studies

of fission gas swelling. Transmission electron microscopy

(TEM) studies of He in copper showed that bubbles formed at

relatively high temperatures and their motion was the dominant

process for He transport. A mechanism was proposed in which

bubble diffusion took place by a surface diffusion process

where metal atoms migrated over the interior surface of the
g

bubble either preferentially in one direction under a driv-

ing force or in a random manner in the absence of a tempera-

ture or stress gradient. Recent experiments on the behavior

of He in copper and gold and aluminum confirmed that He

transport by bubble diffusion was occurring. Other recent

experiments in which He was injected into specimens by kev

energy ion implantation showed re-emission of He at much

lower temperatures than those at which bubble formation
11 12

occurred. ' Migration energies as low as 0.24 ev were

deduced from experiments on tungsten suggesting that under

some circumstances, He was diffusing by an interstitial

mechanism. Other experiments with high He concentrations
13

produced blistering and re-emission of He at rates ap-
14

proaching the incident flux. Thus, a variety of observa-

tions related to transport of He in laetals had been reported

in the literature.

The present experiments were undertaken to determine

the behavior of He under conditions where it was implanted
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in the interior of the metal at energies up to 70 MeV in a

cyclotron at temperatures of less than 200°C and concentra-

tions of 10 to 70 ppm. The samples were then annealed over

a range of temperatures in a gradient free furnace, thinned,

and examined by TEM to determine the extent of radiation

damage and the conditions under which He bubbles form and

grow. These experimental conditions are representative of

the state of a sample after pre-injection of He in charged

particle bombardment experiments to simulate neutron irradia-

tion.

EXPERIMENTAL TECHNIQUES

The present studies of He bubble formation were per-

formed on 316 stainless steel foils rolled to sheet of 62

j>im thickness from which 3-mm diameter microscopy specimens

were punched. The foils were annealed at 1100°C for one

hour in vacuum and cooled rapidly by removing the furnace.

Implantation of He was done in the NRL Cyclotron using a

70 MeV alpha particle beam and a beam energy degrader con-

sisting of a series of aluminum foils stacked to various

thicknesses and mounted on a remotely pcsitionable water-

cooled plate. This variable thickness beam energy degrader

controls the depth of a He implant by varying the mean

energy of the alpha particles incident on the specimen.

Range straggling as a result of this degradation in erergy

produces a Gaussian shaped depth profile with a full width

half maximum of 12 um in stainless steel. Typical alpha
12 2

fluxes used during implantation were 4 x 10 particle/sec/cm .

A uniform He concentration (±10 percent) was achieved in the

center of the specimens by implanting a series of these Gaus-

sian shaped profiles at progressively greater depths as il-

lustrated in Fig. 1. The foil specimens were arranged con-

centrically around the beam center "at a radius of 3.5 mm to

specimen center and were bonded to the water-cooled chill

block with high conductivity silver paint. This maintained
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100. T
STEEL

flLTHR ENEK>T= 7 0 . 1 HEV

DEPTH 3)

Fig. 1. Helium concentration profile in a .0025-in,
foil of 316 stainless steel produced by degrading the
energy of a 70 MeV alpha profile beam to sequentially
implant four overlapping profiles.
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the temperature below 200°C during implantation. He concen-

trations were calculated from the beam current density and

the full width half maximum of the Gaussian depth distribu-

tion. Calculated concentrations were verified on selected

specimens by a mass spectrometric analysis performed by

Atomics International.

Following implantion with He the foils were annealed at

the desired temperature in a vacuum furnace having a tempera-

ture gradient of less than ±3°C over six inches and with a
•—6

vacuum of £10 Terr at temperature. The furnace was ar-

ranged so that it could be heated to temperature and then

moved into position around the furnace tube to rapidly heat

and cool the specimens. Annealing times of one hour at

temperature were used in these experiments. The specimens

were thinned for TEM using a double jet electropolisher with

an electrolyte of 20 ml perchloric acid, 150 ml butyl alcohol,

and 250ml methyl alcohol cooled to -65°C.

TEM examination of the foils was performed with a JEM

200A equipped with a double tilt side entry goniometer .stage.

All microscopy was performed with the instrument operating

at 200 KV. He bubbles were imaged in the weakly diffracting

(kbsorption contrast) condition by the out-of-focus phase
15contrast technique of Rtihle. For overfocus conditions

(below the foil), the bubbles appear as a white spot surrounded

by a dark ring. Under these imaging conditions the inside

of the dark ring should give the true bubble size. Resolution

obtainable by this technique has been found to be at least

15A for He bubbles in a thin sectionof aluminum, but is pro-

bably about 20l in a thin section of stainless steel. Quan-

titative measurements of bubble size and sise distribution

were made with a Zeiss particle size analyzer on positive

prints. Foil thickness of the observed areas was determined

from stereomeasurements on pairs of photographs taken at

tilt angles of 10 to 14 degrees. Accuracy of the thickness
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measurements is estimated to be ±20 percent,

EXPERIMENTAL RESULTS

The results obtained from these experiments on He im-

planted foils include TEM observations of displacement damage

and the temperature at which it anneals out, quantitative

characterizations of the He bubble populations, observations

of the influence of dislocations and grain boundaries on the

bubble population and determinations of the He concentration

in the foils. The observations will be discussed in the order

mentioned above and then the implications of these results

will be analyzed in the following section.

Calculations of the displacement damage produced at the

end of range by 70 MeV alpha particles in 316 stainless steel

have been made from the Mueller-Westmoreland modification of
1.6

the E-DEP-1 damage code. This code yields a maximum value

of the nuclear stopping power, SD(x), of 9.8 x 10 MeV/

micron at the peak of the damage-range curve. Displacement

damage is then calculated from the formula

0.8 Sn(x) it
dpa = 2 F " CD

2 Ed NA

where

E d = the displacement energy,40 ev,

N» = the atom density,

0t = the particle fluence incident on the sample.

The full width half maximum of the S_(x) curve is 12 microns

and drops to values of one-tenth the peak for depths less

than the maximum range within the foil. Damage proii'iced Jjs

the foil will not be uniform because of the ove-̂ appiiljc proA

files.but is estimated to be 0.007 dpa at the midplane o*

the specimen. This is equivalent to a neutron fluence in the
•I Q O

high 10 X O n/cm range.
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TEM examination of the as-irradiated specimen showed

no visible displacement damage but after a one-hour anneal

at 600°C defects showing black-white contrast typical of small

dislocation loops were observed as shown in Fig. 2. Another

specimen annealed at 700°C for one hour had loops up to 500A

in diameter and is illustrated in Fig. 3. After an 800°C

anneal the displacement damage had all annealed out and the

first indication of bubbles ~25A in diameter were found as

shown in Fig. 4. These bubbles grew and decreased in density

with one-hour anneals at progressively higher temperatures

of 900, 1000, and 1100°C, as illustrated in Figs. 5, 6, and

7. A few precipitates began to form at 1100°C. Quantitative

microscopy characterizations of the bubble population after

various annealing treatments are listed in Table 1. Each set

of data represents the average of two or three sets of TEM

data weighted by the number of bubbles in the data set.

Table 1. Characterization of Bubble Populations
from Quantitative Microscopy

Specimen Mean . Densitv
Number History Diameter (A) (cm~3)

SS-4

SS-5

SS-6

SS-7

SS-8

SS-9

1

1

1

1

1

1

hr

hr

hr

hr

hr

hr

- 800°C

- 900°C

- 90G°C

~ 1000°C

- 1000°C

- 1100°C

--25

39

64

112

86

151

~4

1

2
1

1

5

.4

.8
s

.1

.7

.4

X

X

X

X

X

X

10 1 4

10 1 5

10 1 4

10 1 4

10 1 4

10 1 3

The presence of dislocations in samples can perturb the

bubble size distribution and bubble density. This can be

noted in Table 1 for samples SS-6 and SS-7 which were inad-

vertently deformed during removal of the specimens from the

chill block following He implantation. Dislocations have

many bubbles attached to them and these bubbles tend to be
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Fig. 2. Transmission electron micrograph of small
loops and clusters showing black-white contrast in 316
stainless steel implanted with 40 ppm helium and an-
nealed one hour at 600°C.

Fig. 3. Transmission electron micrograph of loops
in 316 stainless steel implanted with 40 ppm helium and
annealed one hour at 700°C.



11-258

Fig. 4. Transmission electron micrograph of 316
stainless steel implanted with 40 ppm helium and annealed
one hour at 8003C. Note that the loops observed in Fig. 3
have annealed out and numerous small (25!) bubbles have
appeared.

Fig. 5. Transmission electron micrograph of 316
stainless steel implanteijl with 40 pp;m helium after a
dne^&su^-ssfflesl-at' 900~Ci Bubbi,fe-aW«-J^^tEly visible,
are larger than in Fig. 4 and calculations of helium
content api'ee with the concentration implanted.
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Fig. 6. Transmission electron micrograph of bubbles
in 316 stainless steel implanted with 28 ppm helium and
annealed one hour at 1000 C.

2000;'

Fig. 7. jlYansmission electron, micrograph «|f bubbles
in 31<: stainleijts steel after cne-hoijir annekl at 1100°C.
Note the formation of precipitates ilnde-f' these Conditions,
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larger than those in the matrix. Nodal points are often

the site for He bubbles as in Fig. 8, thus indicating a

strong interaction between the dislocations and bubbles.

Grain boundaries also have more bubbles than a random section
2

through the matrix. Kramer et al found bubbles in 304 stain-

less steel implanted with 30 ppm He after a four-hour anneal

at 815°C which were 45A in diameter and bubbles up to 300A

after an eight-hour anneal at 870°C. A recently published
17

study by Mazey and Francis examined the displacement damage

produced by 1, 10, 100, and 1000 ppm He implants in 316

stainless steel. Damage was observed after irradiation in

the 100 and 1000 ppm specimens and clusters and loops iden-

tified as interstitial in character grew on annealing in the

600 to 750°C range. They annealed out above 750°C and bubbles

were observed at higher temperatures. Bubble sizes ranged

from 45^ at 700°C to 380& at 1100°F for 100 ppm and 1000 ppm

samples. Other .observations of bubble formation in stain-

less steel are qualitatively in agreement with the present

results.18"19

An independent analysis of the He content of these foils

to verify the calculations of implanted He was performed by

H. Farrar, IV, using a mass spectrometric technique in
4

which the He content of a small sample is collected by

vaporization of the sample and then compared to a known

quantity of He injected into the sys tem. Four 3-mm diameter

microscopy disks previously implanted with He in overlapping

profiles were reduced in thickness by mechanical polishing

to remove the surface regions of lower He content and were

then cut in half. Samples 1, 2, and 3 were from one implant,

while saiftple 4 was from another run. The results of the

analysis are shown in Table 2 an/i should be compared with the

calculated values of insplanted He of 61 ±2 ppm, illustrated

ir Fig. 1,
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Fig. 8. Transmission electron micrographs of a
section of specimen inadvertently deformed and annealed
at 900°C for one hour. Note the asscciation of bubbles
with dislocations, especially at nodes.



Helium
±2.4

52.6
68.4

68.7
69.1

56.6
71.5

57.1
56.9

Analysis (ppm)
Avg.

61.0

68.9

n o * JL

57.0
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Table 2 . Mass Spectrometric Helium Analys is

Sample

1A
IB

2A
2B

3A
3B

4A
4B

Scatter between A and B parts of the samples was traced to a

flux gradient across the sample and a slight beam drift off

center. Improvement of beam control reduced the scatter to

the range shown for sample 4. These analytical results

indicate good agreement between calculated implantation con-

centrations and mass spectrometric analysis when the experi-

mental conditions are carefully controlled during implanta-

tion. Analysis of possible variations in implantation con-

ditions during the runs on 316 stainless steel used for

microscopy gave outer limits of 20 to 60 ppm with most pro-

bable value of 40 ppm for samples SS-4 through 7 and limits

of 16 to 40 with most probable value of 28 ppm for samples

SS-9 and 9.

ANALYSIS OF EXPERIMENTAL RESULTS

One quantity of eorcsiderab?/.© interest is the He content

of the bubbles. This quantity can be calculated if the lifl-

terEsl pressure of He vis in equilibrium wittf the surface

tension, p *' ̂-, and if tUf surface energy dis known. For

small bubbles it is a is© fiecessary to apply !a correction for

non-ideal feehavior of the $%-•> f«s; modified"i^yan der Walls



11-263

equation of state, P(V-mb) - mkT, is commonly used for this

correction, where m is helium concentration, b is the Van der

Waals constant, and the other quantities have their usual

meaning. Temperature dependent values of b for He with four

significant figures are tabulated in reference 21. Surface
2

energies of 1000 ergs/cm are frequently used in void nuclea-

tion calculations for stainless steel, but the use of this

value leads to calculated He concentrations on the low side.

Surface energies measured from creep experiments on 304

stainless steel give surface energies ranging from 2630
2 22

ergs/cm at 800°C to 2050 at 1100°C and were used for the

calculations in these experiments with good internal consis-

tency between concentration implanted in the foils and cal-

culated values.

The He concentration for each set of micrographs analyzed

was calculated from the equation

2/3 TT y d , 3

m. - (2)
1 kT + (4b y/dA)

for each size class of bubble of diameter, d., measured with

the particle size analyzer. The total was then summed over

all classes. Table 3 gives a comparison between the most

probable value implanted and the calculated value from the

bubble population.

Table 3. Calculated Helium Concentrations
from Transmission Electron Microscopy

Samples

SS-4

SS-5

SS-6

SS-7

SS-8

Anneal T
CO

800

900

900

1000

1000

Implanted
Cone. (ppm)

40 ±20

40 ±20

40 iSG ,

4G S2O

23 412

28 ±12 — -

Concentration
From Bubbles (ppm)

: 2.2!

35 ;

• • • • I S : •-

28

29
_..;,_•• -<•--• 23^ -- 1 \ -

——=
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The results calculated from the bubble populations agree

reasonably well with the estimates of implanted He except for

SS-4 where the bubbles were very small in size and quite ob-

viously all the He had not collected into bubbles in the

visible si«e range. Above 800°C it appears that the amount

of He in the bubble population is not changing so that all

the He is in visible bubbles after one-hour anneals at 900°C

or higher, and it is not lost from the foil at anneals up to

1100°C.

The next question of interest IF, the process by which

the bubbles grow. Effective migration energies for He can

be calculated for a simple model which assumes the He in the

bubbles comes from a spherical volume of metal uniformly im-

planted with He. The radius of this volume is then taken as

the distance a He atom must move by random walk migration to

reach tlie bubble,

R = /na = /Ft a, (3)

where

n ".the number of jumps,

a = the jump distance,

r = the jump frequency,

t = the annealing time.

This equation can then be solved for the activation energy,

Q, since 2

T = -§ i/D exp(-Q/kT), (4)

where yD is the Debye frequency. The calculation was_jrajle

for sample SS-5 assuming 3o%ppm He coiicentratiofi and yielded

a value of 2.8 ev, for the effective migration energy of a

He atom to reach the bubble. This is close tojthe self-

difiusion energy for nickel (2.8 to 2.!) ev) anc is therefore

consistent with tjhe motion of He as a iisubstiiyifrional atom to

form bubbles. It is impartar/t to note' that^f^fe wer«r_moving"
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as an interstitial atom, a migration energy of about 1.0 ev

or less would be expected.

After all the;helium implanted in the foils has precipi-

tated out in bubbles, other mechanisms of bubble growth must

be considered. The two leading models are growth by collision

and coalescence during random walk bubble migration and

Ostwald ripening. The random walk migration of bubbles over

distance R can be described in terms of a bubble diffusion
o

coefficient D_, R = fi D_t. Motion of the bubble can be con-

trolled by either vapor transport of material across the

bubble, transport by diffusion through the lattice or motion

of atoms on the surface of the bubble. Surface diffusivity

is generally considered to be the controlling process in the
23

temperature range investigated in these experiments. Gruber

has shown the surface diffusivity to be related to the bubble

diffusivity by the equation,
DB. (5)

He has further characterized the bubble size distribution

which evolves from collision and coalescence of the bubbles

at equilibrium with an internal pressure of an ideal gas.

The mean radius of this distribution is related to the surface

diffusivity by the equation

- 15
D =
s nkT(aQ)

4 t

where

r

1.30 I

•-. 3 , ••

n = the helium|content in atoms/cm ..

a = the lattice parameter,

r = the mean radius of the) bubble population,

and the other parameters have their usual nieaning. D^ values

for the various bubble populations characterized in these

experiments have been calculated snd plotted as Ar
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equations in Fig, 9 to examine the consistency of the data.

The results will be discussed further below.

The other process of bubble growth, Ostwald ripening,

is a consequence of the difference in solubility of He in

squilibrium with large bubbles and small bubbles so that

large bubbles grow at the expense of small ones. The rate

controlling process is diffusion of He through the lattice.
24

Markworth has analyzed the evolution of the bubble size

distribution for this process and derived equations relating

the volume diffusivity to the mean radius of the bubble

population,

2
DvK 3kTT ' ( 7 )

where
K - the Sieverts' law coefficient,

C = KP , relating the concentration of gas in equili-

brium with a bubble with internal pressure, P,

for radius, r.

K was included as part of the argument because it was unknown

but as a constant would still permit testing the applicability

of the model. Results from these experiments are plotted in

Fig. 10.

The 316 stainless steel results show scatter at 900 and

1000°C which is believed to be a consequence of the increased

growth rate of bubbles near dislocations. When the high

values are discarded for these temperatures, a good fit tu !

a straight line is obtained .for the bubble diffusion 3*0del

with an activation energy of 4.2 ev derived from the jfjlope.

The fit of t^£ data to the Ostwald ripening model gavij, a

1.8 ev activation energy. These results can be compared

with a previous analysis of bubble growth in vanadium and

aluminum. " A rule of thumb for migration energies Tor^suv-
' 26

face diffusion above 0.75 T, I-- 0. = 30 7 cal/mole, where
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SURFACE DIFFUSION CONTROLLED
BUBBLE MIGRATION

,3163.5.

50 60 70 8.0 SO K>.0 110 12.0 150 M.0 ISO 16.0 17.0

1/TPKjrW4

Fig. 9. A plot of surface diffusivity, D vs 1/T,
Ds values were calculated from Grubdr's equation relating
bubble size for various annealing times, temperatures,
and helium concentrations with surface diffusivity. A
linear relationship indicates a fit to the model and the
slope yields a value for surface migration energy. The
two high points at 900 and 1000°C are attributed to the
effect of dislocations. The slope of the line yields a
value of 4.2 ev.

|

a 1xW*

\

OSTWALO RIPENING MODEL

V
\316 S.S.

I
12.0 130 140 150 160

Fig. 10. A plot of D^K vs 1/T to test the DstwaTa
ripening model of bubble growth as related to the mean
size of the bub" ,-. '̂ jn_a_t2oi!..J:̂ IIJirk-w*rj-.-«i. •-!»-• xirosKf '
i^iotion as expected for agreement with this model and
the slope of the line gives the activation energy for
volume diffusion. The sxrair*it
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T is the absolute melting temperature. A comparison of pre-

dicted surface migration energies with values measured from

slopes of Dg vs T plots gives 2.8 ev vs 2.4 for vanadium,

1.2 vs 2.1 for aluminum, and 2.2 vs 4.2 for stainless steel.
27

Measurements on gamma iron also gave a value of 2.2 ev.

These values are for surface self-diffusion in pure materials

and it is possible that impurity effects might modify the re-

sults or that a ledge nucleation model might control. The

activation energy obtained from the slope of the Ostwald

ripening plot for stainless steel yielded a value of 1.8 ev

which is less than the self-diffusion energy in nickel (2.9 ev).

Another possibility for volume diffusion of He would be as

an interstitial for which values ranging from OJB ev for
28

nickel to 1.74 ev for palladium have been calculated. If

He resides in a substitutional position as a consequence of

combining with a vacancy, the rate limiting step for diffusion

might be "pop-out" from the substitutional position with acti-
28

vation energies of 3.16 ev in nickel and 1.88 ev in copper.

Another mode of diffusion recently suggested on the basis of

computer models is a mutual diffusion process in which the

He jumps out of a vacancy (substitutional He) into an inter-

stitial position; a lattice atom jumps into the vacant site,

and the He jumps back into the new vacancy. Tlie rate limiting

step is the i'irst one, where the He jumps into an interstitial
29

position, and for copper has an energy of 2.15 ev. ' No

calculations for tills mechanism were found for), nickel.
'. i1

The observations on He bubble formation jjn the present

experiments agree .reasonably well with a studjj1 of the^nal

release of He fron;> nickel, 316 stainless steel,, and PE-16.

Stages attributed fco annealing radiation damage, atomic dif-

fusion of He, and 'Rubble migration were observed at 300, 500.

and 800°C respectively. In nickel all the He was trapped in

bubbles after a 600°P nnneni. Oniv 10"- of thp KP hnri 'i-iôn

released at 800eC in nickel and only 17c in stainless steel

was released at 800°C. A mi-prat ion enerpry of 2.5 ev was;
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deduced for migration of He in nickel and a value of 2.3 ev

was deduced for stainless steel using a model for trapping

during diffusion. Other work on thermal release spectra from
31

low energy alpha implants in 304L stainless steel showed

peaks at. 411 °C and 760°C and activation energies of 1.91 and

2.91 ev were deduced using a different model.

The data available on the behavior of He in stainless

steel then can be summarized by saying tiiat during annealing

of foils implanted with 0.1 to 100 ppm He, the dominant pro-

cess is the formation of He bubbles. Although atomic migra-

tion of He occurs over distances where the mean free path is

less than the separation of bubble nuclei, it is not a long

range transport mechanism. Migration energies deduced from

thermal release experiments and bubble formation experiments

are in the range from 2.0 to 2.8 ev suggesting a substitutional

or a mutual diffusion mechanism rather than diffusion as an

interstitial He atom. Bubble growth usually results :Crom

surface diffusion controlled bubble migration, collision, a.ivi

coalescence although the current data on 316 stainless steel

would require unusually high surface diffusion energies to

fit the model possibly due to impu^A^' effects.

DISCUSSION

The experiments described in this paper were intended to

investigate the formation of bubbles In Ke implanted stainless

steel to provide base line data about the behavior of Ee in a

specimen implanted at low temperatures and aniiealed at pro?-

gressively higher temperatures. IV<> now compart} our results *o-

neutron irradiation results and current theories to see if

further insight can be gained abo..\t the behavior of He indet

irradiation.

One phenomenon known *o be associated vith the VT- PTIC*1

n f 7j,, j_a u _ ̂  ^UCLAjLJlty ax eicvated temperature'- when

He collects at grain boundaries and promotes intertjranular
o -to
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ductility above 540°C which became a serious decrease above

650°C in tensile tests of 304 and 316 stainless steels im-

planted with 30 to 40 ppm He. Bloom and Weir have reviewed

data on ductility trends in 304 and 316 stainless steel ir-
22 2

radiated to fluences in the low 10 n/cm range and found

drastic reductions in tensile ductility at 750°C and above

due to He embrittlement with synergistic effects from radia-

tion hardening and He between 450 and 750°C. He transport

to grain boundaries to produce He embrittlement requires

relatively long range transport such as by sweeping of bub-

bles. Irradiation does not appear to drastically modify the

temperature at which embrittlement occurs so bubble transport

by dislocations still appears to be the controlling mechanism.

The other phenomenon for which He transport is important

is void nucleation. While the initial experiments with ion

damage showed no void nucleation without pre-injection of

Ha , subsequent work has shown He is not essential for void

nucleation in all cases. If present, He can obviously

stabilize a void nucleus because of the internal pressure.

Two experiments have been performed in which 304 stainless

steel was implanted with He and then neutron irradiated in

the void nucleation regime and compared with control samples

without He pre-injection. Bloom and Stiegler implanted 20

ppm He in 304 stainless steel and irradiated to a fluence of

7.4 x 10 2 1 n/cm2 at 390°C. They found the -He implanted

material had more bubbles of smaller size but less swelling

(from visible voids anyway), than control material irradiated
3*5

under the same conditions. Harkness, .Kestel and McDonald

performed a similar experiment with 0.1 and 100 ppm He at a

fluenee )f 1 x 10 * n/cm at 450°C. They found heat treat-

ments following implantation that removed the dislocation

loops a*;d clusters was more important than He content, at

least at .' s low fluence. Apparently the clusters serve

as sinks to delay void nucleation to higher fluences or else

many voids below the visible range are nucleated because no
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voids formed in specimens not annealed to remove displacement

damage prior to neutron irradiation. However, among the

samples annealed to remove damage the He implanted samples

had greater swelling than the control with no He.

A few simple calculations suggest that irradiation must

enhance the diffusivity if a uniform distribution of He is

to be redistributed during irradiation into 10 voids at

temperatures of 300 to 400°C during a 2000-hr irradiation.

Separation between He atoms in a uniform distribution would

be 500A with 0,1 ppm He and 50A for 100 ppm He. Calculations

of the random walk movement of a He atom with 2.5 ev activa-

tion energy indicates it would move less than lA at 300°C

and about 10A at 400"C. At He concentrations of 0.1 ppm

uniformly distributed, 1 He atom would reside in each of
158 x 10 voids. For 100 ppm, however, 1000 He atoms would

reside in each void and the mobilities estimated above are

too low to permit this to take place. It seems reasonable

then to look for a mechanism by which irradiation can convert-

He to an interstitial or some other highly mobile configura-
36tion. Nelson, Hudson and Mazey report an experiment on

321 stainless steel where the implantation of ICC ppm Ar

as well as 10 ppm He prior to ion bombardment suppressed the

formation of visible voids. It was postulated that the Ar,

which could only move substitutionally, nucleated voids on
18 —3

too fine a scale (~10 cm ) to be visible in the electron

microscope.

Since the time this work on He behavior in metals was

initiated, several important theoretical papers have examined

the role of He in void nucleation. The two major works by
37 38

Russell and Hall and by Wiedersich, Burton and Katss have

independently solved the problem of nucleation of voids in

the presence of He by numerical solution of the kinetic equa-

tions of void growth and shrinkage due to vacancy capture

and emission, He capture and emission and interstitial capture.
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He influences void nucleation by decreasing the rate of

vacancy emission and by -stabilizing small voids which would

otherwise dissolve. Both treatments conclude that He nobility

is an important variable and require the arrival rate ratios

to be in the range 0.1 <BH /S <1.0 to effectively influence

nucleation.

We have evaluated this expression for representative

substitutional and interstitial migration energies for stain-
go

less steel. For substitutional diffusion of He enhanced

by radiation induced vacancies, we find,

6He _ CHe DHe _ CHe Cv Do exp - [ < W / k T > ]
Bv Cv Dv Cv Do exp (-E 7kT)

m
* C H e exp (Eb/kT),

assuming D is approximately the same for vacancies ?*?d He

atoms. Evaluation of this expression for 10 ppm He in the

swelling temperature range of 800 to 1100°K for a binding
—4 —3

energy of 0.3 ev, gives ratios of the order of 10 to 10

This would indicate that substitutional He would behave es-

sentially the same as immobile He. Diffusion of He by an

interstitial mechanism gives,

^He =
 CHe DHe =

 CHe Do ^
6v Cv Dv C v DQ exp (-Em

v/kT)

The arrival rate ratio would be at least 0.1 for typical

conditions of 10 ppm He (all in solution), C = 10 ,

E v - 1.4 ev, and 875°K if the migration energy for He were

1.2 ev, or less. It is again concluded that interstitial

migration of He is required to enhance nucleation in these

theories. The next question then becomes what is the dynamic

concentration of He in interstitial positions in equilibrium

with the ruore stable substitutional He.

39
Wiedersich et al treated this situation for the case
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of He trapped at vacancies (nubetitutional He) and disloca-

tions which were then converted to while interstitial He

by displacement cascades, thermal detrapping, and interstitial
28

pop-out (the annihilation of the vacancy of a He-v complex).

They conclude that for irradiation conditions of interest

c 2
C f r e e « H e

where D is the total concentration of trap sites. Their cal-

culations show that under reactor irradiation conditions He

can have a major influence on void nucleation rate at concen-

trations as low as 10 atom fraction. The influence of He

is less potent for simulation experiments performed at higher

displacement rates and achieving higher vacancy supersatura-

tions. Similarly. He would be more effective in enhancing

nucleation at the high temperature end of the swelling range.

As Russell has pointed out, however, sensitivity to as

little as 10"1 aton fraction of He could apply only at the

very earliest times of nucleation since there would be fewer
15 3

He atoms present than the 10 voids/cm commonly found in

neutron irradiated material. Russell suggests a concentra-

tion of 10™ is more probable for effective nucleation en-

hancement. It should also be noted that the Wiedersich et

al calculations use a migration energy of 0.08 ev for inter-

stitial He in nickel which was the lowest value obtained
28

for any of the fee metals (palladium had a value of 1.74 ev)

and therefore may overestimate the effectiveness of He for

other materials. The conclusion remains, however, that He

appears to be more mobile under irradiation than observed

in annealing experiments in the absence of radiation.

A final question which should be addressed is the

proper way to introduce He in simulation experiments. The

easiest method is to do the He implant first at low tempera-

tures and then bombard the specimens at the selected higher
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temperature to produce the displacement damage. Simultaneous

implantation of He at the n « ratio of transmutation rate

to displacement rate as produced in reactor has appeal be-

cause it duplicates an obvious experimental condition. As

noted above, however, this does not guarantee duplication of

reactor conditions because the high vacancy supersaturat ion

in simulation m*y produce homofteneous nucleation rather than

He enhanced nucleation. The critical portion of an irradia-

tion as far as He is concerned would be the threshold where

the He concentration first influences the nucleation to the

point where nucleation is cut off because the voids are act-

ing as sinks to reduce the vacancy supersaturation. In a

neutron irradiation, He is produced in stainless steel at

the rate of about 0.1 ppm/dpa and nucleation tm complete by

~10 dpa (annealed material). In a simulation experiment at

10 dpa/sec the most critical period would be from 10 to

100 seconds and He concentrations of 0.1 to I ppn. During

this time period simultaneous bombardment would appear to be

advantageous but otherwise would have little advantage. One

problem with pre-bombardment implantation that should be

avoided is annealing at temperatures and times where He

bubbles can form which are larger than the size that can

be resolution** in a displacement cascade. i*rge bubbles

either become the void nuclei or serve as point defect sinks

and reduce nucleation. Reference 41 provides an example of

the latter.

Experimental results on simultaneous implantation and
42

bombardment have been obtained by Brimhall who compared

the void microstruetures in molybdenum produced by bombard-

ment with 5 MeV nickel under conditions of: (a) no lit

implant, (b) implantation of 10 and 150 ppm He prior to

bombardment, and (c) simultaneous implantation of He at the

rate of 2 ppm He/dpa. A comparison of the microstructure

after 6 and 53 dpa showed the no He and simultaneous Implant

conditions to have essentially identical void sice densities
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and overall swelling. The samples with pre-injected He had

10 to 30*? smaller voids, a higher density, and less swelling

than the other conditions. These observations are consistent

with the preceding discussion.

CONCLUSIONS

The following conclusions can be drawn from this study

of He bubble formtion and growth in 316 stainless steel and

comparison of the results with published results on neutron

irradiated Material.

1. Dislocation loops and clustered defects produced

by the alpha particle bombardment anneal out below 800°C.

2. He bubbles in dislocation free regions reach visible

sizes (25.;) after a one-hour anneal at 800°C for foils con-

taining 40 pp« He.

3. Bubble growth appears to follow a bubble diffusion

model with surface diffusion controlled growth although with

unusually high surface diffusion energies.

4. He has a vry low solubility in the lattice and the

"trapping" of He in bubbles keeps long range He transport

very low.

5. Comparison of the current results with irradiation

results and with theory indicates He must be converted to a

more mobile species.than observed in the present experiments.

Current knowledge suggests He atoms reside in substit ̂ tional

lattice positions after combining with vacancies. These sub-

stltutional He atoms can be converted to more mobile inter-

stitial He by displacement cascades or encounters with self-

lnterstitials produced by the radiation.

6. It is concluded that in simulation experiments the

critical period during which the rate of He introduction

can influence void nucleation is between a threshold con-

centration (estimated to be ~0.1 pp«) and the tine when
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void nucleation ceases. If temperature and dose rate con-

ditions are such that this critical time period is short

then pre-bombardment implantation will produce the same

results as simultaneous implantation and bombardment.
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HELIUM GENERATION IN COPPER BY 14.8-MeV NEUTRONS*

J. B. Holt
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R. A. Van Konynenburg
University ofjCalifornja, Lawrence Livermore Laboratory

Livermore, California 94550

ABSTRACT

High purity copper foils were Irradiated with 14.8-MeV neutrons from
the rotating target neutron source facility at LLL. The average energy
of the neutrons was 14.75 ± 0.1 MeV, and the average fluence was
7.0 x 10 n/cm . After irradiation each foil was heated to the melting
point and the released helium was measured by a mass spectrometer of spe-
cial design. Isochronal heating was carried out on several samples to
establish the type and temperature of maximum release. Calculated cross
sections from the literature for the (n,a) and (run's) nuclear reactions
were used, and the predicted amount of helium was consistently about 0.5
of that actually measured. Because there 1$ very little data on helium
generation in metals irradiated with high energy neutrons, these results
are important and will be related to potential CTR materials.

This work was performed under the auspices of the U.S. Energy
Research & Development Administration, under contract No. W-7405-Eng-48.
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INTRODUCTION

Because helium atoms are not very soluble in metals and alloys,

they tend to form bubbles as the temperature Increases. These bubbles

play an important role In such destructive processes as void-swelling

and embrittlement of materials subjected to neutron irradiation. Numer-

ous studies have dealt with the diffusion of helium as a function of

temperature. However, the effect of void-swelling, embrittlement, and

related phenomena cannot be completely understood until the amount of

helium produced for a known neutron fluence can be predicted.

2
Recent information about helium production at the low neutron

energies (1 to 3 MeV) characteristic of fission reactors emphasizes the

need for the same data at higher energies. Unfortunately, very little

data is available on helium generation in material exposed to 14.8-MeV

neutron bombardment. There are indications that helium generation in

certain metals during this high energy bombardment can be 1000 times

greater than that observed in fission irradiation.

The atomic fraction of helium produced during neutron damage is

related to neutron energy through the total cross section of the various

nuclear reactions according to the relation

He(at. fraction) " °T* •

where * is the neutron fluence (n/cm ) and aT is the sum of all cross

sections of neutron reactions that generate helium, such as (n,a) and

(n,n'a)» times their respective isotopic fraction. For a given fluence,

the helium content is proportional to the total cross section Oj. By

measuring the helium content and the neutron fluence, the total cross

section can be calculated and compared with values measured by activation

techniques or computed from theoretical data. In some metals the helium

content can be precisely determined by counting those radioactive species

produced along with the helium. This method 1s not applicable when

nuclear reactions produce only stable isotopes.
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In such cases, direct mass spectrometric measurements of the amount
of helium resulting from 14-MeV neutron bombardment would be useful.
Copper, because of its well-characterized physical properties, was chosen
for this preliminary study in which we developed equipment and procedures.
Subsequent to this study, helium generation in refractory metals such as
niobium, vanadium and molybdenum are planned.

EXPERIMENTAL METHODS

Disks, 12.7 mm in diameter and 0.05 mm thick, were cut from Marz
grade copper foils. These samples were carefully cleaned with methyl
alcohol before loading into the target holder of the rotating target
neutron source (RTNS) at LLL. The Irradiation procedure and beam char-
acteristics are reported elsewhere. After irradiation, the samples were
gamma-ray counted to determine the amount of Co produced from the Cu

(n,a) Co reaction. The amount of helium was measured by heating each
4

disk to the melting point in a specially designed mass spectrometer.
This low-resolution, high-sensitivity mass spectrometer can reach pres-
sures lower than 0.13 yPa (10 Torr) and detett as few as 10 atoms of
helium. To maximize the amount of information gained from this study,
either an isochronal or an isothermal mode of heating was used prior to
the final melting of the sample. The samples were held at the melting
point for a period of time (~15 min) sufficient to release all the helium.
Several unirradiated disks were run to establish that the background
level of helium was negligible.

RESULTS

1? 12

The amount of helium varied from 1.8 x 10 to 5.5 x 10 atoms,
more than enough to accurately measure the cross section. Five copper
disks were irradiated simultaneously and had an average fluence of
7.0 x 10 n/cm . Another copper sample was irradiated to a fluence of
K 0 8 x 10 1 7 n/cm2.
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Figures 1 and 2 show typical isochronal and isothermal release of

helium from copper. The helium is tenaciously held within the solid

until nearly 0.5 of the melting temperature is reached (Fig. 1). The

isothermal release is similar to that of other metals. There is an ini-

tial accelerated outgassing followed by a rapidly decreasing rate of

release. The isothermal curves do not fit those expected from the out-

gassing of a disk with an initial homogeneous distribution of helium.

So, even at these low concentrations (~2 to 3 at. ppb), the release is

apparently influenced by the formation of slow moving bubbles.

It would be instructive to know if the helium content is a linear

function of fluence. As there are only two data points for fluence, we

used the Co count from each of the five disks. The Co count should

be directly proportional to the neutron fluence, and therefore propor-

tional to the amount of helium generated. In Fig. 3, the amount of

helium released is plotted vs the Co count. In each case, the Co

was measured with a precision of approximately 0.2%. The absolute accu-

racy of the measurement is estimated to be ±5%. Even with the scatter

in Fig. 3, the linear relation seems valid.

Table 1 shows the helium content of each disk with the calculated

total cross section. The five disks have an average cross section of

54 mb. This value is very close to 55 mb for the specimen irradiated to

a slightly different fluence. The overall uncertainty of these results

is estimated to be ±10%. The important comparison is that of the average

experimental value (54 mb) to the value obtained by activation techniques.

The main source of helium will be the (n>») reactions, because the

(n,n'a) cross section is too low to be significant. The (n,a) cross
63sections determined by activation are 34 mb for Cu and approximately

21 mb for Cu. Taking the isotope fraction into account, the total

activation cross section should be about 39 mb. Obviously, the amount

of helium experimentally measured is a factor of 1.8 higher than that

computed from activation cross sections. We believe the experimentally

derived value to be valid because our recent measurements of helium
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Fig. 1. An isochronal plot of helium release from a copper disk.
The time at each temperature was 15 nrin.
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Fig. 2. An Isothermal plot of the helium release from a copper
disk at 810°C.
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Fig. 3. The measured helium released from each disk is plotted as
a function of the 60Co count that is directly proportional to the
neutron fluence.
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Table 1. Helium content and calculated total
cross section of copper disks.

Sample
no.

1

2

3

4

5

6

Type of
anneal

isochronal

isochronal

isothermal

isothermal

isothermal

isothermal

Amount of
helium (ppb)

4.7

4.8

3.1

2.8

3.4

5.9

Fluence

T.O x 1016

T.O x 1016

T.O x 1016

T.O x 1O16

T.O x 1016

1.08 x 10 1 7

Average

Uncertainty

aT
(mb)

67

68

45

40

49

55

54

±10%

generation in aluminum agree very well with that predicted by the activa-

tion cross sections. Aluminum occurs as a single isotope, and its (n,a)

cross section is the best known in this energy range.

A possible explanation of the discrepancy in copper might be the

presence of impurities within or on the surface of the metal. Most

elements in the parts per million range will not increase the helium

content significantly. Nevertheless, there are certain elements such as

carbon and boron with (n,ot) cross sections large enough (~1 b), that

when present in parts per million, may make a significant contribution

to the inventory of helium. For this reason several copper disks were

examined by spectrographic and combustion analysis-mass spectrometry

techniques to determine whether boron, carbon or nitrogen might be

present in amounts large enough to account for the excess helium.

The analyses are given in Table 2. The carbon contamination might

be suspected as a source of helium, because the C(n,n')3a reaction has

•w
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Table 2. The impurity analysis of copper disks (ppm).

Detected Not detected (limits of detection)

Ag 6
Si <6
Ca 3
Al 1
Mg <i
Be <1
C 86a

U
As
Ca
Ba
Bi
Ga
B,
Ni

<1050
, Th
, Na
, Cd,
. Ge,

. Co,
T1.
<3

<600
<400
Hg,
Sb,
Cr,
Fe <4

In.
Sn
Mn,

P,
<40

Mo

Sb, An <100

, Nb, V, Sr <15

aThis analysis was by combustion analysis - mass spectrometry.

a cross section of 0.28 b: effectively 0.8 b in terms of helium produc-
tion. However, the bulk carbon analysis, 86 ppm weight (450 at. ppm),
could only contribute 0.025 ppb helium from a fluence of 7.0 * 10 cm ,
which is a few percent of the amount actually measured. Other low-Z
elements have cross sections in the 1-b range, but their concentration
also appears to be low. We did not determine if surface contamination
1s a source of helium. Surface carbon for example, might be a source of
helium injected into the metal to a depth of up to 10 ym. To contribute
to the helium actually measured however, the carbon layer would have to
be over 1 pm thick, much more than expected after our preirradiation
clean-up procedure. This seems to negate the probability of impurities
contributing to the excess helium generated in the copper.

The discrepancy remains unresolved. The consequence of this prelim-
inary study of helium generation in metals by 14.8-MeV neutron bombardment
1s to point out the possibility of error in predicting atomic fraction
of helium using activation cross sections and to emphasize the importance
of high purity, especially low-Z elements, when considering materials 1n
the design of fusion reactors.
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THE INFLUENCE OF IMPLANTED HELIUM ON SWELLING BEHAVIOR
AND MECHANICAL PROPERTIES OF VANADIUM AND V-ALLOYS
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Kerr>forachungszentrumJCaj!lsruhe, Germany
Institut iiir Material- und FestkSrperforschung

ABSTRACT

The influence of helium implantation on the swelling behavior and
ductility in Vanadium and V-Ti alloys has been investigated by trans-
mission electron microscopy and tensile testing. V and V-20 vt.£ Ti has
been implanted with He-ions of lew energy (2^0 keV) at irradiation tem-
peratures between U50 and 700° C to fluences ranging from 2.5'IQ11* to
5*1O*7 ions/cm2, which corresponds to peak concentrations of 125 and
250,000 at. ppm He resp. The correlated ion-induced displacement damage
is 1.1•10~2 to 22 dpa. For comparison, in the first wall of a CTR about
10,000 ppm He will be generated via (n, a)-reactions in V after a
10 years exposure. In pure V the threshold for bubble formation (d _> ko A)
is 1»10*7 ions/cn? at 500° C; it decreases markedly with increasing ir-
radiation temperature (T'lO1* He+/cn? at 600° C e. g.). The mean diame-
ters increase hyperlinear with temperature and approximately linear with
dose. The strong effect of temperature on the mean diameter can be ex-
plained by surface-diffusion controlled coalescence mechanisms. Generally
we have observed two different growth processes. The first one can be
connected to vacancy trapping and the second one to coalescence. The ob-
served maximum swelling is about 8 % at 625° C. Additions of Ti reduce
the concentration of bubbles and their distributions, but have no essen-
tial effect on the amount of swelling. Thus in this experiment swelling
is mainly due to helium rather than to the displacement damage produced
during the implantation. Pure vanadium tensile specimens were homogene-
ously implanted with 100 MeV He-ions up to 10 ppm helium between 200
and 300° C and tested between 750 and 950° C. No influence upon ductili-
ty or yield strength was found in agreement with earlier results on a
V-3Ti-1Si alloy.

INTRODUCTION

Vanadium and vanadium base alloys are of interest as potential

structural material for the first wall in conceptual designs of fusion

reactors. Neutronic analyses of these designs indicated that the neu-

tron-induced activity and associated nuclear afterheat of the vanadium

structure were superior to other high-temperature materials such as nio-

bium1 . Additionally vanadium exhibits an excellent tritium breeding ra-

tio and the compatibility of vanadium-titanium alloys in liquid lithium
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up to 700° C is excellent^.

The generation of helium due to (n, o)-reactions causes one of the

oost important radiation damages, since helium influences (1) the bulk

effects like swelling and high-temperature embrittlement and (2) the

surface effects like wall erosion and erosion-induced plasma contamina-

tion. The total amount of helium produced in a first wall of vanadium

is about 9000 At. ppm within the lifetime of 10 years3.

In that work the influence of implanted helium of swelling behavior

and mechanical properties of vanadium and vanadium base alloys at diffe-

rent temperatures and dose levels is discussed.

EXPERIMENTAL PROCEDURE

The work was carried out with samples of pure vanadium (99.91*) and

a binary vanadium-titanium alloy of 20 vt.% titanium. The sample size

was Id mm • 0.2 mm. All samples were annealed at 1030° C for 1 hour in
"ft

an UHV-furnace (10 Torr) before irradiation. The amount of oxygen and

nitrogen was investigated before and after irradiation by chemical and

microhardness techniques. To deternine the depth within the implanted

specimens from which the transmission electron microscopy (TEM) foils

were taken, a 3-step procedure was used. In a first step the front sur-

face of the irradiated samples was vibratory polished with an AB Micro-

met polishing compound, grain sixe < 0.05 vm, to get a flat, smooth sur-

face. The depth aod the parallelity of abraison was controlled by the

diameter changes of indents distributed over the sample, a method which

is estimated to have an accuracy of ± 0.1 vm. In a second step four discs

of 2.3-mm diameter were punched from every, polished sample. The discs

•were thinned electrochemically up to their final depth of 0.6, 0.8, 1.0

aod 1.2 vm, respectively, measured, from the original surface. This elec-

tropolish also eliminated the cold work or the surface introduced by the

vibratory polishing. ¥b* electrolytes used were 20 % HCIO^ + 80 t CH-COOH

for pure vanadium and 20 % Hj90w • 80 % Cl^COOH for V-20 Ti. In the last

step th* backside of the discs were thinned while the front surfaces were



11-291

masked off. Foils were examined with a 100-kV SIEMENS Elmiskop 1A and

with a JEOL 200 A electron microscope. The thickness of the foils was

determined by stereotechnique. Bubble concentration and the size dis-

tribution curves were obtained by counting and classifying the bubbles

with a ZEISS particle-size analyser using a standard magnification of

120,000 for the micrographs.

During the implantation the samples were placed in a high vaeuum

irradiation chamber on a rotable target-holder with twelve target po-

sitions. The target-holder was electrically and thermally isolated

against the container thus allowing a continuous measurement of the in-

cident beam current. The secondary electron emission was suppressed by

a Faraday cup.

The time integration of the flux, i. e. the dose measurement, was

accurate within ± 5 %• The dose varied between 2.5#1O and
17 25.0*10 ions/cm .

The target holder was held at a constant temperature between U60

and 700° C with a stabilization of ± 0.5° C. Beam induced heat pertuba-

tions can be controlled within few seconds due to the low heat capacity

of the target holder system and due to the quick response of the tempe-

rature stabilizer. The radial and axial temperature gradients are of the

order of one degree Celsius per cm. A data acquisition system controlls

the irradiation parameter. The beam source was the UNILAC-testinjector

at Darmstadt operating with a duoplasmatron ion source. The beam energy

was 2^0 keV. The current density was between 10 and 100 uA/csn corres-

ponding to a particle flux of 6.2*»«10 and 6.2l*»10 He /cm s, respec-

tively.

The high energy irradiation with 10U-MeV a-particles was carried

out at the Karlsruhe cyclotron. The beam current density varied betveen

2 and 5 uA/cm and the target temperature was about 280 C due to beam

heating. Both the current density and temperature were measured at the tar-

get holder which was electrically isolated against the container. We used

the homogeneous operation mode reducing the ion beam energy of 10U-MeV

down to zero continuously by a rotating moderator disc. The thickness of

the moderator disc varied over twelve segments along the circumference
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which have different thicknesses.as well as different segment angles due

to the nonlinear relationship between range and energy. In this mode we

got a uniform helium distribution over the sample thickness which is

500 \im. The gauge length of the tensile specimens was 15 mm and the width

h,2 mm.

We tested only pure vanadium samples from the same batch as the

ones used for the low energy implantation. After irradiation all tensile

specimens were annealed at specified temperatures and times and there-

after tensile tested under vacuum conditions.

RESULTS AND DISCUSSION FOR THE LOW

ENERGY IMPLANTATION

Pure vanadium

Due to stopping and range straggling of the ions implanted the indu-

ced damage as well as the ions have no uniform distribution along the

penetration depth. In Fig. 1 we show the typical dependence of the bubble

concentration and the bubble diameter on the sample thickness measured

by TEM technique. The helium ion energy was 2U0 keV corresponding to a

mean penetration depth of 0.8 tun with a small standard deviation of

0.1 um calculated according to the LSS-formalism and using empirical

electronic loss data . The damage peak related to above ion energy is

located at 0.7 jim. From Fig. 1 one can see that we also have found bub-

bles at greater depths than the mean penetration depth. Therefore we

can state that at all depths investigated the supply of helium should

be sufficient for nucleation or even in oversupply. "Hie quick spread of

helium can be explained by the low migration energy for helium in vana-

dium^, 0.13 eV, leading to a migration velocity cf several pm/s. The

dominant trapping mechanism for helium by vacancies can only be effective

in the region towards the surface (damage region). For regions towards the

bulk the thermal equilibrium concentration of vacancies is not sufficient

to effectively trap the high helium flux. The peak broadening of the he-

lium distribution, the reduction of peak height as well as the shift of
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the helium distribution governed by the kinetics of migration are illu-

strated in Fig. 2. The dotted line indicates the helium build-up during

implantation neglecting nigration processes. The distribution calcula-

ted is assumed to be Gaussian. The solid line represents the helium con-

tent calculated from the observed bubble distribution. The bubbles were

assumed to be in thermal equilibrium, i. d. the gas pressure (van-de-

Waals law) is balanced by the surface pressure using a surface energy of

1000 erg/cm . The irradiation conditions are the same ones as used in

Fig. 1 for the case of the 5.7*1016 dose level.

From our experiments we can deduce two different growth processes

taking place during irradiation at elevated temperatures. The first

growth process can be associated with a bubble growth due to vacancy

trapping. As seen in Fig. 1 at the depth 0.6 ym the bubble concentration

increases with increasing dose accompanied by an increase in bubble dia-

meter. The migration energy of vacancies in vanadium is low enough",

0.5U eV, to ensure a quick diffusion through the solid, if no other pro-

cesses such as recombination lowers the vacancy supply significantly.

As confirmed by Evans et al.' in 1975 experimentally and as supported

by own calculations the dominant traps for vacancies are the helium cen-

ters rather than other defect types such as dislocations. The second growth

process can be connected to coalescence. The coalescence restricts the

increase in bubble concentration due to increasing dose below a threshold

and declines the bubble concentration with increasing dose above a threshold.

That behavior is demonstrated on Fig. 1 for the peak intervall at 0.8 um

having a width of ± 0.06 um (the intervall width corresponds to the foil

thickness experimentally determined by TEM). For that intervall we calcu-

lated the number of Frenkel defects produced by one helium ion to 17 assu-

ming a displacement threshold of 25 eV and a damage efficiency of 0.8.

At a dose level of 10^° He+/cm there is a helium concentration of

U200 At. ppm and a defect number of 0.071 dpa which are 36 % of the to-

tal injected amount of helium, and 16 % of the total induced damage,

respectively. The calculations based on a procedure given by Kaletta and

Ehrlich° in 197^. For that peak intervall one can see that the bubble

concentration does decline with increasing dose. The decrease of bubble
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concentration is accompanied by an increase in bubble diameter. The star-

ting point for amalgation depends on the mean separation A of the bubbles

a quantity'determined predominantly by the dose X i> {fa) , and by the

mobility of the bubbles which in term is determined by the temperature

and migration mechanism. The correlation betveen the mean free path and

the diffusion path indicates that the migration mechanism of bubbles

should be a surface diffusion mechanism.

It is believed that the peak in the bubble concentration vs. dose

curve is governed by the vacancy supply and demand. Up to a critical

bubble concentration there are continuous nucleation and growth proces-

ses with dose. At the concentration maximum the vacancy demand by bubbles

is balanced by the vacancy supply; there is no further increase in con-

centration but only in diameter. Simple estimates confirm that the da-

mage induced vacancy supply at high bubble concentration levels can on-

ly support a growth process because the vacancy demand by bubbles for

growing is of one order of magnitude lower than the vacancy demand for

building up a new bubble of some diameter before growing. For the case

that bubble growth above a critical bubble concentration is due to vacan-

cy trapping one gets a saturation effect in the bubble concentration vs.

dose curve, and for the case that bubble growth above a threshold is due

to coalescence one gets a peaked curve

At elevated temperatures we obse^-ve that the vacancy supply is still

sufficient to enable a bubble growth under thermal equilibrium condi-

tions. As seen in Fig. 3 the cubic morphology of bubbles even at high

depths is unchanged and there are no stress fields around the bubbles

indicating thermal equilibrium.

In Fig. h we show the temperature dependence of the two growth pro-

cesses as observed at the peak-intervall of 0.8 um. At a given dose there

is initially a build-up of the bubble concentration up to a critical

temperature and thereafter a decrease with temperature. That behavior

can be explained in terms of current theories based on temperature de-

pendence of the vacancy supersaturation. With increasing dose at a given

flux, however, we observe the decrease in bubble concentration discussed

above and a temperature shift of the bubble peak concentration to lower
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240- keV HELIUM ON ANNEALED VANADIUM
IRRADIATION TEMPERATURE 575°C
DOSE 5.7«1016/cm2

SAMPLE DEPTH a)0.6/im
c)1.05^m

Fig. 3. TEM micrographs: 'bubble concentration and mean bubble
diameter in pure vanadium implanted with 2Uo-keV He+ as a function
of penetration depth of helium (Fig. 3 is related to Fig. 1).
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Fig. U. Bubble concentration and mean bubble diameter in pure
vanadium implanted vith 2U0-keV He+ at three dose levels as a
function of irradiation temperature. The sample depth i s 0.8 urn.
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temperature with increasing dose. The sign of that temperature shift is

opposite to the sign resulting from variations of the defect production

rate. That behavior can be ascribed to coalescence: The higher the dose

is the shorter the bubble distance is and the bubbles need a lover mo-

bility or temperature to grow by coalescence.

From our dose vs. temperature data for bubble diameters we can ex-

trapolate a threshold dose for bubble occurence. In Fig. 5 we shov the

strong influence of irradiation temperature on the threshold dose for

observing bubbles with kO-% diameter. This diameter has been chosen as

a lower limit for bubble observation. The extrapolation procedure which

extrapolates from large bubble diameter data to lev bubble diameter

ones, should be handled carefully because the diameter data involve

two different growth processes. We believe, however, that within a

factor of 2 the threshold values should be correct.

In Fig. 6 we shov the dependence of the swelling volume AV/V of

the samples due to bubbles upon dose and temperature. We have found that

the magnitude of swelling is an increasing function with dose shoving

a maximum of 8 % at T • 625° C.

Vanadium-20 vt.% titanium

In the case of the V-Ti alloys ve found a nearly unaltered swelling

volume compared to the case of pure V under the same irradiation condi-

tions which is in contrast to the swelling behavior due to voids . The

microstructure of the V-Ti alloy samples exhibit large precipitates

(TiOg) corresponding to the high oxygen content of thesesamples. In accor-

dance with the altered microstructure we found an altered bubble struc-

ture which differs in three points from the bubble structure of pure V.

At first the bubble morphology was changed in V-20 Ti; the bubbles grow

in a direction exhibiting an elongated end plate-like form instead of

cubic shape as seen in Fig. 7. Second'/ the mean bubble diameter is

mostly more than twice greater than for bubbles in pure V and the bubble

diameter distribution curve is brc«dened. That means that the a/u ratio

increases (a is the standard deviation of the average u). The increase

in diameter was accompanied by a decrease in bubble concentration. And

thirdly the bubbles grow along grain boundaries and precipitates prefe-
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Fig. 5. The threshold dose for buttle occurence as a function
of irradiation temperature. The bubble diameter chosen i t ko X.
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240-ktV HEliUM ON ANNEALED VANADIUM
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Fig. 6. The swelling voluae of pure vanadiua implanted with
2bO-keV He* at three temperature* as a function of dose.
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240-keV HELIUM ON V-20%Ti
IRRADIATION TEMPERATURE 575°C
DOSE 38.5«io*7cm2

SAMPLE DEPTH a)1.2^m
b) 0.8 pm

Fig. 7. TEM micrographs: bubble morphology in V-20 vt,% Ti
implanted with 2U0-keV He.
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rentially (Fig. 7); there is no unifora distribution within the grains

as for the case of pure V.

The preferred bubble growth along grain-boundaries does not only

affect bulk-phenomena, but does affect related surface phenoaerA, too.

Using REM techniques we could clearly observe that the vanadium alloys

exhibit an intergranular structural fracture with pronounced brittle

fracture behavior.

THE EFFECT OF HELIUM ON THE TENSILE PROPERTIES OF VANADIUM

In former experiments it was shown that some investigated vana-

dium alloys of high tensile and creep strength were sensitive to a pre-

implantation of helium at test temperatures of about O.5T M and higher.

The observed embrittlement could however not De correlated to the appea-

rance of helium bubbles at grain boundaries which in the case of nickel

alloys and austenitic stainless steels is being claimed to be the im-

portant mechanism for high temperature embrittlement . Similar results
12had been found by Santhanam et al. on a vanadium-15 % Cr-5 % Ti alloy.

They could establish that the embrittlement was associated to an increa-

sing tendency to intergranular fracture - which is supposed to be the

general characteristic for helium embrittlement. But again the forma-

tion of bubbles along grain boundaries was observed only in exceptional

cases.

The results of our investigations on pure vanadium where helium was

homogeneously implanted at about 280 C parallel our findings on a

V-3Ti-1Si alloy. In both cases (Fig. 8) nearly no influence of preim-

planted helium on the ductility is observed even at the highest test

temperatures (900 - 950° C). Preannealing of samples at 850 resp. 950° C

for 16 hours followed by tensile testing at the same temperatures had

no influence on yield stress and elongation. Electronmicroscopic inve-

stigations of the samples showed no helium bubbles along grain bounda-

ries.

The reason for the different behavior of several vanadium alloys

after preimplantation with helium when tensile testing at temperatures

of 850° C and higher is not known. Maybe the very high yield strength

of V-Nb-Ti-alloys promotes a preferred intergranular cracking in these
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10t-M«V a-PARTICLES ON VANADIUM ALLOYS
IRRAOIATION TEMPERATURE 280*C
0 0 8 6 * 1 O

e * ! ! 2 ! ! ! f 1 HOMOGENEOUSLY
* ISA! PPM HE f DISTRIBUTED
« 20A1PPMHE J

t
w
50

40

30

2 0

untrr. at.
Wanadtan o •

V-3Ti-1Si »

V-20Ti-»N6 a

650 750 850

TEST TEMPERATURE

950°C

Fig. 8. Total elongation of vanadium and tvo ternary alloys
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Materials. Also the recovery behavior of both groups of materials is very

different. Finally the recent results on Vanadium and V-3Ti-Si shov a very

steep increase of total elongation at temperatures of 900 C and higher in-

dicating some sort of superplastic deformation at this temperature region.

Further experiments are necessary to clearify the reasons for this very

different behavior.

SUMMARY

From our experiments we can conclude:

(1) At an initial stage of irradiation helium is enabled to diffuse through

the solid quickly. There are no dominant traps for helium trapping

thus helium can be act as a nucleation center far behind the mean

penetration depth of helium injected.

(2) The bubble nucleation and growth due to vacancy trapping increase

with dose up to a critical bubble concentration. Above the threshold

the bubble growth is governed by coalescence and the bubble concen-

tration declines.

(3) With higher temperature the threshold dose for ko-ft bubble occurence

is lowered drastically.

(k) The addition of Ti to V alters the bubble morphology, concentration

and diameter as well as their distributions but has no influence on

the swelling volume when compared to pure vanadium.

(5) The injection of helium in the ppm-range at lov temperatures has no

significant effect on tensile properties at elevated test temperatu-

res, when the yield strengths of the alloys are comparable to that cf

pure vanadium.
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ABSTRACT

He11urn-induced mechanical property degradation ia one of
the major material problems which must be assessed in predic-
ting the lifetime of CTR first-wall structures. The effect*
of helium on the high-temperature short-tine tensile properties
of commercial purity niobium are being determined as a first
step towards attaining a better understanding of inert gas/
metal matrix interactions on mechanical properties. Helium
concentrations from 30 to 500 appm were implanted in the
niobium matrix by tritium decay. The tritium was introduced
into the matrix by a gas-charging technique and then removed
after a sufficient decay time at room temperature for the
helium concentrations to build up to the desired values.
Subsequent tensile tests at 1020°C, utilizing buttonhead
specimens of 0.41 cm gage diameter, revealed a decrease in
uniform and total elongation with increasing helium content,
accompanied by a helium-induced grain-boundary-decohesion
failure mechanism. Microstructures and fracture surfaces are
being investigated optically and by SEM and TEM; results of
these studies are presented.

INTRODUCTION

Helium-induced mechanical property degradation is a major material

problem which must be assessed in predicting the lifetime of CTR first-

wall structures. The ability to resist the embrittling effects of

helium formed within the material by (n, a) reactions between neutrons

and metal atoms is one of the most significant factors affecting the

lifetime of the internal walls of these vessels. The helium born in the

metal lattice is in a thermodynamically unstable state, as helium is

essentially insoluble in metals under normal conditions. This unstable
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helium removes itself from the metal lattice by combining with structural

defects in the metal such as dislocations, voids, incoherent interfaces,

and grain boundaries. Helium-induced mechanical property degradation

results from these interactions.

This paper describes the effects of internal helium on the high-

temperature short-time tensile properties of commercial purity niobium.

The helium implantation technique used in this study is based on the so-

called "tritium trick" in which tritium decays to helium. This helium

charging technique consists of diffusing tritium into the niobium,

allowing sufficient decay time to reach the required helium concentra-

tion and then outgassing the remaining tritium. The specimens are

tensile tested following tritium removal.

The tensile test results represent the first substantial test

program using the tritium-decay, helium-charging method for studying

helium-induced mechanical property changes in refractory metals. These

results also represent the initial segment in a PNL study directed

toward attaining a better understanding of inert gas/metal matrix inter-

actions and their effects on mechanical properties.

SPECIMEN PREPARATION AND TEST PROCEDURE

The material used in this study is annealed commercial purity

niobium purchased from Teledyne Wah Chang; the composition is shown in

Table 1. The niobium was obtained as 0.96 cm diameter rod and was

subsequently machined into buttonhead tensile specimens 7.6 cm long with

a gage section diameter of 0.4 cm and a gage length of 3.2 cm (Figure 1).

Table 1. Composition of Commercial Purity Niobium

Element

Al

B

C

Cd

Co

Cr

ppm

< 20

< 1

< 30

< 5

< 10

< 20

Element

Cu

Fe

H

Hf

Mg

Mn

pam

< 40

< 50

< 5

< 50

< 20

< 20

Element

Mo

N

Ni

0

Pb

Si

ppm

< 20

< 20

< 20

< 70

< 20

< 20

Element

Sn

Ta

Ti

V

W

Zr

ppm

< 10

377

< 40

< 20

52

1000
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Fig. 1. High-Temperature Tensile Specimen Con-

figuration.
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The specimens were charged with helium by the tritium-decay,

helium-charging technique. The basic steps are:

° Introduction of tritium into the metal lattice by intermediate

temperature (500°C) gas-phase tritium charging.

0 Generation of helium in the metal matrix by allowing suffi-

cient decay time at room temperature to accumulate a pre-

determined concentration of helium through tritium trans-

mutation.
9 Removal of the remaining tritium by hot vacuum extraction at

% 900°C. The helium is left behind in the metal lattice.

A detailed discussion of this helium charging method is presented
2

elsewhere.

Niobium specimens containing from 30 to 520 appm helium have been

prepared and tested. Helium is accumulated at ^ 75 appm per month,

based on a typical beginning tritium content of 15,000 appm (the room
3

temperature terminal solubility of hydrogen in Nb is 30,000 appm) and

the tritium half-life of 12.26 years. This specimen charging rate

compares to a predicted helium accumulation rate of 25 appm per year for

niobium in a fusion reactor first-wall application exposed to a 14 I'.zV
13 2 4

neutron current of 4.4 x 10 n/cm sec'

The helium concentrations reported in this paper are from theoreti-

cal calculations based on initial tritium concentrations in the specimens

and the known tritium half-life. The calculated concentrations were

found to agree within _ 10 percent with subsequent helium spectrosccpic

analysis.

High temperature tensile tests at -\. 0.48 Tffl (1020
eC) were carried

out on annealed niobium from zero to 520 appm helium; the test temper-

ature corresponds to the maximum predicted CTR use temperature for

niobium alloys. The tensile specimens were heated in a radiant heated

quartz tube vacuum apparatus and tested in a 5 kgm Instron tensile

machine. They were given a 30-minute pretest soak at test temperature

3 te
-1

and were tested at a pressure of < 10 torr and a strain rate of

0.02 min
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RESULTS

The 1020°C tensile test results are presented in Figure 2. Several

major mechanical property trends are apparent:
0 The uniform and the total percent elongation decreases with

increasing helium content.

° The yield and ultimate strengths increase with increasing

helium content.

° The amount of strain hardening decreases with increasing

helium content, i.e., the difference between yield and ulti-

mate strengths decreases with increasing helium content.

The total elongation decreases from 50 percent for as-received

niobium to 15 percent for the 520 appm helium specimen resulting in a

^ 7 percent drop in elongation per 100 appm helium. There is, however,

the possibility of a threshold helium concentration of less than

100 appm below Which helium does not affect elongation. The uniform

elongation remains relatively unaffected by increasing helium content

until a concentration greater than 250 appm helium is reached (it de-

creased at a rate of ^ 1 percent per 100 appm helium up to 250 appm

helium). At 350 appm helium the uniform elongation drops to less than 2

percent and remains at this value for 520 appm helium also.

The yield and ultimate strengths increase rapidly with low-level

helium additions and then remain relatively constant at concentrations

above 100 appm helium. The yield strength approaches the ultimate

strength at high helium concentrations, with a resultant decrease in the

amount of matrix strain hardening.

The stress-strain curves for specimens of selected helium contents

are given in Figure 3. Two general types of curves are present. Type I

behavior is found in specimens with concentrations - 250 appm helium.

This type of curve exhibits a substantial strain hardening region between

yield and ultimate, a second substantial strain region of slowly de-

creasing load bearing capability, and finally a relatively abrupt load

drop region terminating in specimen fracture. These characteristics

result in the high uniform and total elongation values mentioned above

for specimens with s 250 appm helium. Type II behavior is found in
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« m HELIUM

Fig. 2. Short-Time Tensile Properties for Annealed
Niobium Tested at 1020°C
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Fig. 3. Effect of Helium on Tensile Characteristics
of Annealed Niobium Tested at 1020°C.
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specimens with greater than 250 appm helium. These curves exhibit a

small strain hardening region after the proportional limit is reached, a

region of relatively constant load bearing capacity, and then an abrupt

load drop followed by a sustantial strain region of decreasing load

carrying capacity terminating in a specimen failure region similar to

Type I curves. The abrupt change from the strain hardening region to the

constant load region at low strain results in the low uniform elongation

values in Figure 2, as the values are based on elongation at ultimate

!trength.

The physical appearance of selected fractured specimens is illus-

trated in Figure 4. The fracture tip appearance changes gradually from

a chisel-point to a pseudo cup-cone fracture with increasing helium

content. No abrupt change in fracture appearance is evident between the

250 and 350 appm helium specimens, the compositions where the stress-

strain curves change from Type I to Type II. Magnified views of the

fractured end of the zero and 520 appm helium specimens are shown in

Figures 5 and 6; their as-tested microstructures are seen in Figures 5

through 8.

The as-received niobium (Figures 5 and 7) exhibited the following

high-temperature deformation characteristics:

9 Extended uniform plastic elongation.

0 Extended necked region, terminating in a chisel-point fracture.

9 Highly deformed and elongated grains.

The high-helium niobium (Figures 6 and 8) exhibited the following

high-temperature deformation characteristics:

9 Reduced uniform plastic elongation.

9 Limited necking deformation, terminating in a pseudo cup-cone

fracture.

9 Lack of highly deformed grains in the necked region.
9 Significant amounts of grain boundary decohesion in high

deformation regions.
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Fig. 4. Annealed Niobium Tensile Specimens Tested

at 1020*c;
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Fig. 5. Fracture Morphology and Mlcrosttucture for
Zero-Helium Niobium Tested at 1020°C. 8*.
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Fig. 6. Fracture Morphology and Hicrostructure for
520 appm Helium Niobium Tested at 1020°C. 8*.
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Fig. 7. Microstructure of £h« Fractured Region of
Zero-Helium Niobium Tested at 1020*C. 100x.
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Fig. 8. Microstructure of the Fractured Region of
520 appro Helium Niobium Tested at 1020*C.
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The 520 appm helium specimen microstructure shown in Figure 8 and again

in the Scanning Electron Microscope photomicrographs in Figure 9 demon-

strates that grain boundary decohesion is a major deformation mechanism

at high plastic strains in high-helium content specimens.

The grain boundary separation in the high-helium niobium initiated

preferentially at triple points and on boundary surfaces approximately

perpendicular to the tensile axis. The series of photomicrographs in

Figure 9 show that the grain boundary void s1 .ie decreases with distance

from the fracture surface. The void density was observed to decrease

with increasing distance from the fracture surface; the last voids

detectable by SEM approximately coincide with the beginning of the

necked region. Figures 6 and 7 indicate that grain boundary separation

after void nucleation continued by a grain boundary slip mechanism and

resulted in a grain pull-out failure mechanism. The high-helium niobium

fracture surface morphology presented in Figures 10 and 11 also indicate

that the failure mechanism is grain boundary pull-out. Individual

grains can be identified in Figure 10; however, no intergranular or

transgranular cleavage is present. The lack of cleavage, along with the

large amounts of localized plastic flow exhibited in the matrix near the

grain boundaries in Figure 11, indicates a lack of helium-induced matrix

embrittlement at the 1020°C test temperature.

A post-test Transmission Electron Microscopy (TEM) study revealed

that no resolvable helium bubbles were present in the specimens with 30

or 60 appm helium. Very small isolated matrix and grain boundary helium

bubbles were detected in the 130 appm helium specimen. Substantial

numbers of helium bubbles were found in the specimens containing 2 250

appm helium. Figure 12 illustrates the typical size and distribution of

helium bubbles found in the high-helium niobium. Both preferential

grain boundary bubble nucleation and dislocation decoration are present.

DISCUSSION

This paper presents mechanical property degradation results for

annealed commercial purity niobium helium charged by tritium decay.

This helium charging method was chosen for two major reasons: the

technique provides relatively fast charging rates, (up to three years
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fracture
surface
(10.000X)

Fig. 9. Metallographic Evidence of Grain Boundary
Decohesion in 520 appm Helium Niobium Tested at 1020 C.
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;«300x

1000*,

Fig. 10. Fractography ot the Edge Region of the
Fracture Surface of the 520 appm Helium Niobium Tested
at 1020°C.
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Fig. 11. Fractography of the Central Region of the
Fracture Surface of the 520 appm Helium Niobium Tested
at 1020°C.
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5 pm
Fig. 12. Typical Helium Bubble Distribution for 250

appm Helium Niobium Tested at 1020°C.
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simulated helium accumulation per month of charging time were achieved

in this study), and there is essentially no specimen thickness restric-

tion, as this technique depends solely on tritium diffusing into the

metal matrix. Helium analyses performed after the high temperature

tensile tests indicate that uniform helium distributions were achieved

in these specimens and that the predicted helium concentrations were

attained with - 10 percent.

Experimental evidence indicates that helium produced by tritium

decay is mobile at the 1020°C test temperature used in this study, as

substantial amounts of both matrix and grain boundary bubbles are

present in high-helium niobium (Figure 12). Bubbles were detectable, in

specimens containing - 130 appm helium. The helium bubble distributions

appear to be manifestations of a preferential bubble nucleation at grain

boundaries; they thus duplicate the defect structures found in both

neutron radiation induced helium damage and alpha bombardment specimens. '

The high temperature tensile test data (Figure 2) show definite

helium-induced mechanical property changes. The most pronounced change

is the decrease in both uniform and total elongation with increasing

helium content. In general, the total elongation continuously decreases

with increasing helium concentration, while the uniform elongation

exhibits an abrupt drop around 300 appm helium.

The short-time high-temperature test cycle used in this study

corresponds to that used by Santhanam in the testing of thin foils of

an alpha-bombarded high-strength vanadium alloy, V-15 wt% Cr - 5 wt% Ti.

Testing of this alloy was conducted at elevated temperatures comparable

on an absolute melting scale to the test temperature used in this study
Q

of niobium. Helium contents of 25 appm drastically reduced the elonga-

tion of the vanadium alloy at elevated temperatures £ 750°C (0.47 T ),

as compared to the greater than 250 appm helium contents required to

reduce the uniform elongation of annealed niobium at 1020°C (0.48 T ).
m

A joint PNL-ANL study is currently underway to determine if alloy effects,

specimen thickness or helium charging technique is responsible for this

large embrittlement discrepancy.
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The abrupt drop in "uniform" elongation seen in Figure 2 coincides

with a distinct change in stress-strain behavior of the niobium, i.e.,

there is a substantial strain hardening region after yield for specimens

containing < 300 appm helium while there is essentially no strain harden-

ing region for specimens containing > 300 appa helium (Figure 3). This

abrupt change in stress-strain behavior, coupled with the other post-

test specimen analysis results presented above, suggests that two competing

deformation mechanisms are active under the high temperature tensile

test conditions. The deformation mechanisms responsible for the observed

stress-strain behavior are plastic deforaation within the niobium grains

and grain boundary sliding (GBS) and/or grain boundary decobesion.

Plastic deformation within the grain ie to be expected at these

test temperatures and appears to be the dominant mode of deformation at

concentrations below 300 appm helium. It is postulated that GBS is

responsible for the abrupt elimination of strain hardening shortly after

the proportional limit is reached in specimens containing > 300 appm

helium (Figure 3). The initiation of gross grain boundary separation

(as seen in Figure 9) may be responsible for the abrupt load drop

following the short "no-strain-hardening" region of these high helium

specimens.

Grain boundary sliding is known to become a significant deformation

mechanism at test temperatures near one-half the absolute melting temper-

ature of a given metal. This deformation mechanism is, however, usually

associated with creep tests rather than the relatively high strain-rate

tensile test. Nevertheless, GBS can be induced during high strain-rate

tests by a change in the strength properties of the matrix and/or the

grain boundary, as the site of deformation is determined by the relative

strength of the grain boundary compared to that of the matrix. The

onset of significant GBS or grain boundary decohesion is controlled by

the loss of the ability of the grain boundary to sustain the stress

needed to actuate slip in adjacent grains in order to retain intimate

contact between these grains.

Grain boundary sliding or decohesion takes place in order to accom-

modate external shape changes when the stress needed to actuate slip in

adjacent grains is greater than the strength of the grain boundary.
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Increasing the matrix strength and simultaneously decreasing the grain

boundary load carrying area through the addition of helium and the

formation of helium bubbles results in the critical stress for GBS being

reached under the high-helium specimen test conditions used in this

study.

A substantial concentration of helium bubbles on the grain bound-

aries of low strength niobium is required, however, before GBS becomes

the dominant deformation mechanism. This is illustrated by the 250 appm

helium specimen, for although there is a substantial helium bubble

concentration on the grain boundaries in the 250 appm helium specimen,

(Figure 12), its deformation characteristics are still controlled by

plastic deformation within the matrix grains.

The stress-strain behavior of the high-helium specimens (- 350

appm) can be rationalized when broken down into a multi-step process.

The initial small strain-hardening region can be explained if a finite

amount of strain (or strain hardening) is required to reach the stress

needed to start GBS. After this critical stress is reached, GBS pre-

dominates during the "no-strain-hardening" stress-strain region. Gross

grain boundary separation is initiated at the high-stress grain boundary

triple points in this stress-strain region, thus reducing still further

the load carrying area of the grain boundary. After sufficient grain

boundary separation has taken place to initiate localized necking grain

boundary separation becomes the predominant deformation mechanism,

resulting in a substantial decrease in load carrying area with increas-

ing strain; this results in an abrupt load drop until all, or nearly

all, boundaries in the necked region perpendicular to the tensile

direction are separated. A combination GBS and grain boundary decohe-

sion then takes place, resulting in localized grain pull-out and specimen

fracture. Evidence of grain boundary pull-out can be seen in the fracture

surface morphology and fractured specimen cross-section photomicrographs

in Figures 8 through 11.

The observation that detectable grain boundary separation is first

seen in or near the beginning of the necked region suggests that necking

in the high-helium specimens is instigated by grain boundary separation.
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9
Theoretical modeling of GBS and grain boundary decohesion Indicates

that a finite amount of GBS is required before the initiation of grain

boundary separation, although helium bubbles may reduce or eliminate

this nucleation strain. In the high-helium specimens, the presence of a

stress strain region controlled by GBS is supported by the substantial

amount of total elongation that cannot be accounted for by a combination

of strain hardening and necking strain.

Two helium-induced phenomena observed in these niobium specimens

are felt to enhance GBS. The first is the preferential nucleation of

helium bubbles on the grain boundaries, as seen in Figure 12. Grain

boundary bubble formation decreases the boundary's load carrying area,

thus decreasing the grain boundary's shear strength relative to that of

the matrix. The second effect is the matrix strengthening seen in the

increase in yield strength with increasing helium content. This also

increases the matrix strength relative to that of the grain boundary.

Thus, both helium bubble formation and matrix strengthening enhance the

probability of GBS.

The matrix strengthening with increasing helium content observed in
7 8 11

these specimens as well as in other refractory metals and alloys * '

may come from helium atoms pinning dislocations, helium bubble formation,

and/or interstitial and substitutional strengthening. Interstitial

helium is expected to be present in niobium containing helium implanted

by tritium decay as the parent tritium atom occupies an interstitial

site. It is expected that this interstitial He will tend to drop into
4

substitutional lattice sites, as this has been reported as the He

diffusion site. It is probable that interstitial helium is also present

in neutron irradiated niobium. It has been proposed that helium implanted

with concurrent radiation damage may end up in interstitial as well as

substitutional sites and will be capable of interstitial diffusion until

it drops into substitutional lattice sites or removes itself frets the

matrix by interaction with structural defects. Thus neither interstitial

nor substitutional helium effects in CTR materials can be ruled out a

priori. Lattice parameter studies are being conducted concurrently with

density measurements and strengthening model calculations in the hopes

of determining the various helium-matrix interactions responsible for

the observed matrix strengthening.



11-328

The maximum helium concentration contained in the specimens pre-

pared for this study correlates with 'v 21 years predicted helium accumu-

lation for a niobium CTR first-wall. However, the helium distributions

present in these specimens are not expected to be directly comparable to

those found in CTR-exposed niboium as the first-wall will see a neutron

lattice damage component and a long-time high-temperature exposure not

seen by the specimens in this study. Helium-induced defects are predicted

to be the controlling mechanical property degradation mechanism at

these high temperatures. It is expected that exposure to neutron-

induced damage and the corresponding long times at elevated temperature

will mainly accelerate diffusion processes and not substantially change

the observed deformation mechanism sequence.

The increased helium diffusion (and possibly bubble nucleation

kinetics) under fusion reactor conditions is expected to reduce the

amount of helium needed to initiate GBS from that found in this study,

due to an expected increase in the concentration of helium bubbles on

grain boundaries. The helium-induced strengthening effect would be

expected to decrease due to a depletion of helium in the matrix with

increasing bubble formation if dislocation decoration or solid solution

hardening is the strengthening mechanism; this would decrease the

probability of GBS. The strengthening effect would increase if helium

bubble formation in the matrix is the strengthening mechanism; this

would increase the probability of GBS.

It is predicted, however, that the matrix strengthening effect on

GBS initiation will be less important than the increased helium bubble

formation, resulting in GBS at a lower helium concentration than re-

quired in the present tests. A high temperature anneal study is cur-

rently proposed in hopes of achieving a closer simulation of the actual

material condition to be expected after CTR exposure in order to experi-

mentally determine the interaction of the various deformation mechanisms

and their effects on mechanical properties.
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CONCLUSIONS

The experimental results illustrate the potential of the tritium-

decay helium-charging technique for studying the effects of internal

helium on materials with high tritium solubilities, such as the re-

fractory metals. The on-going research effort at FNL using this helium

implantation method is directed toward developing an understanding of

helium phenomena in metals which will serve as a basis for determination

of alloy design parameters capable of predicting material requirements

needed for maximum resistance to helium-induced degradation.

The helium-induced mechanical and microstruetuxal property changes

noted for the annealed commercial purity niobium tested at 1020°C are

listed below:

0 Elongation decreases with increasing helium content. Total

elongation decreased continuously' at a rate of ^ 7 percent per

100 appm helium; uniform elongation decreases continuously

until 350 appm helium is reached and then abruptly drops to

less than 2 percent elongation.

° Yield and ultimate strengths increase with increasing helium

content.

° Helium bubbles were detected in niobium at helium concen-

tration - 130 appm; preferential bubble formation on grain

boundaries and dislocations was observed.

° Grain boundary decohesion was present in the necked region of

the 500 appm helium experiment.
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MECHANICAL BEHAVIOR OF Nb-igZr IMPLAMTED WITH He AT VARIOUS TEMPERATURES

A.A. Sagues and J . Auer ^
I n s t i t u t fur Fe^tkorjrerXozS-Chungde^Xarnfarschungsanlage ,Ju^.i

D 517 J u l i c h , Germany '

ABSTRACT

Nb-1#Zr polycrystalline foils of commercial purity were
He-implanted at 50°C and 600°C toy a cyclotron a-particle
beam of variable energy to homogeneous concentrations in
the 10~6 to 10"** at. range. Tensile tests were made after
implantation at a 10"1* sec"1 strain rate and temperatures
from 20°C to 800°C. The material implanted at 50 C exhi-
bited radiation damage effects that annealed out when
tested at the higher temperatures. In the whole tempera-
ture range the mode of foil fracture is transgranular and
its characteristics appear unaffected by He concentra-
tions of up to 80 at. ppm even when the foils are
annealed under stress at temperatures between 65O°C and
1000 C prior to the tensile test. The material implanted
at 600°C presents some reduction in ductility but still
shows transgranular fracture. T.E.M. samples were pre-
pared from the tensile specimens and from implanted ma-
terial subjected to anneal under stress at up to 1300°C,
and preliminary examinations reveal no features that can
be identified with He segregation. Helium release mea-
surements are discussed together with the T.E.M. results
in terms of He distribution during implantation and post-
treatment .

INTRODUCTION

Nb-Zr alloys are an important candidate for the first wall material of

fusion reactors. Present designs foresee total neutron fluences bet-
22 23 2

ween 10 and 10 n/cm /year resulting in the production of He through

(n, a) reactions at rates varying from 10 at. ppm/yr to 200 at. ppm/yr.

Since such concentration levels are known to strongly reduce the ducti-

lity of other reactor alloys operating at high equivalent temperatures,

is necessary to determine the extent and nature of the effects of
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comes more pronounced because most of the He embrittlement data available

now concerns austenitic steels while few body centered cubic alloys have

been studied in this direction.

As a result, a commercial purity Nb-IZr alloy was chosen to characterize

its behavior in the temperature and He concentration range expected in

a fusion reactor application.

TECHNIQUE AND RESULTS

He concentrations of the magnitude earlier mentioned cannot yet be pro-

duced in a reasonable time by means of (n, a) reactions, and some type

of simulation technique had to be used. The choice was made of He im-

plantation by means of a variable energy cyclotron beam because of its

simplicity and because the high-damage environment of the just implan-

ted atom is presumed to resemble actual conditions better than what is

expected in other techniques (for example, tritium decay ).

The alloy was supplied by Hereaus, W. Germany, in the form of sheets

50 u thick. The sheets were spark cut to the standard tensile speci-

men shape shown in Fig. 1. The interstitial impurity content of the as-

received material is indicated in Table 1. The specimens were then de-

greased and annealed for 1 hr. at 1500°C in a vacuum of 5 • 10 torr.

This results in a structure that remained stable during the subsequent

tests. The annealing temperature is a compromise between tolerable con-

tamination and convenient grain size. The latter is ^ 20 u, or 2 to 3

grains per specimen thickness.

Table 1. Nominal interstitial impurity content
of the as-received Nb-1^ Zr alloy

at. ppm 1000 1000 700 2500
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Fig. 2 shows the experimental arrangement used for the cyclotron implan-

tation. A defocused ot-particle beam was swept along the specimens while

its energy -.fas varied by continuously moving the interposed aluminum

wedge. The excursion of the wedge was adjusted so as to obtain penetra-

tion ranges varying from zero to just above the thickness of the over-

imposed specimens that made the target. Uniform He deposition through

and along the specimens was thus achieved. Plate A serves the purposes

of final energy degrader, of holding the specimens in place and, to-

gether with plate B stabilizes the temperature of the specimens. Tempe-

rature fluctuations due to beam current and energy variations were com-

pensated by the regulated oven block. The pi assure in the irradiation

chamber was of 1 • 10 torr. Irradiation times and currents were ad-

justed to obtain He concentrations between 8 and 100 at. ppm.

Tensile tests were performed at a strain -ate of 10 /sec in a He at-
-7

mosphere with an estimated Oxygen partial pressure of 2 • 10 torr,

and in the temperature range from 20 to 800 t\ Oxygen pick up as de-

termined from resistivity ratio measurements on control Nb strips was

not enough to alter significantly the Mechanical response of the commer-

cial alloy. However, as it will be considered later, contamination

effects become important in the high temperature implantations done in

the 10 torr atmosphere of the cyclotron chamber. Typical stress-strain

curves for the sheet specimens at low and high temperatures are shown

in Fig. 3- The specimen geometry and loading conditions reduce strongly

the non uniform deformation of the curve. At room temperature the yield

stress is well defined and the curve is rather smooth. At or above

650 C the yield stress is less defined and serrated flow is observed

in all apecimens.

Fig. k summarizes the ultimate and yield stress data for He implanted

as well as uninplanted control specimens. The yield stress of implanted

specimens tends to be higher at low temperatures than that cf the con-

trols. This effect, is probably due to irradiation damage proi;;'. :d du-

ring implantation and anneals out at the higher temperatures. The ulti-

mate tensile stress results are practically the same for implanted or

unimplanted specimens.
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The implanted specimens had He concentrations varying from 8 to 80 at. ppm,

but their yield and ultimate stress values show no trend with changing

concentrations. The shape of the stress-strain curves was not affected

by He at the high temperatures. Fig. 5 shows the values of total elonga-

tion to fracture (which in our case is the same as uniform elongation).

This parameter is again unaffected by He concentrations implanted at

50 C between 8 and 80 at. ppm. Some of the specimens (D) were held near

the yield stress at the test temperature for 60 minutes before conti-

nuing the test. This procedure did not affect the total elongation.

Specimens marked (V) were annealed on a vacuum of 1 • 10 torr for

300 minutes at 1000°C while being spring-stressed at 10 kg/mm . The

subsequent tensile test again showed no difference between implanted

and control specimens.

Some preliminary experiments with thicker (100 u) foils agree with the

results of the 50 u material.

The material irradiated at 600 C (x) shows some decrease in total elonga-

tion but this material presented also a visible surface contamination

layer after being implanted.

Scanning electron micrographs of the fracture surfaces revealed ductile,

transgranular fractures in all cases (Fig. 6). No instances of inter-

crystalline fractures wore observed.

Transmission electron microscope examination of the tensile tested spe-

cimens showed no hints of bubbles or other He segregation feature either

at the grain boundaries or inside the grains. The- minimum detectable

bubble size was set at ^ 50 A after taking into consideration the pre-

sence of a high density of dislocations.

A group of 50 C implanted specimens containing from 8 to 100 at. ppm He

was annealed for periods of 300 minutes at temperatures ranging from

1000°C to 1300°C, while being spring-stressed at 10 kg/mm . As before

this treatment was done in a 1.0*10 torr vacuum. Transmission electron

microscopy failed again to reveal He segregation. Bubbles were also ab-

sent in samples loaded with 30 at. ppm He and annealed unstressed at

2200 C for 15 minutes in the same ultra high vacuum conditions. However,
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it must be noted that in this case the large grain size resulting from

the high temperature anneal made impractical the examination of the

grain boundaries with the electron microscope.

Some preliminary experiments measured the release of He out of a spe-

cimen loaded with 8 at. ppm when its temperature was being increased

at a constant rate of 1.7°C/sec. Fig. 7 shows the rate of emission and

the integrated emission as a function of temperature. The total amount

emitted is, within the present accuracy of our measurements in agreement

with the amount of He calculated from the cyclotron implantation para-

meters. (This specimen was implanted at 50°C.)

In order to emphasize the insensitivity of the alloy to the introduction

of He a comparison is made with the results of experiments being now

conducted in a parallel study of He embrittlement of austenitic steels,

using the same implantation and mechanical test equipment. Fig. 8 snows

some of the TEM evidence of He bubble formation in commercial 316 stain-

less steel and DIH 1.1*970 stainless steel after He implantation and sub-

sequent anneal. Table 2 exemplifies loss of ductility. These results will

be fully presented elsewhere.

Table 2. Total elo.--gat.ions to fracture {%) for
commercial 316 stainless steel a', 700°C

Creep Test

700°C

32.6

1U.5

Control

8 ppmHe

3 •

17

13

e(sec

•7

7

)
•

17

13

10-5

.1*

.k
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Fig. 8a. He bubbles on a AISI 316 stainless steel loaded with 8 at. ppia
He and annealed for 1 hr at 1000°C

Fig. 8b. He bubbles on a DIN 1.4970 stainless steel loaded with
100 at. ppm He and annealed for 1 hr at 900°C
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DISCUSSION

It seems clear that at the strain rate, temperatures and concentration

range on which the tensile experiments were performed no emtarittlement

effect due to the presence of He is observed. The small loss of ductili-

ty at the lower temperatures is satisfactorily explained by the radia-

tion damage expected from the implantation procedure (about 10 dpa ty-

pical) , and its annealing out at the higher temperatures is in agree-

ment with previous observations . The small effect observed for the ma-

terial implanted at 600°C is not accompanied by changes in the appea-

rance of the fracture surface. The poor vacuum conditions existing in

the cyclotron chamber, coupled with surface decoloration observed aftei

implantation suggest that interstitial impurity absorption resulted in

a small reduction of ductility .

The present tensile experiments were conducted at relatively high strain

rates. The extension of these results to the expected first wall condir

tions may require some creep measurements, which are in the case of

thin Nb-base foils seriously limited by gas contamination even on UHV

conditions. On the other hand most alloys that present He embrittlement

on creep tests do have residual effects at strain rates similar to the

one used here. The absence of such effect would indicate that its ciag-

nitude in the most favorable conditions is not very large. This im-

pression is further substantiated by the insensitivity of the fracture

parameters to the anneals in situ near the yield stress. These were in-

tended to provide enough time and elastic energy to initiate an•embrittle-

ment mechanism that would involve helium segregation; for example, stress

induced bubble growth at the grain boundaries, resulting in bubble

coalescence and intergranular fracture ' . The same applies to the spe-

cimens annealed at up to 1300 C under stress before being tensile tested.

The absence of He bubbles at or away from the grain boundaries in all

the specimens favors the interpretation of the mechanical experiments

given above. Previous publications report the presence of He bubbles

in Nb loaded with ^ 150 at. ppm He after annealing above 1000°C. This

observation does not conflict with our conclusions since the size of
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those bubbles was at or below our detection limit. Moreover, their size

and density was not seen to change when the annealing temperature was in-

creased, an indication that growth or coalescence was being hindered.

Should the application of tensile stress result in appreciable bubble

growth, bubbles would have become observable in our stress annealed

specimens, which was not the ease.

The He release results are in general agreement with previous investiga-
7

tions in pure Nb , suggesting that the presence of substitutional Zr has

little effect on the internal distribution and mobility of He. Some ex-

periments are now in progress concerning He emission at various tempe-

rature rates and electron microscopy of polycrystalline samples with

much higher, localized concentrations of implanted He.

The results of mechanical tests with foil specimens can be extrapolated

to the bulk material with certain restrictions, as discussed elsewhere
o

in this meeting .

The absence of He bubbles at the grain boundaries of the material

examined should be fairly unrelated to specimen thickness in our expe-

riments. This is supported by the observation of He intergranular

bubbles in the stainless steel foils, which have a similar grain size

to thickness ratio.

CONCLUSIONS

In the temperature range 20 to 800°C the ductility of Nb-1 Zr is not

significantly affected by the presence of up to 80 at. ppm of implanted

He.

The above result is valid for foil specimens tested at strain rates of
-k

10 /sec, and there is evidence that it could be extended to the bulk

material.
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CREEP AND TENSILE PROPERTIES OF HELIUM INJECTED Nb-1% Zr

F. W. Wiffen

Metals and Ceramics Division
Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830

ABSTRACT

Specimens of commercial purity Nb—IX Zr were heliua doped
by cyclotron ex-bombardment near room temperature to gas contents
near 2 and 20 appm He, corresponding to helium production in
a CTR first wall during approximately one month and one year
of operation at 1 MW/ar neutronic wall leading. These specimens
were tensile and creep tested to evaluate the effect of helium,
in the absence of other components of CTR radiation effects, on
the mechanical properties. Tensile teats at 1000 and 1200*C
show no significant effect of either helium level on the strength
or elongation values. Creep-rupture teats at the same temperatures
on Nb-IX Zr showed rupture elongations somewhat reduced in the
helium Injected samples but the dependence en helium content
and on test temperature does not fit the usual effect of helium
on elevated temperature ductility. We thus conclude that in the
absence of displacement damage this alloy is resistant to elevated-
temperature embrittlement for helium contents up to 20 appm.
The resistance to embrittlement results from the precipitation
of helium on a submicroscopic level and from the alloy's inherent
resistance to grain boundary separation.

INTRODUCTION

A distinct difference in the radiation response for a structural

material in a CTR and in a fission reactor lies in the much higher rate

of helium production in the fusion reactor. The helium is the product

of transmutation reaction; including (n,o) and more complex reactions.

The general conclusion of radiation effects experience is that

the amount of helium generated will affect the changes produced in

•Research sponsored by Union Carbide Corporation under contract
with the Energy Research and Development Administration.
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engineering properties during neutron irradiation. In particular, it

has been found that helium can affect the swelling, through both its

influence on the cavity nucleation process and through control of the

cavity growth rate.1 Helium also has a very important influence on

the mechanical properties through its influence on the fracture mode

at elevated temperatures. The influence of helium has been documented

in a number of cases to result in severely reduced elongation by pro-

motion of high-temperature intergranular fracture.2 Although the

details of the machanism remain in doubt, it has been well documented

that in many systems the insoluble helium is collected preferentially

at the grain boundaries, forming bubbles visible by electron microscopy

techniques. Under the influence of stress, these grain boundary cavities

expand along the boundary, in many cases linking up, and lead to failure

by separation of the boundary. This process results in a loss of elonga-

tion (compared to a helium-free test) with little or no effect on the

strength properties.

Among the many candidate alloys proposed by conceptual design

studies for use as the CTR first-wall material is Nb—1% Zr. Attractive

features of this alloy include strength and compatibility with liquid

metals, making it suitable for use at temperatures higher than possible

with stainless steel or nickel-base alloys, and formability, weldability,

and low-temperature ductility superior to many of the other refractory

alloys. Another point in favor of the use of Nb-IX Zr is its status as

a developed, available commercial alloy. In this regard it is superior

to possible vanadium-base alloys, where alloy optimization has not yet

been accomplished. On balance, there are also unattractive features -

associated with the possible use of Nb—IX Zr. Major difficulties with

the use of this alloy would include the long-term induced radioactivity

and the problems associated with the alloy's affinity for oxygen and

other interstitial contaminants.

Niobium in service in a CTR at a first-wall neutronic wall loading

of 1 MW/m2 (typical of current conceptual designs) will transmute to

produce helium at a rate of 24 appm per year of operation.3 The main

solid product of the transmutation reactions will be Zr, produced at
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about 0.122 per MW-year/m2 of reactor operation,1* and this will have

only a modest effect5 on the properties of interest of Nb—1% Zr. In

contrast to this, irradiation of the saae alloy in the currently avail-

able high-flux fission reactors will produce auch lower helium concen-

tration, *1 appm per year in EBR-II or *2 appa per year in HFIR.

Displacement damage will be produced at high rates in any of these

systems, 7.2 dpa per year for a CTR, 23 for EBR-II, and 20 for HFIR.

Thus, while adequate simulation of the displacement rates for CTRs can

be achieved in current fission reactors, the right combination of dpa

and helium content cannot be achieved for Nb—1% Zr. A necessary first

step to the prediction of CTR radiation effects in Mb—It Zr is the

separate examination of helium effects in the absence of displacement

damage.

An attempt can be made to predict the effect of helium on the

elevated-temperature mechanical properties of Nb—1% Zr by application

of available information on helium effects in other alloy systems. In

alloys based on aluminum, iron, and nickel, helium has been found to

reduce tensile ductility in tests at temperatures of half the melting

point (0.5 Tm) or higher.
2»s Although there is little experimental data

on the bec refractory metals, one experiment on a complex niobium alloy2

and a series of experiments on vanadium alloys7>s show that the helium

embrittlement process is not restricted to fee alloys, but also occurs

at about the same homologous temperatures in at least some bec metals.

In the vanadium alloys, embrittlement was found for tensile test tempera-

tures of 750°C or greater (-0.5 T,,). As with the fee alloys, the

embrittlement of vanadium alloys was accompanied by intergranular

fractures. A promising phase of the vanadium alloy work, however, was

the demonstration that some of the alloys tested were resistant to the

embrittleinent.7 On the basis of this evidence, it can be hoped that

other promising alloys can be identified that possess unusual resistance

to the helium embrittlement.

The experiment reported here was designed to investigate the

effects of helium, in the absence of high levels of displacement damage,

on the ductility of Nb—1% Zr. The temperature range of interest was
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800 to 1400°C (0.4 to 0.6 Tn) and both tensile and creep tests were

used to determine failure elongations. Post-test examination of the

fractures and near-fracture material include optical metallography,

transmission electron microscopy, and scanning electron microscopy.

EXPERIMENTAL DETAILS

The material used in this study was commercial grade Nb-1% Zr,

obtained from the Wah Chang Corporation, with partial chemistry given

in Table I. Metallic impurities included 610 ppm Ta, <300 ppm W and

lower levels of other elements. The material was received from the

vendor as 0.060-in. sheet, containing at least 402 cold work. The

sheet was further cold-rolled (without intermediate heat treatment) to

a final thickness of 0.0105 ± 0.0005 in. Tensile specimens with a

length of 2.75 in. and a reduced gage length section 0.25 in. vide by

0.75 in. long were machined from the sheet. The cleaned specimens were

annealed in a vacuum at pressures <1 * 10"G torr for 1 hr at 1200°C.

Table I. Chemical Analysis of Kb—1% Zr

Element

Zr

0

N

H

C

Si

Content,

Vendora

0.95

0.0205

0.0090

0.0002

0.0065

<0.010

wt %

ORNL

0.91

0.0160

0.0085

0.0045

*Wah Chang Corporation, Heat No. 1012-946.

Helium was injected into the flat sheet specimens by degrading a ~50-MeV

a-beam from the Oak Ridge Isochronous Cyclotron with a rotating energy

degrader of continually variable thickness. Target specimen racks
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scanned in two dimensions through the beam produced a nearly uniform

helium concentration throughout the test portion of the sample. Speci-

mens were mounted on a water-cooled rack and were further cooled by a

refrigerated jet of air directed at the target position. The temperature

of the specimens spiked to somewhat less than 200°C each time the speci-

mens passed through the beam, but the exact temperature on each pass is

not known. The specimen temperature dropped rapidly to ~20°C as it

moved out of the beam on each pass. The helium injection technique has

been described in detail by King.6

Helium contents of 1.7 and 18 appm were achieved in the injection

runs, with helium contents determined by H. Farrar IV of Atomics Inter-

national by a technique using sample vacuum fusion and mass spectrometer

analysis of the released gases. Absolute uncertainty in gas contents

determined by this method is estimated to be less than 2%.

Mechanical property tests were performed in cold-wall, resistance-

heated vacuum chambers which were pumped with liquid-nitrogen cold-

trapped oil diffusion pumps. The vacuum during tensile tests was

typically <1 * 10~6 torr and <2 * 10"7 torr during creep tests. Tensile

tests were conducted on an Instron testing machine and creep tests were

in ORNL-developed test stands. The creep load was transmitted via a

dead-weight load and direct-ratio pulley system to a pull-rod that passes

through the vacuum chamber in a conventional U-cup vacuum seal. Strain

measurements were taken from cross-head travel in tensile tests and

from pull-rod motion in creep tests.

RESULTS

The tensile properties of samples tested at 1000 and 1200°C are

given in Table II. The data on strength and elongation properties

scatter within the normal scatter range expected for tensile tests, with

no indication of either strengthening or ductility reduction that could

be attributed to the presence of the injected helium. Reduction in area

was effectively 100% in all tests, with fracture occurring only after

necking to form a chisel point.
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Table II. Tensile Properties of Nb—1% Zr Alloy Containing Helium3

Test
Temperature

<°C)

1000

1000

1000

1200

1200

Helium
Content
(appm)

0

1.7

18

0

18

Stress,

Yield

14,040

11,430

12,540

9,160

9,060

psi

Ultimate

22,390

21,430

22,890

12,050

11,740

Elongation

Uniform

15.7

19.7

14.6

9.2

9.3

, x
Total

30.5

28.2

26.9

77.1

80.3

Strain rate 0.027 per min.

Results of creep-rupture tests are given in Table III and Figs. 1

and 2. These results indicated slightly higher strength and lower

ductility than for the same heat of material tested under comparable

conditions, but with a greater cross-section thickness, 0.060 in. thick

as compared to 0.010 in. in the present experiments.9

The data at 1000°C show only a modest dependence of ductility of

the control tests on stress, with the ductility in a 1-hr test three-

quarters that in 30- and 800-hr tests. Samples containing 1.7 and

18 ppm helium tested at 1000°C and 14,000 psi had rupture lives approxi-

mately twice that of the control tests, reduced minimum creep rates and

rupture elongations approximately one-half that of the control values.

However, there is no dependence of rupture elongation on the helium

content for the two helium levels tested. The creep curves for the

three tests at 1000°C and a stress of 14,000 psi are shown in Fig. 1.

All three tests show the three-stagp creep behavior. The lower ductility

in the helium-doped samples is reflected in a reduced third-stage creep.

Creep tests at 1200°C showed a generally greater ductility than

tests at 1000°C, with fracture elongations approximately twice those at

the lower temperatures. At this temperature, the lowest elongation was

recorded in the lowest stress-longest time test (36% elongation in a 456-

hr tost), while other tests lasting from 3 to 250 hr at various stresses

had elongations of 64 ± 4%. In tests at 1200°C and 6000 psi,
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Table III. Creep-Rupture Properties of Helium Containing Nb-1% Zr

Test
Temperature

Helium
Content
(appm)

Stress
Minimum

Creep Bate
(Z/hr)

Rupture
Life
(hr)

Elongation
(X)

1000
1000
1000
1000
1000

1200
1200
1200
1200
1200
1200
1200
1200
1200

1400
1400

0
0
1.7

18

e
0
0
0
1.7

18
0
0
0

18

0
18

10,000
14,000
14,000
14,000
21,000
4,000
5,000
6,000
6,000
6,000
7,000
8,000
9,000
9,000
5,000
5,000

0.0192
0.199
0.0506
0.0558

11.9
0.0313
0.122
0.328
0.378
0.518
0.675
3.376

10.05
3.2

a
a

781
32.9
61.5
61.3
1.0

456
242
77.0
53.2
65.3
37.6

7.3
2.9
3.1

580*
297a

33.8
33.9
14.9
16.9
26.5
35.2
62.6
62.2
46.5
46.2
67.0
66.0
60.0
51.5
85.6
97.1

aCreep tests at 1400°C were interrupted several times by binding
of stress transfer system. Rupture lives are therefore not charac-
teristic of the temperature and stress condition, but elongation values
are.
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OKNL 0*4 H0TI-I0M4
_ -j

CREEP TESTS AT
HI2OO*C, 6000psi

10 20 90 «0 90 «0 70 H

Fig. 2. Elongation vs Time Curves for Creep Tests of Nb-1% Zr at
1200°C at a Stress of 6000 psi and Helium Contents Shown. The dotted
line shows recorded data, believed to be due to a slight temperature
excursion.

helium-injected samples had slightly shorter rupture lives and approxi-

mately three-quarters of the rupture elongation of the control sample.

Creep curves of a control sample and samples with the two helium levels

are .shown in Fig. 2. (The broken curve for the 18-ppm helium sample

shows the recorded data. It is believed that this irregularity was due

to a slight temperature excursion during the test.) In these curves,

too, the general form of the curves is the same for both control and

helium-doped samples. The reduced ductility in the helium-doped samples

has resulted from the reduced amount of third-stage creep. Again, as

at 1000°C, there is no dependence on the amount of helium in the two

samples containing gas. Tests at a higher stress, and thus shorter

creep-rupture time, showed less effect of the 18 ppm helium than found

at longer rupture times. In these tests at 1200°C and 9000 psi, the

creep-rupture times were comparable for control and helium-containing

samples, with the helium-injected sample having 85% of the rupture elon-

gation of the control sample.
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Tests conducted at 1400°C at a stress of 5000 psi showed 13Z wore

elongation to rupture in the 18-ppm helium-doped specimen than in the

control. Equipment failure during the 1400°C tests limit the amount of

data obtained. Only the elongation values in these tests are reliable.

Creep rates and rupture lives were lost due to binding of components

in the load train.

In all creep tests, as in the tensile tests, chisel-edge fractures

formed with -100% reduction in area. Figure 3 shows a macroscopic view

of the samples tensile tested at 1000°C. Fractures of all samples across

the specimen width were at an angle of 70 to 80s to the stress axis.

Fig. 3. Nb-1% Zr Samples Tested at 1000°C and a Tensile
Strain Rate of 0.027 per min. Helium contents are NbZ—2, 18 appa;
NbZ—22, 1.7 appm; and NbZ—45, no helium. All necking occurred in
the thickness direction and cannot be seen in this view of the
specimens.



11-353

The fracture angle on the thickness direction was not determined.

Scanning electron micrographs of the fracture surfaces of specimens

creep tested at 1000°C are shown in Fig. 4. This shows clearly the

chisel-edge nature of the fractures formed in these tests. Fractures

from creep tests at 1200°C and tensile tests at both 1000 and 1200°C

looked identical to those shown in Fig. 4. The sharp edge in all

fractures was interrupted occasionally by the small cavity-like pockets

that are believed to be the dimples characteristic of ductile-mode

fractures. There was no evidence of grain boundary separation, the

characteristic fracture mode that accompanies helium embrittleraent.

NO HELIUM 1.7 ppm HELIUM 18 pp™ HELIUM

Fig. 4. Scanning Electron Micrographs of Chisel-Point Fractures
in Helium-Doped Nb-1% Zr Creep Tested at 1000°C and 14,000 psi. Helium
contents as shown.
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Cross sections through the fractures were examined metallogrsphieally

for representative tests. Figure 5 shows metallographic sections on

specimens tensile tested at 1200cC, and Fig. 6 shows specimens creep

tested at the same temperature. In both figures the structures of helium-

free and 18 appm helium samples are compared. At this magnification,

the deformation is uniform throughout the zone examined, with elongated

grains reflecting the large amount of deformation that has occurred.

The optical metallography showed more precipiate phase in the helium-

injected samples than in the control samples, and in both 0 and 18 appm

helium samples the grain boundaries are serrated and irregular. This

suggests a fine-scale grain boundary pinning, which appears qualitatively

to be more complete in the doped samples. The most important feature

of the metallography is the lack of difference in the fracture produced

by helium. It is also Important to note that there is no observed grain

Fig. 5. Metallographic Section Through Fracture of Nb-1% Zr
Specimens Tensile Tested at 1200°C. Tensile axis vertical.
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Fig. 6. Metallographic Section Through Fracture of Mb—IX Zr
Specimens Creep Tested to Failure at 1200*C and 6000 psi.

boundary separation in either the control or gas-doped sample. In all

specimens examined, only one or two isolated cracks were found and

these could not positively be identified as grain boundary separations.

Sections from the stressed gage portion of tested specimens were

electrochemically thinned and examined by transmission electron micro-

scopy. No effect of helium could be detected in the micxostructure of

these samples. In general, the grain boundaries in all samples examined

were precipitate free, but some grain boundaries were pinned on precipi-

tates. The matrix of all samples contained a low concentration of

relatively large precipitates, and most samples also contained a popu-

lation of smaller precipitates with linear dimensions of the order 200

to 2000 A. The highest concentration of the small precipitates was

found for specimens creep tested at 1200°C, and examples of micrographs

are shown in Fig. 7. It must be noted immediately that the white features

in this figure are believed to be mainly pits left when the precipitates
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Fig. 7. Microstructure in Nb—1% Zr Sample Creep Tested to Rupture
at 1200°C and 6000 psi. (a) Helium-free control, (b) 18 appm cyclotron-
injected helium.

were preferentially attacked by the polishing solution. Stereo micro-

scopy confirmed that the great majority of these pits intersected one

of the surfaces. There were, however, a few white features that appeared

to be contained in the foil and these could be gas bubbles. The ratio

of these pits to the precipitates was about the same in helium-free as

in helium-doped samples. Lower precipitate concentrations were found for

samples tensile tested at 1200°C and still lower concentrations for

samples creep or tensile tested at 1000°C. This could indicate more

impurity pickup during the longer times at the higher temperatures,

an effect of the precipitation kinetics of impurity-containing phases,

or a combination of both. The highest dislocation densities were found
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for tensile tests at iOOO°C, with densities decreasing for longer test

times (creep) or for tests at the higher temperatures. Most samples

contained segments of dislocation networks, as seen in Fig. 7, with

some pinning of the network on the precipitate particles. Subgrain

boundaries were also commonly observed, and the tensile samples creep

tested at 1000°C also contained some finer scale dislocation arrays.

The undoped and helium-injected samples creep tested at 1400*C showed

similar microstructures. The grain boundaries were clean in these

samples. The matrix contained a low concentration of large, random

precipitates but were free of the fine-scale precipitate seen for the

two lower test temperatures. Only isolated dislocation segments were

contained in these samples, with most segments pinned on the precipi-

tates or arranged in low-angle boundaries.

DISCUSSION

The experimental evidence indicates that helium contents up to at

least 18 appm do not reduce the ductility of fib—1% Zr for test tempera-

tures in the range 1000 to 1400°C. Tensile tests showed only differences

that are expected from normal data scatter. Creep-rupture ductility

values at first seemed to indicate helium embrittlement. However, lack

of dependence on the helium contnet, an apparently smaller effect at

1200°C than at 1000°C, and absence of the classical features of helium

embrittlement in fractography, metallography, and microscopy examination

all suggest that the creep ductility reduction is not due to helium. The

observed precipitate phase suggests that the embrittlement in cresp tests

is probably due to interstitial impurity pickup in the Nb—IX Zr during

the helium injection. Precipitation of this impurity, possibly as ZrOr,

occurred during elevated-temperature testing end was especially effective

ic reducing creep-rupture ductility.

The source of the precipitating impurity phase has not been definitely

established. While some of the impurity was present in the starting

material, the thin samples required for helium injection vaktt the samples

more susceptible to contamination. The precipitate observed in helium-

free samples thus suggests possible impurity pickup during; annealing or
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during elevated-temperature testing. The observation of more precipitate

phase in the helium-injected samples than in the control samples shows

that some contamination must have occurred during the a-bombardments

conducted in air. The only significant differences found in these

experiments could be attributed to impurity pickup. Since testing

conditions were identical, the injection technique is suspect.

The effects of intentionally added oxygen on the creep properties

of niobium10'11 and Nb-0.6% Zr12 have been determined. Oxygen was

reported to reduce creep rates of niobium for temperatures less than

1050°C, but have little effect on creep strength at higher temperatures.10

This is in agreement with the effects observed here, of reduced creep

rate and longer rupture lives for bombarded samples (assumed to have

higher impurity content) in tests at 1000°C, but little effect at 1200*C.

The result may be due to an overaging of precipitate, perhaps ZrO2, at

the higher temperatures, rendering the precipitate distribution less

effective in strengthening the alloy. The study of the effect of oxygen

on slow-bend creep of Nb-0.6% Zr was restricted to tests at 1000°C.

Oxygen introduced before creep testing reduced the creep rate while

oxygen introduced during testing had more complex effects.12 Although

the data scatter considerably, Stoop and Shahinian?s1l work also indicates

that increased oxygen content may reduce creep-rupture elongation. (It

must be noted that Stoop and Shahinian chose to describe their data as

showing "no deleterious effect on ductility".)

The observed iesistance of Nb—1% Zr to helium embrittlement is

encouraging. The resistance to degradation is promising and is one more

plus in evaluating the possible use of this alloy in CTR application.

Explaining the resistance, however, is beyond the present understanding

of helium effects in metals. The lack of embrittlement is, of course, a

result of the lack of effect on the fracture mode. The key to under-

standing may be in the resistance of Nb-lZ Zr to grain-boundary cracking

tinder the test conditions examined. In none of the rested specimens

examined, either control or helium-doped samples, were grain-boundary

cracks observed. In many alloys where helium embrittlement has been

observed at comparable homologous temperatures, occasional grain-boundary
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cracks are seen in helium-free samples. (An example for a vanadium

alloy is seen in the metallography in Ref. 8.) In a study of a series

of ferritic steels, Bohm and Hauck13 showed that a tendency toward

intergranular fracture in helium-free steels greatly enhanced the

embrittlement produced by helium doping when compared with steels aore

resistant to grain-boundary separation. Whether or not the inherent

resistance to grain boundary cracking of Nb—1% Zr is associated with

the very irregular, serrated grain boundary morphology cannot be estab-

lished without further work.

The absence of large gas bubbles on grain boundaries that have

been stressed at elevated temperatures during testing was also unexpected.

However, a similar result was found by Johnson and Cost"* in niobium

containing helium. Based on Johnson's observations, and the apparent

lack of helium bubbles in samples examined here, it appears that the

helium ia precipitating into very small bubbles, too small to be observed

by routine TEK examination, and that it remains stable in this size

distribution during testing.

The possiblity that helium is lost through migration and release at

the free surfaces cannot be totally dismissed. However, Bauer and Thomas15

and Johnson and Cost11* found incomplete helium release from niobium

under similar conditions in thinner specimens. An unrelated experiment

at ORNL showed that annealing Nb-lZ Zr for 1 hr at 1650°C did not release

a significant fraction of the contained helium. We thus conclude that

although some helium may have been lost during elevated-temperature

testing, it is unlikely that this influences the results.

CONCLUSIONS

Helium contents up to at least 18 appm do not degrade the properties

of Nb—IX Zr in the absence of irradiation-induced displacement damage.

This'observation makes the material attractive for possible CTR application

and Justifies the investigation of the synergistic effects of both helium

and displacement damage. The resistance to embrittlement may be associated

with the inherent resistance of Nb—IX Zr to grain-boundary separation
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during tests at 1000 and 1200°C and to the inferred tendency of helium

to precipitate on a fine scale under these conditions, resulting in the

absence of microscopically visible gas bubbles on the grain boundaries.
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STUDY OF HE DISTRIBUTIONS IN

NIOBIUM BY MEANS OF (n,p)

REACTIONS

J.P. Biersack D.Fink

Hahn-Meitner-lnstitut fOr Kernforschung, Berlin

ABSTRACT

Helium will be introduced into fusion reactor first wall materials as
low energy ions from the plasma, as neutron knock-ons from the coolant,
and also from (n,a) reactions in the bulk. Direct observation of He which is
distributed inside a metal is extremely difficult, and few attempts of detec-
ting He profiles have been successful so far [Blewer using RBS in thin metal
foils; Picraux et a l , and Behrisch et al using the 3He(d,p) 4He reaction ] .
In short, detailed studies of He in iristals are still lacking, despite of con-
siderable practical and theoretical interest.
_ The present investigation utilizes the thermal neutron induced reaction

He (n,p)T of cross section 5000 barn which can be applied for detecting He
profiles as well as He lattice locations. An advantage over other methods is
seen in the facts that thermal neutrons cause practically no displacements of
He or lattice atoms prior to detection, a.nd that there is less background and
higher sensitivity than in RBS or (d,p) detection.

The method is applied for measuring depth profiles of He in Nb after
implantation and after subsequent thermal anneals. A comparison with theo-
retical predictions yields the following results: (i) Mean ranges of 70 to
300 keV He+ in Nb agree with theory after increasing the k value of
Lindhard and Scharff. 0 0 The width of the range distributions is slightly
higher, the skewness is much lower than-predicted, (iii) Upon anneal, im-
planted He does not diffuse, but is detrapped with an activation energy of
1.4 eV which does not correspond to He atoms bound to single vacancies.
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INTRODUCTION

Mainly two aspects are studied in the present work: The range distributions

of implanted He in niobium/ and the thermal derrapping and release of implanted

He.

The observation of He depth distributions in metals is difficult, and few

methods of detecting He profiles are known so far. BI ewer has successful!/ applied

the method of proton Rutherford back scattering ( RBS ) from He-4 which was im-
2 3

planted in thin copper foils. Picraux et al introduced the He(d,p) reaction as

a means of detecting He profiles in tungsten. For the present studies of He in

niobium a aifferent detection method is proposed and tested: The thermal neutron

induced reaction He (n,p) T of cross section 5000 barn. The advantage of using

this reaction is seen not only in the high sensitivity, but also in the fact that

thermal neutrons cause no displacements of He or lattice atoms, except through

the detecting (n,p) reaction itself. Since practically no radiation damage develops,

even extended channelling/blocking measurements seem feasable for lattice loca*

tion studies of He in metals.

For investigations on the thermal release (detrapping probability ) of im-

planted He, the change of concentration profiles is observed in connection with

the amount of released gas through many successive steps of thermal anneal.

Helium is expected to be trapped or precipitated in defects or defect structures

which result from the He implantation itself. However, no experimental evidence

has been achieved so far about the nature of such He traps, and in particular about

the binding energy. Extensive theoretical studies, however, on the binding energy

of He atoms to single metal vacancies have been published by Bisson and

Wilson3.
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HELIUM RANGE DISTRIBUTIONS

Experimental, — Cold rolled foils and polished single crystals of niobium
3 +

(supplied by MRC ) are implanted at room temperance with 70 . . . 300 IceV He

to helium concentrations of 1 ... 7 % atomic fraction. This is about one order

of magnitude below the dose of blistering. Single crystals are tilted about 7 from

the < 111> direction in order to avoid charms!ing effects.
3

The resulting He depth profiles are measured by the He(n,p) reaction in a

thermal neutron beam which is extracted from a nuclear reactor. High energy

radiation background from the reactor is eliminated by using either a slightly

curved neutron guide tube ( FMRB, 1 MW reactor facility of the PT3 Braunschweig),

or by using Bi filters in a linear col lima tor assembly (BER, 5MW reactor at HMI

Berlin).

The He(n,p) reaction has a cross section of about 5000 barns for neutrons of

thermal energies (0.025 eV), and even higher cross sections (by a factor up to 3)

fortl

law.

-1/2
for the ''cold" neutrons of the curved beam guide according to the E absorption

The emitted protons of initially 580 keV which leave the sample surface near

normal direction, are detected by a surface barrier detector in connection with a

multi channel analyser. The resulting proton energy loss spectra are converted into

depth profiles using the stopping power of 120 keV//um. This stopping power value

has been chosen on the basis of theoretical estimates ( Northcliffe, Schilling ,

Northcliffe , Biersack ) , but has not yet been experimentally checked. The

position of the surface in the multichannel spectrum is determined quite precisely

for each depth profile by means of a calibration sample which has been implanted

with He-3 of only 100 eV.
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Results and Discussion.— The resulting He range distributions in Nb are

depicted in Fig. 1, and compared to theoretical predictions in Fig. 2. The

mean projected ranges denoted as r in Fig. 2a, agree well with theory after

increasing Lindhard's k value by a factor 1.2. This is a rather common correction

for Nb, similar to the correction obtained for Li range and damage distributions
O .1.

in Nb . A particularly high electronic stopping power for He in niobium has
9

also been theoretically anticipated by Rousseau et al , and experimentally

verified for the energy range 0 . 3 . . . 2 MeV by Lin et o\ .

mg/cmi~0 0.2 0.4 0.6 0.8 1.0 1.2

0 _
E[keV] 600 500

Fig. 1. Depth profiles of helium implanted ir» nsi^Jum. The 100 k>.V profile
is obtained with single crystalling f*«!p Jrti^lsnted at, random < 'r: .on,
the other profiles correspond to polyci^alliria materials.
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The relative width of the profiles, 6/r in Fig. 2b, follows the theoreti-

cally expected trend, but is in general slightly higher. The difference can not be

accounted for by the detector resolution.

Agreement with theory is rather poor in the case of the skewness
3 3

V =K A x >/6" , as depicted in Fig. 2c. This may be due to the approximations

used in theory, including the neglection of the surface. Particularly at lower

energies, particles are removed from vhe left side of the distribution when slowing

down near the surface . This particle loss tends to shift V towards positive values,

whereas the theoretical model ' accounts for too many particles at the left of

the peak, including those which are "stopped" in the fictitious negative half

space.

HE RELEASE BETWEEN 500° AND !60C°C

At high implantation doses,as encountered in the present experiments

as well as in future thermonuclear fusion reactors, a strong interaction of He with

radiation induced damage is anticipated. In particular, a strong binding of He

atoms to vacancies is expected .

For the present measurement of He detrapping and release, a single
3

crystalline Nb disk is implanted at a random direction with 200 keV He to a maximum

concentration of 7 %, as depicted in Fig. 3, upper curve. The thermal annealing

experiments are carried out in an ultra high vacuum chamber ( p < 10 Torr )

by mounting the Nb crystal between resistively heated Nb foils. Temperatures

up to 1600 C are achieved, and controlled by thermo couples and pyrometer.

The amount of He-3 gas released is measured by the Ultek partial pressure analyser

( magnetic .TWSS spectrometer) in two different ways: Eirher following the partial

pressure increase with pumps turned off, or observing the equilibrium pressure

(obtained within seconds) with pumps on, after having calibrated the pumping

speed.
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Proton Energy of3He (n.p) reaction
600 550 500 450keV

6 - -

0 0.2 0.U 0.6 08 i l u m j

Fig. 3 . Depth profiles of He in Nb after successive
anneals, indicating that detrapping but not
diffusion occurs.
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An initial burst of He is observed below 700 C. Thereafter, the largest

fraction of He is released with release rates following closely the Arrhenius diagram

shown in Fig. 4, which indicates a binding energy of 1.43 eV to rhe traps. That

indeed defrapping is observed and not diffusion ( of either He atoms or agglome-

rations) becomes evident from the depth profiles which are measured after

several steps of anneal, see the lower curves in Fig. 3. There occurs no diffusiona!

broadening. The half width is even reduced after anneal which may be attributed

to He precipitations near the center of the distribution, or - more precisely -

in the region of highest damage (slightly left of the initial He peak ) .

As a result, the Arrhenius plot, Fig. 4 , can be interpreted as a dctrapping

probability of 0.016 exp ( - 1.43 eV/kT) per He atom per second which applies

for the lorger fraction of helium. The nature of the traps, however, remains a

puzzle: For He atoms trapped at single vacancies, one would expect a higher
3 1 3 - 1

binding energy , and a fore factor of the order of 10 "sec . The energy of

1.4 eV also seems too low for returning a helium atom from a bubble

into the Nb l a t t i c e .

«0C 1400 W00 800700 600 500 C

Thermal He release
after implantation of
itfatoms/cmra1 2001
in Nb single crystals

a H r 1 43 eV

° 4 equilibrium pressure
01

pressure increase

10 12«10'
10000/T

Fig. 4. Release rates of Heat various annealing temperatures.
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RESUME

(i) Mean ranges of 70 . . . 300 keV He in niobium agree wiJh theoretical

predictions after increasing the k volue of the Ltndhord-Schorff electronic

stopping power by a boot 20 %.

(ii) The range distributions ore slightly broader, but leu skew than pre-

dicted.

(iii) He implanted ot 200 keV to a maximum concentration of 7 %, does

not diffuse at thermal anneals up to 1600 C, but is detrapped with an activation

energy of 1.4 eV.
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HELIUM EMBRITTLEMENT OF CTR MATERIALS SIMULATED BY ION
IMPLANTATION AND HOT ISOSTATIC PRESSING OF METAL POWERS

L. R. Fleischer
J. A. Spitznagel
W. J. Choyke

Westinghouse Research Laboratories
Pittsburgh, Pennsylvania 15235

ABSTRACT

Helium embrittlement is currently considered a
limitation on the lifetimes o£ CTR structures exposed to
high energy neutrons. The phenomenon has been observed in
fast fission reactor irradiated materials and has been
studied in helium ion bombarded foil samples. In this
study, helium ions were implanted in stainless steel and
refractory metal alloy powder particles, The 150 keV ion
energies used require particle size distributions with mean
particle diameters of about 3 unt to get a suitably homo-
geneous initial distribution of helium atoms. The helium
implanted powders were consolidated by hot Isostatic
pressings the helium remained in solid solution. Subse-
quent thermomechanleal processing permitted the preparation
of tensile specimens with controlled helium bubble distri-
butions. In general, grain boundary migration concentrated
helium bubbles on the boundaries, while conditions favoring
stationary boundaries allowed intragranular bubble nuclea-
tion on dislocations. It remains to be seen whether the
distributions available through these processes are

representative of those that will be generated jjn situ by
(n,a) reactions in CTR neutron spectra. Specimens for
bulk properties measurements prepared in this way are most
suitable for study of helium embrittlement as an isolated
effect. Many of the constraints encountered in other
sample preparation methods are mitigated.

INTRODUCTION

Helium embrittlement may be the limiting factor in fusion reactor

containment design. Loss of high temperature ductility was first
2 3

observed in fission reactor irradiated metals. ' The effect is

attributed to the stress-induced growth of lntergranular bubbles of
3 A

transmutation product gases. ' Studies of the embrittlement mechanism
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and of the susceptibilities of various alloys have been carried out, in

general, by two sample preparation methods: fission reactor neutron

irradiation and high energy helium ion bombardment of thin strip

specimens.

Both techniques, however, have inherent limitations. Access to

the machines producing the radiation is necessary — usually a fission

reactor or a high energy cyclotron (or other accelerator). Reactor

irradiated sample materials must contain or be doped with an isotope

which has a substantial (n,a) cross-section in the neutron spectrum

available. Even then, in most cases, acceleration of the time scale

is unlikely; accumulation of the desired amount of transmutation helium

will take as long or longer in a fission reactor than in the projected

fusion reactor. Fission reactor irradiation is a good geometric

simulation of fusion reactor irradiation, but it is not possible to

unambiguously separate helium embrittlement effects from some other

forms of radiation damage.

Helium implantation by ion bombardment is limited by the ion

energy available. In most applications of this technique, * ions

accelerated to more than 40 MeV were used. Even with energies of this

magnitude, sample thicknesses were limited to the order of 0.025 cm

(10 mils) by the penetrating power of "he ions.

This paper describes a method for preparing helium doped samples

which eliminates most of these limitations. Geometries suitable for a

variety of mechanical strength and fracture toughness specimens can be

prepared. A variety of microstructures and gas bubble arrangements

can be achieved. By implanting the helium in powder particles,

restrictions to high energy accelerators are eased since ion ranges on

the order of micrometers rather than millimeters are involved.
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EXPERIMENTAL

Overview

The powder method for preparing helium embrittlt-ment samples falls

conceptually into three steps:

• Ion implantation

• Consolidation

• Thertnomechanical processing.

In the first step, helium is implanted in the individual particles of

metal powder by ion bombardment. The second step involves fabricating

a bulk solid from the He-containing powder. The third step is intended

principally to control the microstructure of the product and the

distribution of helium bubbles within it. Each of these steps, with

its attendant technical problems, is discussed below along with

descriptions of the experimental work we have done.

Ion Implantation

The Powder

The most difficult aspect of this method is obtaining suitable

powders. Ideally, the powder particles should have diameters two to

three titr.es the available range of the helium ions. With ion energies

of 150 keV, particles on the order of one to three micrometers diameter

were required. 316 stainless steel powder with particle Si..'e« in the

micrometer range could not be procured from commercial sources ->xcept

by separating fines estimated to be about 4% by weight from a nominal

-325 mesh powder. Molybdenum powder, wth commercial applications In

flame spraying and wire drawing, is available with particle size

distributions in the micromp'-er range.

Fine particle size powders are characterized by high chemical

activity and tend to absorb relatively large amounts of oxygen when

exposed to air. Even the -325 mesh stainless steel powder contained

on the order of 6000 appm oxygen which showed up as an oxide grain

boundary phase when the powder was hot isostatically pressed (HIP).
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The fine molybdenum powder used in this study contained on the order of

16,000 appm oxygen. Treatment to reduce the oxygen content will be

described below.

The accelerator used produced helium ions with an energy of

150 keV; this energy corresponds to a range of approximately 0.5 urn
Q

in molybdenum, as calculated according to the LSS theory. A commercial

molybdenum powder with small particle sizes was treated to obtain a

very fine distribution by dispersing the powder in benzene, allowing

time for sedimentation, and displacing the upper portion of the settling

medium by pumping in fresh liquid. The neasurad particle size distri-

butions of the as-reoeived and extracted powders are given in Fig. 1.

The particle size distributions were determined by x-ray sedimentation

analysis using a dilute water suspension of the powders. The suspen-

sions were ultrasonically dispersed for 30 minutes prior to analysis.

These data represent mass distributions as a function of particle size.

Also plotted in Fig. 1 is a curve showing the number distribution of

particle sizes in the extracted powder. This curve was calculated from

the mass distribution assuming spherical particles of theotetical

density. The calculated curve suggests that the mean particle diameter

was just greater than twice the ion range, and that 90% of the particles

had diameters less than four times the ion range. Thus, a reasonably

uniform distribution of implanted helium atoms could be achieved since

most of the volume of a spherical particle lies close to its surface.

The extracted powder WCJJ heat-treated for eight hours at

approximately 700°C under slowly flowing dry hydrogen (dew point —60°C).

The effluent gas was monitored for moisture content; at the end of the

treatment the moisture level in the effluent gas had dropped to the

initial moisture level in the source gas. The treatment was effective

in reducing the oxygen content of the powder. The measured oxygen

level in the helium implanted powder was 8750 appm (down from

A Micromeritics Particle Size Analyzer, Model 5000, was used.
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116,000 appm). This must be taken as an upper limit since some oxygen

contamination during transfer of the samples to the vacuum fusion

analyzer i3 likely. After the hydrogen treatment, core was taken not

to expose the powder to air. After sieving to break up agglomerates,

the powder was loaded in the accelerator target chamber.

Ion Bombardment

Helium ions were accelerated to 150 keV with « linear accelerator

with magnetic mass analysis. The 150 keV ion beam passed through a

3 cm^ aperture and was then bent 45° into a rotating sample cup, The

rotating sample cup and associated equipment is illustrated schemati-

cally in Fig. 2. Ion beam currents of 75 to 100 microamperes were

used.

The powder, lying in the corner of the inclined cup, tumbled and

mixeJ as the cup rotated. Thus, all powder particles were randomly

exposed to the ion beam. Scattered ions and ions passing through the

outer layers of particles provided lower energy helium to distribute

throughout the powder particle volume. Tumbling and mixing of the

powder was enhanced by including several 1.6 mm (1/16 inch) loug slugs

cut from 0.3175 cm (1/8 inch) molybdenum rod in the cup.

After helium implantation the powder was sieved (down to -400 mesh)

to break up aggregates. Samples were taken for gas analysis, crimped

in platinum envelopes, and sealed in glass vials. The. bulk of the

powder was loaded in C.069 cm (0.035 inch) wall 394-stainless steel tubes

with ode end welded closed.

Analysis for residual and added gases was done by vacuum fusion

extraction of the gases and mass spectrographic analysis. The duplicate

powder samples were wrapped in platinum (which acts as a fluxing agent)

and heated by induction in graphite crucibles. Blanks were run to

account for the outgassing of the graphite, platinum, and apparatus.

Consolidation

The powder filled stainless steel tubes were connected to a vacuum

system. The valves attached to each tube were "cracked" to evacuate
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Fig. 1. Particle size distribution curveb for molybdenum
powders, (a) as-received powder, mass basis; (b) extracted powder,
maes basis; (c) extracted powder, number basis.

lUPHMMr

Fig. 2. Schematic illustration of ion implantation apparatus.
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the tubes slowly, avoiding bubbles which might carry powder up the tubes.

When the pressure fell to about one torrs the valves were opened wide

and high frequency vibrations applied to the tubes. Several hours of
-4

pumping to about 10 torr removed all accessible adsorbed or trapped

gaaes. Then the tubes were sealed at the top of the powder bed.

The sealed tubes were loaded in the hot isostatic press (HIP).

The machine was first pressurized to 6.9 to 7.6 MPa (1000 r-> 1100 psi),

then heated to about 500°C. Both pressure and temperature were

gradually increased to the desired hold points with the control routine

set to reach final pressure before final temperature. These conditions

were held for two hours followed by cool down (initially rapid) and

depressurization.

In preliminary tests it was found that the consolidation of active

molybdenum powder was more dependent on pressure than temperature.

Pressing temperatures below 0.5 T were preferred to avoid premature

precipitation of helium bubbles. Therefore, the terminal pressing

conditions selected were 138 MPa (20,000 psi) and 1120°C (0.48 T ).
m

The resulting compacts contained less than 1% porosity. It can be

seen in Fig. 3 that the pores present are very Sine, with average

diameter less than 1 urn.
Thermomechanical Treatments

The compacted powder in rod form was rolled to prepare micro-

structures for controlled precipitation of helium- bubbles. The thermo-

mechanical treatments were intended to: (a) produce a reasonably

homogeneous helium bubble distribution; (b) produce dislocation networks

to act as nucleation sites for gas precipitation; snd (c) recrystallize the

molybdenum to concentrate helium bubbles on the grain boundaries.

Prior to rolling, however, an interdiffusion zone, Fig. 3, at the

surface of the as-pressed molybdenum compact had to be removed. It

was feared that if the interdiffusion zone was a brittle intermetallic

phase, cracks forced in the surface layer during rolling could

propagate into the sample. Therefore, the original can and the
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20 pm

Fig. 3. Photomicrograph of as-hot isostatically pressed, helium
implanted molybdenum powder at compact/can interface (1000X) (etched
in Murakami's solution).

surface zone were removed. The stainless steel cans were dissolved in

hot HC1. The interdiffusion zcne was apparently not affected by this

treatment, but dissolved in a solution of HC1 and HNO_ (about 50-50).

With the interdiffusion zone removed, the compacts were reclad.

Tantalum tubes were collapsed onto the molybdenum rods and the ends

welded closed. The tantalum provided a ductile, compatible barrier to

further surface reactions. The tantalum clad rods were inserted in

holes bored in stainless steel rectangular blocks. Steel plugs were

located above and below the. rods. The holes were evacuated before

the blocks were sealed. The rectangular blocks were used to transfer

the rolling load as uniformly as possible to the cylindrical compacts
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and to give a reasonable measure of reduction in area achieved. The

blocks were heated to 760°C before rolling and reheated between passes.

The reduction in area was approximately 80%.

After removal of the outer steel casing, the rolled molybdenum was

sectioned and annealed at several temperatures to find the best condi-

tions for the desired recovery and recrystallization processes. The

effectiveness of the heat treatments were determined by hardness

measurements. The anneals for recovery or recrystallization were

followed by heat treatment at 1600°C to precipitate helium bubbles.

Following heat treatment, samples were cooled to liquid nitrogen

temperature and broken. The fracture surfaces were then examined by

scanning electron microscopy (SEM) to determine the fracture mode and

to look for evidence of helium bubbles on the fracture surfaces.

Companion samples were examined by transmission electron microscopy

(TEM). Three millimeter diameter discs were electro-discharge machined

(EDM) from slices of the samples. The discs were ground to thicknesses

of 125 to 200 ym, then electrochemically thinned to perforation.

RESULTS AND DISCUSSION

The results of the vacuum fusion analyses for the residual gas

content of the as-received and implanted molybdenum powders are given

in Table 1.

Table 1. Residual Gas Analysis of Molybdenum Powders (appm)

H He 0 N Ar

As-Received 1617 0 15,560 1114 0

After Implantation 1575 686 8790 409 4
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The powder was composed of a fine fraction extracted from the

as-received powder and was hydrogen annealed to reduce the oxygen

content before helium ion implantation. The. oxygen and hydrogen concen-

trations in the processed powder following implantation were approxi-

mately 50 and 15 times higher than the respective solubilities at the
9 10

pressing temperature, ' The microstructure of tha helium implanted

and consolidated molybdenum powder, Fig. 3, was characterized by low

porosity (<1%) and the absence of solid state inclusions. There were

few indications of second phase particles at the powder particle

boundaries in thin foils observed by transmission electron microscopy.

Apparently, the relatively large concentrations of oxygen and hydrogen

exerted little influance on the consolidation of the powder and on

the resultant microstructure. The influence of these impurities on

bubble formation is unknown. Previous runs with higher concentrations

of oxygen and hydrogen but lower helium levels had resulted in f«wer

and smaller bubbles for the same powder processing conditions.

The powder was tumbled during ion implantation to minimize local

beam heating and particle sintering. However, occasional fusing of

particles did occur. In some regions of the as-consolidated sample

helium bubbles were visible and were observed to be reasonably homo-

geneously distributed, Fig. 4. Very few bubbles were visible in thin

foils made from other sections of the as-consolidated sample, however,

or samples annealed at temperatures up to 1200°C after rolling. These

observations suggest that implanting the helium at elevated temperatures

can result in reasonably homogeneous bubble formation without the

necessity for a subsequent high temperature anneal to precipitate the

helium, Similar observations have been made on helium bombarded

niobium strip by Bauer and Thomas.

Selection cf a 760°C rolling temperature and 80% reduction in area

represented an attempt to introduce the maximum amount of "cold work"

without cracking the samples. This was moderately successful. Some

cracking was observed in sections of the as-rolled strip. The rolling

deformation resulted in grain size aspect ratios of up to 8:1 with the
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Fig. 4. Helium bubbles in as-implanted and consolidated
molybdenum powder compact (TEM).

' initially equiaxed grains (originally powder particles) elongatad in

the rolling direction. No significant increase in dislocation density

or extensive network formation occurred as a result of the plastic

deformation of these ultra-fine grained samples.

The range of annealing temperatures listed in Table 2 was selected

to establish conditions for stress-relief annealing, recrystallization

and grain growth.

Optical metallography and transmission electron microscopy showed

that no significant changes in microstructure occurred for annealing

temperatures up to 1200°C. Similarly, the hardness decreased rapidly

above 1200°C, Table 2. The very rapid softening from 1400°C to 1600°C

was accompanied by selective grain growth and increasing porosity.

Scanning electron micrographs of the surfaces of samples broken in

liquid nitrogen after annealing at 1400-1600°C showed intergranular
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Table 2. Annealing Conditions and Resulting
Hardnesses for Molybdenum Compacts

Annealing Conditions 3 kg Vickers Hardness

as-rolled 370 + 5

870°C, 2-1/2 hr 391 + 1

980°C, 2 hr 375 + 0

1093°C, 2-1/4 hr 340 + 2

1200cC, 1 hr 304 + 16

1400°C, 1 hr 173 + 4

1600°C, 1 hr 102 + 4

fractures. Cavities were clearly visible at facets and grain boundaries,

Fig. 5a. Transmission electron microscopy of thin foils of these

samples from regions where appreciable grain growth had not occurred

showed accelerated growth of grain boundary pores as well as extensive

helium bubble formation within the grains, Fig. 5b.

Table 3 summarizes the effects of the thermomechanical processing

on the resultant helium distributions in molybdenum. In every case,

some partitioning of helium between competing nucleation sites occurred.

For example, thermomechanical processing to produce a homogeneous

bubble distribution also resulted in accelerated growth of bubbles at

the grain boundaries and precipitation on existing dislocations.

Table 3 merely indicates that it was possible to establish a dominant

"sink" for the helium. Additional work will be required to: optimize

the control of the helium distribution; evaluate the correlation

between mechanical properties and distribution of helium; and compare

the mechanical property response to that of samples with conventional

cast and wrought microstructures.
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Fig. 5. Electron micrographs of helium Implanted, consolidated,
and precipitation annealed (1 hr at 1600°C) molybdenum powder compact.
(a) Fracture surface SEM. (b) Bubbles at grain boundary intersection TEM.
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Table 3. Effects of Thermomechanical Processing on
Helium Bubble Distribution in Molybdenum

Post Consolidation Bubble Distribution,
Thermomechanical Treatment (TMT) . (Dominant Locations)

Precipitation anneal (0.65 T ) Homogeneous

(Implantation at high temperature, no TMT Homogeneous )

Warm rolled (760°C) to 80% RA, Heterogeneous,
Stress relief anneal (0.40 to 0.47 T ) on dislocations and
Precipitation anneal (0.65 T ) some grain boundaries

Warm rolled (760°C) to 80% RA, Heterogeneous,
Grain growth anneal (0.51 to 0.65 T ) primarily on

grain boundaries

CONCLUSIONS

It has be;en shown that helium implanted molybdenum powder can be

successfully consolidated to form specimens for studying the effects of

helium on properties despite supersaturation levels of other gas

contaminants. The micrestructures produced were clean and free of

oxides and other heterogeneous phases. Clear-cut placement of helium

bubbles on a single type of nucleating site was not achieved. However,

homogeneous precipitation, bubble formation predominantly on disloca-

tions, and collection of bubbles mainly on grain boundaries — each

with a minor component of the other modes — was accomplished by

variation of heat treatment and mechanical working conditions. It seems

clear that more careful powder preparation and handling techniques are

needed to minimize contamination. But with these improvements this

method may provide a means for studying helium effects on mechanical

and physical properties independently of synergistic atom displacement

phenomena.
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RADIATION DAMAGE BY 252Cf FISSION
FRAGMENTS AND ALPHA PARTICLES*
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ABSTRACT

Rates of atom displacement and helium injection in mate-
rials exposed to 252Cf fission fragments and alpha particles
were calculated to establish the potential for use of 2 s 2Cf
sources for radiation damage studies. Maximum displacement
rates of about 10"6 dpa/sec at the surface of typical targets
exposed to a 2 S 2Cf fission fragment source were comparable to
those experienced by materials in a fast breeder reactor or
in a controlled thermonuclear reactor (CTR) first wall, though
much lower than the displacsment rates achieved using particle
accelerators. Helium was concurrently accumulated at a rate
of 3 x 10"1* atom ppm/sec at the target surface, yielding a
He/displacement ratio 103 times that produced in the fast
breeder reactor materials, but only about 20 times that pro-
duced in the CTR materials. These comparisons suggest that
252Cf fission fragment sources may find useful applications
in studies of effects of high-He content on radiation damage
in CTR materials.

INTRODUCTION

Accelerator-generated charged-particle irradiations have proved

effective for simulating fast-neutron damage in materials for fast

breeder or controlled thermonuclear reactors (CTR).1 The intense beams

of high-energy particles that can be generated by the accelerators pro-

duce in a few hours effects that are equivalent to several years of re-

actor service. Intensities of charged particles such as alpha particles

•The information contained in this article was developed during
the course of work under Contract No. AT(07-2)-l with the U. S.
Energy Research and Development Administration.
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from radionuclides are generally too low for practical use in such

damage-simulation studies, although fission fragments produced during

neutron irradiation of fissionable 2 3 SU have been employed in some

studies.2

During studies of effects of 252Cf radiations on neutron-source

capsule materials, it became apparent that 252Cf fission fragments could

cause significant atom-displacement damage to adjacent materials. The

displacement damage produced by the fission fragments would be accompan-

ied by injection of high concentrations of helium resulting from 2b2Cf

alpha decay, indicating that the 252Cf sources might prove useful in

simulating radiation damage in high-helium generating environments, such

as the CTR.

RESULTS

Californium-252 decays with a half-life of 2.65 years by competitive

alpha emission (97%) and spontaneous fission (3%).3'1* Of the 1.28 x 10 1 2

fission fragments produced per gram per second, half (light group) are

emitted with average kinetic energy of 104.1 MeV, average atomic number

of 42, and average mass of 106.4. The heavy group of fission fragments

are emitted with average energy 79.25 MeV, atomic number 55, and ma^s

141.7. Like other heavy particles, the 2S2Cf fission fragments displace

atoms in materials in which they are absorbed, forming vacancies and in-

terstitials which agglomerate at appropriate temperatures into micro-

scopically observable voids and dislocations.5 Alpha particles also pro-

duce lattice damage and leave implanted helium atoms that promote forma-

tion of voids at intermediate temperatures and form gas bubbles at high

temperatures. The ultimate consequences of these effects are a potenti-

ally deleterious swelling of the exposed material anrt changes in other

properties such as mechanical strength. Quantitative assessments of

the damage produced by the 2SZCf fission fragments and alpha particles

are made in the following sections.
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Displacements Produced by Fission Fragments

The rate of target--atom displacement produced by 252Cf-source fis-

sion fragments was calculated using a modification of the method of

Kulcinski, et al.6'7 to predict displacement rates produced by acceler-

ator-generated heavy ions. The model, as described in the Appendix,

employs the Lindhard, Scharff, and Schiott (LSS) theory8 to determine

the energy lost by fission fragments in primary nuclear collisions,

and the Kinchin and Pease approximation9 to determine the rate of dis-

placement of atoms in a target lattice. The fraction of energy given

up by the fission fragments in primary collisions which subsequently

goes into the production of higher order displacements is determined

by the method of Doran and Kulcinski.7

In contrast to the accelerator-generated ions, which are emitted

as a monoenergetic, unidirectional beam, fission fragments from a
2S2Cf source are generated within a discrete source volume and are

emitted with variable energy and direction. This characteristic of

the fission fragments requires that the displacement rate at a given

point in a target be determined by integration of effects of frag-

ments originating at different points in the californium source. If

the simplifying assumption that the range of the fission fragments in

the source material is equal to their range in the target material is

made, and a Gaussian distribution about the mean particle ranjje is

used for the spatial dependence of the rate of nuclear energy transfer

in the source and target, the rate of atom displacement at a given pene-

tration distance in a target material exposed to a 2S2Cf source is

approximated by Eq. (1), as derived in the Appendix:

D(x) = 5 © (1 " $* for x i R'2a (1)

where

D(x) = rate of atom displacement at x, dpa*/sec,

x - penetration distance into target, urn,

Nf » number of fission fragments generated in source/cm 'sec,

E T * energy transferred to lattice atoms in nuclear collisions, eV>

N = number of target atoms/cm3,
* Displacements per atom (dpa) represents the fraction of total atoms
displaced during irradiation.
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E^ = displacement energy, eV,

R = mean range of fission fragments in source and target
materials, um >

a = effective range-straggling parameter, urn.

Values for E~, R, and Ej that were used to calculate the displacement

rate for aluminum and iron targets exposed to 252Cf fission fragments

are listed in Tab1 1. Since a is about 1/10 the range R, Eq. (1)

applies over about 80% of the total penetration distance of the par-

ticles.

For a source with a density of 10 g/cm3 containing 20% 252Cf2O3

(remainder impurities), the number of fission fragments (Nf) in each

of the mean light (MLF) and mean heavy (MHF) groups is 1.2 x 1012/cm3

sec. Exposure of a 0.3-cm2 target area to a source containing 6 mg 25zCf*

would displace atoms at a maximum rat<j of about 9 x 10"7 dpa/sec in

aluminum and about 1 x 10"6 dpa/sec in iron. The atom-displacement

rates for the MLF and MHF groups are shown as a function of penetra-

tion distance into the aluminum targets in Fig. 1. Damage decreases

approximately linearly from a maximum at the target surface to about

50% at a penetration distance of 7 um (40% _pf the particle range).

The maximum displacement rates produced by 2S2Cf fission frag-

ments at the target surface are comparable to those expected for mate-

rials in EBR-II and a CTR first wall,10'11'12 as shown in Fig. 2, and

are at least an order of magnitude higher than the displacement rates

obtained in a thermal reactor. They are, however, several orders of

magnitude lower than those typically produced with charged-particle

accelerators. Irradiation of a highly enriched 235U source in a thermal

reactor would be required to achieve the displacement rates obtained

with a particle accelerator.

Helium Atom Concentrations

Concurrent with fission fragment emission, 252Cf emits alpha par-

ticles with average kinetic energy of 6.1 MeV at the rate of 1.92 x 1013

alphas/g sec,resulting in the deposition of helium atoms in an adjacent

target. If, as in Eq. (1), equal range for the alpha particles in

* The 6-mg 252Cf source, equal in thickness to that required for maxi-
mum He concentration in an adjacent target, is about twice the thick-
ness required to produce the maximum displacement rate.
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Table I. Parameters used to Calculate Displaced-Atom
Densities in Aluminum and Iron

Parameter

Energy Transfer,
ET(MeV)

Range,a R (ym)

Displacement Energy,
Ed (eV)

Range-Straggling Parameter
Ratio, ot/R

Aluminum

MLF

2.0

16

30

0.08

MHF

3.0

13

30

0.11

MLF

2.6

8.0

25

0.08

Iron

MHF

3.8

6.3

25

0.11

a. Calculated from LSS theory.8

MOO
£

I I I I I I I I I I I
I 2 3 4 5 6 7 6 9 10 II 12 IJ 14 15 16

Penetration Distance (x ) .

Fig. 1. Atom Displacement Rate and He Generation-to-Displacement
Ratio Produced in Aluminum by 252Cf Radiations.
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source and target material is assumed, and the unidirectional deposi-

tion of alpha particles is approximated by a Gaussian distribution about

the particle range, the rate of deposition of helium atoms as a func-

tion of penetration distance in the target is of similar form to Eq.

(ID:
N(x) » ^-(1 - J) for x < R - 2a (2)

where

N(x) = rate of He deposition at x, particies/cm3 sec,

x = penetration distance into target, um,

S = rate of generation of alpha particles, particles/cm3 sec,

R = mean range of alpha particles in source and target materials, um,

a = effective range-straggling parameter, yra.

Eq. (2) applies over about 98% of the alpha-particle range, since the

range-straggling parameter a is about C.01 Rj 3 The range in aluminum

of the 6.1-MeV 252Cf alpha particle, as calculated fK>m range data for

protons)3'1* is about 30 urn, or twice that of the 252Cf fission frag-

ments. An aluminum target exposed over a 0.3 cmz-area to a 6 mg-
252Cf source emitting 3.5 x 1013 alpha particles/cm3 sec would be

injected with He atoms at a maximum rate of 3 x 10"* atomic ppm/sec

at the target surface, decreasing apprc dmately linearly to zero

at the 30 um particle range. The max mum'concentrations of helium

produced, compared in Fig. 2, are a factor of 30 times that expected in

the CTR first wall materials,10'11'12 and 1000 times that in EBR-Il}2'15

The ratio of He atoms to displaced atoms at the specimen surface is

about 350 atomic ppm/dpa, increasing with increasing penetration due to

the greater range of the alpha particle,, as shown in Fig. 1. In iron,

the relative concentration of He atoms to displaced atoms at the surface

is about 225 atomic ppm/dpa. Californium-252 sources having thicknesses

between the ranges of the fission fragments and the alpha particles

would have lower He-to-displaced-atom ratios.

The displacement damage induced in the metal target by 6.1 MeV-
2S2Cf alpha particles was estimated using the model derived by Kinchen

and Pease for Rutherford collisions.9 In aluminum about 300 displace-

ments per alpha particle occur. If a damage distribution similar to
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that defined by Eq. (2) is assumed, the alpha-induced displacement

rate at the target surface will be about 9 x 10"8 dpa/sec or 10% of

the number of displacements produced by the fission fragments.

Radiation Damage Effects

The radiation damage produced by 252Cf fission fragments and

alpha particles would be manifested in several ways, depending on

target material. Displaced-atom densities of 10 dpa can be realized

in target materials exposed to a 6-mg 252Cf2Oa source for 120 days.

At intermediate temperatures (0.3-0.6 absolute melting point),

microscopically observed voids and interstitial dislocation loops are

formed in pure metals after 0.1 dpa and produce volume changes ex-

ceeding a few tenths of a percent after 1 dpa.5*16 Equivalent effects

are produced in more swelling-resistant alloys, such as stainless steely

at 10 times these exposures or higher. In the low-melting materials,

such as aluminum, such damage is produced at just above room tempera-

ture, but in higher-melting materials, such as stainless steel, damage

is observed at temperatures of 500°C or more.

The high He-to-displacement ratio provided by 2SZCf sources, com-

pared to the ratio for other radiation sources in Table 2, should produce

effects that are of special interest in CTR materials studies. Helium

generated during HFIR irradiations of•Type 316 stainless steel by the suc-

cessive slow neutron capture reactions 58Ni(n,Y)59Ni(n,a)56Fe concurrent with

displacement damage by fast neutrons produces swelling at intermediate

temperatures that is considerably greater than that expected from void

formation in the absence of helium.12 The swelling, moreover, persists

to high temperatures because of gas-bubble formation. Concentrations

of cavities generated in the high-helium environment are an order of

magnitude greater than those expected for void concentrations in the

absence of helium, and the cavities, like gas bubbles, form preferentially

at grain boundaries and precipitate-matrix interfaces. Similar or more-

pronounced effects of high-helium content snould be produced by 252Cf

fission fragment sources in a variety of target materials.
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Di»ploc«menU Helium

I
1

1

1

1
1
'z

T7T,

• : : :

i o - z

IO"» I

io-

10"s .2
x

C lon> E8R I I CTR Z M C f Fittion
Acctltrolor BrMdtr Thtrmonuclmr Frggnwnts

Bombardmini Reocior Rtocior (Wiic) and Alplwt

Fig. 2. Rates of Displaced Atom and Helium Generation Produced
by Sei/eral Radiation Sources.

Table 2. Rates of Displaced Atom and Helium Generation

EBR-IIa

235U fiss.

CTR (Wisc)a

HFIR?
252Cf fiss.

Source

frag. (0.03 a/o bu)*

,o

frag. + alpha (6 MeV)

Generation Rates

dps

60

60

18

60

28

He(ppm)

12

90(Xe + Kr)

285

1,900

8,300

(per year)

He(ppm»pa

0.2

1.5

16

32

300

a. Ref. 12

b. Assuming 200,000 displacements per fission (Ref. 20).

a. Ref. 10 and 11.

d, Assuming exposure over 0.3 cm2 area to 20% pure CfzOj source
containing 6 mg 252Cf.
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Atom displacements caused by fission fragments in non-cubic met-

als such as orthorhombic uranium produce anisotropic growth effects

as well as swelling. Such effects, due to preferred orientations of

the defect agglomerates produced by vacancies and interstitials, are

well known in uranium fuel elements.17'18'19 Typical consequences

include external changes in shape and surface roughening indicative

of severe internal grain distortions at low temperatures and large

irregular cavities due to related intergranular stresses at inter-

mediate temperatures. Such effects are pronounced in uranium after

burnups that produce about 3 x 1013 fission fragments/cm3, which is

approximately equivalent to 1-1/2 years1 exposure to a 252Cf source. A
2 5 2Cf source could thus be employed to characterize the anisotropic

growth effects expected during reactcr exposure of nonfissionable

hexagonal metals such as magnesium, zirconium, and titanium. Effects

of high-He content on the damage sustained by these metals are also of

interest. The gas-to-displacement ratio produced by 2 3 SU fission frag-

ments is included in Table 2 for comparison with the ratio provided by

a 252Cf source.

LIMITATIONS ON USE OF 252Cf SOURCES

Limitations on the use of 252Cf fission fragment sources in radi-

ation damage studies do not appear to present insurmountable difficul-

ties. The 252Cf must be employed in relatively large quantities (3-6 mg)

for maximum effect. However, inventories of the nuclide that would ac-

commodate use of these quantities are available. The 252Cf must be

handled behind relatively thick neutron shielding, typical of that em-

ployed during source preparation.3

Since the ranges of the fission fragments and alpha particles are

limited, only thin sections of target materials exposed to 25zCf radia-

tion would suffer damage. Thin foils would be best suited as target

specimens. Special fission fragment source designs that would allow

close proximity of source and target would be required, and provision

for removal of heat generated in the target would be necessary. Micro-

scopic examinations and volume measurements of target foils could be

performed by using techniques that were developed for specimens irradi-

ated with accelerator-generated charged particles.
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Sources of radioactivity in the exposed target include 252Cf

contamination, neutron-induced activities, and residual fission

products. Contamination could be eliminated by appropriate cleaning.

The neutron-induced activity levels would depend on cross sections of

the target material and its impurities. Calculations of activity

from residual fission products indicate that dose rates of less than

10 mr/hr at 1 meter would be encountered from the targets after 120-

day exposures.
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APPENDIX

Displacement Rate Calculations

To reduce the complexity of calculating the atoms displaced by

fission fragments emitted from a source of finite volume, the follow-

ing two assumptions were made:

1. The /anges and rates of energy loss of the fission frag-

ments arc equal in source and target materials.

2. The nuclear energy transfer function, Sn(r), calculated

by the method of Ref. 6 can be replaced by a Gaussian

distribution about the mean range R of the fission frag-

ment group (see Fig. A.I).

The first approximation (equal fission fragment ranges in source

and target) slightly overestimates the damage rate in aluminum, since

the calculated ranges of the MHF and MLF fragments in californium ox-

ide (taken as CfjOj) are about 20% less than those in aluminum. For

an iron target, ihe damage rates calculated by this model are slightly

underestimated.

The second approximation greatly simplifies the spatial integra-

tion over the product of flux and energy transfer function S_(r). The

energy transferred in primary collisions can be expressed as

E [• (?)']Sn(r) -

where

Sn(r) = nuclear energy transfer function, eV/ym,

r = distance along particle track in source or target
material, pm,

F. = total energy transferred in primary collisions, eV
(integral of Sn(x), Fig. A.I),

a = effective range-straggling parameter, ym,

R = mean range of fission fragments in source and target
materials.
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The effective range-straggling parrneter a was estimated from

a2 • ai/«- otE2 where OIL represents range straggling from LSS theory8

and otEt the range dispersion associated with the group's energy dis-

tribution. The range-dispersion parameter ctE, which is the dominant

term of this equation, was determined from the experimental energy

distribution of 252Cf fission fragments measured by Schmitt and

Pleasonton.2I Conversion from energy dispersion to range dispersion

was made with the aid of energy-range relationships derived from LSS

theory. Values of effective relative straggling for the MLF and MHF

fragments are given in Table 1.

The source geometry considered by this model is shown in Fig. A,2.

The fission fragment flux at a distance r from a small volume ele-

ment dV in the source is N£-dV/4Trr2, where Nf is the source density

(fission fragments/cm3}. The displacement rate D(r) (in dpa/sec) at r

due to fission fragments emitted from dV can be approximated by

NfdV wSn(r)
D(r)dV = -i-r • " M for dV = 2irr2 sin0 drdO (A2)

4irr " d
where w is a correction factor to account for energy lost to electrons

by primary and secondary knockons, Ej is the displacement energy,

(in eV), N is the number of target atoms/cm3, and 0 is the angle of

fission fragment track in target (Fig. A.2). Integrating over the

effective source volume gives

r1 r*™
M /r2dr!r-r

/ / 47rrz

•'x/R™ •'x/n
'x/Rm

where

D(x) = rate of atom displacement at x, dpa/sec,

x = penetration distance into target, urn,

U - cos 0 (Fig. A.2),

Rm i maximum projected range of fission fragment, ym.

The v: ; ev iimit on the second integral can be extended to infinity

without changing the value of the integral. Carrying out the inte-

grations in Eq. (A3) as far as possible in closed form gives
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D(x)
ET
8EdN

R-x

(1-x/R) • ax
r a rf(v)dy

av) 2 (A4)

where v = —(R-x/u) and E™ •= wE. For practical purposes, the maximum

range can be set equal to the mean projected range plus twice the strag-

gling parameter, that is Rj, = R + 2a. If this substitution is made for

Rjn, Eq. (A4) can be approximated by

f o r x < R- 2°
or

(A5)

for a of the order of 0.1R or less. Thus, the atom displacement rate

is expected to decrease almost linearly with the depth of penetration

of the fission fragments.
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5.0 10.0 15.0

Dulonc* Along Track it).

20.0

Fig. A.I. Energy Loss Rates for the Mean Heavy Fission Fragment
in Aluminum.

r > Dijtonce along
particle track

x * Penetration distance
in target

8 - Angle of fission
fragment track
in torget

Target

Fig. A.2. Source-Target Geometry.
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• :.•• .•".•:: '.'.i::l:.,- ::.n: • r i ul. I*, SO-'T.L', however, that the
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A.::.o::v :.o .:uta • xijt lil.cu- t.:.v lov temperature behavior
o:1 ii^^lsttor '.-::a spacer materials in a radiation field,
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polations of the few existing data to other materials or
to other doses highly speculative. Only future experi-
ments car. decide if the insulators will he the limiting
component of a CTR magnet or not.

EXPKCTKD ENVIRONMENTAL DATA FOR CTR MAGNETS

Already in the first conceptual designs, power balance estimates very

clearly showed that superconducting coils must be used in fusion reac-

tors. This requirement adds another problem to the abundance of new

technologies which are involved in CTR technology. Although reliable

small and medium size superconducting coils are now available, magnets

with dimensions and fields needed for large fusion devices have not yet
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been built and grievous experiences in the past have shown that sealing

laws should be used with caution when the performance of aisa.ll uuporr-on-

ducting coils is extrapolated to larger systems. But apart from prob-

lems connected with their large size and stored energy, CTfi magnets art-

exposed to a considerable flux of fast neutrons, i.e. they will operate

in an environment which is not V'?ry hospitable for superconducting com-

ponents.

As far as we know at present, the neutron irradiation wi]l have two de-

trimental effects on superconducting magnets. First, energy in the form

of heat is deposited in the coil volume. This causes (a) temperature

gradients from the bulk of a coil section to the coolant, channels and

(b) increased power and refrigerator costs. Second, radiation damage

usually deteriorates the properties of superconducting magnet components.

In order to keep both effects sufficiently small a fusion reactor must

have a shield between the blanket and the magnet windings. Several de-

signs of such shields which usually consist of a mixture of iron, bora-

ted water and lead have been proposed and an excellent review on this

subject together with a critical analysis of the two design criteria

(thermal and radiation damage) has been published by McCracken and EJOV.'1"

in 1972. Nevertheless, it appears to be appropriate to review the problem

of radiation damage again at this point of time since most of the irra-

diation experiments on superconductors which are meaningful for CTR mag-

nets have been carried out in the last two or three years

Before discussing radiation damage effects in the different magnet cop-

ponents, it is necessary to arrive at some numbers about typical neutron

fluences and spectra in the magnet region. These data can be obtained in

the following way: Using the thermal criterion that the maximum power

allowed for refrigeration is e.g. 1 % of the thermal reactor outlet
—5 2

(corresponding to an energy attenuation of 10 ) McCracken and Blow

showed that the neutron flux through the first wall must be attenuated

by a factor of about 1.6 x 10 when reaching the magnet region. In the

model of Fig. 1 this is achieved by a blanket and shield thickness of
-2

1 and 0.55 in, respectively. For a total first wall loading of 10 MWm
(- 3 x 10 of 1U MeV ncm sec ) this would correspond to a neutron
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flux of around •• /. V / ncm u z- •: '.i.roui1,:. the innermost windings of the

r.Uj'.vt <Lion rip. 1 ) .

::;j«':-v-r, loth (.[,•• 1 ." thermal '.-rit-i.-rior; and the val.l loading of 10 MWffi

a:-'- i.-xtn.-::.'-!;, '-.',,:''•• value:: '. !.-.<;• •''''!' •-iW'A?' . '. , ::;•:• energy attenuation to

I:.-- .T:..'i(%'.'.-*.i; i u • >: 1. ' a.vj t.v- neutron vail loading i^ -nly 1.16 ! W E ) .

1';.'-r--'.' ,rc , jri': 1^ L-'-r'.ainly .~t;2 1 or. '.ht- safe riae if a "iazirrjun neutron

—^' — 1
Vi\i>: •.-.:" ; = 1.. :,c:: ' ŝ.-'j t.v.rô :̂. tht :r.ag:;et con.p^r.er.ts is assurnc-d.

'I ill i; fC:-'va;o::i:; tc a flu'-r,co of ; • -- = ^ x T >'J ' n err. in 10 years of

JO:.' ir.o_.c ivae'.ci1 operat;or..

The r.eutrcr: ei.ers.7 spectrum in the coil region has also been calculated

ty McJracKe:'. a m blow'" ai.d is shown in Fig- ? "'"•Te it is corapared with

a first wall spe^trujr, and u typical fission research reactor spectrum.

.':noc t'r.e Er-'.t:'̂ :. ::. : he magnet region is rather sirciliar to the fissi-

O!. ::y<.-?\ v\z:., r-'i'-.-arci'i reactors are ideally suited for irradiation expe-

riir.'.'iitu :;n J'l •• ::.a('::,t'' ec::.i.onents it' th'-_-y are equipped with low tempera-

ture- '.'aoi2 it i.' ••:• \ iKf '::. i-.'.'.L or Oarchiiig. The last requirement is essen-

tial since all .'I':-. :r:atT,ot components operate at lov ter.peratures (U.2 Y.)

vl.vi-e irradia" lc:. effects are usually quite different fror?; those ob-

server at roor: te.T.:.erat\.ire or aic.'s. Although this entails considerable

experitriMitai .'.anaicups, there is also a positive consequence: since all

irr'idivior; produced dei'octs are irrjncfciie at such low temperatures, no

defect rea.-tionu and thus no aose rate effects /ill occur. This is

rat.'.'t-r important because the simulation experiments c.. CTR magnet com-

ponents in fission reactor:-," ' c' J are performed at much higher dose

ratv:: Mian will actually occur in CTR magnets.

In the following 1 will try to review measurements of property changes

in magnet materials which were subject to irradiation conditions simi-

liar to the ones stated above. We shall discuss each group of materials

separately, going from the least critical component (structure) to the

most uncertain one iinsulators/.
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KADIAT10:; DAV.AGE DATA OF COMPONENTS IN SUPERCONDUCTING MAGNETS

Structural Materials

It is expected that the limiting factor in the performance of large

coils will be the strength of the conductor and the structural material
1U 15

vsteel! which have to withstand extremely large forces ' . However,

yield and tensile stress of steels and other metals are generally in-

creased fcy neutron irradiation at low temperatures . Another effect ,

namely irradiation induced ("in pile") creep, requires mobile inter-

sritials which are not present at U K in most metals. We therefore ex-

pect no adverse effects on the mechanical stability of a coil system

us far as radiation damage in structural materials is concerned.

Superconductors

The applicability of irreversible type II or "hard" superconductors

whicr. are used as magnet conductors is essentially characterized by the

three paraseters T (transition temperature), B (upper critical field)

and jn.3) (critical current density as a function of the magnetic field

?'. 1^ is mainly determined by the electronic properties of the material

ana is only slightly influenced by the defect structure where' B and

particularly j^ strongly depend on the concentration and kind of defects

present in the material. Since fast particle irradiation of metals pro-

duces cas-.-?.i-.'S of vacancies and interstitials (Frenkel pairs), we expect

r._, ana j^ to vary with irradiation dose and large changes of these pa-

rsu'r.eter? r.-v.7:. ind-.ed been observed in pure superconductors with an ini-
17

tially low defect density

However, technologically useful materials contain structural imperfec-

tions vdislocations, precipitates, grain boundaries) already in the un-

irraaiav.ij state [otherwise they would not be "good" superconductors).

The density and effectiveness of these defects is much higher than that

of irradiation induced defects which makes hard superconductors rather

insensitive to radiation damage, .'ievertheless, small effects can be ob-

served and will be discussed in the following.
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NbTi-Alloys

Extensive irradiations of commerical NbTi single and multifilament con-

ductors at ^ 5 K were carried out by Soell and his coworkers in the

low temperature irradiation facility in Garching near Munich. The neu-

tron energy spectrum of this reactor is comparable to the expected spec-

trum in the CTR magnet region (Fig. 2). Typical results of the field and

dose dependence of the critical current density j are shown in Fig. 3

(the initial critical current density j of this material was
5 -21 x 10 Acm at 5 T). At constant dose one finds a relative reduction

of j which is almost independent of the magnetic field. Annealing at

different temperatures causes a recovery of the critical current densi-

ty which is almost completed at room temperature. The dependence of j

on the neutron dose t|>«t has the linear form

j c = jco(i - k • t) (D

17and can be qualitatively understood by a simple pinning model . Compre-
18

hensive simulation experiments with protons confirm the neutron re-

sults and show that the transition temperature T and the upper criti-

cal field B _ of alloy superconductors are also little affected by

irradiation.
For a material with a relatively high initial current density j , the

relative change oi' j /j is around 0.98 at our assumed maximum fluence
17 -2 c C 0

of 3 x 10 ' ncm (Fig. 3). Since k decreases with decreasing j (see

hatched area in Fig. 7) and even changes sign for very low j materi-

als , we can assume that the maximum critical current degradation in a

NbTi CTR magnet caused by the superconductor itself will never be more

than 2 %. As will be shown later, this is much less than the degrada-

tion caused by the stabilizer. This shows that the NbTi superconductor

will not be a critical component of a fusion magnet as far as radiation

damage is concerned.
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Fig. 3. (a) Critical current density j c versus applied transverse mag-
netic field H for Nb-50 wt 55 Ti at 5.3 K. Curve a unirradiated, b irra-
diated with 3.2 x 1010 ncm~2 (E > 0.1 MeV), c irradiated with
7.5 x 1018 ncm~2, d annealed at 100 K, e annealed at 270 K.

(b) Relative change of j c at zero field as a function of neu-
tron dose <t>«t. j c o is the current density before the irradiation (after
Soell4).
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A-15 Compounds

Although A-15 materials (Nb,Sn, V.Ga etc.) have excellent superconduc-

ting properties (high T , H _ and j ), they were not very popular among

reactor design teams up to now, mainly because of their brittleness

and limited available conductor dimensions. Recently, however, flexible

multifilament conductors of various cross sections and sizes which are
19 20

intrinsically stable have been developed ' and are now commercially

available. This recommends A-15 compounds for certain high field coils

in CTR reactors and raises the question of their radiation resistance.

Whereas in alloy superconductors irradiation produced defects essentially
21

change only the pinning structure we may expect a second effect to

occur in highly ordered compounds. During fast particle irradiation, va-

cancies and interstitials are created by replacement collisions which

lead to an interchange of atoms between sites and therefore to a dis-

order of the compound. Such disorder effects have indeed been observed

in recent experiments * . Because of the highly nonlinear dose de-
22

pendence of this effect , they are substantial only at doses which are

iuch lerger than those expected in CTR magnets (Fig. k). It is inte-

resting to mention that in these special investigations room tempera-

ture and low temperature irradiations are equivalent since only the

(temperature independent) number of replacement collisions is important.

17 -2
At fluences below 3 x 10 r»cm the detrimental disorder effects are

almost completely masked by an increase of the critical current densi-
8 9

ty ' which is caused by the irradiation produced defect cascades acting

as pinning centers (Fig. 5). The relative j enhancement increases with

increasing magnetic field which might lead to stability problems. An ex-

tension of the measurements to higher fields is therefore desirable.

However, the magnitude of all radiation induced changes of j and T is

again small and the conclusions for NbTi are expected to hold also for

Nb.Sn superconductors.

No low temperature irradiations have been reported for V,Ga.
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Stabilizer Materials

Because of safety reasons, the design of CTR magnets is generally based
23

on the socalled cryogenic stabilization principle : If a thermomagnetic

instability drives a section of the superconductor into the normal state,

an alternative path for the current is provided by a highly conducting

normal metal (Cu, Al) which is in close contact with the superconductor

("stabilizer"). If, with the whole current flowing in the stabilizer,

the heat flux does not exceed a critical value Q , the current will

commutate back into the superconductor as soon as the instability has

disappeared. Q, is given by the condition that during this event the

temperature of the conductor can be kept below the transition tempera-

ture. This can only be achieved if the heat transfer to the coolant (li-

quid He) is accomplished by the nucleate boiling mechanism. The maximum

stable current Ig of a compound conduction (superconductor + stabilizer)

is therefore given by

• P (2)

where Q = heat flux below which film boiling cannot be sustained

p = stabilizer resistivity

A = stabilizer cross-sectional area

p = cooled conductor circumference

Eq. (2) shows that neutron irradiation will have an adverse effect on

the stability of a CTR magnet since radiation induced Frenkel pairs

cause an increase in the resistivity p of the stabilization material

which is given by

p = Po + p(B) + p(<f>«t) (3)

where p residual resistivity

p(B) magnetoresistance

p(<f>t) resistivity from radiation induced Frenkel pairs

A fourth term which is due to radiation induced transmutation products

can be neglected in this conte

for both stabilizer materials:

can be neglected in this context . Reliable data for p(B) and p(<J>t) exist
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Copper

2k
Using mfignetoresistance data by Hsu and Kunzler and radiation damage

1 p
data by Burger et ai. , the total resistivity p at h.2 K and 8 T is

plotted in Fig. 6 for Cu with two different initial residual resistivi-
17 —2

ty ratios RRR = p at 273 K/p . For a fluence of 3 x 10 ncm the re-

sistivity is increased by about 60 % for RRR = 170 and by 30 % for

RRR = 35- This corresponds to a decrease in maximum stable current by

30 % or 15 %, respectively, which is much more than the degradation

caused by the superconductor (see Fig. 7). Such losses in stability

h 8

have indeed been observed experimentally by Soell and Brown et al.

who irradiated NbTi/Cu and Nb,Sn/Cu compound conductors. A typical vol-

tage-current characteristic is shown in Fig. 8.

The decrease of the maximum stable current of the conductor with in-

creasing fluence must be compensated by an oversized stabilizer volume;

but an increase of 30 % with all its consequences on superconductor in-

ventory, increased coil volume etc. would certainly be unacceptable on

the grounds of the extra capital cost involved. Fortunately, radiation

damage in metals recovers at relatively low annealing temperatures (in

Cu, about 80 % of the radiation induced resistivity anneals out at room

temperature). Therefore, by allowing say 5 annealing cycles in a 10 year

period, the current degradation would be around 12 % for the RRR = 170

material which might already be tolerable. '
Aluminium

Although having lower mechanical strength, aluminium is gaining increa-

sing importance as a stabilizing material because of its low magnetore-

sistance and low residual resistivity in commercial material. In CTR-

magnets, these advantages disappear at first sight because p($t) rises
13 1 7 - 2

more than three times faster than in Cu, i.e. at 3 x 10 ncm the
total resistivity p of Al is already above the value for Cu with RRR = 170

(see Fig. 6). However, considering again an annealing period each two
16 —2

years (<j>t = 6 x 10 ncm ) the resistivity would still be only half of

the value for Cu (in Al, p(<|>t) is completely recovered at room tempera-

ture) •
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Insulators

Refractory Insulators

Since radiation damage effects in these materials which will be used for

the electrical insulation of coil terminals will be covered by four

following papers in this section, they will not be discussed here.

Polymers

The insulators used in present superconducting magnets are (a) thin

layers of polyester (Mylar), PTFE (Teflon) or similiar material for the

insulation of the conductors and (b) reinforced epoxy resins for potting

of coils. Whereas the mechanical and thermal properties of these mate-
25

rials at cryogenic temperatures are rather well known , very little in-

formation is available about low temperature irradiation effects. From

the few existing data which have been reviewed by Brechna , it is diffi-

cult to predict general tendencies - even for such fundamental proper-

ties like tensile strength, etc. This is illustrated by Figs. 9 and 10

which show the tensile strength a of PTFE and polyester films , re-

spectively, under different irradiation conditions: in PTFE Og decrea-

ses slightly with dose whereas Mylar shows an increase of about 25 %•

But in most cases these changes are rather small compared to the tempe-

rature effect on a_ (see Figs. 9 and 10). Much more pronounced is the

reduction in ultimate elongation which was observed in most irradiation
29

experiments (see e.g. Fig. 11). It seems, however, that most insula-

tors can meet the mechanical strength requirements even when exposed to

a y-dose of several 10 rad (corresponding to a neutron fluence of

3 x 1017 ncnf2).

It would be premature to express a similiar optimistic view for the di-

electric strength of insulators under irradiation because, as far as I

know, not a single measurement in this field has been reported up to

now. Although under normal conditions the electric fields in a magnet

are extremely small, high voltages between layers are induced when the

coil goes normal. In order to complete our knowledge on radiation da-

mage in CTR magnet components, data on dielectric properties of insu-

lators under low temperature y and neutron irradiation are therefore
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Current Ic Ico

Fig. 8. Typical voltage-current curves of a U6 strands NbTi multifila-
ment wire before (solid line) and after (dotted line) low temperature
irradiation with k.f x 10 1 8 ncnT2. The copper to superconductor ratio
was 3 : 1 and the initial resistivity of the copper was 5 x 10~8 flcm
(after Soell4).
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urgently needed.

EFFECT OF LOW TEMPERATURE NEUTRON IRRADIATION ON COIL PERFORMANCE

The above review shows that today most of the radiation induced proper-

ty changes of CTR magnet components can be predicted rather accurately.

However, investigating each component more or less isolated does not a

priori guarantee that the behavior of the entire magnet can be predicted

with the same reliability because changes caused or enhanced by a combi-

nation of effects can easily be overlooked (e.g. is there an influence

of large stresses on the radiation damage in insulators?) In order to

avoid costly experiences, an extension of low temperature irradiations

to entire coils would be desirable. Actually, a first experiment of

this kind has already been performed in 1967 by Benaroya et al. who

irradiated a very small coil (0.75" O.D., 0,9" length) consisting of

1200 turns of unstabilized NbZr wire in the ANL CP-5 reactor to a fluence
17 -2

of 7 x 10 ncm . No significant changes in the coil behavior could be

defected. However, results for magnets of this size and field strength

have hardly any relevance for CTR magnets and tests on larger coils are

required. Unfortunately, this is more easily said than done because the

present facilities allow only small volumes to be irradiated at low tem-

peratures. Irradiation of successively larger coils may become possible

when some of the intense neutron sources under construction are avai-

lable and will be equipped with powerful refrigeration facilities. An

alternative way would be to bypass this generation of experiments and

wait until results for full size CTR-magnets in engineering test reac-

tors like TETR5 become available. A decision in favor of one of the

two directions of research requires a detailed analysis which is far be-

yond the scope of this short review.

I am grateful to Dr. B.S. Brown, Prof. G. Ischenko, Prof. T. Okada and

Dr. M. Soil for informing me about some of their results prior to puftli-

cat ion.
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ABSTRACT

The effect of high-energy neutron irradiation (E>1 MeV) at ambient
reactor temperatures on the superconducting properties of a variety of
superconducting compounds is reported. The materials studied include
the A-15 compounds Nb3Sn, l^Al, Nb3Ga, Nb3Ge and V3S1., the C-15 Laves
phase HfV£, the ternary molybdenum sulfide Mo^Pbg^S^ and the layered
dichalcogenide NbSe2> The superconducting transition temperature has
been measured for all of the above materials for neutron fluences up
to 5xlOl9 n/cm2. The critical current for multifilamentary NbjSn has
also been determined for fields up to 16 T and fluences between 3lO*7
n/cm2 and l.lxlO19 n/cm2.

INTRODUCTION

In most present designs for fusion reactors superconducting magnets

will be utilized to provide plasma confinement. In such an application

the superconductor will be subjected to neutron irradiation, the exact

level depending on the particular design and length of exposure. It

*This work was performed under the auspices of ERDA.
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is therefore necessary to have information concerning the effect of

such radiation on the superconducting properties of potential magnet

material, particularly the effect on the superconducting transition

temperature Tc and the critical current density Jc.

In this work we report the effect of high-energy neutron (E>1 MeV)

irradiation at ambient reactor temperatures on the superconducting

properties of a variety of intermetallic compounds that have potential

use for high-field magnets. Although the neutrons produced in a. fusion

vessel will have energies of ~14 MeV, by the time they reach the region

where the magnets will be located, their energy is expected to be. ~1 MeV

2

with a spectrum similar to that of a fission reactor. It is there-

fore possible to gain meaningful information concerning the behavior

of superconducting materials to be used in fusion reactors by irradia-

tion with neutrons from a fission reactor.

The materials studied here include the A-1S compounds Nb^Sn, Nb.Ga,

Nb3Ge, Nb»Al and V3Si. Nb_Sn has been developed into multifilamentary
3

conductors for magnet use and besides the effect of neutron irradia-

tion on T , extensive J data, up to fields of 16 T and fluences of
19 2

~10 n/cm , are reported. Nb.Ga has also been developed into useble
4

form for magnet construction and the effect on T up to fluences of
19 2

5.0x10 n/cm is also reported. Nb-Ge, currently possessing the

highest T , ~23 K, of any known superconductor is investigated up to

19 2
fluences of 5.0x10 n/du and annealing experiments to 900°C are

described.

Other compounds studied include the ternary molybdenum sulfide

Mo3Pb- -S,, which has the highest reported upper critical field
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of any bulk material, ~50 T' making it extremely desirable for magnet

use if it could be prepared so as to carry reasonable currents, a pros-
Q

pec'c not yet realized. The C-15 Laves phase HfV_, and pseudobinary

compounds with Zr having this structure, also are potential magnet

5 2
conductors as J 's as high as 10 A/cm at 13 T at 4.2 have been

q
obtained despite its relatively low T of 10 K. These materials are

also less brittle than the A-15's, making wire and tape fabrication

somewhat easier. Finally we mention the layered dichalcogenide NbSe_

even though it is not a good candidate for magnet material to show

how neutron-induced disorder can be correlated with disorder brought

about by deintercalation.

EXPERIMENTAL

The characteristics of the samples before irradiation along with

the preparative techniques are listed in Table 1. The irradiations

were carried out in the Brookhaven High Flux Beam Reactor (HFBR), the

fluence being obtained by multiplying the time of irradiation by the

fast flux (E>1 MeV) which is known to be (1.0±0.5)xl014 n/cm2 sec. The

measured temperature of the samples during irradiation was 140°C. T

was measured inductively in a manner previously described and J

determined by noting the current at which a 3-(JV signal appeared across

the superconductor.

RESULTS AND DISCUSSION

Transition Temperatures

Figure 1 shows the effect of high-energy neutron irradiation

on the T 's of the various materials used in this work. T is the
c c

value after irradiation and T is the value before irradiation listed
CO
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in Table 1, The data are presented on a normalized plot to indicate

the relative change in T as a function of fluence.

The materials most extensively studied are those having the A-15

(8-W) structure Nb-Ge, Nb.Al, Nb,Sn, Nb»Ga and V Si. When plotted on

a normalized plot we see that the depressions in T due to the neutron

irradiation are very similar for the Nb-base A-15 compounds. Up to

18 2
~10 n/cm there is very little change in T ~4-6% relative to the

unirradiated value. Above this fluence, T begins to be rapidly de-

18 2
pressed. For fluences ~5xlO n/cm T has been decreasad by ~20%,

19 2 19 2
for ~10 n/cm ~40% and above 10 n/cm reductions greater than 90%

in T are observed. In the case of Nb,Al no superconductivity was

19 2
observed for fluences >lxlO n/cm to a temperature of 1.2 K and

19 2

recent data indicate that at 5x10 n/cm Nb.Ge also shows no super-

conductivity to 1.2 K. V Si lies somewhat below the curve for the
19 2

Nb-based A-15 compounds at fluences below 10 n/cm indicating that

the relative depression of T for this material is somewhat greater

than for the Nb A-15 compounds.

The large depressions in T shown in Fig. 1 for the A-15 materials

are due to replacement coll_sions brought about by the fast-particle

18
irradiation resulting in a decrease in the degree of long-range order.

This has been confirmed directly in the case of Nb,Al where measurements

of the degree of long-range order before and after irradiation showed

12
the order to decrease with Increasing neutron dose. We also note

19
that with respect to T both low-temperature irradiations (30 K) and

ambient-temperature irradiations (140°C) give similar depressions in

T for Nb,Sn. In both cases the results are well described by a site-
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Table 1. Sample Characteristics Before Irradiation

Sample Transition
Temp.

Lattice
Parameter
ao(A)

Method of
Preparation

Comments

20.6 5.142 Ref. 10 Chemically vapor deposited.
~70% A-15 + Nb.Ge phase

Nb3Ga

NbjAl

NbjSn

NbjSn

V3Si

M°3Pb0.5£4

HfV,

NbSe2

20.3

J.8.7

18.1

15.0

17.1

13.0

9.4

7.1

5.165

3.183

5.290

a-3.45
c-12.56

Ref.

Ref.

Ref.

Ref.

Ref.

Arc

Ref.

11

12

3

6

cast

14

A-15 + ~50% Nb5Ga3 phase

>98% single phase

Used for T measurements -
single phase

19 core multifilamentary
conductor J -l.OxlO6 A/cm2

at 4 T

Single phase - arc cast

Sintered powder compacts

Double layer hexagonal
type

1.0

0.8

0.6

0.4

0.2

0

Nb3AI

Nb^Sn

Nb,Ga

V3Si

Nb Se2

M03Pb0.5
Hf V2

Nb

i i i mi l l * *. i iTim

10'° 10" 10"" 10'
*(E>IMeV)(n/cm8)

.19 1020

Fig. 1. Reduced transition temperature Tc/Tco as a function of high
energy neutron (E>1 MeV) fluence for different superconducting
compounds. Tc is the transition temperature after irradiation
and T c o is the value before irradiation. Values of Tco are
found in Tablft 1. Curve is drawn as a visual aide. Arrows
indicate no superconductivity observed to the indicated tem-
perature.
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exchange-disorder model yielding depression rates of 2-3 K per percent

of B atom on the Nb chains in the A-15 structure.

The ternary molybdenum sulfides have recently been prepared with

T's in the range 10-13 K and upper critical fields of the order 50 T

have been reported. The extremely high critical fields and reasonably

high T 's make these materials attractive as potential magnet materials.

However, recent attempts to fabricate the sulfides into usable conduc-

tors have resulted in rather low current densities, ~10 A/cm at 4 T.

Whether these low J values are inherent to the material or are the

result of the preparative techniques employed to prepare the material

in conductor form is not known.

Mo

Figure 1 shows the effect of neutron irradiation on the T of

_Pb_ _S, . We see immediately that T is extremely sensitive to neu-

tron bombardment at all fluences studied. Even at the relatively low

fluence of 5x10 , T is depressed by 8% relative to its unirradiated

18 2
value. At 10 n/ctn T is down by 22% compared to the A-15 compounds

19 2
whose T has decreased by only about 6%. At levels close to 10 n/cm

no superconductivity was detected to 4.2 K, indicating a depression in

T of >65%. We thus see that the T of Mo,Pb0 5S, is quite sensitive

to neutron irradiation. Although we have not made any crystallographic

measurements to determine the changes taking place in the structure

during irradiation, as with the A-15's, the superconducting properties

of the ternary molybdenum sulfides are known to be extremely sensitive

to pressure and strain and thus it is not surprising that T would be

sensitive to heavy-particle irradiation.

NbSe_, although of not much promise as a magnet material, is
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interesting from the point of view of superconductivity in layered

14
compounds. These layered compounds consist of two close-packed

planes of metalloid, Se in this case, with Nb atoms in between in trig-

onal prismatic space lattices. The bonding between the Nb and Se atoms

withiu the layers are of the strong covalent type while the bonding

between layers are of the weak Van der Waalc type. The effect of neu-

tron irradiation on 2H-NbSe2 is shown in Fig. 1 where it is seen that

this material is also extremely sensitive to heavy-particle irradiation.

18 2
For fluences of 3x10 n/cra a reduction in T of almost 50% is observed,

which may be compared to the A-15's where T at the same fluence is de-

creased only 20%.

The rapid decrease in T for 2H-NbSe2 upon irradiation with high-

energy neutrons may be understood by noting the sensitivity of T to

the occupation by Nb atoms of the Nb sub-lattice as shown by Antonova

20
et al. Antonova et al. prepared 2H-NbSe2 with different stoichiom-

etries and T was determined as a function of changes in the occupation

of the Nb and Se sub-lattice sites as the concentration was varied. A

correlation between T and the degree of ordering of the Nb sub-lattice

was observed suggesting that occupation of the Nb sub-lattice by Nb is

important in determining the superconducting properties. The depres-

sions in T observed by Antonova et al., from ~6 K to 2 K, are similar

to what we observe for the neutron-irradiated samples and most likely

arise from the same cause, disruption of the Nb sub-lattice. In the

case of the experiments of Antonova et al. disorder in the Nb sub-

lattice is produced by a change in composition whereas in the present

study disorder is brought about by displacement collisions resulting
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from the high-energy irradiation without compositional changes.

The effect of irradiation on HfV2, which crystallizes in a cubic

C-15 Laves phase (MgCu.-type), is also indicated in Fig. 1. Ot all the

materials studied to date this is the only one that is relatively radia-

tion resistant. At fluences where the T of the A-15's have been de-

pressed about 30%, the T of HfV- is decreased only 1%. For high

19 2
fluences, ~10 n/cm , where the T of A-15 superconductors are down

by approximately 40%, the T of HfV- is depressed only 10%. A maximum

T of 10.1 K and H „ of 23 T have been reported in pseudobinary alloys

o
based on HfV. and Tachikawa and co-workers have prepared tapes carry-

5 2

ing currents as high as 10 A/cm at 13 T making the Laves phase in-

teresting materials for magnet conductors. Their resistance to radia-
18 2

tion degradation in the high 10 n/cm range make these materials

potentially useful as magnet conductors where such high radiation

19 2
levels might be expected. Although *:hsir 7 's at 10 n/cm would be

in the range of 9 K as compared to Nb_Sn of ~11 K at that fluence, the

critical currents and fields of the Laves phases would be much higher

than those of Nb^Sn.

For the A-15 compounds recovery of T to close to its ur.irradiated

value is possible by annealing at moderate temperatures, ~700-900°C for

various periods of time ranging from 20 minutes to 20 hours depending

on the compound. This reversibility of T has been observed in Nb^Sn,

Nb3Al, Nb3Ga and Nb^e.
1 5' 1 7' 1 8

Critical Currents (I )
c

Figure 2 shows the effect of neutron irradiation on the I of

multifilamentary (19-core) Nb-Sn wires for fluences from 3x10 to
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1.8xlO19 n/cm2 (E>1.0 MeV) at transverse magnetic fields up to 16 T.

18 2
All measurements were made at 4.2 K. For doses below 10 n/cm I is

c

enhanced over the unirradiated value, the degree of enhancement being

greater at higher field values. This behavior is consistent with an

interpretation in which the upper critical field H Ah.2), increases

with increasing dose because of the increase in the normal-state

resistivity of the Nb^Sn caused by defects and increasing disorder.
The T does not change over this range (see Fig. 1) so changes in I

c c
18 2 18

are not due to changes in T for doses up to ~10 n/cm . Above 10
2

n/csi , however, the continuing decrease in the order begins to produce

substantial reductions in T , which effect outweighs that of the in-

creasing normal-state resistivity. Thus, decreases in I are produced

18 2
as T is depressed for doses above 10 n/cm . H „ also decreases

causing the large depressions in T. observed in this fluenc? range.

The change in the reduced critical current I /I as a function

of fluence for different fields is shown in Fig. 3. One expects the

enhancement to increase in such a plot as the applied field approaches

the upper critical field of the unirradiated Nb.Sn which by extrapola-

tion would lie at ~17 T, and indeed this is what Is observed. The peak

17 2
in the enhancement occurs at a. dose of 5x10 n/cm with H „ and I

c2 c

decreasing from that dose on. One speculates, then, that at this dose

17 2
of 5x10 n/cm the tendency to increase H » caused by the increasing

normal-state resistivity is balanced by the tendency to decrease H „

17 2
owing to a decreasing T . Above 5x10 n/cm the rapidly decreasing

T thus nominates, causing I to rapidly degrade.

These data are interesting to compare to low-temperature
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CRITICAL CURRENT us APPLIED FiELD
I9-C0RE, MULTlF)L*MENT

Fig. 2. Critical current I vs applied transverse magnetic field H
for 19 core multifilamentary ffl^Sn wire for different fluences.
Unirradiated value of Jc=10

6 A/cm2 at 4 T. To convert Ic to
current density divide by 1.5x10"-' em2.

HE0UCEO CRITICAL. CUKHENT <l FLUENCE
Nb3Sn, 19-CORE, MULTiriLAMENT

IO
• In/cm1) |i:>I.OMtV)

Fig. 3. Reduced critical current Ic/Ico as a function of fluence at
different fields for 19 core multifilamentary Mb^Sn wire.
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irradiations on similar material. Brown et al.^1 irradiated identical

18 2
multifilamentary NboSn to fluences of 1.8x10 n/cm at 6 K (to compare

fluences from the Argonne reactor with the Brookhaven reactor divide

the Argonne fluences by~3). They found increases in J of ~32% rel-

ative to the unirradiated value at a field of 3.32 T for an equivalent

17 2
fluence of 3x10 n/cm . The fluence range where the maximum increases

are found are close to our ambient temperature results and the magnitude

of the increase is of the same order of magnitude.

It should be noted that the Nb-Sn multifilament wire used in this

work was fabricated so as to maximize th? '...itical current density and

thus I . Many experiments have shown that for Nb_Sn that is not so

optimized, increases in 1 with irradiation are produced, the size of

the increases increasing with the lowering of the initial J . Our ini-

tial value of H „, ~17 T, is not of the best that can be obtained for

NboSn, ~20 T. It ^ould be instructive to repeat these kinds of mea-

surements with higher initial values of H,_ to determine if further

enhancement of H „ could be achieved. The ramifications for I in this
cZ c

case would also be of interest. The interactions between these critical

properties may be an important factor in tailoring metallurgically the

best possible A-15 superconductor to use in a fusion reactor where

18 2
levels to 10 n/cm over a 10-year lifetime might be expected.

CONCLUSIONS

The effect of the radiation field on the superconductor in a magnet

used in a CTR device will not present a serious problem with respect to

deterioration of the superconducting properties provided the fluence is

18 2
below ~10 n/cm (E>1 MeV). Below this fluence no significant
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deterioration in T is observed for the A-15 compounds and for Nb,Sn

increases in J have been observed. Above this fluence as far as the

A-15 compounds are concerned severe degradation takes place both in

I and J making these materials unsuitable for magnet conductors in

such high radiation fields. It is possible to restore the supercon-

ducting properties by annealing in the 700°C range, but this may not

be practical in a working reactor. If such high fluences are to be

expected, the Laves phases (Hf,Zr)V_ may be an appropriate material to

consider as an alternative to the A-15 compounds. A more serious prob-

lem than the superconductor appears to be the normal metal used for

stabilization, as discussed in the previous paper.

It is also interesting to compare results of ambient-temperature

irradiations (70-150°C) with low-temperature irradiations (6-30 K).

With respect to T there is very little difference in the depression

of T for Nb.Sn whether irradiated at low temperatures or at ambient

1 19
temperatures. ' The critical-current increases observed for Nb.Sn

when irradiated at low temperatures and low fluence have now also been

seen in the ambient temperature irradiations (Fig. 3). Where compar-

able data exist the effect on I for low-temperature and ambient-

temperature irradiation are similar.

In order to obtain an understanding of the performance for the

complete magnet (superconductor, stabilizer, insulator) low temperature

irradiations of the component assembly will be necessary. However, as

far as the superconductor is concerned the effects of low-temperature

and ambient-temperature irradiations are similar. This means that

with respect to the behavior of the superconductor, one can gain
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meaningful results by irradiation at ambient temperatures.
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NEUTRON IRRADIATION EFFECTS ON SUPERCONDUCTING*
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ABSTRACT

A study was made on the reactor irradiated
single core copper-clad Nb-Ti wire, of which Tc and Jc

were followed. A systematic preparation of the samples
before irradiation involves followings;(i) composition,
(ii) degree of cold work, and (iii) ageing time.

Our new findings in the present study are that the
neutron irradiation depressed Jc(at 5.0 T & k.2 K) as
much as 15% at certain condition and that Tc decreased by
f\j6% due to the same irradiation. The conditions that
brought above results are as follows; the sample:
Nb-59-8 at #Ti, cold work: 99.87$, heat treatment:
5 x io\in at 38O°C, irradiation: 1.3 x 1018n/cm2 (En2;
O.lMeV). Specific feature of this sample is that
(X -phase of Ti precipitates are dispersed in the /8 s
matrix. It is stressed that superconducting Nb-Ti wire
with Jc enhanced by precipitates does not appear very
resistant to neutron irradiation.

Based upon above results and taking irradiation
effects on stabilizing normal conductor into consideration
we have evaluated the over all effect to transport current
density Jip, which is presently believed to be one of the
most convenient parameters for the evaluation of super-
conducting coil performance in the light of application
to large scale magnets. In connection with CTR tech-
nology we have successfully obtained normal/super ratio
and further the performance of the coil (J»p) as a function
of neutron fluence.

+ A part of this work was done in the Research Reactor Institute,
Kyoto University.
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INTRODUCTION

It has been generally agreed that fusion power technology will need

superconducting magnets for the economical production of power-'-"̂ . In

the view of radiation damage it is significant to reveal important para-

meters which seriously affect the overall performance of the super-

conducting coil when it is used for the D-T plasma fonfinement in full

scale fusion reactors. In that case lkMeV neutrons unavoidably arrive

at magnet region even with considerable thickness of shielding. For
I,

example, according to Hancox model the fast neutron flux amounts to

10°-10 n/cm /sec, the maximum fluence in the magnet used in a 5>000MW(t)

fusion reactor has been estimated to amount up to approximately

10x n/cm assuming reactor life of 20 years and no intermission of

operation. The neutron flux is of course sensitive to radiation shield

as veil as the first wall loading. The firta for. radiation sensitivity

of magnet materials, therefore, are strongly coupled with power density,

shielding design and so on.

In the present paper we shall firstly make a brief survey on the

available data of actual conditions(we may call it ''CTR condition") on

the superconducting coil which will be used in the eventual full scale

fusion reactors. Secondly, irradiation effects on typical superconduct-

ing properties such as J_ and T are reported on copper stabilized Nb-Ti
-̂ c

wires which are carefully prepared so that they have systematical change

in the internal metallurgical structure. Finally,. making use of these

results combined with radiation effects on stabilizing normal conductors

we shall attempt to obtain some indication on the choice and combination

of superconducting and/or stabilizing materials in view of magnet design

taking radiation effects into consideration.

ANTICIPATED CTR COBDITIONS IN TERMS
OF RADIATION DAMAGE

Practical use of superconducting magnets for the full scale fusion

reactor with plasma confinement requires various knowledge on irradiation

effects to component materials as well as to the overall performance of
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magnets. Specific features of irradiation condition for superconducting

magnet materials are as fellows;

(I) Working temperature: near liquid helium temperature

(II) Stress : large electromagnetic force

(ill) Radiation : intensity and spectrum

1. Neutrons

2. Gamma photons

Although these factors, of course, depend on the design detail, it will

be of value to review recently published conceptual design of CTR from

the view point cf radiation effects. Topical figures are listed on Table

1 which somewhat emphasizes the details in magnet region.-3

From this table it is immediately seen that the detail of radiation

in magnet region is not so clearly specified in most of present conceptual

CTR design. It is not certain whether this is,due to the lack of

material data on superconductor or due to the idea that the damage on the

superconductor itself is not so significant compared with other materials

such as stabilizing normal conductor and/or insulating materials. Even

sccepting that the degreeof severeness of radiation damage to the

component material of superconducting magnet is in the order of (i)

insulator (ii) stabilizer (iii) superconductor, there are avariety of

problems to be solved on the overall radiation effects to the performance

of the superconducting magnet. This in turn influences shielding and

eventually magnet and reactor cost. The importance of these studies,

therefore, has been stressed.

IRRADIATION EFFECT DATA ON COIL MATERIALS

We have listed up previously reported examples of radiation effects

on alloy superconductors in Table 2 . These data seem to show that

their hebavior is so much varieted that any definite prediction cannot

be derived a priori. They also suggest radiation effects greatly

depend upon initial condition of the sample. In order to predict the

radiation effect on superconductor, it is, therefore, emphasized to use

the sample whose initial metallurgical structure is known as clear as
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Table 1. Typical CTR Conditions

Power
Thermal, PT(MWt)
E l e c t r i c a l , Pg(Mfe)

D i m e n s i o n s

M a j o r r a d l u s ( m )

M i n o r r a d l u s ( m )

A H L — ' i f e H t

129

25

6.25
2 . 1

UWMAK-I

5 0 0 0

1 5 0 0

13

5

U M i A K - I I

5 0 0 0

1 7 0 0

13

5

P R I H C E T O H

5305
2030

10.5
3 .2

J A E R I

2 0 0 0

BOO

10

2

I T A L Y

170

11.25

2.25

ORIL

1000

518

21

5.6

CULHAM

2500

.

Core plasma

Average plaimc temp. (Kev)
Average plasma densitylXlO111™"3)

Toroidal magnetic f i e ld(T)
Plasma current Ip(MA)

Operation node
Current rise phasefsec)

Beaa beating phasefsec)

Burn phase ( sec)
Shut down phase ( s ec )
Exhaust li replenishment phase ( see )

9.6
0.56

3.U

U.8

1

3
20-50

5

15

11.1
0.8

3.82

20.7

0

11

5300

100

100

15.2
0.61.6

3.57

l i t .9

10

20

5ll00

100

100

30

0.5
6

1U.6

10

20

5 U O 0

180

15

1.0

6
8

6 0 0 0

(total)

23

0.19
It.5

5

20
0.2

2.U7

120
(total)

Heutronlcs

Total lBt wall neutron flux(n/cm / s e c )

Reutron wall load, PytMW.m"2)
7.2xlO 1 6

0.16 1.25 1..16

DxlO lU

(En IMev)
3.3xlO

1

lit

.U 0.095

2 .UxlO111

0.69
1 0 1 5

k.6

Toroidal field coll

Superconductor/stabilizer/support*

Number of coils

Shape

Major bore(vert icalHm)

Mino- bore(borizontal)(m)

Peak f i e l d , B (T)

Coll (Average)
Bobin(Oross)

HbTi/Cu
/SS

16

0

13.9
7.7
T.5
2.38
1.28

U.2

15.6

l.O5xlO8

Current denBity(KA/cm

Operating temp. (K)

Stored energy(GJ)

Magnetomotive force (MAT)

Ampare-turns(per Coil) O.PHUU..

(total) 10U.6xl0°

Design strain In conductor(!()

Design strain in stsbillter(j()

Maximum hoop stress in the support(psi) 2U.000

Maximum field rippled) 2

RbTi/Cu

12
D

8.66

2.55
1.32

I1.2

0.2
0.02

60,000

lfbTi/Cu
/SS

I)

28

IS

8.13
2.105

1.5

it.a

223

0.2

60,000

m>3Sn- HbTi/Cu
HbTi hybr. /SS

ue
0

19

12

16
2.17
1.6

k.2

250

0.3

0.3

J.2.3

11.5
10

1.25

U.2

160

300

36

D

13.2

9.U

6.0

1.2

U.2

HbTi/Cu

1U8

5.3
lt.65

U.2

2.78x10

1U

Radiation In magnet region

•eutron fluxin/cm /sec)

Gamma flux(photons/sec)

Beat Input(watt/cm3)

3.0x10

5x10

.8

6x10' .-8'

Reference

btrgy attenuation
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Table 2• Radiation Effects on Superconducting Alloys

Materials

Nb-50wt%Ti

Nb-50%Ti

Nb-25%Zr

Nb-25%2r

Nb-Ti-V

Nb-30%Ta

Nb-47.6at%Ti

Nb-59.8at%Ti
aged at 380°C
up to IOC min

Nb-59.8at%Ti
aged a t 380°C
longer than
100 min

Nb-Ti

Neutron
Fluence
(n/cm2)

7.5xlO18

En > 0 . lMeV

3.5xlO18

En > 0 . lMeV

3.5xlO18

En > 0 . lMeV

2xlO18

f .n.

3.7xlO19

f .n.

5xlO16

f .n.

1.3xlO18

En > 0 . lMeV

1.3xlO18

En>0.1MeV

1.3xlO18

En>0.1MeV

9.0xl0 i S

f .n.

I r rad. Temp.

5 K

R.T.

R.T.

50°C

lower than
70°C

R.T.

lower than
70°C

lower than
70°C

lower than
70°C

77 K

J c

\

/

\

- >

\

->>

/

/

\

\

TC

\

\

- >

- >

\

Hc2

\

Ref.

(i)

(j)

(j)

(k)

(1)

(m)

(n)

(n)

(n)

(P)

R.T.; room or reactor temperature

f.n.; fast neutron
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possible. Our first efforts are concentrated on this point.

In actual CTR conditions superconductors are of course to be

irradiated at low temperature near kK. However, we consider that the

present results on radiation affects on superconductors obtained at

fission reactor temperature give the first order approximation of the

effect within the limit that it is rather insensitive to irradiation

temperatures. Until the neutron energy spectrum in actual CTR magnets

become clear, we shall assume that it is not so different from that in

Kyoto University Research Reactor' (see Fig.l)in which samples used in

the present study were irradiated.

Radiation Effects on Nb-Ti Wire

Sample Preparation—We have made a systematical study by taking two

kinds of Nb-Ti composition and changing the length of ageing time of

the sample to give different metallurgical structures which in turn

give corresponding superconducting properties. These samples were

prepared as follows. Sample A(?',b-Vf.6 at./5Ti): The 50mm rod was

cold worked to 2.5mm, clad with OFC and drawn to 0.25mm core. The

reduction ratio is 99.99$: Sample B(Nb-59.8 at.#Ti): The 7mm bar

was cold worked to 2.5mm in diameter clad with OFC and drawn tc>25mm

in core: The reduction ratio is 99.87$. Both samples were aged

at 380 C for 0 - 10 min. in a vacuum of 'VlO torr.

Neutron Irradiation—Samples encased in silica tube in Al capsule

were irradiated in the Kyoto University Research Reactor. The fast

neutron flux up to 3.9 x 1013n/cm2/sec (En>0.1MeV). Irradiation
Q

temperature is believed less than 70 C.

Critical Current—The standard four terminal method was used. The

critical current Ic was determined with the awa>e of 5yV across the

potential terminals.

Critical Temperature—The critical temperature was determined by

standard dc: method with accuracy of +0.005K using the calibrated Ge

sensor(Cryocal Inc. Cfi.-500).
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Fig. 1. Comparison of neutron energy spectrum in hydraulic irradiation

facility of Kyoto University Research Reactor [(a):Ref.Tl with

calculated spectrum in magnet.region of CTR [(b):Ref.9].



Results—The figures 2(a) and (b) show the irradiation effects on cri-

tical current density J of samples A and B, respectively, at the

external transverse magnetic field of 3.1 T. Very little effects are

seen in sample A. Figs. 3(a) and (b) and Figs, k (a) and (b) show

the behaviors in the samples A and B where the J 's were measured at

5.0 and 8.0 T, respectively. The general tendency of these results

is that the radiation effects are larger in sample B than that in A.

The maximum decrease in J measured at 5.0 T amounts up to 15% in

sample B which was aged for 5 x io\in.. Considerable effect of Jc

in sample B has been attributed to the neutron irradiation induced

destruction of (X-Ti precipitates which play an important role as flux

line pinner. The detail will be published elsewhere. Ths effect to

critical temperature shown in Figs. 5 (a) and (b) are to reflect

above change in internal structure: i.e., only sample B showing

drastic change after irradiation.

Effects on Copper and Aluminum

Usually copper or aluminum has been adopted as a stabilizer because
o

of their low electrical resistivity. Blewitt et al have shown that

induced resistivity increase ( Af ) of Cu due to neutron irradiation at

1U.5K takes independent value of 1.2 x lO'^ohm.cm/n/cin^ to residual

resistivity. McCracke.n and Blow9 have also reported that the values of

AP for Cu and Al at U.2K irradiation are 6.2 x 10~26 and 2.1 x 10~25

ohm»em/r./cm , respectively.

OPTIMIZATION IN COMPOSITE CONDUCTORS

In the following we shall attempt to obtain maximum transport

current density (JjS) of a composite conductor under the boundary condi-

tions: (l) The critical current density JC(T,B) of the superconductor is

influenced by the irradiation. (The data for this were described in the

previous section.) (2) The resistivity of the normal conductor(Cu or Al)

increajes after the irradiation which then degrades the stability of the

conductor. (The data for this were taken from McCracken's review artiele9).

(3) Magneto-resistance is assumed independent of initial resistivity.
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Fig. 2 Dependence of neutron irradiation effects on J vs aging time;

a) sample A, b) sample B,measured at 3-1 T.
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The values (J^j ) used in the following analyses are 3 x 10~^ohm.cm/T

and 5 x 10 ohm.cm/T for Cu and Al, respectively.

Geometrical Specification of Composite Conductors

A rectangular composite multifine superconductor was assumed as

shown in the inset of Fig.6(a) for the purpose of analysing the effect of

radiation on the cryostatic stabilization. The cross section is- given by

nd^(n>l). Wider faces are assumed to be cooled. The combination of

superconductor of Nb-Ti and stabilizer of Cu or Al is assumed.

Notations are given below.

Tb

Tc

f
P

critical current density of superconductor (A/cm )

temperature of the coolant (K)

critical temperature of superconductor (K)

cross section of superconductor (cmc)

cross section of stabilizer (cm )

total cross section of composite (cm )
conductor (A = AN + As = nd^)

electirical resistivity of stabilizer (ohm.cm)

perimeter (=2nd)

normal super ratio, N/S ratio (=Apj/Ag)

heat transfer coefficient (watt/cm /K)

Optimized Normal to Super Ratio and Maximum
Allowable Transport Current Density

The maximum allowable transport current (lip) of a composite super-

conductor is requested to be less than not only critical current of

superconductor but also stabilized current. Stabilized current involves1

(i) fully stabilized current, (ii) recovery current, e.nd (iii) minimum

propagation current, in the order of the severeness of the conditions.

For the sake of simplicity we shall examine recovery current hereafter.

The recovery current can be given in the following way. Suppose

that the transport current I(amp) is flowing in the composite conductor

and that total current happens to flow in stabilizer caused by destruction
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Fig. 6. Influence of the resistivity change of normal conductor on (a)

the optimized normal/super ratio vs neutron fluence (b) maximum

transport current density / j at 5 T.
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of superconductivity. Then, the heat generation per unit length of con-
p

ductor is given by ( I /A^,). On the other hand the heat released at the

surfaeasof the conductor is given by Ph(T,, - T^). If the condition

that heat generated is less than the heat removed is satisfied, this

composite conductor can recover to superconducting state again with the

current flowing. In this case we may call the conductor as stable.

Thus the critical value of I can be given by the condition that the heat

generated is equal to that being removed. The value of the current

satisfying this condition is defined as recovery current (I ) which

gives:

I r
2 = ANPh(Tc - T b ) / p (1)

Putting the geometrical figures of the inset of Fig.7(a) into above

equation, nemely, replacing the values A^ = nd Rjjs/d + R M S K P=2nd

I r
2 = 2nd3hRNS(Tc - Tb)/(1 + RNg)p (2)

c

is obtained. It is seen that the recovery current(Ir) can grow larger

with increasing Tc or for the smaller value of p provided that the cross

section of composite conductor is constant. On the other hand critical

current (Ic) is given by

Ic = nd
2Jc/(l + RNS) (3)

Thus, for the constant cross section I becomes larger for the increasing

Jc or smaller N/S ratio. The optimum N/S ratio that makes allowable

transport current I T maximum is given from th° condition I = Ir, ie.,

p_
3(TC - T )

Neutron Irradiation Effect to the Optimized N/S Ratio and
Maximum Allowable Transport Current Density

In the following we shall culculate optimized N/S ration and maximum

transport current density JJS adopting Cu and Al as stabilizer and taking

the radiation effects on stabilizer as well as superconductor into

consideration. The procedures are as follows:
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i) Choice of Nb-Ti—Based on the J data presented in the previous

section we have chosen Nb-59.8 aX% Ti(aged 5 x 10^ min.) for the

use in 5 - 6 T. For the use in magnetic field of 7 - 8 T region

Nb-1+7.6 at % Ti(aged 500 min.) was chosen, and for 9 T region

Nb-1+7.6 at % Ti (]0min.).

ii) Normal Conductors—As the stabilizer we have chosen Cu with

resistivity from 1 x 10~ to 1 x 10~^ohm.cm at li.2K: Al with

resistivity from 1 x 10"° to 1 x 10~yohm.cm at U.2K.

iii) Maximum Transport Current Density, J^—The value of Jm was

obtained by putting the value of optimized Rjjg into the equations

which gives Ic or Ir and by dividing with total conductor cross

section(nd ). For the sake of convenience d = lcm was assumed.

Figure 7(a) and (b) illustrate optimized normaL/super ratio (Rjjg)

and maximum transport current density(Jip) at 5T in the case of Cu and Al

as the stabiliser. It is noted that optimized RpjS increases monotonically

with neutron fluence. The increasing rate of R.TO for Al grows more rapid-

ly than for Cu. This is mainly because of the larger radiation induced

increment of resistivity in Al than in Cu. The Jm decreases monotonic-

ally with increasing neutron fluence. The larger value JVp is obtainable

in lower irradiation ( ^S 10 n/cm ) with Al stabilizer, while in the

higher region ( 2^ 10 n/cm ) Al is not advantageious comared with Cu.

Figures 7(a) and (b) are the results of RNg and J
m at 8T. The fact

that the value cf J2(8T) is lower than Jm is mainly because of the

decrease in Jc due to magnetic field effect and partly because of the

magneto-resistance ( fa ). The RNg value correspondingly decreases and

takes nearly half value at 5T. As we can take the smaller rLTC, value for

8T, the magnetic field effect on J"} was found, therefore, to remain within

10$ for Al and 25$ for Cu. The behaviors at 8T against neutron fluence

are similar to the case at 5T.

EVALUATION OF RADIATION EFFECT CRITERIA
IN SUPERCONDUCTING WIRE AND/OR MAGNET
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Composite Superconductor

We shall now attempt to evaluate how far a composite suprconducting

wire is tolerable to neutron irradiation. To this end it should be

convenient to combine Fig.6(b) or Fig.7(b) which give the allowable

maximum transport current density J^ as a function of neutron fluence.

We have shown two examples as Fig.8 and 9 which correspond to the conduct-

ors to be used at 5$ and 8T, respectively. The log-log diagram on the

right hand side of Fig.8 shows neutron fluence against operation time of

fusion reactor. Radiation effects on a superconducting magnet for full

scale CTR implies two aspects; (l) "flux effect* that involves nuclear

heating*) and (2) "fluence effect" that involves integrated radiation

damage which have been discussed in this paper. Suppose that a conductor

in the SC magnet must be subjected to the neutron flux, say J=10yn/cm2/

seo. The fluence then amounts to ^ 1 0 n/cms after operation of the

reactor for 20 years without intermission (without warm-up of the super-

conducting magnet). We may call a horizontal lines 'F-line1 which is

drawn passing across point of Lgo -line(20 years). If we require the

superconductor to tolerate up to this fluence under the condition:

Jm£5kA/cm2, Al stabilized conductors cannot be used even their residual

resistivity is as low as 1 x 10 ohnucm. In case of Cu-stabilised

conductor, optimized composite wire stabilised by Cu with residual

resistivity lower than 5 x 10 ohm.cm can successfully be applicable to

this CTR magnet.

If one set a radiation-induced degradation curve of Jc on the left

side of the Fig.8 or 9 instead of Jj vs fluence diagram and apply'10 %

reduction criteria' for the usability of conductor, we can compare the

severeness of radiation damage on superconductor itself and composite

case(including stabilizing effect).

*' This problem has been discussed by H.Ullmaier in the preceding review
paper of this session, this conference.
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Composite Superconductor
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Superconducting Magnet

The utility of this diagram is not limited to the case of short

sample but can be conveniently extended to any large magnet system used in

CTR taking radiation effects on various components and overall effects

into account.

CONCLUSION

In the present study we have made an attempt to evaluate good compo-

site superconducting coil which is tolerable to the use in strong radiation

field. To this end we have taken the following factors into considera-

tion: (i) Experimental study(simulation using irradiation by fission

reactor) on Cu-stabilized Nb-Ti wire, (ii) Radiation-induced increase in

resistivity ( 4 f ) in normal conductor, (iii) Magneto-resistance of stabi-

lizer ( fa ). The radiation effects were considered in the form of

cryogenically stabilized composite conductor. Optimized normal/super

ratio and maximum transport current density Jrp were obtained and followed

as a function of the neutron fluence.

A convenient illustration (a knife-edge'diagram) was proposed to

derive the criteria of applicability of superconducting wire under given

irradiation conditions. The diagram is considered to be expansible to

evaluate the performance in CTR-oriented superconducting magnet.
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THE EFFECT OF STRESS-INDUCED DIFFUSION OH VOID NUCLEATION

W. G. Wolfer and M. H. Yoo
Metals and Ceramics Division
Oak Ridge National Laboratory

Oak Eidge, Tennessee 37830 USA

ABSTRACT

Interstitials and vacancies interact with voids through
the image force as well as forces induced "by the surface stress
and gas pressure in the void. These forces cause a drift
motion of the point defects to the void and thereby give rise
to a bias. It is found that the bias of voids increases with
decreasing void radius. Thus, it mainly influences the
nucleation of voids rather than their growth. We have incor-
porated this bias of voids into the nucleation theory developed
by Katz, Wiedersich, and Russell, and studied the effect of
surface energy, surface stress, temperature, dislocation bias,
and gas pressure on the void nucleation. It is found that the
critical void size is to a large extent determined by the
condition that the interstitial bias of voids is equal to
the bias of dislocations. Although the height of the activation
barrier for nucleation depends on the bias factors also5 it is
affected more by surface energy, temperature, and above all,
gas content. Since the bias of dislocations is largest when
produced by small dislocation loops, it is concluded that void
nucleation depends critically on the evolution of the dislocation
structure. To obtain nucleation rates as observed experimentally
one or preferably all of the following conditions must be met: A
large dislocation bias, a reduction of the surface energy through
contamination of the void surface, and a reduction of the void
bias through impurity segregation.

INTRODUCTION

In previous theories for void growth1"3 and void nucleation4'5 the

bias for preferential interstitial absorption at dislocations was con-

sidered to be a fixed but not necessarily absolute parameter. In fact, it

was generally treated as an adjustable parameter to match the theoretical

•Research sponsored by the Energy Research and Development
Administration under contract with the Union Carbide Corporation.
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predictions with experimental findings. Recent experiments6"8 have

provided the relaxation volume as well as the elastic polarizabilities of

self-interstitials for a few fee metals. The relaxation volume

determines the magnitude of the size-interaction, and the polarizabilities

the magnitude of the modulus-interaction of the self-interstitial with

stress-fields. Both interactions in turn determine the magnitude of the

interstitial bias of a particular sink. Bias factors for voids, small

dislocation loops, and edge dislocations have been calculated recently,9"11

and hence, they can be considered as independent parameters within the

context of the swelling and void nucleation theories. Their application

to theories for radiation-induced creep has resulted in a successful pre-

diction of the steady-state irradiation creep in neutron-irradiated stain-

less steel.12 In this paper we incorporate some of these bias factors into

the theory of void nucleation and investigate their effect on void nuclea-

tiorx rates, critical size, and activation barrier.

The Bias Factors

The bias factor of a sink is a convenient measure of the effect of

the stress-induced drift on the integrated flax of point defects to the

sink. The stress-induced drift is the second term in Fick's law for the

flux

£ = - DyC - | p DCVE , (l)

where D is the diffusion coefficient for migration, C ohe concentration

of point defects, k the Boltzmann constant, T the absolute temperature,

and S the interaction energy of the point defect with the stress or strain

field around t\.c sink. Within the framework of the rate-theories1"5 the

integrated flux., or in short, the current can be written in the form

J = AZD (C -C°) , (2)

where C is now the average defect concentration and is determined by

solving the rate equations, A is a geometrical factor, C° the concentration

of defect in thermal equilibrium with the sink, and Z is the bias factor.

For a particular type of sink, the bias factor has the same form for both

vacancies and interstitials. However, jince it depends on the defect
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P K

parameters, v, the relaxation volume, ~j and a , the shear and bulk

polarizabilities, its value differs for vacancies and interstitials.

Using the subscripts v and i, we can state that in general Z. > Z .

More specifically, the bias factors for small faulted loops, Z*, are

inversely proportional to (R/b)2, where R is the radius of the loop and

b the Burgers vector. This is shown in Fig. 1. These bias factors* are,

in a strict sense, only valid for infinitesimal loops or very small loops.

Hence, it should not be surprising that the bias factors do not approach

asymptotically the values for the edge dislocation which are also shown

in Fig. 1 by the horizontal lines in the lover right corner. In spite of

this shortcoming it is evident that small dislocation loops have an

interstitial bias which is substantially larger than the interstitial bias

of edge dislocations. Furthermore, there exists a small but non-negligible

vacancy bias. The interstitial bias of both edge dislocations and loops

are larger than those previously assumed in swelling theories. The two

major reasons for their magnitude are the large relaxation volume of

1.4- n for interstitials (Q is the atomic volume) and the large negative

shear polarizability Q'̂  for interstitials. Both parameters have been

measured for Cu (ref. 2) and have also a well-founded theoretical

basis.13

To arrive at the bias factor of voids we have to consider an

additional interaction peculiar to free surfaces-? the image interaction.

This interaction was derived previously by Moon and Pau u from the work of

•^Detailed expressions are given in Refs. 9 and 10. The parameters used

for the calculation are as follows:

Poisson's ratio: v = 0.3; shear modulus: G = .101' dynes/cm2; T =

500°C (the small temperature dependence of the bias factors is of no

importance to the present results); relaxation volumes: (v/h). = 1.4 for

interstitial, (V/Q) = — 0.2 for vacancies; polarizabilities: yQ = — 150,

Q/? = 10, a G = - 15, Q-K = - 15, all values in eV.
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Bose. x ' Assuming no surface tension or gas pressure \n the void., the

bias factor due to the image interaction was derived recently.1"

Although a closed-form solution for this bias factor cannot be given (nor

has one been used in the subsequent investigations), a good approximation

is obtained by the expression

--a -
vrtiere a is the void radius, v the Foisson's ratio, G the shear modulus,

and v the relaxation volume of the point defect. The bias factors of

voids due to the image interaction alone are shown by the broken lines in

Fig. 2.

The surface tension, c> which is not necessarily equal to the surface

energy, \> and the gas pressure p give rise to a radial stress component,

(2cr/a - ?)j on the void surface. Although the resulting stress field

in the matrix doec not give rise to a size iiiteraction, it does cause an

interaction through the modulus effect. The corresponding bias factor i s '

The compound bias factor, and hence, the void bias factor, 1°, is Limply

given by the product of Zs and Zira:

The solid lines in Fig. 2 represent 2° for p = 0 and two values of the

surface tension, o = 1OGC and - = 2OGC ergs/cm2, as a function of (a.'b).

These curves resemble ths cnes obtained for the bias factors of discloation

loops, Fig. 1, as they also show the rapid decrease of the bias factors with

increasing sink radius. This dependence can be understood in qualitative

terms if we give the following interpretation to the bias factor:

The geometrical factor A in Eq. (.?) is for a spherical oink equal to

''iTra or --P.. Thus Z°a or ẐR can be interpreted as the ca.rtuve radii cf

voids or loops, respectively. Obviously, capture occurs at •- ce-'-'r'vi

distance from the "sink surface," and this distance depends r.s.-+ .-. .rongly

on the sink dimension. Thus, for increasing sink radius, the capture

distance become- a smaller and smaller fraction of the sink radius. In
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Pig. 1. The Bias Factors for Dislocation Loops, Z*, and Edge

Dislocations, Zd.

5 10 20 50 100

VOID RADIUS IN WITS OF BIKERS VECTOR

Fig. 2. The Bias Factors for Voids, Z°.



11-463

other words, the rat io of capture radius to actual sink radius, that is

Z, approaches one with increasing sink radius.

The KWR Theory of Void Nucleation

In the nuclee.tion theory developed by Katz, Wiedersich,5 and also
by Russell4 the free energy for forming a vacancy cluster with x vacancies
is given by ,

AG(x) --Vie* g . ( n * 1) * y (n - l ) ' ( 6 )

n=l

where p (n) is the absorption rate of vacancies by an n-eluster, f3. (n)

the absorption rate of in t e r s t i t i a l s , and v (n) the thermal emission ra te

of vacancies. The la t te r can either be obtained through a constrained

equilibrium assumption, or simply and equivalently, by assuming a local

thermodynamic equilibrium for the n-cluster and i t s immediate surrounding.

Thus

Vv(n) = ^nbn1/3 z ; (n) DyC; (n) , (?)

where D̂  is the vacancy migration coefficient and

C° (n) = Ceq- exp {{4TTb\ [n 2 / 3 - (n-
1

C (n) C { { \ [ ] p l / }
1 J (8)

where a is the radius of the n-cluster.

The absorption rates are given by

B (n) = 4-nbn1/3 Z°(n) D C (9)
K V V V V

and

e i(n) = ^Trbn1/3 Z°(n) BX± (10)
where C and C. are determined from the two rate equations

P - K DvCvD.C. = S NSASZ^Dv (Cy - c j ) (ll)
S

P - K DVCVP1C1 = S N aA&Zp iC i , (12)
s
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where
K = SIX b/Dv (13)

is the recombination coefficient, P the production rate, N is the

number of sinks of type s and C s the vacancy concentration in thermal

equilibrium with the sink s. It is a simple matter to solve Eqs. (ll)

and (12) for D C and D . ^ and inserting the results into Eq. (6). If

we introduce the definitions

Zi f i/a \
v

2 i j V = 2 N
SASZS.)V , (15)

s

and

s s

then we can write Eq. (6) in the form

-(n+l)^ z( n + 1) 2

f ) f I * c;(n)]
L W 3 Z°r(n)

 zi v J

v /. 7 \
- ( x - l ) A n (F + Cv) .

The steady-staxe nucleation rate is given by

I = Dy (F + Cv)2 [S ex?' [AG

I t i s apparent that positive contributions to &G(x) are made by all those
cluster sizes n for which

The cr i t ica l cluster size n* is obtained from the relation (19) i f the
two sides are equal. AG(n*) is then the activation barrier for nucleation.
Positive contribution to ^G(n«) can be obtained if either C°(n) > C and/or

(n + I)1/3 Z'.Oi+lVn1^ z;(n) > Z ^ . (20)

The la t te r condition simply indicates that with a relative void bias,
Z°/z°, larger than the relative dislocation and loop bias, Z./Z , void
nucleation can be reduced substantially.



To demonstrate this .wre clearly £G{;-:) £T and I were co;,r./ated accord-

Lnc to Eos. (IV) and (is) using the parameters l is ted in Table 1. Figure 3

chows \G/%£ for the snore familiar cast* vfoere r.*(n + l ) = S°.(n). Using now

the void bias factors discussed in the last section, Fig. ••'• is obtained.

The inclusion of the void bias causes an increase in the cr i t ica l size,

i . e . a shift in the location of the rnajctaun of &G/kT as well as an

increase in jC(n*O itself. 3oth effects drastically reduce the steady-

state nucle&iion rates , as shewn in the inserted tables. I t should

also be noted that; the nucleation ra tes , I , in both cases ere substantially

below the values needed to predict experimentally observed rates e'en for

very large values of the dislocation bias. Meaningful values for reactor

irradiation shcv;la be of the order of I = 1-' to 1'L.? voids/W.'sec.

Table 1. List of Parameters

Burgers vector, b = 2.5 >: l i " ' cr.

Atonic volume, Z ~ \y

Vacancy formation eisergy, F*. = !,<'• eV

Vacancy raigration energy, F" = 1.-'- eV

Equilibri;aa vacancy concentration, C".̂  = ,"."" exp (1.3 — F,/KT)

Vacancy raigs'ation coefficient, D,, = 0.C153 exv (- F^'/k?)
Product ion ra te , ? - 1.123 ;;"" x 10" : ; : z, where ; is the fast

neutron flux

Average equilibrium vacancy concentration, C , = C ,'

In order to obtain meaningful nucleation ra tes , one nay

consider various variables as adjustable ones. Firs t , the surface

energy, v, could be lowered substantially by irnpurities and reactive

gases. Indeed, the magnitude of the surface energy determines the

in i t ia l r i se of /\G(n) with increasing n*>, and thereby also the maxitmun

value AG(n*O. This is demonstrated by Fig. 5. However, i t i s seen that

for a temperature of T = 5Q0"C a drastic reduction of the surface

energy, -y, to as low a value as 600 ergs/cm'̂  is needed to bring I close

to a reasonable nucleation rate . Thus, if we consider a value of



Fig. 3. Free Energy for Void Ifucleation vltft lio Voi«J

Fig. Free Energy for Void flucleattoo with Void biiut,



I !-•'.».

::.: :••.<:• ":::':'•:•:'.: ':>:•" .r.irfuC'V «nfti"K.-, w e can further i.r.rrove

vn- ir, ;;f-. • . E7<;n :x;r',h';r 1:-: rovo:r«n^ c a n b o a c h i e v e d w h e n w e set

s'-c. vf :X'j"; r.'.:\l 1 ru- ".;: v';;<_• vw:.a":lor: in tho surface ener.~/, •., can re

;•".*; ;i>;; ; •• v:y.%::r th-..1 ts";*<c;rti"'-H*<;j "» as der.Qtictr&ted tv *,he r e s u l t s

:•«•;•!,-;!• /. ((:;•*; -i.-', '.\\.l i-.r. ;1:<; .rS'iya": si:*.e, :;•». J'or the ";hj*ee dif ferent

".yr.j <•;•:>/.'.:«•-.•;: ;;»':'* •. tiff-sroRt ii;;l.oca".io!i i enn i t i cc were err/.-loyed in

•t;-.rcr ::y :̂<: •?;:.;; ",:;<: c:<•;; ••rirvsrittC oJ.,';oi".*atio!is. The lover d is locat ion

.U:;;;:i".i'::: r.iX ',.l)'.V,<-.r "->:::*".;•.•r'sV-;i''j.'; ."ho'.Ll.i co,t.* C'riSa^e for ths lovering of

"-iio ;r;j trrsatura". :cr. cf ; .oi^" •.itffteis- 21,;*.. Jr. s:. I t e of the cor-penEating

'•'r:"*;,.:";,•:, *.V4'.: :,uclea" ^c:. v-ij-riftr ir.creases ra;. i-ily with tesj-eraturec,

i>r,i I".- l-i.^y::z -S:-\-l?s^;:, *;V;:it vsi;i r^;c-Isatloij a t T - <:X"C is not feas ib le

:li5,': r^sLt tc i v:;;.: :r.;cl*;>.".lor; ha;; b«c:j ilscuasec; recently by several

S'.;t';;»2",v. ' "" «SJ .'O;T,; ' ",« "ho sr-ii'leatiori r a t e 1-he si^;:::ie forr&lisrr; used

atoovv csi; us "oa-^t-r :.o \;;:<:•.I, as we now have to deal vizh two-dinensioRal

ci•.!""«!' CI&^<T. I:u;tca4, a vjtcaiicy c lus ter is now characterised by two

vsrLts^e.-:, the ssur.l*:-!-, !:, cf vacancies aid the nunber, K, of gas ato:ns

•;3j;tstin«ti ir, {%. Al.thov» î3 a ,iclv,ticn to ' h i s nucleation ;:rcble^ has

fce«s fiivvii rccejitl ; ; ,- we ;;h:U.l a«2,v consider the effect of gas on the

activatioji c:;cr^." ,'tG{:;,r;) which is given by

i?(n,si} - - M ' in -.^(njiVv.Cn.i + 1) ' ,

3,, (r,,i 5 i s the cai-twe r a t e for gas atcras, and v_(n , ; ) the emission

ra t e of gas atoms for a c lus ter containing n vacancies and a gas atonis.
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i 10' fc 10* t
NUHKR OF VWONCIES. N

Fig. 5- The Effect of the Surface Energy, y, on the Free Energy
for Void Ilucleation.

MO

MMCR OF VRCfMClCS. N

Fig. 6. Free Energy for Void Kucleation for a Surface Energy
and Surface Stress of y = 0 « 800 ergs/cm2.
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or vacancies, H

Fig. 7. Free Energy for Void Hucleation for a Surface Energy of
800 ergs/em2 but with a Vanishing Surface Stress.

( J0»

Fig. 8. The Effect of Irradiation Temperature OR the Free Energy
for Void Mucleation.
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The ratio S., = S .. V T represents ail elective supersaturation for gas

atoms if we assume that the capture and emission processes involve the

same atomic configuration of the gas atom in the matrix. There is,

however, recent evidence1 ' that the capture process of helium nay proceed

via interstitial notion and the emission rate through substitutional

motion of the helium atom. In such a cas-o, the ratio j '\ would be niuch
g' g

larger than the supersaturation of helium atoms. To demonstrate the
effect of gases, it suffices to assign a certain value to this ratio. We

have selected the rather low value of s 'v = 100 and assumed that this
S' S

value does not ..leperu on either n or :r». It follows then that ,«.F(n,m) is

always negative and leads to a reduction in •G(n,m). In addition to this

reduction, the gas atoms inside the void produce a pressure, p, which

opposes the surface tension term ':%-. a in the exponent of Eq. (=}. Since

the effect of C^(n) and hence the gas pressure on ^G is only of importance

for small voids where C°.(n) is large, a good description for the equation

of state of gases is needed for large pressures. Thus, the equation of

state for a hard-sphere gas was adopted in the form recommended by

Cam&h&n and Starling.' - This equation has the simple form

= (1 + -• + ~- - -3)/(l - ~)2 , (23)

where = zc Jn? > and . T is the volume of the gas atom. For the present

calculations with helium, it is assumed that ;; = ••'. y 1C"-'3 cm3.

Using Eq. (21), iG(n,»)/KT was evaluated for various numbers of gas

atoms, n, and the results are plotted in Fig. 9. It is quite apparent

that the inclusion of gases in the voids drastically reduces the

activation barrier for nucleation. However, it does not change the

critical size, n«-. The nucleation rate depends now on the rate with which

various vacancy-gas cluster can be formed. If sufficient gas is always

available and can readily be incorporated into small void, the nucleation

barrier could in fact be completely suppressed. In this case, the voids

would start out as gas bubbles, and they would subsequently grow into

voids by bias-driven growth. On the other hand, if gas is preintiected

before the irradiation, many vacancy-gas clusters could form initially

during the irrsidiation, but since no further gas is supplied, the clusters

may not overcome the activation barrier to grow into voids. In this
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situation, the subcritical clusters could act. as preferential sinks. They

would absorb preferentially interstitials and compensate the accompanyins

shrinkage through the thermal emission of a vacancy.

CONCLUSIONS

The interaction of the point defects with the void through the image

force as well as the surface stress introduces a strong interstitial bias

which is comparable to the interstitial bias of dislocations in case of

small voids. The inclusion of this void bias reveals that void nucleation

without any assisting agents cannot occur significantly. The assisting

agents are gases and impurities. The major effect of gases is to op: ose

the vacancy re-emission rate from small voids or vacancy clusters. This

reduces the classical nucleation barrier due to surface tension. However,

it may not compensate for the other source of the nucleation barrier, the

void bias itself.

Impurity atoms segregated onto the void surface can reduce the surface

energy and perhaps the surface stress. A reduction of the former also

lowers the nucleation barrier due to vacancy re-emission, whereas a

reduction of the latter lowers the void bias. The segregation of impurity

or solute atoms at and around the void surface has been reported

recently23 for irradiated stainless steels. Apart from changing the surface

energy and stress, this segregation also ehan,~eo the composition of the

surrounding matrix sufficiently to introduce a misfit as well as alter the

elastic properties. Thus, voids in stainless steels can be surrounded by

a layer of different material. The image interaction with these coated

voids is changed so drastically11 that the interstitial bias of voids not

only disappears but that a surface barrier for migration of point defects

is introduced. As a result, coated voids are biased against interstitials

and their growth kinetics become surface-reaction controlled. Such a

growth kinetic was proposed earlier by Mansur et al."*

The general conclusion from the present study is that void nucleation

is rendered possibly by three major factors, all of which probably act

synergetically to assist void nucleation.:

(a) Formation of small interstitial loops provides a strong dis-

location bias which opposes the void bias.
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(': ) Jont'.i.T.inaviori of the void surface lowers effectively the

cr.ii"face ener,;/ and hence 'he vacancy re-e:nisnion rate.

(•:) :'ei•?• elation of impurities and solute atoms results in an

ellr.ina' Ion c-f the void bias and leaas to a surface-controlled void

crowt:: kir.ci;,':;.
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GAS BUBBLES IN STRESS AND THERMAL GRADIENTS*

B. Okray Hall
H. Wiedersich

Materials Science Division
Argonne National Laboratory
Argonne, Illinois 60439

ABSTRACT

Inert gases introduced into the first wall of a CTR
by injection from the plasma and by (n,a) reactions oc-
curring in the wall tend to precipitate into bubbles-. The
forces on gas bubbles that arise from various sources of
stress have been explored. The bubble is approximated by
a center of dilatation in an elastically isotropic solid.
The first-order size interactions of bubbles with elastic
fields due to the presence of the surface, dislocations,
other gas bubbles, and thermal gradients have been evalu-
ated. The relative magnitudes of the resultant driving
forces on the bubbles have been calculated; and their
effect on bubble diffusion is discussed. The region of
validity of the center of dilatation approximation has
been examined. The effects due to a finite bubble size
are described.

INTRODUCTION

The predicted high flux of helium at the first wall of a controlled

thermonuclear reactor presents a major materials problem for the designer.

The low-energy component of tlv. incident particles is in the high

*Work supported by the U.S. Energy Research and Development Administration.
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sputtering regime for proposed materials such as niobium, and the helium

is deposited in the near-surface region of the wall at concentrations

that lead to the formation of gas bubbles and blisters. The detrimental

effect of helium on the mechanical properties of metals is also well

documented. To minimize these destructive effects, it is importa.;-; to

characterize the behavior of helium in metals. Much experimental work

has been done in this area, but many of the results cannot be quantita-

tively interpreted by available models because of the complexity of

helium behavior. As a result of low solubility, helium precipitates

out of the matrix at quite low concentrations, and the behavior cf

aggregates and bubbles differs substantially from that of isolated

atoms. The aggregate behavior must be understood if quantitative

models of outgassing and wall erosion are to be constructed, and this

requires a knowledge of the diffusion of helium atoms and gas bubbles,

the nature of trapping by voids and dislocations, and the interactions

of point defects with the atoms and bubbles. The purpose of the present

work was to examine the elastic interactions between gas atoms or bubbles

and the surface, dislocations, thermal stresses and other atoms or

bubbles. The possible influence of these elastic interactions on dif-

fusion, trapping, and growth models can then be assessed from the

magnitudes.

ELASTIC INTERACTIONS

1'he first wall is rep-resented for the purpose of the calculations

by an elastically isotropic continuum that fills the half-space z £ 0.

An inert gas atom or small gas bubble is located a distance c below

the surface. As a first approximation, the size of the defect and the

fact that its elastic constants differ from those of the matrix are

neglected; the defect can then be modeled by a center of dilatation (CD).

If AV is the change of volume produced by a CD in a body with a free

surface, the first-order size interaction between this defect and an

arbitrary stress field is

E * " I L CTiiAV = PH A V (1)

i
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where pH = ~(.°n
 + ° 2 2

 + a33^/^ i s t h e hydrostatic component of the stress

field. The force F on the defect is given by the negative gradient of

the interaction energy

F « - VE « - AV 7pu (2)
~ ** ~ n

Surface Interaction

Following Eshelby,1 the stress field of the bubble can be written

as the sum of the field in an infinite medium and the image field, con-

structed to satisfy the boundary conditions at the free surface z • 0.

The stress field of a CD in an infinite medium has no hydrostatic com-

ponent, but for the image field2

«»

where y is the shear modulus, v is Poisson's ratio, 6 is the defect

strength, and R2 = [x
2 + y2 + (z + c) 2] 1/ 2. The surface-defect inter-

action is obtained when the hydrostatic pressure in Eq. (3) is evaluated

at the defect site3

Here 6 has been expressed in terms of the volume misfit AV as

. _ AV (1 + v)
0 " 12TT (1 - v)

The interaction energy is always negative, indicating the defect is always

attracted to the free surface. The force on the defect has the magnitude

-dE /dc, is directed toward the free surface (-z direction), and varies
s

as the inverse fourth power of the distance c. The strength 6 of the CD

is related to bubble radius a and internal gas pressure p by

- (p - |£)a3Mu (5)
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where a is the surface stress. If the surface has three-fold or greater

rotational symmetry, the surface stress is related to the surface free

energy y by o = y + dy/de., where e, is the elastic areal strain that

occurs when the solid is stretched."* For equilibrium bubbles, p = 2y/a.

Thus if a = Y> the defect strength 6 and, consequently, the interaction

E vanish.

Bubble-Bubble Interaction

Examination of the hydrostatic pressure given by Eq. (3) shows that,

for a positive misfit, the hydrostatic component of the stress field

immediately surrounding the CD is tensile, with the largest negative

values of p occurring at the surface (0,0,0) directly above the CD. The

tensile region is surrounded by a region of compressive stress that,

in any plane parallel to the surface, goes through a maximum and then

approaches zero as the distance from the CD approaches <°. Figure 1

shows a pressure contour map that illustrates these features. Since

the force exerted on a second bubble by the first depends on the pressure

gradient, one can see from these contours that, depending on the posi-

tion of defect 2, the interdefect force component F|i parallel to the

surface can be directed either towards or away from (0,0,z); similarly,

the component Fi can be directed towards or away from the surface.

Using Eqs. (2) and (3), these components are

1 2- v) 1 2 R5 [ R2

H I H ^ 5 « . « , *aiss*[» -5<C|

where c. is the perpendicular distance of defect i below the surface.

Defect 2 is located at (x,y,C2). The second defect can be a helium

atom, a vacancy or an interstitial point defect, or another bubble approx-

imated by a CD.
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At large separations between the defects, Fi| is repulsive (or
I i

attractive), if the two defects have the same (or opposite) signs. At

a separation

X,, ^ N2 .U ' .21 1' 2
r = 4(c, + c2) + <.c - c • '

FiI changes sign and becomes attractive (or repulsive). The force com-

ponent Fi is repulsive (or attractive) for separation r greater than

and attractive (or repulsive) for smaller separations. The magnitudes

of the components depend on the positions of the two defects relative to

the surface, but for small separations Fi• < Fi. If the defect spacing

is large, the force exerted on a defect by another is small relative

to the force exerted on the defect by the surface. For separations of

the order of (c^ + c )/2, however, the two forces have the same order

of magnitude.

Surface Layer

Bacon3 has derived an expression for the hydrostatic component of

the stress tensor for a center of dilatation beneath a surface layer

of arbitrary thickness h with elastic constants that differ from those

of the matrix. He finds that

k 2M(k)e" k ( z + c )J Q(kr)dk (7)
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with

MOO - ( - 4 ( l - u j f l + u r (3 - 4v')] [cosh(2kh)-l] + 8k2h2/ 1 - v\2

+ 32p 2 / l _ v ' j 2 l / l 2 [ c o s h ( 2 k h ) - l ] [ ( 3 - 4v) + 2u f ( l - 2v) (1 - 2v')

+ w2(3 - 4v ' ) l + 16 s inh(2kh)u r ( l - v ) ( l - v ' ) - 4k2h2( 1 - p

x [(3 - 4v> + uv] + 16p2(l - v1)2}

where y » p/y*, u and v are the elastic constants of the matrix, and

u' and v1 are those of the layer. The author restricted his attention

to the image interaction, which v s obtained by evaluating pu at (0,0,c),
n

and calculated the image force, equation (7), however, can also be

used to determine the force on a second CD in the field of the first.

This has been done by a straightforward evaluation of the gradient of
pu. An examination of the results shows that for a surface layer with
n

a shear modulus less than that of the matrix, the CD-layer and CD-CD

interactions are qualitatively the same as those with a free surface

described in thra previous section. If, however, the layer is rigid,

i.e., has an infinite shear modulus, the image force changes sign and

the CD is repelled by the layer. The interdefect force components also

change sign. Thus, for example, at large separations Fi1 is attractive

for two defects of like sign, whereas at small separations it is repul-

sive. For a surface layer with a shear modulus greater than that of

the matrix (but not rigid), the image force is directed toward the sur-

face at large distances but away from the surface near the interface.

Dislocation Interaction

An edge dislocation that lies parallel to the y-axis with its slip

plane parallel to the free surface of a half-space is stable with res-

pect to slip, since the surface exerts only a force for climb in this

geometry. The stress field can be written as the sum of the stress
co T

f ie ld o . . in an i n f i n i t e medium, the s t r e s s f ie ld a t , for an image
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dislocation oriented as shown in Fig. 2, and the stress field oT. for

surface tractions that cancel the shear stress at z < 0 arising from

the dislocations.s Each of these fields has a hydrostatic component:

P
«> m jjb_ (1 + v) 2 - L
'H * " 3n (1 - v) x

2 + f, _ /

I ub (1 + v) z + I
PH * " 3TT (1 - v) X2 + (z + £)

:

and

f x"(z + 21) + 2x2(z + £)3 + (z + 2£)(z +
1 2 ^ 2 3

The net hydrostatic pressure near the dislocation is plotted in Fig. 3.

For comparison, the distribution near the dislocation in an infinite

media is plotted in Fig, 4. the force exerted on a CD by the dislocation

is normal to the contour lines (which are circles through the disloca-

tion in the infinite medium), and the magnitude is proportional to the

gradient. The dashed lines in the figures indicate the positions at

which one of the force components vanishes* In the infinite medium,

the zeroes for Ft lie along x = ±(z - t); in the half-space, however,

they are shifted down and away from the surface. The extremum line

for Fi| along the z-axis remains unchanged. The line along which pH

vanishes is the x-axis in the infinite space but is shifted down in the

half-space. The tensile region beneath the dislocation has thus con-

tracted and the compressive region above the dislocation correspondingly

expanded. Arrows indicate the directions of the force components in

the various regions. The signs of the components and the hydrostatic

pressure change, if the sign of Burgers vector changes.
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Thermal Stresses

A nonuniform temperature distribution in an elastic material gives

rise to a thermal stress field.6 The stress-strain relations have the

form

1 - 2v

where e., is an element of the strain tensor, a is the coefficient of

linear expansion, and T is temperature. If T is a function only of the

z-coordinate in the half-space, then the displacements depend only on

z, and the normal strains e and e in the x- and y-direcfions vanish.

xx yy
The normal stress o in the z-direction also vanishes because of thezz
boundary conditions at the free surface and the equilibrium conditions,

l>ut, in the transverse directions,

„ . „ - 2u(l + v) _a * a m — ... > otTxx yy (1 - v)

and the hydrostatic component of the stress tensor is

4u (1 + v) TpH T (1 - v) aT

Thus, the force exerted on the CD is

z 3

In general, the temperature in the first wall will decrease as z increase

the gradient will be negative, and the elastic force due to thermal

stresses will be directed away from the surface.
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FINITE BUBBLE SIZE

In the preceding discussion, gas bubbles were represented by centers

of d i l a t a t ion and the i r f i n i t e s ize was ignored. This approximation i s

undoubtedly good for small bubbles, but for a large bubble near the

surface i t s va l id i ty needs to be examined.

The u t i l i t y of the CD approximation for the in terdefect in te rac t ion

can be determined by comparing the hydrostat ic component of the s t r e s s

f ield for a CD with that for a pressurized spherical cavity in a half-

space. Chankvetadze7 has developed an approximate solut ion for the

biharmonic s t r e s s function u> for the l a t t e r problem, using the form

|JR + z + §)u>(x,y,z) = A In IjRj + z j + B In |JR + z + §•

H . H . . R . . R 2

R + a i R ^ * b o H + b l Wx

R2 .j HZj . Rj
b, U"~(T}~" + o ) + d TT^-

£ n IK, V* ) O nK

<»>

where R - [xz + y2 + (z + H/2)2]1/2, ^ * fx2 + y2 + {z - H/2)2]1/2,

and Ej = z - H/2. The geometrical constant H depends on the bubble

radius a and the distance c of the bubble center below the surface,

while the prefactors A, B, C , a,, b., and d, are determined by numeri-

cally solving a system c .inear equations. (The complete set of

equations for determining H and the prefactors is given in Ref. 7.)

The components of the stress tensor can be obtained from this function

by differentiation, and the hydrostatic component p?. is
n
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+ H/2)(CO + 2b0 + 2d0 + 2dj)H~
1 - 2(2do + 3di)]

2(z - H/2)(bi + b 2 + d^H-
1 + 2(2bi + 3b2)

6U J 72)

6(z - H/2)

60Hb2(z -

[(2d0 +

[(2bi +

H/2) 3

R3

3di)(z

R5

3b2)(z
R l

60Hdj(z

+ H/2) +

- H/2) -

+ H/2)3

6Hdi]

6Hb2]

ij • S? 1 (14)

This quantity was evaluated numerically for several values of the ratio

a/c in the planes z * 0, z * c, and z = 2c. Figures 5, 6, and 7 show

plots of the results as a function of distance (x2 + y2)1'2/c in each

of the planes.

From Fig. 5, it is apparent that, for ratios a/c > 0.5, the

hydrostatic component p° of the stress tensor in the region of the matrix
rl

between the bubble and the surface is two to four times larger than that

predicted by the CD approximation (dotted line). The most striking

result is shown in the plot for z « 2c. An examination of Eq. (3)

reveals that along the z-axis for z > c, the hydrostatic component for

the CD is always negative, i.e., the stress is tensile. Figure 7, how-

ever, shows that, as the ratio a/c increases from 0.5 to 0.8, the

stress in the region beneath the bubble becomes compressive. In all

three planes, the hydrostatic component of the stress field is well

represented by the CD approximation for values of (x2 + y 2 ) ^ 2 greater

than 2c.
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These results indicate the hydrostatic stress for a CD is a reason-

ably good approximation for that of any bubble with a/c £ 0.3. This

hydrostatic stress is also a good approximation at large distances (£3c)

for gas bubbles with larger ratios a/c. Any model of the drift dif-

fusion of helium atoms and point defects to a large gas bubble, however,

must consider the details of the near field.

NUMERICAL EVALUATION

For niobium (elastic constants y * 3.65 x 1011 dyne-cm"2 and

v = 0.38), the free surface-bubble interaction given by Eq. (4) is E_ =

-9.91 x 109 ergs/cm3 (AV)2 c"3. The volume misfit AV must then be

2.03 x 10~21 cm3 ('V/lOO atomic volumes) if E is to be comparable to kT

(300°K) at a depth of 100 A. At a depth of 10 A, the required AV is

6.41 x 10~23 cm3. For a gas bubble of radius a » 30 A with an internal

pressure p • 108 dyne-cm"2 and a • O,4 AV is 3.1 x 10"23 cm3. Thus,

the ratio E /kT is large only within a distance of a few atomic layers

of the surface; the driving force for diffusion is negligible elsewhere.

Since the first-order size interaction between the defects is of the

same order of magnitude as the image interaction, its driving force on

diffusion can also be neglected, except in the near field region.

Because the image inter.- .ztion due to a free surface is always attrac-

tive and small in magnitude except near the surface, it can be argued

that gas diffusion uo the surface sink is relatively unaffected by the

interaction. This is not true, however, if a rigid surface layer is

present. The gas diffusion in the bulk will be unaffected by the small

repulsive interaction with the layer, but the strong repulsion near the

layer-matrix interface acts as a barrier, and gas diffusion through

the layer will be negligible. Numerical evaluation of Eq. (7) for a

surface layer with a shear modulus greater than that of the matrix (but

not rigid) shows that the interaction energy is negative at large dis-

tances, goes through a minimum as the distance from the surface decreases,

and then rapidly increases, becoming positive near the interface. Figure 8

shows the results for NbaOs on Nb for several layer thicknesses. The

oxide elastic constants used for the calculation were v • 0.38 and
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Fig, 7. Hydrostatic Component pH • 3c
3/4ia6 in the z « 2c

Plane. Same notation as in Fig. 5.

2

Fig. 8. Interaction Energy of a CD in Niobium with a
Laysr of ffl^Os. Labels on curves give thickness h of oxide
layer.
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y • 7.30 3; 1011 dynes-cm~2. It can be seen from the figure that, as

the layer thickness increases, the minimum moves deeper into the matrix

and becomes both shallower and broader. For a layer of 25 A, the minimum

lies at ̂ 60 A from the interface, and each increment of 25 X in thickness

increases the distance by approximately that amount. At the temperatures

of interest for the first wall, the effect of the energy minimum will

be negligible, but the repulsive force near the interface may signifi*-

cantly inhibit gas diffusion through this region.

For £ * c, the ratio of the dislocation interaction energy E, to

3i»r"ace interact!

tion is of the order

the si>r"ace interaction energy E at a distance of 4c from the disloca-
s

s

and, for reasonable values of the parameters, E, is much larger than E .

The interaction of "point-defect" bubbles with dislocations will there-

fore provide a significant driving force for diffusion. This result ia

consistent with experimental observation of helium bubbles located pre-

ferentially along dislocation lines in vanadium that has been injected

with helium at 750°C.8

The coefficient of thermal expansion a for niobium is 7.8 x 10"^ °C

for the anticipated temperature range in the first wall. For AV «

3.1 x 10~23 cm3 and 3T/3z - 2.5 x 103 °C/cm,9 the force F exerted on a

CD by thermal stresses is 6.6 x 10~13 dynes, comparable to the surface

image force at 300 A. For the CD approximation, then, the effects of

thermal stresses on drift diffusion of helium bubbles can -be neglected.
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PRODUCTION OF POINT DEFECTS IN 14.8 MeV NEUTRON-IRRADIATED M)jO*
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ABSTRACT

High-purity MgO crystals grown at ORNL have been Irra-
diated in the LLL 14.8 MeV Rotating Target Neutron Source
(RTNS) to doses varying from 1.8 x 10ls to 5.7 x 1017 n/cm2.
The optical absorption spectra of these crystals resembled
those irradiated in fission reactors and exhibited bands
principally at 4.95, 3.5, 2.2 and 1.3 eV. The band with the
largest absorption coefficient, that at 4.95 eV, is due to
anion vacancies. The bands at 3.5 and 1.3 eV, attended by
zero-phonon lines at 3.430 and 1.187 eV respectively, have
been attributed to different optical transitions of anion
divacancies. Our investigations indicate that the net
production rates of the point defects resulting from irra-
diations with 14.8 MeV neutrons are about twice those
resulting from fission neutrons in the Oak Ridge Reactor
(ORR). This ratio is in reasonable accord with theoretical
estimates based on damage energy calculations.

Research sponsored by the Energy Research and Development
Administration under contract with Union Carbide Corporation.
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INTRODUCTION

Unlike the situation In metal* and semiconductors, the study of

defects in insulator* Has benefited primarily by the powerful techniques

of optical and magnetic resonance spectroscopy. This is especially true

ior magnesium oxide, where many of the basic point defects have been

identified using these techniques. It is therefore an ideal host to

study the characteristics of the radiation damage resulting froa 14.8

MeV neutron* and comparing with those frost fission neutrons. Quantita-

tive measurement* of the various types of defects are readily accessible.

The optical and magneto-sensitive defects in this material are produced

by two ncchnnitliiR: ionlzation and elastic collisions with energetic

particles. For comparisons of defects produced by neutrons of different

energies, only the latter are Important.

EXPERIMENTAL PROCEDURES

The MgO crystals used in this study were grown froa Kanto high purity

material at ORN'. using a carbon-arc fusion method. * They were irradiated

either in the l.LL 14.8 MeV RTNS at T ^ 300 K with doses varying from 1.8 x

10ls to 5.7 x 1 0 " n/cra2, or in the fission reactor ORR at T ^ 325 K with

neutron doses <>0.1 MeV) ranging from 3.6 x 1Q15 to 1 x 10l* n/cm2. De-

fect concentrations produced by the two neutron sources were determined

by measuring intensities of optical absorption bands using a Cary 14R

recording spectrophotoweter.

RESULTS AND DISCUSSION

The optical absorption spectra of crystals irradiated with neutrons

from the RTNS closely resembled those irradiated in fisaion reactors. The

spectra at 5 and 295 K of a crystal irradiated with 14.8 MeV neutrons to

a dose of 5.7 x 1017n/cm2 are illustrated in Fig. 1. The principal bands

occur at 4.95, 3.5, 2.2, and 1.3 eV, corresponding to 250, 355, 574 and

975 nm respectively. The most intense band, that appearing at 4.95 eV, is

regarded as arising from isolated anion vacancies, since both the one-

electron and two-electron anion vacancies (F and F centers respectively)
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absorb at approximately this energy. ' ' The broad bands at 3.5 and

1.3 eV have been attributed in previous studies to optical transitions

within the same defect by virtue of their intensities being proportional
7 8

to one another during irradiation and annealing. ' At low tempera-

tures, they are attended by zero-phonon lines at 3.430 and 1.187 eV

respectively. Evidence based on symmetry, dependence of formation on

the energy of irradiating electrons, and statistical distributions of

isolated anion vacancies supports the argument that the defect in

question is an anion divacancy. Hence the intensity of the band at

3.5 eV provides a measure of the concentration of anion divacancies.

The defect responsible for the 2.2 eV band has not been identified but
q

is probably some form of divacancy or trivacancy.

The concentration and absorption coefficient of the anion vacancy

band at 4.95 eV is plotted in Fig. 2 as a function of neutron dose.

The conversion of absorption coefficient to the corresponding concen-

tration is given by Smakula's formula11 Nf - 0.87 x 1017 n(n2 + 2)" 2 W a

where N is the concentration of the defect in cm"3, f the oscillator

strength, n the index of refraction, and W and a are the half-width and

absorption coefficient of the 4.95 eV band respectively. For both the F

and F centers in MgO, N % 5 x 1015 a. The dose plotted for samples

irradiated in the ORR is for neutrons with energies > 0.1 MeV, a reason-

able cut-off point for radiation damage applications. In the past, it

has been customary to present neutron exposures in terms of those

neutrons with energies greater than 1.0 MeV (e.g. ref. 12). In fact,

there ati large numbers of neutrons in a reactor like the ORR with lower
13

energies and these can contribute significantly to the damage observed.

The fast neutron spectrum in the ORR is similar to that in the HFIR;

assuming these spectra to be identical, the choice of 0.1 MeV as a cut-
14

off approximately doubles the stated doses over the older values.

Recent calculations show that less than one percent of the damage pro-

duced in Al results from lower energy neutrons and the situation in MgO

is believed to be similar.



11-495

400

y 300

8 200

I 100
o
IS

WAVELENGTH (nm)
250 300 400 500

•295K
-5K

1000

3.430

5 4 3 2
PHOTON ENERGY (eV)

40

' 1 3 0 c
, u.

u
1.187 g

{ ' ; 2 0 z
• o

,10

a

Fig. 1. Optical absorption spectra at 5 and 295 K of an MgO crystal

irradiated with 14.8 MeV neutrons to a dose of 5.7 x 10 1 7
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the RTNS and ORR as a function of dose.
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ii* two curves i;i Fig. 2 are essentially parallel. At a given low

dose, the anion-vacancy concentration for the 14.8 MeV irradiations was

about twice that for the OKR irradiations. At high doses, saturation

becomes significant and the ratio of ch« concentrations diminishes- For

the higher order defects, such as the. anion divacancy and the defect

responsible for the 2.2 eV band, a similar behavior was noted. At a

given dose below I x 10"' n/citr, irradiations in the RTNS result in

larger absorption coefficients for the 3.5 and 2.2 eV band than those

obtained in the OKR irradiations, providing support that higher energy

neutrons are more efficient in producing higher order defects than lower

energy neutrons.

It is interesting to compare the experimentally determined ratio of

damage iai.es between the two neutron sources with the theoretical ex-

pectations based on calculations of the damage energy. Although no

calculations are available for MgO, those on the nearby element A?.

should be applicable. Using the spectrum of the similarly constituted
1** 13 15

KFIR ~ to represent that in the ORR, two different calculations *

both give the ratio 1.94 between the damage rate in a 14.8 MeV D-T neutron

spectrum and that in the fission device. The prediction is in good accord

with the experiment.

In summary, the experiments show that point defect damage produced

in MgO is vary similar in character to that produced by fission reactor

neutrons and that it agrees quantitatively with the predictions of damage

energy calculations.
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ABSTRACT

Two ceramics under consideration for use in fusion
reactors, AlsOa and YaO3, were irradiated in the EBR-H fis-
sion reactor at 650, 875, and 1025K to fluences between
2 and 6 x 10s1 n/cmE (E>0.1 MeV). Samples evaluated in-
clude sapphire. Lucalox, alumina, VaO3, and YaO3-10%
ZrQs (Yttralox). All A1£O3 specimens swelled significantly
(1 to 3%), with most of the growth observed in sapphire a-
long the c-axis at the higher temperatures. AlaO3 samples
irradiated at 875 and 1025K contained a high density of
small aligned "pores". Irradiated \SO3-based ceramics
exhibited dimensional stability and a defect content con-
sisting primarily of unresolved damage and/or dislocation
loops. The behavior of these ceramics under irradiation
is discussed, and the relevance of fission neutron damage
studies to fusion reactor applications is considered.

INTRODUCTION

Electrical insulators are called for in all fusion reactor concepts.

The theta-pinch reactor will require an insulating liner on the first wall,

to hold off voltages generated during the implosion heating stage of the

D-T burn. The mirror reactor will need electrical insulators in the in-

jector and direct conversion systems. The Tokamak machine will also

'!Work performed under the auspices of USERDA.
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need ir.jeiior insulators, may use a low-Z ceramic first wall to reduce

problems of plasma contamination, and may require an insulating ring

in the torus to break its electrical continuity. Additionally, the above

reactors will need magnetic coil insulators and possibly insulating ma-

terial in the neutron blanket to reduce power losses from eddy current

and MUD effects. Conceptual designs for laser fusion reactors are not

yet fully developed, so that materials needs in these machines have not

been identified in detail. However, sued reactors may require trans-

parent ceramic laser windows, and will probably need insulators in the

power conversion system.

A major problem for fusion reactor insulators will be neutron

radiation damage. Such irradiation will cause atomic displacements,

and these can aggregate to cause swelling, reduce mechanical strength

and thermal conductivity, and degrade dielectric breakdown strength.

In the theta-pinch reactor, the first-wall liner will be irradiated by
15 2 1

pulsed fusion neutrons of average flux —10 n/cm sec. In other

reactor applications the flux will be of similar or lesser magnitude, and

pulsed or steady state, depending on location of the insulator and mode

of reactor operation.

At present there are no sources of intense 14 MeV neutrons

available for irradiation studies; thus other sources of damaging partic-

les must be used. This paper reports the results of elevated-temperature

irradiations of Al O and Y O -based ceramics in the EBR-II fission

reactor.*

EXPERIMENTAL PROCEDURE AND RESULTS

Samples Tested

Irradiation samples were in the form of hollow cylinders 1. 2 cm

#These irradiations were performed as part of the LASL Thermionic
Reactor Project; preliminary results are described in reference 2.
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long, 1. 5 cm in dia. , and 0. 05 or 0.09 cm in wall thickness. Four forms

of Al O were evaluated: single-crystal sapphire furnished by Thermo

Electron Corporation (TECO), poly crystalline Lucalox from General

Electric Co. (GE), and polycrystalline AD-999b and AD-999x from Coors

Porcelain Co. Three polycrystalline Y O -based ceramics were studied:

Y O, specimens produced at our laboratory from Lindsey Co. and Molyb-

denum Corp. of America (IVloly. Corp.) powder lots, and Yttralox (Y O

containing ~1O% ZrO o , a densifying agent) made by GE. Characteristics

of the samples are given in Table 1.

Irradiation Conditions

Samples were irradiated in capsules which contained heat pipes

to maintain isothermal conditions. Test temperatures were 650, 875,

and 1025K (±20K). The capsules were irradiated in position 7C1 of the

EBR-II fission reactor for a total of 6331 MW-days (~100 days under

power). Because sample location varied with respect to the reactor
21 2

core, neutron fluences ranged from 2 to 6 x 10 n/cm (E >0 .1 MeV).

In the ceramics tested such fluences induce damage levels on the order

of 3 DPA. * Fluences were determined by monitoring induced activity
54 54

from the Fe (n, p) Mn reaction. Dosimetry techniques and spectral
A

data are described elsewhere. *
Evaluation of Samples

Irradiated samples were evaluated for swelling and defect content.

Dimensional changes were determined using standard measuring techni-

ques. Volumetric changes as small as 0. 2% could be reliably detected.

It was found that all A1_O3 samples swelled significantly (1 to 3%), with

those irradiated at the higher two temperatures generally showing greater

growth (Figs. 1 and 2). As irradiation temperature increased, swelling

*Displacements per atom.
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Table 1. Characteristics of Test Ceramics

Grain Major fe of Theoretical
Material Size, iim Impurities, wl. ppm Density

A1SO3

(Sapphire)'

(Lucalox)

A1SO3
(AVCO>

A1SO3
(AD-999b)

A1EO3

(AD-999x)

YHOa
(Moly. Corp.

(Lindsey)

20

20

YSO3- 120
10% ZrO s

(Yttralox)

1.00
10
10

2000
30

3000
3000
1000
300

1000
100
30

1000
100
30

Mo
Fe
Si

Mg
Si

Mg
Ni
Fe
K

Mg
Fe
Si

Mg
Fe
Si

30 Mg

500
300
300
200

1000
15

Yb
Er
Dy
Al

Hf
Mg

100

99.0

99.5

99.5

99.5

97.5

93

>99

C-axis parallel to axis of cylindrical sample.

Typical analysis.
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Fig. 1. Volumetric Swelling of A1SO3 as a Function of Neutron
Fluence at 875 and 1025K.
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Fig. 2. Volumetric Swelling of A1EO3 as a Function of Neutron
Fluence at 650K. Data from Fig. 1 are Shown for Comparison.
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of sapphire was increasingly concentrated in the c-direction (Fig. 3).

Similar results for Al O, have been reported by Wilks et al. and by
6

Keilholtz et al. Y O -based samples showed little or no dimensional

change (Fig. 4). These results differ from those of Keilholtz et al. , who
21 2

found a volume increase of ~0. 2% per 10 n/cm (E >0.1 MeV) for

Yttralox irradiated at 673K and slightly less than half this amount at

1073K.6

Transmission electron microscopy (TEM) was utilized to evaluate

the defect content of fourteen irradiated samples. Irradiation conditions

and macroscopic swelling observed for TEM samples are given in Table 2.

Specimens were prep?.red by fracturing the samples and making a cellu-

lose acetate extraction replica of the fracture surface, thus removing

small flakes of ceramic. A carbon film was then evaporated onto the

cellulose acetate and the plastic dissolved, leaving the flakes on the film.

Thin edges of these flakes were transparent to 100 keV electrons. This

technique eliminates the problem of introduction of radiation damage by

ion thinning, but samples tend to have a preferred orientation dictated

by cleavage properties of the ceramic being examined. Also, glide dis-

locations are sometimes introduced during fracture; however, these can

usually be distinguished from dislocation loops introduced by irradiation.

Electron diffraction patterns were regularly obtained along with photo-

micrographs of defect structures.

A1~O_ samples irradiated at 650K showed only a fine dispersion

of unresolved damage. However, those examined after irradiation at

875 and 1025K contained a high density of small "pores"- aligned in the

c-direction (Fig. 5). Attempts to tilt into an orientation which exhibited

two-dimensional alignment (i. e., a conventional pore lattice) were un-

successful. Samples irradiated at 1025K showed the larger "pores"

*The significance of the quotation marks is explained in the discussion
section.
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Table 2. Samples Examined by TEM

Material

A1SO3

(Sapphire)

A12Q3
(Lucalox)

A1,O3

(AD-999x)

YsO3

YaOa-
10% ZrO s

(Yttralox)

Irradiation
Temperature, K

650
875

1025

650
875

1025

650
875

1025

650 (Moly. Corp.)
875 (Moly. Corp.)

1025 (Lindsey)

875
1025

Neutron
Fluence, n/cm"
(E >0.1 MeV)

n

5 .6x 1 0 "
4.3 x 1 0 "
4 . 4 x 10 s 1

4 . 1 x 1 0 "
3 . 7 x 1 0 "
3.2 x 1 0 "

4. 8 x 1 0 "
4. Ox 1 0 "
4.1 x 1 0 "

6.0 x 1 0 "
5.1 x l O "
5.4 x 10 s 1

3 . 3 x 10s 1

3.9 x 1 0 "

Macroscopic
Swelling,
AV/V, %

2.2
2.0
2.1

1.5
2.3
1.4

1.7
2.1
2.4

0.2
(-0.1)a

-0.3

(0.0)a

(0.1 )a

Below level of significance.

and "pore" spacing along a given row (average of ~35A' and 70 A, respec-

tively). The defects in samples held at 875K were almost below the limit

of resolution, and therefore meaningful dimensions could not be obtained;

it is estimated that "pore" diameter and spacing were one-half to three-

fourths of the values observed for the 1025K specimens. A rough calcu-

lation of swelling for AD-999x irradiated at 1025K was made from Fig. 5,

assuming the defects to be cavities. A value of 1. 6% was obtained, * in

reasonable agreement with the measured macroscopic value of 2.4%.

* Average "pore" diameter was estimated to be —45 A and pore density,
~3 x 1017/cm3. Foil thickness was not measured, but was estimated
to be 1000 A in the area evaluated.
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Y9O3 contained unresolved damage after irradiation at 650K, a

mixture of unresolved damage and small dislocation loops at 875K, and

larger loops at 1025K (Fig. 6). The defect structure of Y O_-10% ZrO

at both 875 and 1025K was primarily a fine dispersion of unresolved

damage (Fig. 7). Small "pores" <~30A dia.) can also be seen in Fig. 7;

these were occasionally observed in both V9O_ and Y_O_-10% ZrO . but

were not common.

DISCUSSION

A1OO_ Samples

The usual interpretation of defect structures such as that shown

in Fig. 5 is that irradiation has introduced pores into the material; how-

ever, their true nature in Al_O is difficult to determine. This is why

the term "pores" has been put in quotation marks when referring to these

defects. In irradiated metals, elevated-temperature swelling is usually

the result of condensation into pores* of excess vacancies remaining in

the lattice after interstitial atoms are trapped or annihilated. In ceram-

ics, the process of pore formation is not so simple; in order that a cavity

be formed in the crystal, a near-stoichiometric ratio of cation and anion

vacancies must aggregate.

7

Hobbs and Hughes have pointed out that two other volumetric de-

fects which resemble pores can occur in irradiated compounds; these are

cation metal colloids and high-pressure anion gas bubbles. Colloids

could result from migration and agglomeration of cation interstitials and

anion vacancies, or simply from the aggregation of anion vacancies into

a volume which then contains only cations. In the latter case the colloid

might be thought of as an anion pore. High-pressure gas bubbles could

result from aggregation of anion interstitials and cation vacancies or

migration of cation vacancies into a volume, leaving only lattice anions.

*This term (without quotation marks) here includes voids (empty pores)
and bubbles (pores containing impurity gases).
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Fig. 5 "Pores" in AD 999x A18O3 after Irradiation at I025K to
4.1 x 102 1n/cm a (E n >0.1 ]\leV). 200.000x.

Fig. 6 Dislocation Loops in YSO9 after Irradiation at 1025K to
5.4 x 10 3 l n /cm s (E n >0.1 MeV). lOO.OOOx.
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Fig. 7. Unresolved Damage and Small "Pores '
ZrO2 after Irradiation at 1025K to 3. 9 x 1081 n /cm s (E,
150,OOOx.

in YaO3-10%
>0.1 MeV).
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(The latter defect is in a sense a cation pore.) A complete description

of the formation of cation or anion aggregates must account for the be-

havior of all point defects (for example, in the case of colloid formation,

anion interstitials). Models proposed by Hobbs and Hughes address these
7

problems.

It is difficult to distinguish pores, colloids, and high-pressure

gas bubbles from one another by TEM, since their imaging characteris-

tics are similar. In the case of oxygen gas bubbles, high lattice strains
7

should cause diffraction effects around each defect. Unfortunately, the

"pores" seen in Al̂ O were too small to allow examination for these ef-

fects. The question of whether the defects are colloidal aluminum par-

ticles is presently being studied at our laboratory by evaluation of the

Knight shift in nuclear magnetic resonance; results should indicate

whether metallic aluminum is present in the irradiated samples.

Measurements of the size and density of agglomerated defects in

Al O specimens yielded swelling values in reasonable agreement with

those obtained from bulk measurements, if the defects are assumed to be

pores. However, TEM measurements can be subject to considerable

error due to the often nonrepresentative nature of samples examined, and

so this is not unambiguous proof that the defects are indeed pores. Esti-

mates of swelling assuming the defects to be colloids or high-pressure

gas bubbles cannot be made until the detailed nature and behavior of both

aggregated and isolated point defects is specified. *

Pore lattices (i. e., geometric alignment of pores) have been re-

ported in several BCC and FCC metals, and have been seen in one HCP
g

metal. The present studies are apparently the first to report aligned

*Lattice dilation is another possible source of the swelling observed.
However, Roof and Ranken8 measured x-ray dilation of the single-
crystal A1SO3 studied here, and found that the observed macroscopic
swelling could not be explained by this mechanism.
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"pores" in a ceramic. Jtodels have been proposed to explain pore lat-

tices based on reduction of elastic energy, ' * presence of a pre-

existing impurity lattice, and crowdion motion along preferred crystal-
14

lographic directions. Since the validity of these theories even when

applied to simple metals is not yet known, it does not seem fruitful to

speculate at length as to their applicability to a more complex material

such as AlqCL, where the aligned defects may in fact not even be pores.

However, it is interesting to note that hexagonal crystals have a unique

lattice direction (the c-axis), that pores in A1_OQ are aligned in only one

direction (parallel to the c-axis), and that in HCP magnesium porosity is

also one-dimensional.

It has been predicted that formation of a pore lattice should re-

strict further swelling. This is consistent with present results, since

swelling increased between 650 and 875K, but not between 875 and 1025K.

A high density of random pores can also restrict swelling, by serving

as neutral sinks for both vacancies and interstitials.

Another possible explanation for the lack of further swelling at

1025K is that the peak in the swelling-vs. -temperature curve had been

exceeded at the highest temperature studied. For A1OCL, irradiation

temperatures used here are 0. 28 T , 0.38T , and 0.44 T . If the
. m m m

temperature range for swelling is the same for ceramics as that for

metals (-0. 3 to 0. 5 T ), this may explain the fact that "pores" were

only seen after irradiation at the two higher temperatures, and that

swelling was no greater at 1025K than at 875K. *
The swelling anisotropy observed in single-crystal Al O is

£ o
believed to have occurred in all AlnO samples, and to have been

2 o
*The assumption that swelling rarges for metals and ceramics are
similar may not be valid. Preliminary results with YaO3-stabilized
ZrOa indicate that swelling is at a maximum near 0. 30 T , and is
near zero at 0. 22 and 0. 36 T m , s m
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2

responsible for microcracking observed in polycrystalline Lucalox.

Elongation in the c-direction was strongly favored at 875K and 1025K,

at which temperatures "pore" alignment in this direction was seen. How-

ever, even if the defects are cavities, it does not follow that c-axis pore

alignment indicates c-axis swelling. It is the distribution of the atoms

from the pores, and not the pores themselves, that dictates swelling

direction. The swelling anisotropy observed here may be related to

possible preferential movement of interstitial crowdions along certain
14

crystallographic directions as predicted by the Foreman model of pore

lattice formation.

YOO -Based Samples

The defect content of the YO -based ceramics is consistent with

the observation that macroscopically the materials did not swell.

"Porosity" (Fig. 7) was only rarely seen, and the principal defects pre-

sent (unresolved damage and dislocation loops) were not found in high

concentrations. It thus appears that at the temperatures and fluences

studied, these ceramics are relatively resistant to permanent radiation

damage. (Temperatures of 875K and 1025K correspond to 0. 33 T and

0.38 Tm for Y2Og.)

Two possible explanations for this radiation resistance come to

mind. First, YnO~ has a defect structure, with only six of eight cube
16

corners occupied by oxygen ions in each structure cell. This struc-

ture may enhance vacancy/interstitial recombination or otherwise affect

defect behavior in such a way that excess vacancy concentrations are

avoided. Second, the interaction between point defects (vacancies and

interstitials) and sinks such as dislocations may be similar, so that pref-

erential removal of interstials from the lattice does not occur. In metals,

such interactions are solely controlled by strain fields, and interstitials

are usually more strongly attracted to sinks than are vacancies. In cera-

mics, however, an electrostatic term also contributes, so that it is
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possible to postulate equal (or stronger) interaction forces for va-

cancies.

It is clear that the addition of 10% ZrOo to Y O dramatically

alters the behavior of irradiation-induced defects, since the size of de-

fect aggregates differs greatly from that seen in unalloyed Y O (com-

pare Figs. 6 and 7). This behavior may be related to the fact that

Yttralox should contain more intrinsic defects than does Y O , since

stoichiometric defects would be expected to result when a ceramic with

a cation/anion ratio of 1:2 is added to a ceramic in which the ratio is

2:3. This observation reinforces the suggestion that a defect ceramic

may exhibit intrinsically high radiation resistance. Also, solid solu-

tions, of which Yttralox is one. often exhibit better irradiation behavior

than do their unalloyed counterparts.

Relevance of Results to Fusion Reactor Technology

Fission neutron irradiation studies of materials for fusion reac-

tor applications are useful in two ways: relative performance of candi-

date materials in a neutron environment can be evaluated, and baseline

information can be established for comparison with results obtained by

other irradiation techniques. In considering the accuracy of simulation

of a fusion reactor environment by use of fission neutrons, the following

must be considered:

total damage energy deposited

rate effects

nature of displacement damage

DPA/gas atom ratio.

The average flux in the core of a fast fission reactor is usually

roughly equal to or somewhat greater than that expected at the first wall

of a fusion reactor. In the present study, the fluence achieved in the
21

ceramics tested (which were irradiated for *«*100 days) was ~5 x 10
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2

n/cm ; this is only about 70% of that expected in 100 days' first-wall

exposure in a fusion reactor such as the Reference Theta-Pinch Reactor.

The reason for the relatively low fluence attained here is that flux is lower

in Row 7 than in the core of EBR-II. In addition, the neutron spectrum

for the samples tested is somewhat softer than that characteristic of the

core location. Considering the fact that a fusion spectrum would cause

somewhat more damage than does a core fission spectrum, the present

study represents in terms of damage induced perhaps a month's fusion

reactor exposure.

A proper damage simulation must take into account not only total

damage level, but damage rate. The EBR-II irradiations described here

were carried out under quasi-steady-state conditions, at a damage rate

roughly a third of that expected at a fusion reactor first wall. The tem-
17

perature correction for rate differences is in this case small. How-

ever, where pulsed damage is to be simulated, differences in rate ef-

fects are magnified (e. g., by an additional factor of 100 in the case of

the theta-pinch reactor, to account for a duty factor of 1% ), and tem-

perature corrections may be significant. An added complication with

pulsed damage is that one must take into account the "off" times when

no damage is being produced. To properly account for cyclic damage it

may be necessary to integrate a dose-rate correction function over that

portion of the "off" time during which damage is being removed by an-

nealing processes.

The question of the significance of differences in nature of dis-

placement damage between fission neutrons and fusion neutrons has not
1 ft

been settled. Calculations have shown that there are significant dif-

ferences in spatial characteristics of defect production for the two cases.
19

In experiments with copper, Mitchell et al. found differences in defect
content after irradiation with fission neutrons and 14 MeV neutrons.

20
Kaminsky et al. observed chunk sputtering from the latter particles,
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a phenomenon not seen with fission neutrons. However, subsequent work

by Thomas and Karling failed to detect chunk sputtering. If details of

displacement events differ significantly for fission and fusion neutrons,

point defect content of irradiated materials would also be expected to
22

differ. However, Bunch and Clinard compared the nature of optically-

active point defects in 14 MeV-neutron-irradiated sapphire with that in-
23

duced by fission neutrons. The results do not show major differences,

other than the expected higher level of damage per neutron from the form-

er particles. Further work is required to define differences in displace-

ment damage in specific materials, and to relate these to changes in

physical properties.

A major shortcoming of fission neutron studies is that impurities

from neutron-induced transmutations are generated at a much higher rate

with 14 MeV neutrons than with fission neutrons. Parkin and Goland
1R

have calculated the ratio of spectrum-average normalized damage

energy cross section to (n, a) cross-section for several neutron sources

and target metals. It was shown that the ratio is 239 times higher for

aluminum in Row 7 of EBR-II than for the same material at the first wall

of a fusion reactor. Since gaseous transmutation products can enhance

pore production, different swelling behavior in the two environments

appears likely. Pre-injection of gases into samples before fission rea-

tor irradiation may improve the simulation, but possible differences be-

tween impurities injected in this manner and those formed concurrently

with lattice damage must be assessed. If ion.bombardment techniques

which properly simulate displacement damage are developed, concurrent

injection of gaseous impurities with a second ion beam may prove to be

the best method for simulation of fusion reactor radiation damage.
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HIGH ENERGY PROTON SIMULATION OF

14-MeV NEUTRON DAMAGE IN AlaO3*

D. W. Muir

J. M. Bunch

University of California
Los Alamos Scientific Laboratory

Los Alamos. NM 87545

ABSTRACT

High-energy protons are a potentially useful tool for
simulating the radiation damage produced by 14-MeV neu-
trons in CTR materials. We describe here a comparison of
calculations and measurements of the relative damage effec-
tiveness of these two types of radiation in single-crystal
AlaO3. The experiments make use of the prominent absorp-
tion band at 206 nm as an index to lattice damage, on the
assumption that peak absorption is proportional to the con-
centration of lattice vacancies. The induced absorption is
measured for incident proton energies ranging from 5 to 15
MeV and for 14-MeV neutrons. Recoil-energy spectra are
calculated for elastic and inelastic scattering using pub-
lished angular distributions. Recoil-energy spectra also are
calculated for the secondary alpha particles and UC nuclei
produced by (p.p'a) reactions on ieO. The recoil spectra
are converted to damage-energy spectra and then integrated
to yield the damage-energy cross section at each proton
energy and for 14 Me-V neutrons. A comparison of the cal-
culations with experimental results suggests that damage
energy, at least at high energies, is a reasonable criterion
for estimating this type of radiation damage.

*Work performed under the auspices of USERDA.
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INTRODUCTION

High energy protons are a potentially useful tool for simulating

the radiation damage produced by 14-MeV neutrons in CTR materials.

Logan has described the application of this approach in niobium. We

describe here theoretical and experimental investigations of the validity

of such a simulation for a prototype low-Z refractory electrical insulator,

A1?O_. The theory attempts to estimate pka spectra and damage energy

cross sections using existing collision cross section data, and the experi-

ments attempt to assess the quality of the simulation in terms of an

easily accessible parameter, the optical absorption induced in damaged

material.

EXPERIMENTS

The damage produced in the A1_O lattice was assumed propor-

tional to the height of the prominent optical absorption band at 6. 02 eV

(203 nm). Although the specific defect responsible for this absorption

has not been identified, it seems plausible by analogy with similar ma-
2

terials that it is a primary damage center produced by lattice collisions.

Consequently, the concentration of such defects (and the associated

optical absorption density) should be related to the deposited "damage

energy" as usually defined. Since the oscillator strength for the optical

transition, which would facilitate calculation of absolute defect concen-

trations, is not known, the experimentally measured absorption coeffi-

cients for various proton energies, normalized for proton fluence, are

compared directly with the same quantity for 14-MeV neutron irradiated

material.

All the samples were of Linde uv grade sapphire* with c axis

perpendicular to the surface. One set of 1-cm square by 0.1 cm thick

*Uv-grade sapphire window material, «99. 999% pure, c axis perpen-
dicular to bombarded surface, obtained from Crystal Products Div.,
Union Carbide Corp., San Diego, CA.
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samples were irradiated at room temperature at the LLL rotating
17 2

target intense neutron source. *^ Pluences of the order of 10 n/cm

were delivered intermittently during normal 8 hour shifts for a total

exposure time of about 40 hours. The flux variation across the

samples (~ ±30% across 1 cm) was roughly mapped by cutting the

dosimetry foil into quarters and counting the pieces separately; the

results agreed within experimental error with variations in optical

density obtained by a similar mapping with an aperture in the Beckman

DK-1 spectrophotometer, having roughly the same spatial resolution

as that of the foil dosimeter technique. The measured optical density

thus represents an average across the smallest usable aperture, and

the corresponding neutron flux an average over the corresponding

section of sample.

Another set of 1-cm square .samples was mechanically ground

and polished to thicknesses ranging from .01 to .02 cm, thin enough

for protons of energies from 5 to 15 MeV to pass through without ex-

cessive energy loss. An analyzed beam from the LASL tandem Van

de Graaff accelerator was defocussed to give a roughly Gaussian

spread ~ 2 cm across. The central portion of, the beam was selected
o

by an aperature of area 1 cm and passed into a Faraday cup in which
was mounted the sample, attached to a copper heat sink with vacuum

grease. A fluorescent quartz plate visible from outside the chamber

could be rotated in place of the sample holder, .as an aid to aiming and

focussing the beam. Although no attempt was made to map precisely

the beam current distribution, variations in optical density across the

samples were comparable to those seen in the 14-MeV neutron irradi-

ated samples. Thus the proton data also represent averages.

*ICT, Lawrence Livermore Laboratory.



11-520

The proton beam currents were chosen to give estimated dpa

rates equal as nearly as possible to those obtained with the 14-MeV

neutrons, in order to avoid confusion from possible rate effects.

Because of practical limitations on access to the accelerator, actual

proton dpa rates were somewhat larger than (as much as 3 times) the

neutron ra tes . With this criterion proton beam currents were of the

order of 0.1 /nA/cm^; the current tended to fluctuate during a run by

±50% or so. Proton fluences were measured with an integrating

Coulombmeter.

The data are summarized in Table I,which gives the peak opti-

cal absorption coefficients in the 6. 02 eV band for various sources,

the corresponding fluences, and the absorption normalized for fluence.

Also given are estimated proton energy losses , the implications of

which are discussed in the section describing nuclear cross section

data. The fluence data for 9 MeV are subject to considerable e r ro r ;

the Coulombmeter reading was inadvertently lost before being r e -

corded, so the recorded datum represents a guess based on estimated

average beam current.

Table 1. Optical Absorption vs. Part icle Energy

Energy
(MeV)

In

5

9

12

15

14 MeV

Out

2

6

9 .5

13

n

Fluence
(cm2)

6 .75x 10 1 5

5.6 x l O 1 6 *

2.1 x 101 6

2.1 x l O 1 6

1 x 101 7

Optical Aba. Coeff.
(cm )

24

55.8

37

30.5

124**

Ratio of Abs.
to Fluence

3.6

1.0

1.8

1.5

1.24

X10"15

X10"15

x 10-15

x 10-15

x 10-15

* Estimated
**This may have underestimated by ~30% because of spectrophotometer

stray light.
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Other data potentially useful for qualitative comparison of

neutron and proton damage include (1) the details of the optical absorp-

tion spectrum, and (2) the thermal annealing spectrum. Absorption

spectra from 14-MeV neutron, 15-MeV proton, and 5-MeV proton

irradiated samples are shown in Pig. 1. The spectra are all similar

to those reported by Levy* for fission neutron irradiated Al-O,. He

analyzed his spectra in terms of superimposed Gaussian peaks. Al-

though we have not subjected our data to the same kind of detailed

analysis, it appears that our spectra have peaks at the same wave-

lengths as he reported. The differences in spectral shape can

apparently be described in terms of differences in relative peak

heights.

Isochronal step annealing data for samples heated in air are

shown in Fig. 2. Again, the results appear generally similar to

Levy's for fission neutrons, with the absorption spectrum returning

essentially to that of an unirradiated sample after the sample reaches

~ 600°C. However, there are small differences, which will be dis-

cussed later.

THEORY

It seems plausible that a high-energy proton should "look like"

a neutron in its nuclear interactions, in terms of having similar

reaction cross sections and producing a similar pka spectrum. We

attempt here to determine how the accuracy of this statement depends

on projectile energy, if indeed it is true for any energy. Given the

nuclear cross sections, the pka spectrum can be calculated using

simple kinematic considerations. Although a considerable body of
27 16

data exists for protons of various energies incident on Al and O

targets, extensive smoothing and interpolation were necessary to get

the data into useful form, as discussed.
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1.

1

Photon

Fig. 1. Optical Absorption of Sapphire Irradiated and Measured
at Room Temperature.

Tfe-1

T«mp«ratiK« (K)

Fig. 2. Isochronal Annealing Curves for the Three Principal
Absorption Peaks of Fig. 1.
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Since the A1_OQ samples were thick enough to produce Signifi-es O

cant energy loss (2-3 MeV), calculations of the recoil spectra re-

quire estimates of nuclear cross sections over the entire proton

energy range from 1. 5 to 15 MeV. Both the energy dependence of

the cross sections and the angle/energy distribution of the reaction
•I g O»7

products have been reviewed for oxygen ( O) and aluminum ( Al)

target nuclei. The choice of nuclear cross section data for these

nuclei is somewhat more complicated than it is for heavier nuclei

(such as the structural metals). For example, the optical model,
wh:
16,

which is used extensively in Logan's analysis, is not very useful for

O, because the cross sections fluctuate strongly with variations

in the incident proton energy. In order to reproduce these fluctuations,

one must evaluate the optical-model parameters at a large number of

proton energies. Further, the optical m odel does not allow one to directly

predict the partitioning of the total reaction cross section into the

various possible nonelastic reactions. Thus, in the case of oxygen,

we have chosen to obtain the needed cross section data directly

from the available measurements. For aluminum, we have made

some use of optical-model calculations.

For energies below 5 MeV, we have adopted the oxygen
g

elastic scattering cross section measured by Harris .gt jd. Above
5 MeV, we have used the very extensive measurements of the oxygen

8

1
elastic scattering cross section by Kobayashi. For inelastic

scattering below 10 MeV, we have used the data of Dangle jjt al,
7 9

while at higher energies the data of Kobayashi and that of Daehnick
16 1 ^

are employed. For the reaction O(p, a) N, we have used the data

of Dangle £t al up to 10 MeV and the data of Whitehead and Foster

at higher energies. Fi lally, the data for the reaction O(p, p'a) C

is based on the measurement of Chapman and MacLeod at 13 MeV.

The energy dependence of the exitation function is assumed to be the
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same as that for the analogous reaction O(n,n'a)1^C, as evaluated
12

by Young. For all nonelastic reactions examined the angular dis-

tributions are found to be roughly isotropic in the center of mass

system (i.e., to within a factor of two or so). For the sake of simpli-

city then, we have assumed complete isotropy for these reactions in

all calculations presented here.
The aluminum elastic scattering data used in this study are

13-19

.taken from a wide variety of sources. For the aluminum non-

elastic reactions, we have taken a somewhat different approach than

that taken for oxygen. This change of method results from the rela-

tively larger number of reactions which are possible for aluminum at

any given proton energy. Evaluating each reaction separately might

have led to missing a significant fraction of the total nonelastic
20

cross section. Instead, we have used a direct measurement of the

total nonelastic cross section at 10 MeV to normalize a theoretical

curve based on the optical model. With regard to the kinematics,

we observe that the most important reactions have a small nuclear

energy release, or Q-value. For example Q(p, a) is + 1. 60 MeV,

Q(p.p') is -0.84 to -3.00 MeV for the dominant22 levels, andQ(p,n)

is - 5. 59 MeV. Further, the majority of the reactions result in the

emission of either a proton or a neutron. To a good approximation,

then, the kinematics of these reactions is the same as elastic

scattering. As in the case of oxygen, the angular distributions for

the nonelastic reactions are approximated as isotropic.

The damage energy cross section, <crE>D, is the quantity of

primary interest for quantitative comparison with experiment. It is

defined (and calculated) as follows:

Emax

JE2"cffi~ d E2 ( 1 )

Ed 2
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where

E , is

tice (or some other lower limit);

E , is the threshold energy for atom displacement from the lat-

E™.,,, is the maximum possible value of Eo;

E2 is the energy of the scattered target atom;

"7? is the ion recoil spectrum; and
2 23

7j(E ) is the "Lindhard efficiency factor" which accounts for
the partition of energy in the cascade between collisions

and iomzation.

Table 2 uses calculated values for <cE>D for both atomic

species, using the experimental scattering data discussed earlier, down

to scattered energies where the scattering can be described as pure

Rutherford and then a theoretically derived Rutherford cross section

down to the lower limit. The latter was taken to be 300 V, rather

than a somewhat lower figure (say 30 V) appropriate for atomic dis-

placements, on the grounds that the scattering is "screened" and

consequently decreases rapidly with energy below approximately this

limit. The value for <CTE> for 6 MeV incident protons is consider-

ably in error, because the energy of the incident proton, and

Table 2. Proton Damage Effectiveness Relative to 14-MeV Neutrons

Proton Ratio, Ratio,
Energy Experiment Theory

5 2.0 4. 17

9 0.8* 2. 38

12 1.4 1.78

15 1.2 1.33

^Subject to large error, as discussed above.
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consequently the damage rate, is changing rapidly as the proton slows

down. The qualitative conclusions (see "discussion" below) are not

altered by the approximations used in deriving the average value given.

It is worth noting here that the contribution to <CTE>Q of the

"non Rutherford" scattering is relatively negligible for 5 MeV" incident

protons, but comprises about half the total for 15 MeV. The contri-

bution of the various nuclear reactions to the pka spectra for 15 MeV

protons are shown in Fig. 3.

A composite <<yE>n was calculated for the Al-O^ lattice by

multiplying the values for the respective species by their atomic

fractions. The damage produced in the 14-MeV neutron irradiation
23

was calculated by D. M. Parkin, using the computer program DON.
The neutron interaction data used in this calculation were taken from

16 27
the ENDF/B evaluations for O (Ref. 24) and Al (Ref. 25). This

program computes the pka spectrum and then converts it to a damage-

energy cross section using the "Lindhard efficiency factor" discussed

above.

The experimental ratio of the values of <<rE>r> for various proton

energies to that for 14-MeV" neutrons is also given in Table 2.
DISCUSSION

The comparative damage effectiveness of 15 MeV protons and

14 IVIeV neutrons is close to 1 both experimentally and theoretically,

whereas the agreement is less good at lower energies. The agree-

ment at 15 MeV must be regarded as partially fortuitous, since

both numbers were subject to errors estimated to be as large as the

observed difference. Also, the thermal annealing spectra and optical

absorption spectra as compared with those for 14 MeV neutrons

(Figs. 1 and 2} are more similar for protons of 15 MeV than 5 MeV.

These effects can be explained qualitatively by observing that the pka
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IQO
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|

UJ

k l

O

0.1

0.0)

H«FROM(p,a)
l2CFR0M(p,p'o)

FROM INELASTIC

4He FROMlp.p'erK^

FROM (p,a)

• • I i . i i .

0.01 O.I
Eion ( M e V )

1.0 10.0

Fig. 3. Recoil Energy Spectra of Various Species due to 15-MeV
Proton Reactions on 16Q.
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spectrum becomes "harder" for the higher incident proton energies.

For example, a considerable improvement in the agreement between

theory and experiment is obtained if one assumes that primary knock-

ons with energy less than 10 keV produce no permanent damage.

The evidence suggests that 15-MeV protons provide a "good"

simulation of the damage produced by 14-MeV neutrons, in this

material, for the low damage levels investigated.

The main obstacle to the practical use of the technique for

materials studies is the low intensity of available proton beams. Al-

though damage rates better than with existing 14-MeV neutron sources

are easily available, rates high enough for accelerated material test-

ing at rates 10 times those predicted for reactors (especially for

pulsed machines with 1% duty cycle) are not. Even if higher proton

fluxes were easily available, heat disposal would present problems,

since electronic losses are about 1000 times collisional losses.
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ABSTRACT

The Los Alamos Reference Theta Pinch Reactor (RTPR) re-
quires on the first wall an electrical insulator which will
withstand transient high voltage at high temperature 10 sec
after severe neutron and ionizing irradiation. Few measure-
ments of electrical parameters for heavily disordered refrac-
tory insulators have been reported; we estimate whether break-
down strength or conductivity will be degraded by the irradia-
tion. The approach treats separately short-term ionization
effects (free and trapped electrons and holes) and long-term
gross damage effects (transmutation products and various lat-
tice defects). The following processes could produce unaccep-
table conduction across the first wall insulator: (a) delayed
electronic conductivity 10 sec after the prompt ionization by
bremsstrah lung; (b) prompt electronic conductivity from delayed
ionization; (c) electronic breakdown; (d) electronic or ionic
conductivity due to thermal motion in the disordered material,
possibly leading to thermal breakdown. U'orst-case calculations
based on lower limits to recombination coefficients limit pro-
cess (a) t o o « 5 x 10~1L| mho/cm. Pat a on i on i sat ion-induced
conductivity in insulators predict for process (b) a << 10~8

mho/cm. Electronic breakdown generally occurs at fields well
above the 105 V/cm required for UTPU. Thermal breakdown is
negligible due to the short voltage pulse. Ionic and elec-
tronic conduction must be studied theoretically and experi-
mentally in the type of highly disordered materials that
result from neutron irradiation of the first wall.

INTRODUCTION

Insulators for fusion reactors must tolerate considerable abuse.

Among the most severe requirements are those imposed on the first-wall

insulator of tlieta pinch reactors. The types of problems resulting from

the imposition of severe ionization, thermal, and electrical stresses on

such an insulator can be illustrated by using the specific example of

11-531
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the first-wall insulator in the Reference Theta Pinch Reactor (RTPR).

Since it is practically impossible to simulate realistically the insu-

lator environment without first building the RTPR, it is particularly

important to illustrate the extent to which knowledge from other re-

search can be used to define and simplify the problem.

In the reference design of the RTPR , a 0.03-cm insulator must with-

stand 10 V/cm during a 10 sec imposion-heating pulse. Soon there-

after, it is exposed to an ionizing dose of ̂ 7 x 10 rad at a dose rate
D

of 7 x 10 rad/sec during the 0.1-sec thermonuclear burn. It is also

subjected to 9 x 10 fast neutrons/cm at the same time. During the

exposure, it also undergoes a temperature excursion from vlOOO to <vl300°K.

It does not have to retain any insulating properties during this expo-

sure. However, 10 sec later, it must withstand the electrical stress of

the implosion-heating pulse again. At that time, the residual ionization
4

dose rate is probably down to ̂ 2 x 10 rad/sec.

A very important factor in the insulator's response is the degree to

which its original structure may be rearranged by displacements and trans-

mutations produced by the neutron exposure and radiolysis produced by the

ionizing dose. The obvious effects on the structural integrity of the

insulator will not be discussed in this paper. Instead, we will have to

deal with the implications of this disorder for the important electrical

properties.

Acceptable limits to the electrical conductivity of the RTPR insu-

lator during impolsion-heating can be derived from various criteria.

Since the thermal load on the insulator is already considerable, it would

be desirable for the extra heating due to joule heating in the insulator

to represent only a small increment. A 0.03-cm-thick layer of conductiv-

ity, a, exposed to 10 V/cm for 10~ sec undergoes energy deposition of

W = 10 o J/cm . This corresponds to a 1% increment on the radiation and

thermal load for o = 10" mho/cm. A slightly more severe criterion is

that a negligible fraction of the electrical energy delivered to the im-

plosion coil be consumed in the insulator. A value of a £ 10~ mho/cm

appears satisfactory. Actually, it appears possible to assure a much

smaller value, say a $ 10~ mho/cm, as long as certain conditions are

met in the disordered insulator.
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We consider the following six mechanisms by which insulator conduc-

tance could be excessive:

1. Ionization-induced conductivity due to the delayed ioniz-

ing dose rate.

2. Delayed conductivity due to thermal release of carriers

(electrons and/or holes) 10 sec after the intense ioni-

zation pulse.

3. F.nhanced electronic conductivity resulting from the high

state of lattice disorder.

4. Enhanced ionic conductivity resulting from the high state

of the lattice disorder.

5. Electrical breakdown by an electronic mechanism.

6. Electrical breakdown by a thermal mechanism.

It is important to appreciate the degree of lattice disorder that

results from the neutron exposure alone. If the insulator were AJI2O3,

each pulse would produce ^5 x 10 displaced atoms/cm , ̂ 3 x 10 He

atoms/cm , ̂ 2 x 10 H atoms/cm , and 14 x 10 other transmutations/

cm3. Integrated over a year's operation at 0.1 pulse/sec, the impurities

amount to a few parts per thousand, and the displacements amount to each

atom being displaced on the average ̂ 30 times. Of course, operation at

a temperature near 1000°K will ensure sufficient atomic diffusion that

a considerable amount of annealing, including recrystallization, can

take place. On the other hand, this same diffusion can lead to gas bub-

ble formation which is very deleterious to both mechanical and electrical

properties of the insulator.

• We will now discuss in order each of the foregoing mechanisms, apply-

ing the knowledge that exists in an attempt to scale across the gaps that

separate existing data from the RTPR insulator conditions.

IONIZATION-INDUCED CONDUCTIVITY DURING DELAYED IONIZATION

The immediate effect of exposure of an insulator to ionization radi-

ation is the generation of electron-hole pairs at a rate proportional to

the dose rate. A portion of the carrier pairs may undergo geminate re-

combination. The remainder, while they are free, contribute to the con-

ductivity by an amount Aa, where
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Ao = eQ (nwn + pMp) ,

where n and p are the electron and hole densities and p and \t their

respective mobilities. Immobilization of these carriers can occur by a

number of mechanisms, including:

1. Electron-hole recombination,

2. Trapping at defect sites,

3. Escape from the surface (e.g., into an electrode).

In practical insulators, the second process is the dominant effect. In

this case, the electron and hole densities during irradiation at a dose

rate y, which generates K free electron hole pairs per unit dose, are

n = \ * *tn/vn P = KY Y *tp/vp .

where v and v are the thermal velocities, and A and X are the mean

free paths before trapping for electrons and holes, respectively. It is

important to note that A and A may be functions of the accumulated

radiation exposure. For example, A will tend to increase as defects

serving as electron traps become occupied with electrons, and will tend

to decrease as hole traps become occupied with holes, thereby becoming

available for electron trapping (the second step in trap-assisted recom-

bination). Therefore, during irradiation,

Using the relationship

en A0 s

where m* is the effective mass and A is the mean free path before scat-

tering, and also

j m* v2 = kQT ,

we derive
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We can place a reasonable upper lim.it on this conductivity. At room
-1

temperature, (e^/k^T) = 40 V . If we assume no geminate recombination

and that M 3 eV is required per electron-hole pair in material of den-

sity 2 g/cm , then K = 10 3 cnf^-rad" . At room temperature, phonon-

induced scattering alone produces A = 7 x 10 cm. If we assume a very
s * ,- -

pure insulator with a trap density of 10 cm" and a trap cross section
-15 2 -13

of 10 cm, A = 0.1 cm. In this case, K = 6 x 10 mho-sec/rad-cm.

As expected by this formulation, insulators exhibit an ionization-

induced conductivity proportional to dose rate . The magnitude of the

proportionality constant, K , decreases with increasing disorder in the

insulator, as shown in Table 1, and K can change to either smaller or
3 4

higher values with accumulated dose ' .

We can establish another upper limit on the ionization-induced con-

ductivity by assuming that the rate of carrier removal is at least as

fast as the electron-hole recombination rate. In this limit,

where a is the electron-hole recombination coefficient. A reasonable

estimate for a is deduced by the Debye relationship

e0
a =V — ,

where e is the dielectric constant (assumed to be t.5 x 10 . F/cm) .

This effectively establishes the recombination rate by assigning each

oppositely charged pair a capture radius at which the attractive poten-

tial equals k_T.

In the RTPR application, high-temperature operation will decrease

the term (e_/kflT) by a factor of 3, will decrease A^ by enhancing phonon

scattering, and will probably increase A slightly by promptly depopulat-

ing shallow traps by thermal excitation. We can then derive estimates of
4

the conductivity at y = 2 x" 10 rad/sec from various arguments:

1. From an upper limit based on electron-hole recombination

only:

o « 10" mho/cm .
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2. From an upper limit based on pure insulators estimates

of X and \ :
t S

— ft
a « 10 mho/cm .

3. From the largest K observed in pure organic insulating

crystals:

o « 10" mho/cm .

4. From K typical of disordered materials,

-12
a 6 10 mho/cm .

For the RTPR application, even the first limit is satisfactory.

For other applications, some of the other arguments may have to be

applied. When none of these suffices, it may be necessary to measure

K on a highly disordered sample of the insulator material.

This argument does not apply to the contribution to the conductance

of any gas bubbles in the insulator. Since the gas in the bubbles is

likely to be a non-attaching species such as He, the electron and ion

mean free path at low dose rates can be very long, leading to a high

ionization-induced conductivity. In the case of He at a pressure of P

atmospheres at temperature T°K, we can place an upper limit on the cur-

rent, I amps, through a bubble of area A cm , and thickness a in cm, by

assuming that all electrons and ions generated within the volume move

to the walls:

I = 10"8 j y

For the RTPR application, if the entire insulator thickness of 0.03

cm were helium gas at 10 attn pressure and 1000°K, the apparent conduc-

tivity at E = 10 V/cm would be-

o = J/E = 3 x 10'17 y .

This is also negligible.
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DELAYED CONDUCTIVITY DUE TO THERMAL RELEASE OF CARRIERS

After the end of the exposure of an insulator to an ionization pulse,

the insulator frequently exhibits a delayed conductivity. Its magnitude

is much less than the conductivity during the pulse, but it may persist

for a time varying with the insulator from fractions of a microsecond to

many hours. Studies of relatively pure crystals, such as MgO, have con-

cluded that the delayed conductivity is due to the thermal release of car-
4 5

riers from traps '" . In this case, each component of the delayed conduc-

tivity (associated with a particular trap ionization energy E:) depends

approximately exponentially on time with a lifetime T that varies with

temperature, as
a = exp(-E./k0T) .

in MgO, such a dependence is observed5 for a 1.2-eV trap extending

over a factor of 10 in T.

In irregular insulators, such as polymers, fitting delayed conduc-

tivity to exponential decays usually results in a spectrum of lifetimes.

These do not obviously have an exponential dependence on 1/T, but such a

dependence can be masked by the multitude of trap levels. Attempts to

fit the decays to a hyperbolic dependence on time are also unsuccessful,

because the fit works only over a limited range in conductivity . Very

recently, the roughly logarithmic dependence on time of the conductance

across SiO. films grown thermally on silicon has been interpreted by

attributing to the holes a very low mobility resulting from hopping with

a range of jump distances. (Continuous-time random walk with electric

field and planar boundaries';. CRTW model.)

Using a trap model with thermal excitation, we can again establish

an upper limit on the ionization-induced conductivity at late times (e.g.,

10 sec for RTPR). Assume that there exist N trap levels with ionization

energy E. and electron capture coefficient a.. If the electron density

is n, the rate of capture of electrons is a n N (l-f_), where f, is the

fraction of the traps occupied by electrons. Detailed balance arguments

also predict that the rate of thermal excitation from the trap level is
at nl ^t % " w n e r e ni ^s t n e density of carriers in the conduction band
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when the equilibrium Fermi level is at the trap (e.g., fj = 1.2). With

only this trap level, the electrons will continuously be thermally excited

and retrapped and the delayed conductivity will be constant at a value

determined by the initial dose and the trap ionization energy. This con-

ductivity could be very large and very persistent. However, there exists

at least one inescapable means whereby electrons are removed permanently

from this cycle: recombination with the holes that were formed with the

electrons during the ionization pulse. Whether these holes remain free

to move or are trapped, the condition for net charge neutrality is that

their density equals the density of free plus trapped electrons. Assuming

the rate of recombination is slow compared to the rate of electron trap-

ping, we can write the equations:

ct ij N

dffTNt +

dt

O-fy
n)

" °t n l N

-o n(fT N

[ t f T

t n)

where a is the electron-hole recombination coefficient. The solution to

these equations approaches, for late times when f™ « 1,

n -> 1/a... t .

This result is independent of the trap level density or energy. Effec-

tively, if the electrons are all free, they recombine along the hyper-

bolic curve

!--*-•« t .
n nQ r

If they spend only a fraction, F, of their time out of the trap, the

recombination rate is slowed by the factor F but the density of the elec-

trons contributing to the conductivity is also only the fraction F of

the total unrecombined electron density.

Therefore, we can assert that an upper limit to the conductivity at

late times after an intense ionization pulse independent of dose and inde-

pendent of trap spectrum is:

Aa < e p/c*r t = e/t .
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For the RTPR first-wall insulator, t = 10 sec and we find Aa < 5 x
-14

10 mho/cm. This is clearly negligible.

The CTRIV model' is more difficult to evaluate. Assuming that perma-

nent trapping is ?iot important, we have to compare the diffusion of car-

riers during a 10-sec waiting period with the possible drift during a

10"7-sec period under a 10 V/cra electric field. Actually, the CTRW model

predicts an effective mobility that decreases with time. We can again

estimate an upper limit to the conductivity by assuming a constant mobility.

During the 10-sec recovery period, the ̂ 7 x 10 carriers/cm formed

during the burn can diffuse to the insulator walls. If diffusive loss is

to be small, the diffusion constant, D, should be such that

V « 0.03 cm

or

-4 2
D « 10 cm /sec .

The Einstein relationship then predicts that

M « 4 x 10 cm /V-sec .

The conductivity is then

a = eQ np « 1.6 x 10"19 (7 x 1020) 4 x 10"3 « 0.4 mlio/cm .

This limit is too large to be acceptable.

If diffusion is significant, the average density in the 0.03-cm layer

after 10 sec will be

n = nQ exp[-DT/(0.03)
2] .

The conductivity is then

G

° ~ kf D n0 cxP[-^/(0.03)2] .

This has a maximum value at t = 10 sec of

a < 0.02 mho/cm ,

which occurs at D = 10 cm /sec. It is still too large.
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The only recourse is to put a lower limit on the density of deep traps

(too deep to be thermally ionized during the 10" -sec pulse), required to

ensure that the conductivity is unacceptable. Assuming a conductivity of

10" mho/cm is acceptable and the worst-case D = 10 cm /sec, the free

carrier density must be reduced by a factor of 2000 by trapping during a

10-sec period. Observing that D = 10~ cnf/sec implies an average jump

frequency of 10 sec , we find that the untrapped carrier density will

decrease by 8 e-foldings at a fractional deep-trap density of

!« = S „ -11

a 10 sec i x 10 sec

where Ndt is the trap density and Na is the total density of atoms. It is

very unlikely that any pure insulator crystal exists with such a low deep-

trap concentration, let alone a disordered one.

ELECTRONIC CONDUCTIVITY IN DISORDERED LATTICE

The electronic conductivity in non-crystalline materials has been
Q

described in recent literature . The traditional theory of electronic

conductivity in crystals is based on the band model of solids. Since

the concept of long-range order was involved in the development of the

band model, its direct application to highly disordered materials was

questionable.

In a crystal possessing long-range order, some electronic wave func-

tions extend over many lattice sites. There are a number of such wave

functions with almost a continuum of energy levels. This is the basis

for a band of allowed energy states. There is a direct connection

between the degree of localization of the wave functions, the spread in

energy of the associated energy states, and the effective mobility of the

carriers. Localized wave functions imply a narrow band and low mobility.

In the limiting case of an electron tightly bound to one atom, it is immo-

bile and the corresponding energy level is discrete.

The model of carrier mobility undergoes a corresponding transition

from the ordered to the disordered crystal. When the wave functions have
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large extent, the mobility can be evaluated from the concept of a scat-

tering mean free path. When the wave function is more localized, it is

better described by a hopping process whereby the electron effectively

tunnels from one lattice site to another.

It is observed experimentally that irregular (e.g., amorphous} mate-

rials can have good insulating properties (e.g., polymers, dielectric

liquids), can have metallic conductivity (e.g., liquid mercury), or can

behave as semiconductors (e.g., chalcogenide glasses). It appears on

theoretical grounds that whether a material is conductive or insulating

depends on the ratio U^/J, where Un is a measure of the electrostatic

potential fluctuations from one lattice site to the next, and J is the

band width. J is alsc proportional to the overlap integral of the Ham-

iltonian multiplied by wave functions centered on adjacent lattice sites.

When the wave functions are very localized, J is small and the material

tends to be insulating.

It is apparent that the electronic conductivity in a disordered RTPR

insulator at operating temperature will depend strongly on the specific

material and its equilibrium state of disorder. On the average, the dis-

order tends to increase the interatomic spacing, which tends to decrease

J. Similarly, disorder tends to increase the potential fluctuations, U~.

Both of these changes tend to drive the material toward the insulating

state. However, these factors could easily be overcome by pseudo-chemical

changes that might produce longer-range wave functions. For example, any

changes of effective ion valence that would leave over a considerable den-

sity of metallic atoms could increase the overlap integral, J, enough to

produce metallic conduction.

The important point of this argument is that the electronic conduc-

tivity of the RTPR insulator is strongly affected by its state of dis-

order. It is necessary but not sufficient for the insulator to have

acceptable electrical properties in its undamaged state. It is very

likely that an insulator can be selected whose electronic conductivity

will not increase (will probably even decrease) as a result of radiation

disordering.
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IONIC CONDUCTIVITY IN DISORDERED LATTICE

As distinct from electronic conductivity, in which electronic charge

(negative or positive! is moved from one lattice site to another, ionic

conductivity is produced by the motion of a charged atom between lattice
q

sites . Since the atcm is massive, its wave function is always localized

and the process can be described in classical terms. Effectively, two

conditions must be satisfied for the ion to muve and contribute to the

conductivity:

1. An adjacent site must be available (i.e., occupied by a

vacancy.

2. Random thermal energy fluctuations must enable the ion

to surmount the potential barrier (if any) between the

site it occupies and the adjacent site.

As a result, in a pure crystal the ionic conductivity depends on tempera-

ture approximately as

c « exp[-(Ev * Em)/k0T]

where E is the energy to form a vacancy and E is the barrier height to

overcome for vacancy motion. In heavily irradiated material, there is

likely to be an adequate supply of vacancies due to irradiation and the

conductivity will probably depend on

a = exp[-Em/k0T] .

This situation is also observed in alkali halides with divalent cat-

ionic impurities which probably produce an equal density of cation vacan-
9

cies to maintain charge neutrality . Furthermore, since the average den-

sity of heavily irradiated material is less than for pure material due to

disorder, the activation energy for motion, E , is likely to be decreased

by the damage (at least for those vacancies that find themselves in local

strain fields due to displacement disorders).

The point of this discussion for the RTPR insulator is that relevant

studies of ionic conductivity must be performed on materials in which at

least the proper equilibrium concentration of vacancies is reproduced,

and probably also requires a simulation of the effect of the strain fields

associated with radiation-induced disorder. Experiments on ionic
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conductivity in relatively pure materials (pure from the structural view-

point) would placed only lower limits on the conductivity, and these lim-

its could be many orders of magnitude less than the magnitude experienced

under RTPR conditions.

ELECTRONIC BREAKDOWN

Electronic breakdown in an insulator is assumed to be the result of

regenerative changes in the electron (and possibly hole) distribution func-

tions, but does not require for its onset any change in the atom lattice.

Of course, the eventual result may be a permanent, thermal-induced defect

in the lattice.

Electronic breakdown requires :

1. A supply of electrons (assuming electrons are more mobile

than holes), and

2. A means whereby the motion of the electrons under an applied

electric field increases the supply of electrons.

The supply of electrons can be within the bulk of the insulator or

the cathode contuct. In either case, they can be provided by normal ther-

mal excitation (thermal equilibrium carrier concentration in bul*:, ther-

mionic emission from the cathode) or field emission (from shallow defect

levels in the band gap or from the cathode).

The most obvious means of increasing the supply of electrons is by

electron-impact ionization. When the electric field is sufficiently high,

a small fraction of the electrons can gain enough energy to be able to

produce a secondary electron-hole pair (or perhaps to ionize a defect

level). Assuming that the resulting hole or ion is immobile, one direct

consequence of the ionization is that the electric field between the hole

and the cathode is increased, and between the hole and the anode is

decreased. Therefore, the next electron is more likely to produce an

ionization event closer to the cathode. If field emission from the

cathode is the source of electrons, the emission rate will also be

increased.

The available data on the thickness dependence of electronic break-

down appears to favor the combination of field emission from the cathode

enhanced by the space charge from electron-impact ionization as the



dominant process for films of thickness between 10 " and 10" cm. Recent

data on 10" -cm films of SiCL on Si strongly support this view . It

should be noted that this mechanism implies a delay in achieving break-

down near threshold, since sufficient positive space charge is built up

to enhance the cathode field.

The possible modification of this model for porous materials must be

considered. If the electric field of 10 V/cm is impressed across a bub-

ble, it will certainly create an avalanche in the gas and deliver high-

energy electrons to the insulator wall. The bubble need only have dimen-

sions of ̂ 10" cm for the electron to gain sufficient energy in the bubble

to produce an ionization event on impact with the wall.

It is also important to note that breakdown rarely occurs uniformly

over the area of a sample. Once the conditions for an instability are

satisfied at one point on the sample, the current tends to focus on that

point.

The relevance of this discussion to the RTPU insulator is that any

porous structure of the irradiated insulator may have a significant effect

on its breakdown field. The disordered nature of the solid is likely only

to have a beneficial effect in shortening the electron mean free path in

the solid, thereby decreasing its chances of gaining sufficient euergy

from the field to cause an ionization.

There is an alternative model of electronic breakdown depending on

ng a shallow band of immobile states

materials in which such a mechanism appears.

having a shallow band of immobile states . It is important to avoid

THERMAL BREAKDOWN

Thermal breakdown is an instability in which the energy deposition

by current raises the lattice temperature, which in turn raises the

energy deposition. Again, once the onset of the instability is achieved

at one point on the surface, there may be a tendency for the current to

become filamentary.

High temperatures tend to promote thermal breakdown because the

ionic conductivity is exponentially dependent on temperature. Short

pulses make thermal breakdown less important since the temperature rise

depends on the produce of energy deposition and time.
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It is reasonably clear that the limitations discussed in the Intro-

duction (i.e., temperature rise ^3CK at operating temperatures near

1000°K) should make thermal breakdown a negligible phenomenon for the

RTPR insulator. This is a direct consequence on the short voltage pulse

and occurs in spite of the high operating temperature. This also implies

that dc or long-pulse breakdown data are irrelevant for the RTPR insu-

lator, since at these temperatures such data are dominated by thermal

breakdown.

CONCLUSIONS

The potential problems with the electrical characteristic of irra-

diated insulators in fusion reactors, such as the RTPR, can be evaluated

by using data and theories derived from a variety of disciplines includ-

ing transient ionization effects, photoconductivity, amorphous semicon-

ductors, alkali halides, etc. It appears that ionization-induced con-

ductivity will not be a problem with the RTPR first-wall insulator. As

long as the chemical species are chosen to avoid a general valence change

upon irradiation and gas bubble foraration is minimized, electronic con-

ductivity and electronic breakdown will probably be acceptable even after

irradiation disordering. Thermal breakdown is never expected to be a

problem due to the short applied voltage pulse. Ionic conductivity rep-

resents a major uncertainty. It is clear that it will be augmented by

vacancy introduction during irradiation. Relevant studies of this phe-

nomenon must address the highly disordered material resulting from the

equilibrium between radiation disordering and high-temperature annealing.
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Table 1

RADIATION-INDUCED CONDUCTIVITY IN SELECTED INSULATORS

Class Mater ia l T (°C) k = a/y
mho/cm~
rad/sec

Ref.

Crystalline
Inorganic

AH_O_ (sapphire)

MgO

SiO.,

25

25

800

25

7 x 10

5 x 10

8 x 10

2 x 10

-14

-15

-15

-16

2.4

12

Polycrystalline
Inorganic

SiO, (Suprasil)

SiO2 (std. grade)

AlljOj (Lucalox)

Glass (Corning 0211)

BaTiO, (ceramic)

25

25

25

25

25

6 x 10

2 x 10

6 x 10

1 x 10

1 x 10

-14

-16

-17

-17

-18

13

12

12

12

18

Organic
Polvjner

PTFE (Teflon)

H-film

Mylar

25

70

25

25

2 x 10

5 x 10

4 x 10

6 x 10

-18

-18

-19

-19

14-16

14

12
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