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IMPEDANCE AND BUNCH INSTABILITY WORKSHOP
Introductory Remarks

The acceptcd interpretation of the physical process limiting single beam-bunch
current in an electron storage ring is simple and straightforward. As the maximum
Iocal current along the bunch exceeds the longitudinal microwave (turbulence)
instability threshold, the bunch will lengthen and widen until the current falls below
the rising instability threshold. One can continue to pump electrons into the bunch
and the bunch continues to lengthen following the threshold value until the transverse
fast head-tail (mode coupling) instability threshold is reached and acts to limit further
increase in the bunch current. Thus, one would like the transverse threshold to be
higher than the longitudinal threshold, at least for the un-lengthened bunch. In this
short introductory talk, I will give only a tabulated list of the various facets of the

problem to serve as orientation to the Workshop.

Types of Instability Problems

¢ Single Bunch -- Instability is controlled mainly by the high frequency end
of the broad-band impedance of the beam enclosure. This is difficult to calculate and

hard to control, and is, hence, more troublesome.

e Coupled Bunch -- Instability is caused mainly by high-impedance narrow-

band resonances in localized beam enclosure structures. The source of the resonance



can, in principle, be located and corrected. The narrow-band nature of this instability

also makes feedback damping devices simple and effective.

Computations
e Electromagnetics -- With given beam bunch and enclosure configurations.

calculate the induced field or impedance. This can be done in either the time or the
frequency domain. (In more than one degree-of-freedom instead of time and frequency
domains, we really have the coordinates-domain and the modes-domain, but I will
continue to use the words time and frequency for this qualitative discussion.) These

cases of calculation can be tabulated as:

Bunch expansion EM quantity
basis functions computed
Time é-function Wake potential
Domain 5(t) Wit)
Frequency Harmonic component Coupling impedance
Domain elot Z(w)

The computation is usually performed separately for each beam enclosure element

and the results are summed.

For enclosure elements with simple geometries, analytical solutions are

possible; but for most elements one has to resort to computer codes such as TBCI,

MAFIA, etc.

The computer codes can handle only physically realistic beam bunches. But

for instability computations, we need the electromagnetics of the basis functions in




which to expand the arbitrary beam bunch. Thus, in the t-domain one has to fake the
results for a §-function bunch; and in the f-domain, one has to engage some model to
extend to high harmonic frequencies. (The high frequency behavior of the traditional

broad-band resonator impedance model is not correct!)

e Dynamics -- One can either solve the Vlasov equation in the modes-domain
using computer codes BBI, ZAP, etc., or do straightforward particle tracking in the
coordinates-domain using SIMTRAC. Aside from the usual concerns of precision,

convergence, etc., there does not seem to be any problem with these codes.

Measurements

o On operating machines, one can measure the single bunch lengthening
threshold; hence, the longitudinal coupling impedance. The measured impedance is
sometimes at variance with the computed value. The measured transverse

impedances are, however, generally in fair agreement with computation.

For coupled bunches, since the instability is caused by specific high
impedance resonances, the measurements are used more for the "detect instability -
seek responsible resonance -~ eliminate resonance” procedure rather than for the

verification of some computational results.

e For off-line measurement on individual beam enclosure element, one can
use either a linac beam or a microwave carrying wire. Either measurement has
questionable accuracy and, hence, questionable utility. The difficulty is evident when
one remembers that the stored beam senses the wakefield or coupling impedance

effect in some 10° passages through the impedance elements {assuming an average




element spacing of ~ 30 m and an instability growth time of ~10 ms) and we are trying

to measure the effect after a single passage.

Thus, while the general understanding of the beam instability problem is
undoubtedly correct, we are far from being able to predict or even to describe the
phenomena quantitatively. If the Workshop can make some progress or generate
some new approaches for these problems, it will have made a great contribution. At
the minimum, the Workshop will pro7ide an opportunity for the very useful and

essential communication and interchange.

Thank you all for coming.
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1 Introduction
o Goal: Single bunch current limit 3 mA.
o Methods:

1. Establishing impedance budget;
2. Studying single bunch instabilities:
~ Longitudinal bunch lengthening;

— Transverse threshold current.

o Comntroversial results from two different approaches:

— Broad-band resonator model with @ = 1:
— Large bunch lengthening;

- Pseudo-Green function:
— Little bunch lengthening.

Question: Which one should we believe?

2 Impedance budget

2.1 Code calculations

2-D — TBCI, ABCI, URMEL.
3-D — MAFIA (T3).

Components

RF cavities
Transitions from chamber
to insertion device (ID) section
Transitions from chamber to RF section
Shielded bellows
Shielded iransitions
Flange full-penetration weldments
Elliptical tube weldments
Shielded end conflats
Valves
Crotch absorbers
Transitions from chamber without antechamber
to that with antechamber
Scrapers

Some examples of these components are show in Fig. 1.

34

160
80
430
80
S0
80
30

120

(3]

2D, 3D

3D
3D
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2.2 Analytic formulae
Analytical formulae are availabie for the following cases: [I]
e Space charge;

o Resistive wall;

1

Synchrotron radiation;

Button-type beam position monitors. (A total of 360)

2.3 Data scaled from existing machines

The impedances of the following components are scaled from the PEP.

Components Number
Ion/NEG pump ports (screened) 200
Injectica bumpers 4
Abort kickers 2
Diagonostic instruments:
current transformers 2
horizontal hf pickup electrodes 2
vertical hf pickup electrodes 2
horizontal pingers 2
vertical pingers 2
2.4 Budget
Based on the results obtained from the above, the budget is established.
Longitudinal | Z/n | 1~2Q
Transverse Zy 0.7 MQ/m
In this budget, the " ,llowing components are not included.
Components Number
Injection thin pulse septum 1
Abort Lambertson septum 1
Injection thin dc septum 1
Injection thick dc septum 1
Photon beam ports many
Injection Y beam port 1
Extraction Y beam port 1
Bent chamber in dipole sections 80

!t is controversial whether or not this part of impedance has any effects on beam instabilities.

T ————.




13

3 Code calculations

3.1 Time-domain approach

The computer codes TBCI (2-D), ABCI (2-D) and MAFIA (3-D) are employed
to calculate the following quantities for various components listed in the previous
section.?

e Wake potential W(r);
e Loss factor k{c) (integration of W(r));

e Impedance Z(w) (Fourier transform of W(7)).

3.2 Testing of codes

A series of tests have been performed in order to know the validity of the results
obtained from the code calculations.

3.2.1 Comparison with field-matching method

Two types of simple geometries are chosen for this comparison.
1. Small pillbox with beam tubes (H. Henke). (Fig. 2(a))
2. Single steps (S. A. Kheifets).

The impedance spectra obtained from the field-matching method are compared with
that from TBCI + FFT. The agreement are fairly good, except that the latter gives
double or triple peaks, which are not completely understood and are under further
investigation. As an example, Figs. 2(b)-(c) illustrate the results for geometry 1. The
results for geometry 2 can be found in [1].

3.2.2 Comparison with boundary perturbation method

When the perturbation is small and the geometry is suitable for TBCI computing,
the agreement is excellent. This work is underway and will be reported in [3].

3.2.3 Accuracy and convergence tests

1. Single precision (32-bit) vs. double precision (64-bit):
The former is performed on a VAX, while the latter on a CRAY X-MP. The
agreement is surprisingly good for TBCI as well as for MAFIA(T3). Fig. 3
shows some results of this comparison. The difference between the VAX and
the CRAY output is negligible.

2An alternative is the frequency-domain approach, [2] which we have not adopted.
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2. Convergence tests — k(o) vs. mesh size:

(a) The geometry of transitions from chamber to ID section:

e This geometry is important. Because it is the major contributor to
the transverse impedances, and because it is difficult to calculate.

¢ The convergence of TBCI output is slow, see Fig. 3.

A possible explanation: When the tapered angle 8 is small (~ 5°) and
the tapered part is long (20cm), the matching between the real and
the TBCI-approximated boundary is poor, and it varies as the mesh
size changes.

e Another code, ABCI, allows 6z different from §r. But numerical insta-
bilities arise due to the violation of the Courant criterion when we try
to let 6z > ér in order to match the real boundary. [4] This problem
remains- to be resolved.

e Incorrect output of TBCI (and ABCI} is observed in certain cases,
namely, near the bunch head, Wi;4,,, becomes negative and Wj,,,; and
Wazimu become positive, see Fig. 4(a). These results are unphysical. 3
These incorrect results can be corrected by either increasing the ratio
of o/4z or taking certain error-correction procedures. (Fig. 4(b))

(b) Other geometries: No convergence problem. Fig. 5 shows the transverse
loss curves of an RF cavity calculated using two different mesh sizes.

3.2.4 3-D MAFIA(T3) vs. 2-D TBCI

1. For geometries with rotational symmetry:
2-D and 3-D outputs are in general agreement. An example is given in Fig. 8.

2. For geometries with elliptic cross-sections:
The situation is more complicated. One example is the transition from chamber
to ID section. MAFIA is used to calculate for the real 3-D geometry, while TBCI
for the 2-D approximation with the radius equal to the dimension of the minor
semi-axis of the ellipse.

(a) Restrictions in choosing the mesh sizes in MAFIA(T3). 4

e Maximum ratio of mesh sizes < 3;

e The longitudinal mesh size 6z should be uniform and the smallest one
compared with the others.

Violation may lead to strange results. (Fig. 6)

3According to T. Weiland, these incorrect output reflects the limitation of the first order approx-
imation on which TBCI is based.
4R. Klatt, private communication.
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(b) The 3-D result of the dipole component of the vertical loss, k,, is much
larger than its 2-D counterpart. The cause is not clear. For ¢ = 1.75¢em,

TBCI MAFIA
(circular approx.)
ky(m =1} (V/[pC - m) 34 190

3.3 Some Results of general interest
3.3.1 Negative transverse impedance

In 3-D calculations, many structures, in which the horizontal dimension is sub-
stantially larger than the vertical one, exhibit negative transverse impedances. Two

examples are given below.

1. SPS adaptors: (Fig. 7) [3]
The first peak of the horizontal wake potential, , and the horizontal
loss, kg, are shown in Fig. 8. When the horizontal dimension of the structure
increases while keeping all the other parameters fixed, a smooth transition from
positive to negative values is observed for W****) as well as for k.
Fig. 9 gives more information about how the negative horizontal wake force,
F,, is generated. Fig. 9(a) shows that the dipole component of F}, is positive,
whereas the higher order multipole components give a negative F} as shown in
Fig. 9(k). And the sum is negative as seen in Fig. 9(c).

I’Vlgpenk)

o

Transitions from chamber to ID section:
Similar phenomenon is observed. For a burch length of 1.75¢m,

Dipole = Higher order multipoles Total
k. (V/pC -m) 38 -40.3 -2.3

3.3.2 Composition rule

When the separation between two successive discontinuities is large enough, one
may decompose a complicated structure into simple components and compose these
components to form new structures and obatain the same value of the impedance.
The new structures should be easier to compute. Figs. 10 and 11, and Tables 1-3,
iliustrate two examples as the applications of this rule. [6]

4 Broad-band resonator (BBR) model

4.1 Loss factors of various components

Figs. 12 and 13 exhibit, respectively, the longitudinal loss, ky, and the transverse
one, k, , of various components and the sums.
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¢ Longitudinal: Main contributors are the RF cavities.
e Transverse: The transitions irom chamber ID section are dominant.

— We have compared the k; of three different transition shapes. No signifi-
cant improvement is seen, as shown in Fig. 14.

— When the radius of the tube in the ID section is increased from 0.4cm
(current design) to 0.6cm, k. will be reduced by about half, as expected.

4.2 Loss factors of a BBR
These are given in Fig. 15.

4.3 Fitting techniques and results

The following two techniques are employed to get the parameters (R, Q and f,)
of a BBR.

1. Least-squares fit: for both logintudinal and transverse.
2. Zotter’s technique: for transverse only. [7]
The results are as follows:

e Transverse: Both techniques work well. Fig. 16 is an example.

® Longitudinal: The fitted value of @ is extremely small. (Fig. 17) BBR is not
an adequate mode] in this case.

5 Pseudo-Green function

5.1 TBCI calculations

TBCI is used to compute the logitudinal wake potentials W}(7) of various types
of components for a very short bunch (¢ = 1.5 mm). ®* The total wake of the APS
storage ring is obtained using the formula

(total) __ 0 . A6
Wi =3 WP - NO,
in which N is the number of each component. (Fig. 18(a))

5.2 Manipulation of TBCI results
In order to get the pseudo-Green function from the TBCI results, the following
procedure is adopted.

1. At time 0, the pseudo-Green function should take its maximum value. Assume
time 0 occurs when Wlf“’m) takes its peak value.

5The natural r.m.s. bunch length of the APS storage ring is 5.3mm.
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2. Reflect W'ﬁtm') about the time 0 axis from the left to the right in order to
preserve the area, and multiply it by a factor of 2 as a conservative measure.
The new curve is taken as the pseudo-Green function, see Fig. 18(b).

3. Other possible choices of time 0 have also been tried.
o At (peak of W{**)) £ 1 mesh; (Fig. 18(c) and (d))
o At (peak of H/lftm”) + 2 meshes.

6 Bunch lengthening in the APS
6.1 BBR model approach

Because the small @ value of a BBR model does not make any physical sense,
we keep 2 = 1 and use BBR as the input of the following three codes to perform the
bunch instability calculations. The results are comparable to each other.

1. BBI; (Fig. 19)
ZAP;
3. SIMTRAC.

)

6.2 Pseudo-Green function approach

We also employ the pseudo-Green function obtained in Sec. 5 as the input of
SIMTRAC to do the same kind of calculations. In this approach, we have tried

e Five different choices of time 0 of W”(t"m); (Sec. 5.2)
¢ Different number of superparticles (up to 4,000);

o Different number of turns (up to 5,000, which is about 4 times the synchrotron
damping time).

The results are self-consistent, see Fig. 20.

6.3 Contraversial results

The bunch lengths obtained from the two different approches are very different.

Zero current I=5mA
BBR model (@ = 1) 0.53cm ~ 2.Tcm
Pseudo-Green function 0.533cm ~ 0.7cm

The reason for this discrepancy is simple ~ The Green function calculated from a
BBR with @ =1 is very different from the pseudo-Green function. (Fig. 21)
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As another comparison, we also calculate the bunch lengthening of a hyperthetic
machine. It consists of thousands of small pill-boxes, of which the Green function is
known analytically. [8] The results are close to that obtained from the pseudo-Green
function approach. (Fig. 20(a))

On the other hand, if we allow the BBR have a very small @@ value as obtained
from the fitting procedure (Sec. 4.3), then the resulting bunch length is also very
small (~ 0.7cm).

7 Conclusions

1. It is inappropriate for the APS to use the broad-band resonator as a model to
study the longitudinal bunch instabilities. Because it may result in very small
Q values which are apparently unphysical. Furthermore, the bunch lengths
calculated from a BBR with @ = 1 may be misleading.

2. More work is needed in order to convince ourselves that the bunch lengths
obtained from the pseudo-Green function approach are believable.
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Table 1
MAPIA Qutput for the

Loss Factors of a Periodic S:ruc:ure*

longitudinal, kl

Component/Structure (V/pC)

Expansion 486.6 x 1073

Pinch ~484.6 x 107>

Cavity | 1.956 x 1073

Scraper 2.064 x 1073

2-period 3.913 x 1073
Table 2

*
TBCI Qutput for the Loss Factors of a Periodic Structure

Component/Structure Longitudinal, k, Transverse, ky
(¥/pC) (V/pC/2)
Expansion 46299.0 x 107 551.1
Pinch -46294.4 x 1075 ~501.94
Cavity 3.561 x 1077 55.41
Scraper 3.715 x 1077 43.95
2-period 7.117 x 1073 108.8
Table 3

TBCI Output for the Loss Factors of a

*
Combiced R¥ Cavity - Iramsition Structure

Component/Structure Longitudinal, kl Traasverse, k,
(v/pC) (V/pC/=)
RP Cavicty 0.3199 2.235
Traansition 0.0123 5.561
Whole structure 0.3424 7.995

*B)5 buach length o = 1.75 em.
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Fig. 1. Examples of the components used in the code calculations. (2) A transi-
tion between the chamber with and without an antechamber. (b) A chamber with an
antechamber and a crotch absorber. (c) A transition between the chamber 2aad ID
section, both with an elliptic cross section. (d) An RF cavity.




REAL Z IH 0Hug

fMAGIHARY T 1 OIS

(a)

21

Con LTY Smams Usdy

P

— e - o et e o

AT SO
» .
H H H
H H 4
[ 2 H H .
4 H H
H : H
. H '
Arsagacs H H H H
H H H H
: H ' '
: H . :
CREPTIS H H H
.. H H H
: : : H
4 . H : -
Qiz=gecs H H H H =
H . H =
H i H <
QI00CecT 4 H H H
H : . [
4 H : ’
EE— 201 E 5 H =
. H H g
BTt H H :
H 4 H
H .
[RUY TR : H :
N h . o
? Y S v v
Xt — 2] : : H : H
H 4 H :
- 0] L : b :
.
Ca 10
L EM
[ (s (L)
ESL .
v " v
H H H
H H .
FRIY = H H H
H H H
H H H
H ' .
e3¢t 4 H E :
H
4 . -
[er. - 4 . =
: =
M -
3 z
[ <1 H ~
H
'
[~
== 20 3 <
. 1 o =
. =
—-ACTX e ?
H
H
-=xx a1 H
H
H
-0t :
'
!
1
- ~8) H
H
H
S .
ER{- - < -
‘ 1o

.
(b

-2

22

—

- o b i o we  em me e e e e

o (_—-:“-“‘,.. —
Vi
:]g‘i“_

‘{s:."‘
E::

s [ 2 7 ] ]
FRAERDCY (S22

o
1
ol
]

*

¢

b b
oo \ o

L { {
:44C---E--J!\--L--I-.:J .....
-2 ! ; %l t,-/“.
) i et 34 (i LA !
R '}V,{Jw/'f;
- ! ! ‘
it ' | 1 !
) =1 : ‘ '; - ;! - ;‘!‘,G ‘.: -

(¢)

Fig. 2. (a) A small pillbox with beam tubes. (b) Henke's results of the impedance
spectra of the geometry shown in (a), using field-matching method. (c) Our results
for the same geometry, obtained from TBCI + FFT. Note that some peaks in (b)
split into two or three.



22

60 T T
s =175 em
50 b
+  VAX
E a0 0 CRAY |
L
(=N
~
[~
S 30 -
q
~4
@ 20 .
PG
L \
10 [ .
0 T' !l'll'l'4 1 13 lllIllls . ] 1 l[l![ll5 i) 1 3 2 ¢ ¢ 0 7
10 10 10 10 10

Number of Mesh Points

Fig. 3. Accuracy and convergence test of TBCI output for a transition from cham-
ber to ID section.



23

Wl les b o e mslblon Wwe R4, ]l JIee, 50D /8 W00 1) $OE VIAD t2rg  evpler  1.T0e02 ware §

wcke potantials
l

0
-1
— e ilehml v
0.000a700  — vererwrse e 1.7650e-01
= T T snewUsnt e
- " rwiy shupe . R
porticle position / =
et tee b of Lre asik len shae N, bee oh ) WM 183 05 38 g sgies ). 700e03 O ]

voke polentials
1

S

partisla posilion /7 sigmo

—

Fig. 4. (a) The wake potentials obtained from TBCI for a transition from chamber

to ID section. Note the humps near the bunch head, which are incorrect. (b) The
corrected wake potentials.



24

2.9 T < T T T
i S =o.231
/ S._: 0.118 ¢ ‘*3-\ i
20 .
o j ~,
= i o
= / | ™~
2 ] N
\H \:‘\
~ L
>~ : S
et
3 i >
pl.:_l -
1.¢ 3
L
R B 2.0 ' 4.0 6.0 8.0 10.0 12.0
o {cm)

Fig. 3. Convergence test of TBCI output for an RF cavity.



25

: 3 . =
NRAFIA TH YAXE POTEMTIALS

SRS NN Becwm o= sun--
e Y A ve GENaER Ve LRSS
P P M, Y ANt q, e LS e

RAFIA T3 VAXE POTENTIMS

s
.
.
.
:
“
B Y
N
-
- -

Fig. 6. The wake potentials calculated by MAFIA(T3) for a transition from cham-
ber to ID section, using different mesh sizes. Note that the shapes of the wakes differ

drastically from each other. This is due to the improper choices of mesh sizes (see

text).



MAST, RTTHGE.E PPN 1, S8 T, il e BRI y
- -
LT,
=-cx (& J
MATSRTHS.
LIS

TN,

T=RPLE:

MAFTA | et RATR 3, T invn T st 9

CONTaHTs
o — 5

X-AWCE N\
ST N,

LOE=2L
TAWE
«33XATT-IL

[T 2= }
T —— ——l—-.- .
J
[

L XX-n]

[ 5o VR g
I-SIV A
2T

AN
zL“‘x \-L_/—

Fig. 7. The geometry used in the 3-D simulation of an SPS adaptor. (a) 3-D view
and (b) Front view.




27

2.5 | 7 v v : : T g
1 @
. [ A (&)
£ 2.9 T
t'J 3 /
™~ 1.5 §
2 :
P10}
), |
=
& 6.5
«
=
B 6.8 — —
g 3
S 1.8 [
. ¢
[ 1] 1 » ] [3 [ 2
-1.0 —t

0.0 1.0 2.0 3.8 4.9 5.8 8.0 1.3 3.0

20“ L 3 . 11 ] 3
! (&)
1.5 g
—~ !
g 10
l‘..)_:‘ L
~ i
< 0.5 |
o :
u ! .
‘g 8 - —-——- = - — =
ol e
05} ]
-1.0 . 1] L) [ » » [ [] ] [ | 2

8.0 1.0 2.0 - i3 4.0 5.0 6.0 7.8 8.8

EHerizonta!l Dimension x (em)

Fig. 8. The first peak of the horizontal wake potential vs. z, the half-width of the
horizontal side of the rectangular cross section of beam tubes. (see Fig. 7) (b) The
horizontal loss factor vs. z. The 2-D TBCI results for a circular cross section are also
plotted, which are close to the 3-D MAFIA results.



28

RSSO
RSOOSR
CToT T é
IR
e i N N N A A I %
_ %
7,

- -, v oL Ay Wt e Lumm
—— oy ——es ws et LS o o o

D720/
hS

NN N

MINN

\\\\\\\\\\\\\\\\\\\

AN N R e T, e e e e

N e L e, W, e, G G

@ o e e A a—

P e e e e d——

I S T e e e

] / S o e -

0 7

/ L LA L L L L T T T 7 777 7 A

e e e et s e e P4 2 B T U N N N

— — — —— ———— o e P S LN NN A e e e e

. e
oo e . e e e P > ¥ TP - S W S S N N S S e e e e S o a———
e st et it et e i e e et > o W @ B e e E. - ————— — Pt
[ S et e T . S T S Tm MmN N A b P P e e, wm e e @ —— e . —

e e e e e et o e o e Ye N NN | [P L S ar e e e

~~~~~~~~~~~ NNNN\ L ) LS

777 7777 77777777 7777777 777777 777 77707 77,

OLEININNNNNY
SNANNNSAANNRAENAN

(4)

(4)

(c)

Fig. 9. (a) The dipole component of the horizontal forces. The dot is the location
of the beam. The left side line is the vertical axis. (b) The higher order multipoles
of the horizontal forces. (c) The total horizontal forces, which tend to kick the hori-

zontally displaced beam back to the center.



29

A. - - - - - - - - ——
L;n 20 L:uf 1.,, 20 Lcuf
l S . i 1 {
( l | | c [
%) (C)
e s |
A A
l:'n 20 yo L,¢ Ly 20 o 1,.{
Lot | n | -
s N
@ N__
(d) _/—8\_ 8
A - - - o .
L 2o 20 o L,
TR R 1 | !
LU
(f M.
4 - - - - -

Fig. 10. (a) A periodic structure consists of a series transitions from chmaber to
ID section. It is decomposed to (b) ezpansion components and, (¢) pinch componeats.
These components are then recomposed to form different types of new structures: (d)
cavities, (e) scrapers and, (f) 2-period. According to the composition rule, (d) and
(e) have the same loss, which is the sum of (b) and (c) and is also equal to half of
that of (f). See Table 1 and 2.




30

CAellt GT - TavITT ey

vt v o eyt .

)

\
4

(&)

-
~.
ZAREN

|
[

Bl LY PRSIV —— P

o et d s n my ay e

——

; 1ae? el KaelTY DyT E
: l'/_—\\\ ;
P \
() P |
LN < | —_
(¢ P i :
) : ~ 'd L %
'L - ] — o

Fig. 11. (a) A complex structure consists of an RF cavity and two tapered parts.
(b) This structure is decomposed to three components. (c) These components are
then recomposed to form two new structures. Both (a) and (c) give the same loss,
(see Table 3) while (c) is easier to compute.



31

o
<
20
;=

5

(V-

(o} i 2 3 4 s
o (cem)

Fig. 12. The logitudinal loss factors of various components of the APS storage
ring, and their sum.

r K ) i}
" “
X
—nrpl
L ) ~07AL
L 1P
~~ = P -z?
£ Xy o chen )
- 3 r= o.fem
Q S \ ¢
- i
< I W |
E L (r=agem) f-.\
. S AN
e
- wee P 1 N, \k )
X o
[ . \‘4\
. :.\\
S - = ]
~ =~ -
‘{oféefﬁs-’h. .-‘M\.‘
el .- T~ X
NI TP $ P c e es e Fs
\ .
s.0 10 2o 3.0 .0 5.
o {em)

Fig. 13. The transverse loss factors of the APS storage ring. The transitions from
chamber to ID section is a dominant contributor.



32

g1

g2
100
so}
P )
g sop
(%)
e
~
>
A
v s}
>
26t

5.9 1.0 3.0 3.0 4.0 5.0
g {cm)

Fig. 14. Three different transition shapes and the corresponding transverse losses



33

1.

0' -

0.

0. 9
&= 0. 1
N:’
< 0 )
.==
(& 4
& g.

. o a

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
a = wo/c

0.50
Q.40 7

0.30

VaQlc, /R, a,

0.20

Fig. 15. The normalized loss factors of a broad-band resonator: (a) longitudinal
and, (b) transverse.



34

16
w2 L R=0.60437 M
v r o=
; <= 16 €7}
an * -
s x -
- ! o = 1
- ' K
"
_— 3 \'
- L3
= @ 7 ' 1
s , ".";
4 ‘5
- ) \‘\ -
~ > AN
> > -.‘-.
~r Ww
s L Y J
- % Y
1) .
L ; ‘},‘.
. -
o \\\
+ h Y
= ] \\ -
. b \’\‘ -
|
o e . —
v.v 2.9 ] 3.v LX) 5.9
g {em)
e Y T
@ R= v.009 oy -
1
r o= P
2 b . i =16 €7 J
+
3 " @ =2
T W 1
b
L 3
~ %!
= -~ L \
-— »n 4 -
S A
o ¥
< g ! <
~ £, \
> 1 \
.
= wor \ 1
=3 : X
29 \, r
E N
) I \\ E
1 f 1
,
b i
n.a 1.9 .n 39 4.9 €0
I
o {em)

Fig. 16. The transverse losses of a transition from chamber to ID section, and the
least-squares fit to a broad-band resonator.




35

L9 ~—
i i
|
. |
i A= e.ca? K ;
i
: )
0.3 . 7’.',: o.4d5 Exj —;
| G = 0.1227 ;
13
bl ws 1
L []
R ¥
~ L
>
<
-
2 a4 A 1
: t‘.-
M
~
".
R

-3 4.0 S.%

o
[¥]

1.9 ]

20
]
o R= c.o8é kil
oz & .f,: 9.002:7 6#43 |
. ]
! o = e.ovesés
— aé ¥ .
‘l
A, i
~ L
> {
~— I
—-— ..
A us Y 1
i ®,
r ~'\:&. i
{ ..
! ~
22 f N\\ b
i
H
{ e )
¢ \
' y
'
[ Y . " i e
9.9
a0 b L0 3.0 +.9 £n
V'
o {em)

Fig. 17. The longitudinal losses of an RF cavity, and the least-squares fit to a
broad-band resonator, using two different weights. The fitted parameters are unphys-
ical.



wy =) {r/no)

Wy (2) x 10" (v/0)

36

—————

i
<
-

-139

(a)

-

. - .. -

. TN NP s ST L
T

P

=232
[3]

103
Tims v (ps)

21160
1900
200
500
7oo
ceo H
=20}
soc b
zoc b
2co}
1cof

-1GQ r
=2CO
=300
~400 I

)

=500
(]

f X 1390

Thoe r {ps)

LIGS
1CC
> =1
6CG
706
SOC ¢
[CC b
+COor
300
SCC |
160G

-10G}t
-2c0 )
-3°Cc b
-30C F

(&)

~200

o

190 1ze

Time 7 {ps)

Pl

1100
10C
200
2 1]
oy
B00 |
[-aied o
400G 1
So0 !
200}
toor

-10G P

-206 }

=I5C

200G}

\

(d)

~260
<

100 1290

Tims 7 {ps)

S

Fig: 18. (a) The longitudinal wake potential, Wl(‘mn, of the APS storage ring
calculated by TBCI for a bunch of & = 1.3mm. (b) The longitudinal pseudo-Green
function obtained from reflection about the axis at the peak of W(“"“‘) (c) The
longitudinal pseudo-Green function obtained from reflection about the axis at (peak

of W("’“')) + 1 mesh. (b) The longitudinal pseudo-Green function obtained from
reflection about the axis at (peak of Wlfmd)) 1 mesh.

-
Py



37

S16S(cm)

[ X ] 53 1¢.3 . 15.¢ ».9

CURRENT 10(mA)

Fig. 19. Bunch lengthening in the APS, calculated by BBI using a broad-band
resonator model with @ = 1 (turbulence and potential well effects).




38

.2 ; :
! A_?S G )
E 1.5] /
A yd
$ /./
= : x
T 1.9 e |
: e
= : e + APs
= p.=t x ),000 Pifl-
m ! boxes
a'/,‘
0 2,000 aoxe)’
@. aa 5 12 is z2 25
Current Iy (mi)

0.20 v ¥ T

(b)

0.18

0.05

Energy Spread ayp (%)

. [ S VN VU SHN DS U U S S 1 P S

N e :
“% 5 10 15 i %

Currant I, (mA)

Fig. 20. SIMTRAC calculatiors using a pseudo-Green function. (a) Bunch length-
ening in the APS. The results for a hyperthetic machine consists of thousands of small
pill-boxes are also shown. (b) Energy spread in the APS.

EEEEE———————,——— S




o

1200 7 d 7
1000 |
800
600
400

200

=200

b 1 L L 1 L

-0 50 100 150 200

7 (ps)

Fig. 21. The longitudinal Green funtion of a broad-band resonator with Q = 1,
which is very different from the pseudo-Green function (Fig. 18(b)).



Single Bunch Stability
in the ESRF

L. Farvacque

ESRF

Argonne National Laboratory
Advanced Photon Source
Impedance and Bunch Instability Workshop
October 31 - November 1, 1989




43

SINGLE BUNCH STABILITY IN THE ESRF
L. Farvacque

1. Longitudinal wake potential / impedance

numerical study of elementary
contributions

. measurements
. summation of wake potentials

. broadband model

2. Bunch lengthening / stability
- potential well distortion (G. Besnier)

tracking (M.P. Level)
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NUMERICAL. SIMULATIONS

time domain analysis performed with TBCI

!
A cylindrical approximation of individual ,’{
components of the vacuum chamber has been 1
studied : "

. fianges I
- transitions between standard cross- f
section and undulator chamber or RF '
cavity _
. RF cavity

Resuits are :

]

- wake potential W(r) \
« loss parameters k(c|) ”
|

Limitations of the method are :

. cylindrical symmetry |
. size of the problem (mesh limitation)
. minimum bunch length

. computation time I

|

Several bunch lengths have been studied between ”
5mm and 20 mm . |
\

!

i




" capacitive” impedance : RF cavity
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EXAMPLE OF RESULTS

------------------
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MEASUREMENTS

Measurements are necessary when the cylindrical
approximation is not realistic. The coaxial wire
method which is used gives a wake potential that
can be substitued to the computed wake in the
analysis ( or added to other components).

1st measurement campaign (september 1988) :

measurements have been performed at CERN, in the
time domain ( pulse generator + sampling scope).

tested devices consisted in :

- simple geometries to be checked / 2D
computations ( unshielded bellow ...)
very crude approximations of 3D elements
(slot, crotches...)

Future in-house measurements:

A measurement bench is presently being tested at
ESRF, working in the frequency domain
(synthesized pulse). First results using the devices
already measured at CERN are in “excellent
agreement.

in both cases, the influence of the axial conducting
wire can give significant differences with the real

wake potential created in an empty pipe.




COMPARISON WITH TBCI

bellow, I= 102 mm, ©=102 mm
MEASUREMENT

i t= SIps |
. = 2080mwv i
i mm= 120
: n=1924 !
i

t

Y :

':' l"‘."" I

;'!'/ .\‘"s ;

."/l’ '\:\,\ o :

i . J

i % !

rJ .

. t";/ \.’\ :
7 . '« b}

{

! ;
—

i N0 G S
rint= .38 3vi
. pulse

COMPUTATION

--------------

------------------

k, = 0.341 V/pC

"
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SUMMATION OF WAKE POTENTIALS

Wake potentials (computed or measured) are added
before any modelling or approximation is made.
Until now, only the main computed wake potentials
have been used. This includes :

tapered transitions to undulator chambers
transitions to RF cavities

flanges

RF cavities

The resuit for the ESRF vacuum chamber is mainly
resistive

sige 0.00700 m




LOSS PARAMETERS

K longitudinat

1
.
15 1

c.
10 ﬂ
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= e B S« EERY « FEREREYE « BERERRE |
0004 0006 0.008 0.01 0.012 0014 0016 0.018 0.02
sigma ( .m)

K transverse

Kperp
(V/pC/m)

2Qzrereay, ------ﬂ...-..-.-..s.......-

l l l
+ —

200 T -

0004 0.006 0.008 0.01 0.012 0.014 0.016 0018 0.02
sigma ( m)

step undul

- flanges

step cavity
R.F.

total
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IMPEDANCE MODEL

Broadband resonator model :

1+jQ[2.L
o o

Z,(w)=R, 2

1+Q°2.2
0

different methods can be used to fit the 3
parameters Rg, or, Q :

1. adjustment of loss parameters:

Rg, ©r, Q are adjusted so that the loss parameters
for bunch lengths between 5 and 20 mm match the
estimated values.

Q determination is very approximate

For a given bunch length, the wake potential of the
adjusted broad-band resonator is rather different
from the desired one.
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BROAD-BAND MODEL

@ computed wake potantial

@ wake potentis! ol a B.B
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2. Wake potential method:

Parameters of the resonator are adjusted so that
the wake potential a bunch (with a gaussian line
density A(t)) is the best approximation of the

computed curve:

w (r)=.2_’; f A (0. Z(w). exp(j ©1). do

Advantage : very good agreement for the wake
potential within the bunch: all short range effects
should be correctly represented by the model.

Drawback : the approximation is valid in the
vicinity of the choosen bunch length (5 mm to
10 mm in our case ) . For a different bunch length
(20 mm ) we must use a different model.

f, (GHz)|R, (kQ) |Q
5mm<o; <10 mm |4.68 2.16 0.055
20 mm < ¢ 4.11 2.91 0.254

Any other impedance model couid be fitted with
this method ( no attempt until now).
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BROAD-BAND MODEL 1

siga 0.080700 m

W, (s} v g v y o v v v

10. 0L Fr = 4.8770 aHz S o4 0N
Rs « 2.1610 KOAmMm s N\
Q = 0.08880 s N,
s \
“ 1 computed wake petentiel

2 hrosd-band It

bunch melmn-—-_."
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LONGITUDINAL POTENTIAL WELL

Basic equations:

T time delay

Ao(1), io (p wo) line density of the bunch

R |
ho,V r,lcos (p,°|

intensity parameter

synchrotron motion :

:c.=-mio(1:+eﬂwl(1:)) I
0]

or in frequency domain

.o 2 —— ]P(IJ 1
1 =-m,o(1:+sz ZApe

P

Hamiltonian :

o .2 I
Ho(“-“)= /2"'”.11 ’,

where the potential U includes contribution from |
rf potential and wake potential of the bunch : |

®g

S, Is the "step function response”, such that
dS
w,ft)=—2
ale)-—

Ugpils)- mio(‘t2/2+sgzt.sl(.r)) }
|
|




57

Viasov equation for fo{'t,‘;) longit. distribution
function :
-ofy, :-of,

1241 —2=0

JT 0T

a gaussian distribution of momentum expressed as:

fo(Tv‘; }=lo(1) exp(-%zlch)

Ver o; ) O; = g O, o= CONstant

leads to :
oA

2 =-)\o{t)—12— (’:+e Eﬁwl(z))
at S, ®,
and after integration
2
lo(t]=Cexp -(f_+s.2—"s { ))
- 2 mo

(Haissinski equation)

S, depends on the unknown function 2, :

analytical solutions have been derived for

pure inductance (B. Zotter)

pure resistance (A.G. Ruggiero)
a numerical solution is used in the ESRF case with
the broad-band resonator model




BUNCH LENGTHENING

pure resistive impedance R; = 2.16 kQ
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NUMERICAL SOLUTION

2

(n) (m) - 2 \

Ao (1:)=C(n)exp N ] i" 1)(‘1:} o4
2 o ]

Lo is initialized with a gaussian (¢(® = 0).
iterative ¢ increase + relaxation
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BUNCH LENGTHENING

'5 Va0

(a) Resonator 1 (5 mm<g¢; <10 mm)
(b) Resonator 2 ( 20 mm < o,




MOMENTS OF THE LINE DENSITY

the bunch shape can be estimated knowing the first
moments of the line density function :

barycentre ;=m1=f‘t-lo(‘t).d‘c

2 -2
rms length o= m2=f(t—t) Aglr).dr

skewness S——a—--f('t 1) Aglt).dt

O

approximation
- Jpwgt
7Lo(")z Zyphp€
-:0

Aop is approximated by the spectrum of a gaussian
with rms o, . Coefficients are developped to 1St

order in ¢ :

:; = "epz Re(zﬂp) A.op

__1+ Zlm( Zip )(pcooo) ?»op

1:0 0)0 1:0

s=—F 5 ZRe(Z—‘;’B) (p(ooctla i:;,

(DO 6‘!0 P

2

2
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LONGITUDINAL STABILITY

Mode coupling cannot explain the turbulent
instability threshold

=+1 :coi = coio : the coherent shift is exactly

balanced by the incoherent shift
1,2 : the two modes are decoupled

The threshold has then to be estimated by crude
assumptions on potential well or bunch shape
distortions. It is related to the appearance of a
null rf slope.

In the ESRF case, this threshold corresponds to a
valie of the asymetry s;; = 0.6 . Above the
threshold, the bunch lengthens with this constant
asymetry value.
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TRACKING

Simulation has been performed with SIMTRAC (D.
Brandt). Longitudinal and transverse motion of N
super particles is studied with damping and
wakefields.

Wakefields are concentrated in RF-stations. They
are calculated from a broad-band resonator model.

Parameters

Energy 6 GeV
revolution time 2.833 us

Circumference 849.39 m
rms energy spread 6.18 MeV
Damping time ¢ 3.7 ms
T 7.4 ms
Vertical tune 11.2
Vertical emittance 6.2 10 m.rad
Averaged B, 12 m
Harmonic number 992
RF Voltage 9.9 MV
Radiation losses 7.48 Mev
Momentum compaction 2.82 1074
Bunch length 5.3 mm
Synchrotron frequency 6.68 1073
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TRACKING PARAMUETERS :

300 Particles. 3000 Tuens ~3.8tg

Turbulent Threshold

|

A

Turbulent Threshold

1
5

Bunch lengthening 1st Resonator
=~ Besnier results
> SIMTRAC results

v =264 104 ¥s = 6.7 103
& a=104104

¥s = 1.33 102
= -4
x a=4510 Y5 = 6.7 103




Turbulent Threshold

. A
v a7

x a—
e—

- ]

A -~
A - x d .
- /-
A e e
* P

/ oy

yoad

/ Turbulent Threshold

5

Bimch lenethenine 2nd Resonator
= Besnier calculation

= SIMTRAC calculation ]
* a=26107 V=99Mv

4 o=104104 V=99Mv Ys =133 102
® o=4510" V=84Mv
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A Longitudinal Mode-Coupling Instability
Model for Bunch Lengthening*

Y.H. Chin

Lawrence Berkeley Laboratory

Argonne National Laboratory
Advanced Photon Source
Impedance and Bunch Instability Workshop
October 31 - November 1, 1989

*The full-length paper is published in Particle Accelerators, Vol. 13,
pp 179-198 (1983;.
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INTRODUCTION

There are not many theories to explain a normal
bunch lengthening from first principles.

Widely used is the analogy from Laslett-Neil-
Sessler criterion for coasting beams, e.g., A.
Hofmann, LEP-70174.

He derives the scaling law for SPEAR II from
LNS criterion:

1
o (cm) = 4.4. x 10 [ I:(‘““)“ ] 1.32
vy E (GeV)
which is in good agreement with the
experimental result
Io(mA) o 1
-2 1.32
az(cm) = 5.6 x 10 stE (G‘V)]
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Wilsen

8. Z{w) for SPEAR

From data on bunch lengthening (next lecture), the SPEAR impedance

function at high frequencies was determined to have the form:

w4
%‘ -068

%Q

2. At low frequencies, the impedance must fall to zero as w + 0.

In this region, Zé(m} was arbitrarily chosen as linear: ZR(u) “w

2

gooon. 2o

Wy =2 {,3GH X2

3. The parameters ZD and wq were determined by using
] 'Uzaz
ko) = ) j: L) e da

to fit the measured loss data:

1> - .
2@ o
g . v’
( \,; Rerzsofrt=) Pcflo ™ 8008
*r o = 2r x 1.2 GHz
1o P \NF
‘; The measurements are reported in SLAC-
Ny
\‘..‘ PUB-1894 {copies will be distributed
. Ny next lecture). The fitting procedure
I 2 5 te is descirbed in PEP-233.
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We need a source of mechanism for bunch
lengthening:

1) Single bunch instability

2) Fast growth rate

3) Broad band impendance

Sacharer proposed a mode-coupling instability
model (CERN/PS/ER/77-5).

Since then,
Chao and Gareyte: Water bag model

Chin, Satoh and Suzuki: Gaussian
distribution
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BUNCH LENCTHENINC AND

MICROWAVE INSTABILITY

F.J. Sacherer

CERN, Ceneva,

Incroductiom aad Su=—ary

=k ioscabilicy tha: leads co blowup of
buncn aea 472 .ratuvc signals (1C0 :6{z co I CHz) has
bedn obsecvei iz che PS!) aad che ISR}, A sioilar in-
stapilicy =ayv cause bunch lesgchaniag in electron stor-
age rings. Azzaz=3Cs to explaia this as & high-{requency
coasting-be13 inszabilicy require s-folding races fastar
thaa a syn:s a3 period, acd vavelengzhs shorzer than
a bunch lanzzh, Iz :'us case, che usual Keil-Schaell

ccu:n.-z-:u_ czizarion is used, buc vith local values
0f Buack cusr and zomentirs spread, as suggescad by

_Boussard 3 yields [Z/a] = 132 for che ISR, and
values sbout Jive 10 Cem tices larzer for the P5. The

rescricicozs Zaccionad above, howaver, are noc fulfilled
near thresheid, or for frequeacies as low as 100 oiz.

A single=

nrossrs

A direcs agproach, without coasrirg-beaa spproxima-—
tions, is presezzad in this paper. The basic idea is
chat the usual buached-bean modes'), dipole,. quadrupaie,
sextupole, ezc., Secozs unstable ac incensicies sufli-
cieatly higzh for_their cobersnc frequeacies to cross, as
iadicaced ig Fig..l. [f Z{w) is kaown, the fraquency
shifts can be cocputed, and surprisingly, oo. finds
thresholds near che coasting deam values, dut vith fever
assumptions.

brasholds _ces

cay. in_sbout a buanch_leng Ia general, levaring Q-
valUes doss oot help, since the thrashold depends oa the
area uoder the rasooaace curve. For very rapidly decay-
Lng wvakes, the bunch is scable, ia agreemant with a com
1¢c:nn of Herevard?, Ouly _one vlnungth along tha

“burch_is sufficient !or igscab: It
=y

The main results are presenced here (Pare 1), vhilae
For

the derivacions ar: given elsevhece®} (Pazc 2).
ocher approactes, ses rafarences 7 to 10.

Y

Fig. 1 Cohecent frequamcies wmy versus inceasicy

Modes of Oscillacion

Yor low incensities, a bunch can oscillate ia the
usuai dipole, quadrupole and higher modes (Fig. 2) wich
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OUTLINE OF THEORY

Vlasov equation for particle distribution

\(’ (eLo 9, 5)
r
é ¢
ay " 3y Yy
a—e-L + 6 'ﬁ + € E =0
plug in
v = Yo(r)+texp(-iQ6y) £ =~ R (r) exp (im¢
wo
?
Gaussian distribution

and solve the first-order equation for R, (r).
The result converges to the eigenvalue eq.

fo.r)\=g

Vs:
det ( (A2 -m?) T -M) =0

The stability condition is 2220. and A = real.
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CALCULATION RESULTS FOR SPEAR 11

Two scaling parameters:

2
G = eT 5/2 ¢
(27)

al

2

vg E

wee
i

Using SPEAR II impedance of Wilson et
al., the calculated threshold values of G
are 4 - 5 times larger than the
experimental data.

The best fit of the experimental data with
the resonator model

R
8

_ial® _ wa
A :I.Q[wr ” ]

Z2 (w) =

is obtained when Ry = 4 x 104 ohm, Q = 0.6 and
we/zzw = 1.3 GHZ.
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G (pst/n)

0' . N 4 bl 1L
.

2 4 6810
BUNCH LENGTH o (am)

FIGURE I(s) Scaling parameter G as s function of buach length 0. The s0lid curve shows a case where four
azimuthal and Kve radial modes are included. The dashed curve shows a case where twe azimuthel 2ad five
redial modes sre included. The dot-dash curve shows a cass where twe azimuthal medes and ealy one radial
impedance of Wilsou et al.** is used.

We have also calculated the potential-well bunch leagthening using the coupling
impedance of Wilson et al. The busch lengthening Ao/c due 1o potential-well
distortion is given by**

Ac § 2

— N - a— —plcd
= In ’Z‘ Im Z{pwsy)p exp(—p*c’/2), 3.3
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BUNCH-LENGTHENING IN SPEAR )}

100

50

k (V/pC)

I 2 3456
BUNCH LENGTH & (cm)

FIGURE 1{b) Loss paraumeter & as 3 fuaction of bunch leagth o. The solid curve shows the caloularis 4
whes the same coupliag impedance as i Fig. 1{2) is wesd. The dashed cuirve represents the experimental < 2ta.

where £ is given by Eq. (249). The numerical resuits are Ao/o = ~32 x 16~ 3 /mA
at om )76cm, v, = 0033 and E = 1.55GeV, Acfo = —69 x 107 /mA at
o=25lcm, v, = 0033 and E = 221 GeV and Acjo = —24 x 10" /mA at
o= 268cm, v, = 0042 and E = 3.0GeV. The results are consister< with the

experimental data.’*

Resonator Model

Other parametrizations have been tried and ftted to the experimental data. The
simplest parametrization is a2 brosdbend resonator model given by

R,
e o)

8 o

Z(o) = 34)

With this parametrization, the threshold current is fitted. The result is shown in
Fig. 2(a). The parameters are R, = 4 x 10* ohm, Q = 0.6 and ®,/2x = L.3GHz The
cakculated curve fits qualitatively well with the experimental data. The wiggle observed
at about g = 1.5 cm is also reproduced. To see the detaiks of the mode coupling, the
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1.8r
1.6
1.4
.21 s

1.0

G (pst/q)

0.8f

(g

061

04

021

_ 1 N I B 1 1 ]
% ! 2 3 7
BUNCH LENGTH o (cm)

FIGURE 2ta) Scaling parameer G as 2 function of bunch length @. The solid curve shows the calculstion
when 2 resonator mpadance of R, = 4 x 10° ohm. Q = 0.6 sad m,. 2% = 1.3 GHz 15 uead. The trisngies

show Ihe experimental data

real and imaginary parts of the coherent oscillation frequency 4 in units of synchrotron
frequency are shown in Figs. 3{a) and 3(b)for ¢ = 0.9 cm (30 ps) and in Figs. 4a)and
4(b) for ¢ = 1.8 cm {60 ps). For simplicity, two radial modes are shown in the figures.
We sce thatat o = 0.9 cm. mode coupling betweenm = [ and m = - | modes occurs
whileat o = 1.8 cm.mode coupling betweenm = | and m = 2modes occurs. We thus
see that the wiggle at about o = 1.5 em is explained by the change of the combinations
of azimuthal modes in this range of bunch length. The loss parameter k is calculated by
using the same impedance as described above and plotted by a solid curve in Fig. 2(b).
The fit to the experimental data of Eq. (3.2) is also shown by a dotted curve. The
calculated values are larger than the experimental values by factor of about three. Thus
the absolute value prediction of theory is not so good. although it explains the
quslitalive behavior of threshold currents fairly weil.

A Further Paramesrization of Coupling Impedance

A low-Q resonator model is frequently used to parametrize a broadband impedance.
However. in this model, Re Z(w) behaves as | @® and Im Z(w) behaves as l/w as ©
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BUNCH-LENGTHENING IN SPEAR 11

k (V/pC)

2 - L E S WS S I |

{ 2 4 6 810
BUNCH LENGTH O (cm)

FIGURE 2b) Lows paramster k 2s 5 fuaction of buach lsspih ©. The 30kd curve shows the calcwlasion
when the same coupling impedance 34 i Fig. 2(2) is used. The dashed curve repeesants the cxpesimental data.

becomes large. On the other hand. the scaling law of Chao and Gareyte requires sn
asymptotic form that Re Z(w) and Im Z{w) behave as 0~**%. A simple extension of the
resonator model, which has 8 causal propesty is given by formuls 2.3.2 of Ref. 19.

* S 2xy" e Tlv) y>0
-— vo-isy -
I_- (@ - ix)""e" " dx {0 y<0
(Rea > 0,Rev > 0) (3.5

With the formula (3.5) we parametrize the cowpling impedance as

Ro, foe™" oe }
R {(- ~a) (@-wo)f 06
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FIGURE Ya) The reai pert of the coherent frequency A is unit of synchrotron frequency 23 2 fanction of the
scaling parameter G. The bunch length is 0.9 cm.
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FIGURE4{a) The real part of the cohsrent fraquency A in unit of syachrotros frequency as s uaction of the
scaling parameter G. The bunch length is 1.3 cm.
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Note that the wiggle around ¢, = 1.5 cm is
reproduced

A

|
change of mode - coupling pair



aaﬂ‘f

CONCLUSIONS

1. If the estimate of SPEAR II impedance
is ok, the mode-coupling model gives
too large threshold current.

We need another mechanism of
instability

2. If the reproduction of the wiggle by the
mode-coupling model is not
coincidence, we should reconsider the
estimate of impedance or the

impedance model.
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High-Frequency Behavior of Longitudinal
Coupling Impedance*

Robert L. Gluckstern, Rui Li, and
Filippo Neri

University of Maryland

Argonne National Laboratory
Advanced Photon Source
Impedance and Bunch Instability Workshop
October 31 - November 1, 1989

*Work supported by the Department of Energy.
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This contribution to the impedance/bunch lengthening workshop is a
summary of recent results regarding the longitudinal coupling impedance and
its behavior at frequencies above the cutoff of the beam pipe. Numerical
computations are based on a program written by F. Neri1 which uses a modifi-
cation of SUPERFISH to compute the longitudinal coupling impedance for an
azimuthally symmetric obstacle of arbitrary r,z cross section and on a pro~
gram developed by R. Li and F. Neri2 for N pillboxes based on an expansion in
TM modes in each cavity and beam pipe section.

A general analysis has been developed3, leading to an integral equation
for the axial electric field at the beam pipe radius within the obstacle.

The solution of this equation for a small obstacle (small kg) for the

. , 4
admittance 1is

-jb_g/a
-3 © e b
ZOY(k)§2‘n’kam+ El——bs—-—+;ln4 ’ (1)
where
_ (2.2 .2)1/2 .2 2 2)1/2
bs [k a js) ’ bs st ' Bs []s k"a ) . {2)

Here js are the zeroes of Jo(x). The result in Eq. (1) is in close agreement
with numerical resulis, as discussed in Reference 4, for g/a = .05,
b/a = 1.1.

The kernel of the integral equation was approximated for high
frequencya, leading to the predicticn for the (local) average (over fre-

quency) impedance for a single cavity
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Z (k) (1 - j)/’é 1
= — — , ka » 1, (3)
ZO 2n na {k—a-'

independent of the shape of the cavity. This result is in agreement with the

predictions of others (J. Lawson, G. D6me, S.A. Heifets and S.A. Kheifets;

citations included in Reference 3). Numerical results for a pillbox cavity
with g/a = n/4, b/a = 1.5 are shown in Figs. 1l(a) and 1(b). The average is
in approximate (10%) agreement with Egq. (3) for ka > 25, but there appear to
be oscillations with ka of magnitude comparable with the average. An

analytic description of these oscillations has not yet been developed.

An analytic approximation has been obtained5 for the coupling impedance
per pillbox of N pillboxes at high frequency. The form for the admittance

per pillbox (valid for N = 1 and for N » 1) is

na a
NZ Y(k) & (1 + ) % /— vka + a W - 1 tan t [——) (4)
g 2vN.
where
nka
o= (1 + 3) (5)
vi./a

and where L is the center to center separation of the pillboxes.

For N 2 @ (NL/a » ka) this reduces to

na ka2
NZOY(k) 2{l+J)nm /-5— vka + jn I {6)
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for a periodic structure. It is easy to show, for large ka, that the

. ) _ _3/2
imaginary part of the impedance decreases as k 1 and the real part as k 3/ .

Moreover the real and imaginary parts are connected by causality, leading to

the sum rule

00 L
f dk R(k) = ——5 NZo ’ (7)
) 2a

where Z{k) = R{k) + 3 X(k).

For large but finite N, the k - o limit (ka » NL/a) is

k .
Zy (k) (1-3)/61 N
= _— . (8)
zo 2n na fa 1 Ng
13/ T
X \ 1/2
When Ng » L, the impedance varies as N as suggested by R.B. Palmer.

Figures 2(z) and 2(b) show a preliminary comparison of the predictions
of Eq. (4) with numerical results for the impedance averaged over intervals

Ak = n/g for N = 10 and 20, with g/a = /8, L/a = m/6. The correction factor
in the brackets in Eq. (8) is approximately confirmed. A final point, raised
in the workshop, is that this "shadowing® effect will be reduced if the pro-
pagating modes are significantly attenuated between pillboxes.

The analysis can be extended7 to the case of a pulse (TEM mode) on a
wire of radius x along the axis of the beam pipe and obstacle, a simulation

. 8 . . .
technique wused to measure the impedance. The kernel in the integral

equation is modified primarily by the shift of js to 35, the zeroes of
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J (kr )
o o

Jo(X) T Y (kr ) Yo(x) : )
o o

. . . . -1 .
It is easy to show that the shift is of order [&n (a/rojs)] . The numericai

7 X .
program was modified to apply to the pulse on the wire and the quantity

én(a’r )
o

Z (k)
ZO = x 1 - T(k)} (10)

was computed for ro/a = .1 and .01. Here T(k) is the transmission co-
efficient for the coaxial (TEM) mode on the wire. Results for a small pill-
box showed the shift in structure corresponding to the new values 33, but the
average behavior was essentially unchanged. The results for high frequency,
which depend on the sum of contributions for many values of s, were almost

identical to those calculated for the impedance without the wire.
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Presented at the Particle Accelerator Conference, March 1989
Longitudinal Coupling Impedance of a Small Obstacle' Appendix A

R.L. Gluckstern and F. Neri
Physics Department, Univezrsity of Maryland, College Pazrk, MD 20742

I. 1Introduction

In a recent paporz, the loagitudinal impedance for a narzow pill-box
with beam pipes was investigated anaxy;ically and numerically, in order to
understand the structurze of the impedance as a function of frequency in the
region above the cutoff of the beam pipe. The field matching procedure
described by chke3 was used in the limit of a narrow pill-box and the
impedance was expressed as sum which required a cutoff for convergence. 1In
the present paper we start with the integral equation for the field at the
pPipe :adius"5 and solve this equation :igo:ohsly in the case of a small
cbstacle of general shape. In this way we obtain a more accurate
representation of the important broad :csonancez which dominates the

behavior in the frequency rzange above the cutoff of the beam pipe.

II. Analysis
The starting point for the analysis is the integral equation obtained

for the electric field in the obstacle at the pipe udius.5 Specifically,

we have
9 ~jkz
I dz’ F(z’) [x tJz* - z) + x (z‘.z)] =Jje 2.1)
o P ¢
and
Z{k} 1
— = -—5_[9 dz F(z) &°% . (2.2)

° ka ‘o
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Here kc/2x is the frequency, a is the pipe radius, zo = 120k ohms is the

impedance of free space, and the azimuthally symmetric cavity, of general
shape in the r,z plane, extends axially from z = 0, to z = g at the pipe
radius r = a, Apart from a constant, F(z) is the axial electric field for

r=gaand 0 <z <g. The component of the kernel from the pips fleld is

-jb_|u]/a
) 2% w ¢ s
xp(]up " Ez B . 2.3
wheze
2 2
Hers 3}, is the sth zero of the Bessel function J ix) and b, is to be
zeplaced by -5B’ when J . > ka. The component of the kernel from the
*cavity fields” is
[ 4
, httz) hetz )
xclz,z') = 4AX 2——-2—-——5—-— ’ {2.5)

¢ ¥ "X

where the orthonocrmal (azimuthally symmetric) modes of the cavity (with an

imaginary metal wall at r = a) are defined by
3 3 5
Vx'o’t-kth! , VxB =k, 3, , (2.6)

and where hztﬂ ] [hz(a.ﬂ] is the azimuthal component of the normalized
| 4

mg;:otic field at r = a,
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J1I. Small Obstacle Solutions

The "cavity kernel™ in Eq. {2.5) requires a sum over the modes in the
cavity. For a small cavity, this sum is dominated by the lowest mode for
which the solution for the magnetic field is the constant field

1

hotz) - P (3.1)
v2una A

normalized so that I h:(z) dv = 1 over the annular cavity of length 2xa and

cross sectional area 4. The frequency of this mode corresponds to ko =0,

so that

2%
K (z',2) & . (3.2)
¢ kzaA

The "pipe kernel®” in Eq. (2.3) is more Qifficult to evaluate for a
small obstacle, since the sum in Eq. (2.3) does not cocnverge if
Ju] = §2’ - z| is set equal to zero. To proceed we add and subtract X, {9},
which is independent of z’ and z, to obtain
=db fu]j/a  -3b_g/a
28] » @ -e

quu]) - xpcq) + = T b, . (3.3)
s=1

Since |u|/a and g/a are very small, the major contributions to the sum in

Eq. (3.3) occur for large s, in which case we obtain

-jb [u]/a  -ib_g/a -Blul/a  -Bg/a)
©e -e 3 (e -~ e
r b l;rdﬁ 8

s=1 S ©
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3 -]
-;lnm . (3.4)

The integral equation for F(z’) in Eq. (2.1) therefore becomes

23
rdx' £{x’) [K--;lnlz‘-alj-l . {3.95)
o .
where
x' @m2'/fg , xwz/g , wgP(z’) = af(x’) (3.6)
and
-jb‘qla
29 ® e
Ke - FA. + 2 z bs . ‘3.7’
8=l

The solution of Eq. (3.5) can be expressed in terms of the solution of

rdx'htx‘)ln[x‘-a[-ll ¢ 0<x<1 . (3.8)
°

Spacifically we £ind

Li{x’)

1(3:" - X/J = 2" [

(3.9)

where

-1
J= Ul dx M:)] . (3.10)
o
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We then obtain the admittance from Eq. (2.2) as

-jbbq/a
j . e 28n2
Z, Y{k) ® 2% ka|- =3~ + PN ™ *I3—1 - 3.1
XA a=1 s

whers we have used the solution of Eq. (3.8) in the fa:uf

M2y o V2

Lix) = - 2x in2 '

J = <2n2 . $3.12)

IV. Numerical Results and Discussion

We have used Eq. (3.11) to calculate the real and_imaginary parts of
the admittance, shown as the solid lines in Figs. 1(a) and 1(b) for a small
pillbox with b/a = 1.1 and g/a = .05. The dots correspond to the results
of the computer program developed to calculate the lengitudinal impedance
of an azimuthally symmetric cavity of general shape in a beanm pipc.z The
agreement between the two confirzms the validity of Eq. (3.11).
Furthermore, the “"sawtooth™ ac:ucture.ot that part of the admittance
involving the zeroces of Jotx) depends primarily on the parameter k; {and
only logarithmically on kg) while the primary dependence on the pillbox
size (b,g) is contained only in the smooth part ¢f the susceptance, which
is most important for small values of k’A.

If one smooths the "sawtooth® structure, equivalent to averaging over
X for values of ka above the cutoff of the beam pipe, one finds the

features of the broad resonance discussed in depth in an earlier pape:.z
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Appendix A

In order to demonstrate that

x-uz 1 - x,-x/z
Lix) = - 2% in 2 (A.1)
is a solution of Eq. (3.8), we make the substitutions
1 + cos o’ 1+cose@
x’ - 2 ¢ X = 2 ’ (A.2)
from which we obtain
dx’ p | cos @ - cos &
er lnlx'-xl -'z'hr de’ &n 3 < {A.3)
ov¥x (1 - x)) -x

Use of the exponential forms for cos O, cos @’ leads to

1 -' ’} r
Q-Eaer de’ [tnei°+¢uu-o“"'°')+£n a - ell® -, -tn‘]
-

-
--:b2+rd¢bu-cosﬂ v (A.4)
°
where ¢y = &’ % o, and vhere the last form of Q is clearly independent of o,

as required by Eq. (3.8).
A power series expansion of the integrand in Eq. (A.3) leads to

bk
xe TB*3
Q--:tn2+§z 1 . {A.5)
=l

= l‘(‘i) m!
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The sum over m in Eq. (A.5) can be shown to be equivalent to the sum

obtained from the power series expansion of the integrand in

x.l du
o--xln2+-5 1-vi-uw , {A.6)
ouvl - u
which is readily evaluated as
1
geexln2+xln (1 +V] =u) --2rln 2. (A. 7N
o
Thus
r ’ ’ o
- '--——-
or.(x)tnlx x| ax iz~ ¢ (A.8)

as required in Eq. (3.8), and

-1
J= [Il dx L(x)] =22 , (r.9)
°

as stated in Eq. (3.12).
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High Frequency Dependence of the Coupling Impedance

for a Large Number of Obst .
s stacles Appendix B

R.L. Gluckstern
Physics Department, University of Maryland, College Park, MD 20742

I. Intreoduction

wWe have recently de:ived.z'3 an integral equation for the axial
electric field at the pipe radius in the presence of an azimuthally
symmetric cavity of arxbitrary shape in a beam pipe of circular cross
section. We have further shown that the local average of the coupling
impedance over frequency decreases as quz for high fzequency, essentially
independent of the cavity shape. In another pape?‘, we extend the
derivation to several cavities and obtain the high frequency behavior for a
periodic cavity. 1In this case the real part of the impedance per cell is

2, in agreement with Heifets and Kheitetss, and the

shown to vary as kY
imaginary part varies as k-z, as required by causality.

In the present paper we analyze the case of N cavities and explore the
high £:equency behavior for large N, ;n an effort to understand the

transition to a periocdic structure. Not unexrectedly, the result depends

critically on which of the limits (k 2 @ or N 9 w) is taken first.

II. Analysis

The starting point for the analysis is the integral equation cbtained
for the axial electric field in a single cbstacle at the beam pipe

radius.2'3 Specifically we have

g A a
I dz’ G6(z’'} [Kv(z -z2') + xc(z',z)] - J {2.1)
°

and
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Z(k) 1 g
Z - —_E I dz G(z) . (2.2)
o ka o

Here kc/2r is the frequency, a2 is the pipe radius, z2, = 120n ohms is the’
impedance of free space, and the azimuthally symmetric obstacle, of general
shape in the r,z plane, extends axially from z = 0 to z = g at the pipe
radius r = a, Apart from a constant and the factor exp(jkz), G(z) is the
axial electric field for r = aand 0 <z < g.

The modified "pipe™ kernel, Kp(u). has the fo:m?

jku - 3 b |u|/a 0 su<d
- 2R » e 2xn3 - 2 2
- &
Kp(u) 3 3}-:1 b, ) T ejt:l'j__'IZka ol ° (2.3)
g=]

.2 -
where u = 2 - 2’, b: - kzaz = Jge and where the last form in Eq. (2.3} is
cbtained by averaging over frequency, with the dominant contributuion
coming from 1 << j << ka. For ju] << ka’, the sum over s can be converted

to an integral, leading to

0 s u<0
K (w) 245 -1) vk ) (2.4)
P o U0
a vku

A similar analysiaz for the "smoothed” high frequency limit of ic(z',z)

also leads to the same result, namely

0 2'>z

4
xc(z s2) & 5 -1 V& . (2.5)
,2/<2

a vk(z - z’)
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The solution of Eq. (2.1) with the kernels in Eqs. (2.4) and (2.5) then
yields the "smoothed™ high frequency limit for the impedance for a single

obstacle:

zo (1 + 3) ®ma Vak

= Z Y(k) = F (k}, F (k) = . {2.6)
Z (k) Q (] o VE

For several obstacles, it is easy to see that Eq. (2.1) can be generalized

to

. ’ -
)3 J;dzm G(z) [K (z-z) + 6man(szzn)] i 2.7
where z; and z denote the variables z’ and z within cavities m and n, and

I dz; is over cavity m. The coupling between different cavities occurs
mn

through the pipe kernels, whereas the cavity kernels are diagonal. If we
now use the high frequency kernels in Eqs. (2.4) and (2.5) for the diagonal
terms and Eq. (2.3) for the pipe kernel in the coupling terms, it is clear
that the only surviving contributions to the sum over m will be those for

z; < z, . that is m s n. Specifically we obtain

2

14 ’ - 0y
2(1 + j) Vn It dt” 6, (1) 2T ®» n-l Ja m)L;sl
+ I Lexp dt’ G _(t’) = 1
; 2 2 R = ’
a vk o vt -t ka® 1 ey 2ka J o

(2.8)

where zé -mL + t’, z, - nL + t, and where we assume that we hav N
identical cavities whose centers are spaced a distance L apart. We have

also approximated L z; by (n - m}L in the non-diagonal terms,
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corresponding to the assumption NL >>» g. The impedance is theu

Z (k) 1 N g
. -:.—2 T IO de Gplt) . (2.9
° m=1
Equation (2.8) can be simplified by writing
1 -3 avk
G (t') = Y . (2.10)
n ax vz V&7 B
leading to
jin -~ n)sz
(1 -3 Vg ® n-1 s
y_+ Y Ly exp -1 {2.11)
n m 2
a vrk s=l mel 2ka
and
Z(k) (1 -3 Vg N
- r ¥, - (2.12)

Zy 2xa Vxk
n=1

Cur task is to solve Eq. (2.11) for ¥ and then use Eq. (2.12) to obtain

the impedance. This can be facilitated by constructing the transform

[ -]

w(h) = ¥ hnyn , in which case use of the convolution theorem leads to the
n=3

solution

-1
h (1 -3 vg

win) == |1+ p(h) (2.13)
1-h 2xa Vrk

’
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where

.2

lL)5

p)
© « ) Zkaz » h

pthy = ¥ T he s ¥ 7 - (2.:4)
s=] [=} s=1 L js
1-h-3j
Zkaz

The last form of Egq. (2.14) holds in the range kaz >> Lj:.
A simple approximation to Z(k} in Eq. (2.12) for large N can be

obtained by evaluating

g -n/N
wiexp(-1/N)] = ¥ Y, © o {(2.15)
n=1

where the exponential cut-off simulates the sum from n = 1 to N in

Eq. (2.12). For h ®1 - 1/N, we £ind

[ 1 1-35)vg » 1 -1
wit - = | =81 + )3 . (2.16)
N 2
Vaxal s=1 1 L3,
59
N 2ka2

Let us first consider the limit N 9 @. In this case we can use

T j;z- 1/4 to evaluate the sum over s, to obtain

(1 + j) ma Vrk juka2
N ontk) = + L s, large N, (2.17)

vg

. L f s .
the result obtained earlier for a periodic structure. If instead, we
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assume that 1 << N << kazlL, the sum over s can be converted toO an integral
over js from 0 to w to give
(1 + j) ®a vak vgN

N2z Y(k) & 1+ . {2.18)
] VL

This limit corresponds to converting the sum over s to an integral in

£q. {2.11), leading to

=1 . (2.19)

For large n, it is easy to show from Eq. (2.19) that the asymptotic form of

Y, is
vi
Y, 2= {2.20)
vYgn
leading to
(1 + j) na ¥VnNk
N z° Yk) = . {2.21)

2 VL

This result, which is more accurate than Eq. (2.18) for large N because it
N - -n/N

uses ¥ y, rather than I Y, e » Suggests that Eq. (2.18) can be made
n=1 n=1

more accurate by replacing the factor gN/nL by gN/4L to obtain

(1 + 3 ma vnk gN
N ZOY(k) = 1 + —}, large ka. (2.22)
Vg 2vL
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This surprising result predicts that the impedance will vary as Nllz once
N > L/g, and that the transition to the periodic result im Eq. (2.17) takes
place when N > kazlL.

Finally, we can obtain a reuslt which properly contains both limits by
converting the sum over s in Eq. (2.16) to an integral over js with a lower

L J
limit on j, chosen to retain the relation J j;z = 1/4. 1In this way we

s=]
cbtain the relation
- ¢
N2 Y(k) $F (k) +aVN -1 tan = — , {2.23)
o o
2¥N
with
(1 + 3§ avek
« = P (2.24)

vi

which can easily be seen to give theAlimit in Eq. (2.17) as N >> kaZIL and
the limit in Eq. (2.22) for 1 << N << kazlb. The change to N-1 in
Eqg. (2.23) is made to give the correct limit when Ns=l,
We have repeated the analysis for a small cbstacle, that is where
kg ~ 1 even though kL >> 1. The entire analysis and final result in
Eq. (2.23) are unchanged, except that ?o(k) is now the actual single

cbstacle admittance. In the case kg << 1, Gluckstern and Ne:i‘ have shown

that

3
Fo(k) & 2nkal- TN + Y 5 + 3 . (2.25)
| 3. s
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vhere A is the cross sectional area of the (small) pillbox.

I1I1. Discuagion

Equation (2.23) gives a result for the average impedance (admittance)
for N equally spaced identical cavities at high frequency. The transition
to the periodic result shows clearly when NL >> kal. 1In addition,

Eq. (2.23) predicts that, for xa? >> NL the impedance will return to a
k-l’z dependence at high fre&uoncy, but with a coefficient which varies as
N2 for iarge N, as given in Eq. (2.22). This has important implications
where there are a large number of obstacles, and where conventional wisdom
has up to now been to add impedances. We have checked this result by
evaluating ¥, numerically from Eq. (2.19). In addition, we have allowed
g/L and L to be different for each cavity and confirm numerically that the
le: result does not depend on delicate phase cancellations. Moreover, we
expect that the analysis for the transverse coupling impedance will be
parallel, and therefore believe that our conclusions are correct at high

frequency for multiple obstacles of any shape in a beam pipe of any cross

saectien.
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ANALYSIS QF COAXIAL WIRE MEASUREMENT OF LONGITUDINAL COUPLING
IMPEDANCE

R.L. GLUCKSTERN AND R. LI
Physics Department, University of Maryland, College Park, MD, USA

I. INTRODUCTION

In recent workz, a method has been developed to calculate the longitudinal
impedance for an azimuthally symmetric obstacle in a beam pipe of circular
cross section. The method has been applied to a small obstaclea. to an
obstacle of general shape at high frequencyz, and to several obstacles, in-

5 at high frequency.

cluding a periodic structure

Coupling impedances are difficuli to measure directly. Instead, the
reflection and transmission coefficlents for a pulse carried through the
obstacle on a thin coaxial wire are measured and the results approximate the
longitudinal coupling impedance.6

In the present paper, an analysis is carried out including the coaxial
wire and new boundary conditions for the fields at the surface of the wire.
We then estimate the validity of the coaxial wire measurement for a variety
of frequencies and‘geometrles. Finally, several numerical calculations are
carried out for both the beam and the wire pulse. The results confirm the

predictions of the analysis.

II. ANALYSIS FOR A BEAM
Let us consider a beam pipe of radius a which enters and leaves an azi-

muthally symmetric cavity of general shape. The longitudinal impedance can

be obtained by field matching at r = a. The source fields in the ultrarela-

tivistic limit are

21
(s) _ (s) __°°% -z _ _(s)
EZ =0, on¢ = p— e = Er . (2.1)
Adding the pipe fields, we find
J (Kr)
[o]

00 .
_ -jqz
E, = j dq Alq) e T (2.2)
-00 (o)
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21 J? (Kr)
°° -kz . (* -jaz 2 (2.3)
ZoH¢ =" 2ar € —Jk I-mdq Alq) e KJo(Ka) ’ ’

Here k = w/c, the suppressed time dependence is exp(jwt), Zo = 120r ohms, and

Io is the driving current. We have defined K = V£2 - q2 and take the contour
in the q plane below the poles on the negative real axis and above the poles
on the positive real axis so that we have only outgoing waves for the pipe

fields as z » #w. Defining Ez(a,z) = f(z), we have

® -Jaz ! Jaz
f(z) = j dq Alq) e V¥ | A(q) = o Jgdz f(z) eI9% (2.3)

-0 o

where f(z) vanishes for z < 0, z > g.

The fields in the annular cavity region for r = a are expanded into an
orthonormal set of cavity modes3 which satisfy metallic boundary conditions
on the outer wall of the cavity as well as at r = a. Matching the magnetic

field in the pipe and cavity regions leads to

Ig dz’ F{z’) [Kp[z' -z) + Kc(z.z')] =‘j e J , (2.5)
o

where the pipe and cavity kernels are

hz(z) hz(z’)

w0 - ~
K_(u) =I dq e 9 3(q) , K (z,2") = 4n° § ——o—— . (2.6)
P -0 ¢ ) kz - k%

Here hl(Z) is the normalized magnetic field in mode & at r = a,
f(z) = F(z) ZOIO/kaZ, and J{q} is defined in Eq. {2.7). The sum in Eq. (2.6)
is over all azimuthally symmetric modes in the annular cavity.

We can obtain a more explicit form for Kp(u) in Eq. (2.6) by using the

identity
) Jo(Ka) © 1
) 2 T k)~ "2 X 335 2 (2.7)
o sslqga -~-b
s
. 2 2.2 .2 2 .
where g are the zeroes of Jo(x), and where bS = k"a" - Jg = -BS. For posi-

tive u, the contour in Eq. (2.6) can be closed in the lower half plane, en-
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closing the poles at qa = bs and qa = —st. For negative u, the contour

encloses the poles at qa = -bs and ga = JBS. The result for Kp(u] is then

_ -jb_jufsa
2nj o e
K (u) = — —_— (2.8)
p 3 s=1 bs

where bs > -jBS when js > ka.
The longitudinal impedance of the cavity can be written as

Z(k) 1 o 2n A(k) 1
—_—a I dz e*Z E (0,2) = —— = — I dz F(z) e3¥2 . (2.9)
Z 21 z 21 2

(o) 0 0 Y- o0 ka [o}

The solution of Eq. (2.5) for F(z’) can then be used to obtain the impedance

by means of Eq. (2.9)}.

IIT. ANALYSIS FOR A COAXITAL WIRE

We now start with a TEM mode in the beam pipe including a coaxial wire of

radius ro, described by

21
. ~ °0 _ikz -
Ez =0, Z°H¢ =~ Zmr © = -Er » (3.1)

where ~ stands for the coaxial wire case and where we have normalized to make

Eq. (3.1) identical to Eq. (2.1). Adding the pipe fields, we find

F (Kr)
2 o [ aq Kiaq)ed9Z ——
E, _f dg K(@)e T o (3.2)
- o
21 F.(Kr)
- oo - jkz . © - -igz 1
ZOH¢(r,z) == Zur © + jk Jﬁmdq Alq) e K FO(Ka) , (3.3)
where the linear combinations
Fo(x) = Yo(x) - u Jo(x) . Fl(x) = Yl(x) -u Jl(x) , (3.4)

with pu = Yo(Kro)/Jo(Kro). are chosen to satisfy the boundury condition on the
surface of the wire. The contour in the q plane is as before in order that

vwe only have outgoing waves for the pipe fields.
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The analysis continues as in Section II. The only difference is that
J({q) in Eq. (2.7) is now

1 YI(Ka) - qu(Kro)

1@ =~ iq [V &) - w3, e )| - (3.5)

The function 3[q) is analytic in q or K, except for a second order pole at
K=0 (first order poles at g=%k), and first order poles at the zeros of the
denominator of Eq. (3.5). We can then write 3(q) as a sum over these poles

by finding the appropriate residues, obtaining finaily

o
S

-}
IQ=-2 F 55—, (3.6)
s=0 q2a2 - bz

where b~ = kza2 - 12 = - EZ, and where
s s s

2
Jo(rois/a) 1
a = y §21, a

= = SSTTT Y - (3.7)
S 2tr 1 sa) - 32(1) o 2 Infa/r )
o'o's o'’s

Here is is the value of Ka at the zeroes of Fo(Ka). with io = 0. The pipe

kernel is therefore

s -jb Ju|za
e ° . (3.8)

The expression for the magnetic field in the cavity region is identical
to that for the case of a beam on axis, since the boundary conditions are not
affected by the presence of the wire. The integral equation for the axial

electric field at the beam pipe is therefore

Ig dz’ F(z')[iptlz'-z|) + Kc(z.z’)] = jeJk2 (3.9)
[»}

with Ep being given by Eq. (3.8) and K_ by Eq. (2.6).
In order to obtain the transmission and reflection coefficients, it is

simplest .o examine Eq. (3.3) for large positive and negative z. The TEM
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(coaxiai) modes correspond to the poles at q = tk. Specifically one obtains
Fjkz

+

z, 1, 2n aoA(-k) e

~TEM _
on¢ =~ * T s (3.10)

where the * is for the pipe region with z zo. Using Eq. (2.4), we obtain

for the reflection and transmission coefficients

Znao Ztao
1 - T(k) = dz F(z) e9¥% , R(k) = dz F(z) e k% | (3.11)
2 2
ka o ka o

where we have again used f(z) = F(z) ZOIO/kaz.

Comparison of Eq. (3.11) with Eq. (2.9) shows why the impedance corres-
ponds more closely to the transmission coefficient rather than the reflection

coefficient, particularly at frequencies for which kg =2 1. In fact the cor-

respondence is

n 2(k)

1 - Tk) » {3.12)
ln(a/ro) Zo

IV. COMPARISON OF 1~-T(k) AND meOZ(k)/Z°

The difference between the coupling impedance and 1 - T(k) for the pulse on
the wire is totally contained in the modified pipe kernel in Eq. (3.8).
Specifically we have an additional term proportional to [tn(a/ro)]-l, a shift
of the zeroes from js to is , and the modified coefficlents o For
ro/a « 1, it is easy to show that
is = js + n/ZLs , 821, Ls = £n(2a/r°js) -7, {(4.1)
where ¥ = .577 is Euler’s constant. Also a-l 1 - n/ZJSLz for s 2 1. Thus
all changes are proportional to [8n(a/ro)] or smaller, suggesting that
there may be differences of order 207, even for rO/a as small as .01.
The result for a small obstacle of cross sectional area A may be taken
directly from earlier work.3 Specifically we can write
-jb gsa
2n % J w0 %€ > 28&n2
= 2unka [- -+ ¥ + ] ]




122

We therefore expect that the primary difference for a small obstacle will be
a shift in the frequency at which the singular behavior occurs from ka = js
to is' This is confirmed in Figs. 1la and 1b where we plot the real and
imaginary parts of Y(k) and 2na°[1 - T(k)]-I/Z° for a pill box of length

g = .05a and width b-a = .1a for ro/a = ,01. The corresponding results for
ro/a = .1 are shown in Figs. 2a and 2b. The numerical results are obtained
with programs which expand the fields in the pipe region and the cavity plus
pipe region into traveling axial waves. The figures clearly show that the
details of the two results differ, but that the average over the sawtooth
behavior is essentially unmodified.

The result at high frequency !s similarly easy to predict. In earlier
work, we showed® that the average behavior of the impedance at high frequency
is obtained by converting the sum over s in the pipe kernel to an integral
over s, and that the main contributions come from s of order (kaz/g)l/z.
Since the spacing of the zerces is essentially unmodified, we expect no sig-
nificant difference in the average behavior at high frequency. This is con-
firmed in Figs. 3a and 3b for the real and imaginary parts of Z(k) and
20[1 - T(k)]/Zna° for g/a = n/4, b/a = 1.5, rD/a = .1. What is remarkable

is that the complicated oscillatory behavior is duplicated as well.

V. SUMMARY
We have derived the integral equation for the transmission coefficient of the

coaxial mode for a pulse along a wire on the axis of a beam pipe and cavity.
The only difference between this equation and the one for the longitudinal
coupling impedance is in the pipe kernel and is of order [ln(a/ro)].l or
less. Specific predictions are made for the comparison between Z(k)/Zo and
[1 - T(k)]/meo for both a small obstacle, and for a larger obstacle at high
frequency, and these are confirmed by numerical calculations. Our conclusion
is that measurement of Zoll - T(k)]/meo corresponds remarkably well to the

actual longitudinal coupling impedance.
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mode number and the frequency step used in the numerical calculation.
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BEAM-INDUCED ENERGY SPREADS AT BEAM-PIPE TRANSITIONS*

K. C. D. Chan
Los Alamos National Laboratory, Los Alamos, NM 87545

Introduction

Walkefields are induced when a beam bunch traverses a transition along the beam
pipe. A transition can be a change of beam-pipe cross section either in shape or in size.
These walkefields will, in turn, modify the kinetic energy of the beam bunch resulting in
an energy spread in the beam. This paper will describe a simple pictu:e for understanding
these wakeficlds and the applications of this understanding to the design of beam-pipe
transitions with minimized energy spread. Only longitudinal wakefields are considered in
this paper.

A Simple Physical Picture

A simple picture based on energy conservation can be used to describe the physics at
a beam-pipe transition. Figure 1 shows a bunch of electrons passing through a transition.
This is a step-down transition where a circular beam pipe reduces its radius. The figure
shows a time sequence of pictures of the electric field lines. The first and the last of these
pictures represent two states when the electric field lines are straight. At these states,
the static electromagnetic field energy (referred to as static energy hereafter) of the beam
bunch is in equilibrium. The difference of the static energies between these two equilibrium
states depends only on the two beam-pipe radii and is given by the following formula:

2
- b
AW = 4ﬂ_3/2€00m51n(a) ’

b is the radius of the larger beam pipe

where

a 1is the radius of the smaller beam pipe
Orms 1S the rms half-width of the beam bunch
q is the charge of the beam bunch.

Static energy is lost during the transition. By conservation of energy, this amount
of lost static energy is shared between the energy of a backward-going scattered wave
and the kinetic energy gain of the bunch. One can put more of the static energy into
the kinetic energy gain by using a tapered transition to decrease the amount of backward

* Work supported by Los Alamos National Laboratory Institutional Supporling Research, under the

auspices of the United States Department of Encrgy.
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Fig. 1. A picture sequence showing the electric field lines when a bunch passes
a step-down transition. The density of the field lines represents the electric fieid

strength.

wave generated. Figure 2 shows the wake functions of a beam bunch traversing a tapered
transition. The wake function is proportional to the kinetic energy gain of thc beam bunch.

The curves show, as expected, an increase of the kinetic energy for the decreasing taper
angle.

Figure 3 shows a similar picture sequence for a step-up transition. Both the increase
of the static energy and the energy of the forward-going scattered wave have to come from
a loss in the kinetic energy of the beam bunch. Figure 4 shows the wake functions for
a tapered step-up transition with the wake functions becoming more negative with the
increasing taper angle because more intense scattered waves are generated.

The simple picture described in this section shows that the static energy and the
kinctic energy of the beam bunch are re- distributed at a beam-pipe transition. Changes
in kinetic energy of a beam bunch resulting from wakefields can only happen by an energy
exchange with the static energy and by an energy transfer to the scattered waves. A more
quantitative account can be found in Ref. 1.
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Fig. 3. A picture sequence showing the electric
field lines when a bunch passes a step-up tran-
sition. The density of the field lines represents

the electric field strength.
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Applications

At various times it is necessary to design a beam pipe transition. The knowledge
learned from the previous section can be applied in designing such a transition with reduced
wakefields. One 2D and one 3D example are described here.

The 2D example is a design of a step-down transition as shown in Fig. 5. The larger
beam pipe is extended over the smaller beam pipe. The extra static energy in the larger
beam pipe, which is the source of beam energy change, is diverted into the coaxial portion
of the transition. Without the extra static energy, there is no wakefield-induced energy
spread. The wake function for this design is shown in Fig. 2 (wake function assigned taper
angle of 180°).

The 3D example is a design of a transition from a circular to an elliptic beam pipe.
In this case, the two causes of kinetic energy changes of a beam bunch are respectively
minimized. First, scattered waves are mirimized by tapering the transition. A slow (adi-
abatic) transition eliminates practically all scattered waves. Second, an exchange between
the kinetic energy and static energy is minimized by choosing the proper cross section at
the tapered section such that the static energy remains constant along the tapered tran-
sition. To ‘match’ the static energy, one transverse dimension is increased while the other
is decreased, giving an ellipse with semiaxes of a and b. The pairs of a and b used along
the taper are pairs that give the same static energy as the circular pipe.

A transition matching a circular beam pipe (radius 1.2 cm) to an elliptical beam pipe
has been so designed. A 30-cm taper section of elliptical cross section is used. The major
scmiaxis a of the ellipse is increased gradually from 1.2 to 2.4 cm while the semi minor axis
b is decreased from 1.2 to 1.0 cm. Figure 6 shows a comparison of wakefield effects with
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and without this ‘matched tapered section’ as calculated using T3 (Ref. 2). By minimizing
the two causes of kinetic energy changes, the wake function is reduced by over a factor of

10.

M

tric field lines when a bunch passes a step-
down transition designed with minimized en-
ergy spread. The density of the field lines rep-
resents the electric field strength.

——

i ,
f !! ] Fig. 5. A picture sequence showing the clec-
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Conclusion

Energy spread induced by wakefield effects at a beam-pipe transition can be under-
stood and reduced by a simple physical picture based on energy considerations.
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1 Wake Functions

A test charge at (r,0,z) trailing a point source at (a,8,2,) experiences a
wake force. This wake force can have both a longitudinal component and a
transverse one. From Refs. [1] and [2] , the general form of the wake force
components are given as:

Fy(s)=- i el W (s)r™ cosm(f — 6,) , (1)

m=0

Fi(s)=) elnWn(s)mr™ '[f cosm(0—8,) — fsinm(0—6o)] + F%(s), (2)
m=1

where e is the charge of the test particle, s = 2z, — z is the longitudinal
distance the test particle is lagging behind. The multipole coefficients of
the point source are I,, = qa™, where g is the charge of the source. Here,
the wake force components have been integrated across the structure of the
vacuum chamber; i.e., F;(s) and F,(s) have dimension [force*length]. The
function Wp,(s) is called the transverse wake function or wake potential in the
m-multipole and W, is the corresponding iongitudinal wake function. The
axis of the cylindrical coordinate is chosen as the path of be particle beam,
along which coupling impedances are to be evaluated. With respect to this
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axis the structure being studied may not have cylindrical symmetry. Under
this situation, strictly speaking Eqgs. (1) and (2) are not valid. However, we
expect Eqgs. (1) and (2) to hold when the offsets r and a of the test particle
and source particle are sufficiently small, and this is actually what we need
in the computation of impedances. For structures with no axial symmetry,
the m = 0 component represented by F%(s) in Eq. (2) is in general nonzero.

In the case of cylindrical symmetry, TBCI computes each multipole m
of the wake functions separately by setting » = a = pipe radius to elimi-
nate numerical noise. The transverse wake potential W,,(s) is obtained by
integrating W (s).

The 3-D MAFIA-T3 code [3], without any assumption of cylindrical sym-
metry, computes the total wake force separately for both the transverse and
longitudinal components. It is clear from Eq. (1) that the lowest harmonic
of the longitudinal wake function, Wy(s), can be computed without offsetting
the beam. For the transverse wake function, however, one must offset the
beam by a. In accordance with TBCI, the transverse forces are computed at

r = a and 8 = 8. The form of Egs (1) and (2) become:

Fie) == 3 eqWi(ee’™, 0
Fi(s)= f; eqWn(s)ma®™ ! + Fi(s) . (4)

The dipole transverse wake is therefore given by:
Fy(s) - F2(s)
eqa ?

(5)

provided that the higher multipoles do not contribute appreciably when a
small a is chosen.

W'l(s) =

Since TBCI is so much different from MAFIA-T3, a comparison has to be
made. For this purpose we select a cylindrically symmetrical smooth pillbox
cavity. Results from the two codes for both the monopole and dipole of the
longitudinal wake potentials and the dipole component of the transverse wake
potential are compared. Similar calculations are made for an asymmetrical
cavity using MAFIA-T3 only.
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Figure 1: Problem geometry used in TBCI and MAFIA

2 The Symmetric Pillbox Cavity

The problem geometry is shown in Fig. 1. It consists of a cylindrical cavity
of radius 5 cm and a length equal to 5 cm. The beam pipe is of radius 2 cm
extruding 5 cm at each side. This geometry is modeled using both MAFIA
and TBCI. In both cases, the source bunch is a gaussian truncated at +50,
where ¢ = 5 c¢m is the standard deviation.

2.1 Longitudinal Wakes

The longitudinal wake as obtained by MAFIA T3, for three different mesh
sizes and offsets, are given in Fig. 2. This graph shows little dependence of the
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Figure 2: T3 longitudinal wake potentials for different mesh sizes and offset

potential on the offset implying that the dominant term in the longitudinal
wake is the monopole term, not sensitive to the beam displacement. Also
a decrease in the mesh size has little effect on both the peak values and
frequency of oscillations. Fig. 3 is a pure longitudinal monopole obtained
from MAFIA with a = 0 for two different mesh sizes. This plot should
be compared with the longitudinal monopole wake potential as obtained by
TBCI and shown in Fig. 4. Here the peaks for T3 vary from —0.644 to 0.980
(x10') v/c, and the peaks for TBCI vary from —0.619 to 0.922 (x10")
v/c. The two results are in good agreement. The solid curve in Fig. 3 is the
closest to the TBCI result both in peaks and frequency of oscillations. This
curve corresponds to a smaller mesh size. A further decrease in mesh size in

T3 had no effect on these results.

The dipole components for T3 and TBCI are shown in Figs. 5 and 6
respectively. The T3 dipole component is obtained by subtracting the longi-
tudinal wake at no offset from the longitudinal wake with a beam offset. Such
a subtraction can lead to some noise error as observed in the tail of Fig. 5.
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From Eq. (3) the longitudinal dipole wake potential is obtained from:
Fy(s;a) — Fy(s;0)

eqa?

Wi(s) ~ (6)
The subtraction noise error is of the order a®. For this reason the result of the
subtraction error is worse for a = 1/3 ecm. Again the amplitudes obtained
using TBCI, from -9.535 to 9.790 (x10'3»/(em?)), compare very closely to
the solid curve results obtained from MAFIA. In calculating the dipole com-
ponent of the longitudinal wake we have assumed that the contribution from
higher order terms is negligible, something that was verified in Fig. 2.

The dipole component of the longitudinal wake can be calculated in a
more straightforward manner. This is possible by considering the solution of
the longitudinal wake at the beam location with half the cavity.
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Figure 6: TBCI longitudinal dipole wake potential

2.2 Transverse Wakes

Since T3 does not compute each term separately, we need to first verify
whether the dominant term in the summation of Eq. (2) is the dipole term.
Figure 7 shows the transverse wake for different mesh sizes and offsets as
obtained by MAFIA. The transverse wake potential is computed from the
transverse wake force by dividing by a. The W;(z) peak decreases signifi-
cantly as the mesh size and the offset decrease. However, a further decrease
in mesh size has little effect on the result implying the presence of a dom-
inant dipole term. The TBCI result is shown in Fig. 8. Both TBCI and
MAFIA predicts almost the same result, 0.744 and 0.786 respectively. The
oscillations in the tail of the wake disappear at one point in T3 raising some
doubts on their validity.

3 The Asymmetric Cavity

This is a reproduction of the example given in the MAFIA manual [4]. The
problem geometry is shown in Fig. 9. Because of the lack of cylindrical
symmetry, this model can only be run with T3.
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3.1 Longitudinal Wakes

Figure 10 shows the longitudinal potential with and without beam displace-
ment. One sees negligible difference in two cases. This is expected because
the contribution is mainly the monopole contribution. The peak in amplitude
corresponds to what is given in the MAFIA manual [4].

The longitudinal dipole wake is given in Fig. 11 for two mesh sizes and
offsets. To see why the solid curve is not smooth we refer to the plot shown in
Fig. 7. Again the result of subtraction with ¢ = 1/3 cm leads to more noise
error than the one with @ = 1 cm, for the reason mentioned in section 2.1.

3.2 Transverse Wakes

The transverse wake, mainly dipole, is illustrated in Fig. 12 for two mesh
sizes and offsets. Similar to previous results, the transverse wake decreases
and converges to some value as the mesh size and offset decrease.

The wakes for this asymmetric cavity are in fact not much different from
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those of the symmetric pillbox. For this reason, in many cases it is quite good
to approximate the asymmetric discontinuity by a symmetric continuity and
use TBCI instead.

4 Summary and Conclusion

This is our first comparison of MAFIA T3 results against TBCI. Our results
show a very good agreement both in peak amplitudes of the wake potential
and the general shape of the wake functions. The oscillations in the tail of
the functions obtained from T3 are not reliable. The spectrum of the wake,
necessary for impedance calculations, depends very much on how sufficiently
long the wake is to avoid truncation errors. This type of impedance calcula-
tions may not be very accurate in time domain and a better solution would
be a 3-D eigen-modes solver like MAFIA-E31. We also conclude from these
results that, although a small offset will reduce the contribution of higher
multipoles, this will increase the computation error in subtractions and divi-
sions. One should therefore be aware of the trade offs in selecting the amount

of offset.

The calculations in this paper were done using the TBCI and MAFIA
codes available at Fermi.
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Abstract

Measurements of the bunch length as function of current with a pick-up button yield
data which seem to violate Robinson’s sum rule for the damping partition numbers,
even when the corrections for cable length and risetime of the sampling scope are
applied. Measuring the bunch length as function of RF voltage gives an estimate of
the total correction, including the response of the pick-ups and the feedthroughs.

Simultaneous measurements of the bunch length and the horizontal emittance as
functions of the RF frequency yield the variations of the damping partition numbers
and hence the damping aperture. This can be used to estimate the RF frequency for
which the orbit passes through the centers of the quadrupoles, and hence permits an
absolute energy calibration of LEP.

The threshold current for turbulent bunch lengthening yields an effective impedance
of only 20 mOhms for the short bunches below threshold. Assuming a broad-band
resonator with a resonant frequency of 2 GHz, this corresponds to a low frequency
inductance Z/n of about 1/4 Ohm. First measurements of the shift of the longitudinal
quadrupole mode with current agree quite well with these values.

The transverse impedance has been obtained from the tune shift with current.
Comparing horizontal and vertical shifts, the contributions of RF cavities and bellows
can be separated. Although the threshold for transverse mode-coupling could not been
measured yet, it is still expected to be near 3 mA in 4 (lengthened) bunches.

1 Introduction

Preliminary measurements of the impedance of LEP have been reported in Commissioning
Notes 6 (1] and 21(2]. The conversion of the measured quantities to both longitudinal or
transverse impedances relies on the knowledge of the bunch length, which therefore has
to be measured first. Unfortunately, at the start-up of LEP the instrumentation was not
complete: Bunch length measurements are foreseen to be done with a variety of diagnostic
tools, such as fast diodes, auto-correlation techniques, and a streak camera. In the absence
of these, a sampling oscilloscope had been connected to the pick-up buttons by a short
cable, and we had to discover how to interpret the signals from this temporary set-up.
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2 Bunch Length Measurement

2.1 Bunch Length Versus Current

The "raw data” for the bunch length at the injection energy of 20 GeV are shown in Fig.1.
They were obtained with the signal from a pick-up button connected by a short cable to
a sampling scope in the tunnel. The actual signal is shown in Fig.2, and can be seen
to have an oscillation of about 6 GHz behind the bunch. Additional slower oscillations
can be observed on a longer time scale. Since the exact transfer function of the pickups
in the region of many GHz is not known we had to approximate its response. Using an
equivalent Gaussian (with standard deviation ¢.,,) has the advantage that the correction
can be applied simply by quadratic addition

a:leal = atzruc + a:orr (1)
Below the turbulent threshold, the measured bunch length for an RF voltage of Vg =
84 MV was found to be approximately constant with a standard deviation of o, = 32 ps,
much larger than the expected zero current value of o,, = 18 ps for this voltage. Without
correction to the bunch length, this would correspond to a very small energy damping
partition number Jg = 2 (75,/-)? of only 0.6 instead of the natural value of two.

Previously, the horizontal emittance of LEP at injection energy had been measured with
a wire scanner, and found to be almost twice the expected value{3]. The corresponding
damping partition number J; was also only about 0.6, again smaller than the natural value
of one. In a flat machine like LEP (for which J, = 1), Robinson’s sum rule [4] for the
damping partition numbers requires Jg + J; = 3, while this sum would be only 1.2 with
the value. found above. And we consider this rule inviolable!

Corrections of the raw data due to the cable length and the finite rise-time of the
oscilloscope were estimated to be only oo & 14ps[5], which would still lead to a strong
violation of the sum rule. If we assume that the measurements of the horizontal emittance
can be trusted, the corrections to the bunch length must be much larger. A value of o..,.
= 27 ps would be required to bring the low-current bunch length to the slightly shortened
value of 16 ps, where the energy damping partition number becomes 2.4 and thus the
correct sum of partition numbers is obtained.

The increased correction could be explained by the large physical size of the pick-up
buttons (32 mm diameter) compared to the bunch lengths measured. However, rather
than relying on this indirect reasoning, we attempted to measure the correction in LEP
itself as described below.

2.2 Bunch Length versus RF Voltage

In LEP the bunches are short compared to the RF period, and the machine is operated at
a synchronous phase angle near 7 at injection energy. Thus the usual linear approximation
to the RF voltage is excellent. In this approximation, the product of bunch length and
synchrotron tune is proportional to the energy spread ¢,Q, = aRég. For bunch currents
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below the "turbulent threshold” (I, < Iis,) the energy spread does not change with current.
Assuming quadratic correction of the bunch length, we get

ol —g2 = (a&g)z (2)
meas corr 2wf' J
We can make the RES zero by extrapolating the measured values to f, — cc. In Fig.3 we
see that the values of the squared bunch length (full width at half maximum) fall nicely
on a straight line, which intercepts the vertical axis near 5000 ps?, i.e. (FWHM ), =
70.7ps. Assuming a Gaussian distribution, this value must be divided by 2.35 to obtain
the standard deviation ... = 30ps. '

This ‘measured’ correction is somewhat larger than the 27 ps estimated earlier. The
difference may be due to the Gaussian approximation used for the correction. Then o,,,
may not be independent of the true bunch length: e.g. for very short bunches, resonant
oscillations appear to shorten the signal. The exact determination of the bunch length thus
has to be postponed until instruments with a better resolution (e.g. the streak camera)

become available.

2.3 Variation of Bunch Length with RF frequency

A change of the RF frequency shifts the particle orbit, which alters the magnetic field
seen by the particles in the quadrupoles (and higher multipoles), and hence the amount of
synchrotron radiation emitted. This fact is usually expressed as a change of the "damping
partition numbers” Jg and J,. In particular, J, will become zero at some frequency below
the nominal one - where the beam passes through the center of the lenses - and Jg vanishes
at a frequency above it. The machine is stable over the {frequency) range where both J.
and Jg are positive, which is usually called the "damping aperture”.

Fig. 4 shows the damping partition numbers at injection energy as function of the
last 3 digits of the RF frequency (add 352 254 000 Hz). They were computed from the
measured (and corrected) values of the bunch length and emittance with the expressions

J,,-=2(i";’f)2 J,=%’f (3)

The theoretical values are ¢, = 18ps for Var = 84MV, and E,, = 6.7nm. The damping
aperture is thus found to be about 560 Hz, in good agreement with computations. However,
a number of inconsistencies appear in this plot:

i) for the previously determined bunch length correction of 30 ps, the points for Jx lie
on a straight line, but this line exceeds the expected maximum of 3 (and even 4): This is
in contradiction to Robinson’s sum rule.

ii) the correction can be adjusted so that Jg remains below 3 by choosing ocor, = 27ps.
While this is quite acceptable in itself, it makes the line strongly curved - in contradiction
to analytical estimates that its slope should not change by more than about 1 %. .

iii) at injection energy, the horizontal damping partition number appear to be too small
by a factor of about 2, and J, reaches only about 1.6 at the upper limit of the damping

aperture(3].
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The “central frequency”, i.e. where the orbits pass through the centers of the quadrupoles
(as well as sextupoles and higher multipoles), can be determined by intersecting the curve
for the damping partition number Jg with the nominal value. This should be 2 in a sepa-
rate function machine, but only about 1.93 in LEP due to a small contribution of combined
function quadrupoles caused by a thin layer of magnetic nickel on the vacuum chamber in
the dipoles, which was needed for bonding the lead shielding to the aluminum chambers.
We see from Fig.4 that this value is reached at about 140 Hz if we use the straight line
connecting Jg = 3 on the lower edge of the damping aperture with Jg = 0 at the upper
one, in quite good agreement with other measurements of this value (about 160 Hz) [6].

A possible explanation of the difficulties with the damping partition number J, could
be a blow-up of the horizontal beam size by synchro-betatron resonances. However, one
cannot exclude measurement errors with the wire scanner as well as with the synchrotron
light monitor. Recent measurement with a beam scraper at 45 GeV gave a much smaller
emittance than the one obtained with synchrotron light, which had agreed reasonably well
with the wire scanner in the past{7).

The difficulties with the energy damping partition number could be resolved if the
natural bunch length was shorter than calculated, e.g. due to bunch shortening at low
currents. In some models of bunch lengthening this is expected to occur for short bunches
seeing a capacitive impedance(8], but no clear observation of shortening has been made
in LEP. A more likely explanaticn is the inaccuracy of the measurement with a button
pickup which is much larger than the bunch length. This problem should be solved when
the streak camera will become operational in the near future.

3 Longitudinal Impedance

3.1 Turbulent Threshold

Calculation of the longitudinal impedance from the measured threshold current and bunch
length can be obtained using the stability criterion for bunched beams(1]

'E' _ FhVppcos o,
nl™ \/2—7|’Izhr(wodthr )i

where the form factor ¥ = 1 for a capacitive impedance (expected for short bunches),
and about 1.4 for resistive impedances. Substituting the parameters of LEP yields the
extremely low impedance of about 22mQ (for F=1). However, one has to specify that this
is the "effective impedance” acting on a very short bunch, and not the usually quoted low
frequency limit Z/n. Assuming a resonator impedance with resonant frequency w,, the
effective impedance of short bunches ¢ < 1/w, is strongly reduced due to the overlap of
the bunch spectrum with both the positive low-frequency inductance, and the negative
high-frequency capacitance. The result is given approximately by

(4)

(), e 1

n
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for short bunches (w,o, < 1), whereas for longer ones (w.0, > 1)

(2).,-12
MN/eff - lnl (6)
applies.

In LEP, the major part of the longitudinal impedance is expected to come from the RF
cavities, for which a broad-band resonator frequency of about 2 GHz has been estimated
[9]. For a bunch length ¢, = 16ps we find w,o, ~ 0.21, and we have to use the short
bunch expression to get the correction factor for the effective impedance of 2(w,0,)? ~ .09.
Therefcre, the low-frequency limit of the impedance then becomes

%] = 0.250 (7)

Since this result depends both on the form factor and on the assumed resonator frequency
it could be larger if F > 1 or w, smaller than the resonant frequency assumed.

3.2 Longitudinal Quadrupole Mode

A few measurements of the shift of the longitudinal quadrupole mode could be made so
far. For currenis above about 80 pA, the second (and even higher) modes were visible
without external excitation on a spectrum analyzer. The shift of the difference frequency
Afia = fi2 — 2fs0 was found to be about 450 Hz/mA; see Fig. 5. Assuming that the
quadrupole shift is half that of incoherent synchrotron frequency one gets an approximate
expression for the longitudinal impedance

i (£) - 2t )

With 820 Hz for the synchrotron frequency at the RF voltage of 55 MV, the effective
longitudinal impedance is found to be 40mfl, in quite good agreement with the value
found from bunch lengthening. Since these measurements consist so far only of 3 points,
they clearly have to be repeated before they can be trusted.

For azimuthally uniform impedances, such as a circular cylindric vacuum chamber wall,
there exists a relation between the lowest longitudinai (m = 0) and the lowest transverse
(m =1) mode

= (9)

where b is the chamber radius, and n = w/wp the mode-number. For localized impedances,
such as RF cavities, this relation is only approximate. This is usually taken account of by
replacing the actual radius by an “effective” one bes. The chamber half-height is used in
place of the radius for the vertical impedance of elliptical vacuum chambers.

In LEP, the chamber radius in the RF cavities is 50 mm, while the chamber half-height
in the bellows is only about 35 mm. Using a transverse impedance of 2.3 M/m found
below, we would need an effective radius of about 35 mm to get a longitudinal impedance
in agreement with other measurements.
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3.3 Higher Order Mode Loss

Measurements of the phase shift of a strong bunch relative to RF or to a small witness
bunch allow determination of the higher order mode loss and hence of the longitudinal
impedance. Unfortunately, these measurements need a rather high accuracy in the phase
measurement, and have not yielded consisteat results so far.

3.4 BBI Results

We have computed the bunch length as function of current with the program BBI, using
the Hofmann-Maidment model{8] which is one of its options. The results for an impedance
of 0.25 Ohm and an energy spread of 3.6 10~* corresponding to the damping partition
number Jg = 2.4 are shown in Fig.1, together with the measured values. The dependence
of the bunch length on current for various values of the energy spread or the RF voltage
is shown in Figs. 6 and 7. The real and imaginary part of the frequency shift of the
lowest synchrotron sidebands have been computed with BBI for a transverse impedance
of 2 MQ/m with Q@ = 1 and a resonant frequency of 2.05 GHz. They are plotted in Fig.8,
showing a threshold for the transverse mode-coupling instability near 0.75 x4 per bunch,
or 3 mA per beam of 4 bunches.

4 Transverse Impedance

The transverse impedance can be obtained from measurements of the betatron tune shifts
with current. With a single bunch at injection energy a vertical tune shift of -0.13/mA
and about -.07/mA in the horizontal plane{l] were found (see Figs.9 and 10).

The tune shift caused by N impedances can be written

AQ FrR

N _yeff
AL = TmoB e duim B (10)

i=1

where {3); is the average beta function at the i-th transverse impedance Z7;. The effective
transverse impedance for a Gaussian in a resonator can be expressed as

2! = ZrF(w,0,) (11)

where the form factor can be approximated by F(z) =~ 2z? for z < 1 (bunches short
compared to the resonant wavelength), and by F(z) = 1 for z > 1 (long bunches or high
resonant frequency).

Since the RF cavities have circular beam holes, their contributions to the horizontal
and the vertical shift must be equal, i.e. somewhat less than the smaller of the two shifts.
Since the resonant frequency of the RF cavities is estimated at about 2 GHz, the "short
bunch” expiession applies when the bunches have only &, = 18ps. Thus a strong reduction
of the effective impedance by a factor of almost 10 will occur. The average beta function
in the RF cavity region has been reduced to less than 40 m in the design of LEP [10] in
order to maximize the threshold of the transverse mode-coupling instability.



Much effort has been spent on shielding the vacuum chamber bellows, of which there
are almost 3000 in LEP. They have a chamber height slightly above half their width. Since
the transverse impedance varies with the second to third power of the radius, we expect
their effect on the vertical tune shift to be about 5 times larger than on the horizontal
one. The broad band resonant frequency of the bellows has been estimated to be larger
than 8 GHz[9], and hence their effective impedance will be equal to the actual one even
for the rather short 18 ps bunches. Furthermore, the average beta function at the bellows
is about 75 m in both planes, almost twice the value at the RF cavities.

Substituting these conditions into the above expressions, we find two equations with
two unknowns for the (vertical) transverse impedances of the RF cavities and the bellows,
which we expect to be the two main contributors in LEP:

- R
2 A 7z (200 25 (B)es + 0228 B)e]

-a R

ar = GroBje [20ret) 25 Blcws + 2 (B)oa] (12)

The measured frequency shifts per mA at LEP were[l1]

AQy AQv
== -0.070, A7 = —0.125, (13)

The factor in front of the brackets (Eqs.12) for LEP is apl;roxima.tely 5.684 10~* for a
bunch length of 18 ps at injection energy. Thus the solution of these equations yields

75 = 2.23MQ/m
Z5 = 0.16MQ/m (14)

In spite of the seemingly much smaller value for the bellows, their contribution to the
vertical tune shift for the short natural bunch length is just as large as that of the RF
cavities due to the different form factors. The total transverse loss factor is only slightly
higher than the original estimate of about 2 MQ/m, hence we expect that the threshold
for transverse mode-coupling instability will be near the originally estimated values of 3/
mA/bunch, or 3 mA per beam, if the bunches are lengthened to ¢ = 4 em, e.g. with the
wigglers which are already installed in LEP (see Fig.8 for BBI results).

5 Conclusions

The bunch length in LEP can be measured only with limited accuracy since it is usually
well below the diameter of the button pickups used presently. The corrections which have
to be applied to the "raw data” are often larger than the measurements themselves. This
situation should improve when the streak camera will become operational.

The longitudinal impedance depends on the third power of the bunch length, and is
thus particularly sensitive to measurement errors. Nevertheless, we can obtain a reasonable
estimate of the broad band impedance by using the machine itself for calibration. We thus
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find the value of approximately 1/4 Ohm for the low frequency limit of Z/n, while the
effective impedance seen by a short bunch at injection energy is only about 20 mOhm.

In the transverse plane, the total impedance is found by separating the contributions of
the RF cavities and of the bellows. For the assumptions made, the transverse impedance
of the cavities appears to be slightly higher than computed, while the bellows impedance
comes out slightly lower. Nevertheless, the contribution of the bellows to the vertical tune-
shift is actually larger than that of the RF cavities for the short bunches at injection. The
total transverse impedance thus is only slightly larger than has been estimated during the
design. Thus the threshold for the transverse mode-coupling instability is still expected
near 3 mA per beam (4 bunches, lengthened to o = 4cm).
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Abstract

Starting from experimental observations of both longitudinal and
transverse instabilities of lepton bunches in the SPS, one uses a
simulation program to fit an impedance model such as to best
reproduce the measured data. In a first step this model is compared
with measurements previously performed with protons and then it
is used in the code to simulate the dynamical behaviour of the
beam along the whole SPS cycle. As far as the behaviour of the
beam parameters and the predicted instability thresholds are
concerned, the simulations are in fair agreement with the
subsequent experimental observations and clearly demonstrate
that a broad band resonator is an adequate model for the
description of the SPS coupling impedance.

1. ntr tion

The aim of this paper is to presemt an interesting comparison
between experimental and simulation results obtained for the CERN
SPS machine, when the latter is operated with leptons. Starting
from the experimental observation of instabilities, one uses a
simulation program in order to fit an impedance model such as to
best reproduce the measured data. This fitted broad band resonator
model is then compared with measurements of the SPS transverse
impedance previously obtained with protons. After having made
sure of the good agreement between these two sets of results, it is
possible to simulate the behaviour of the beam along the whole
cycle and check to what extent it should be possible to increase the
observed thresholds by modifying the injection conditions. The final
step evidently consists in comparing the predicted thresholds with
those measured in the machine under the same conditions.

2. Experimental observation of instabilities

When used as an injector for leptons, the SPS is an ideal tool
for the study of collective effects. As a matter of fact, it then allows
for injection both below and well above the thresholds for
instabilities.
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With these parameters, the best fit is obtained for:
(R/Q)t = 23 MQ/m
Q=10 (1)

fr = 1.35 GHz

As can be seen from Fig. 2, there is a fair agreement between the
simulation results and the measured data. In addition to this, it has
been recently suggested [2]) that a better fit to the actual SPS
impedance could be a broad band resonator model with a quality
factor Q = 6.0. In this particular case, the measured data would then
be best reproduced with:

R/Qr=17 MQ/m
Q=60 (2)
fr = 1.35 GHz

For koth cases, the simulations predict a threshold for transverse
instability lying around 1010 part./bunch, which is therefore in
good agreement with the observed threshold.

3. imul tune _shif f the fundamental =

Although the two impedance models defined by Eqs. (1) and
(2) yield the same instability threshold, they exhibit quite a
different behaviour when considering the detuning as a function of
the current. Indeed depending on the model considered, the
simulated coherent tune shift of the m = 0 mode (tune) at threshold
is

AQc = 1.5 Qs for
23MQ/m and Q = 1.0

(3)
AQc = 0.7 Qs for 17 MQ/m and Q = 6.0

Actually, these results deserve some comments, especially
when considering that the measured tune shifts are very often used
for the determination of parameters related to collective effacts
(e.g. the impedance).
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As a matter of fact, the tune shift simulated with the Q = 6.0
resonator could be misleading since it would correspond to the
behaviour expected for short bunches, and certainly nci for the
long bunches we have in the machine.

Indeed, in the short bunch regime, the spectrum of the m = 0
mode extends in the GHz range, where the resistive component of
the coupling impedance is large, and it is therefore likely that the
modes m = 0 and m = -1 couple first and determine the threshold.
In such a case one would therefore expect:

(AQc)th < Qs (4)

On the contrary, for the long bunches in the SPS, the spectrum of
the m = 0 mode extends only up to 500 MHz, where the coupling
impedance is mainly inductive (produce a tune shift but a
negligible coupling). In this case, it is the modes m = -2 and m = -3
which mainly overlap with the resistive component of the coupling
impedance and therefore determine the threshold. In this case, at
threshold, one would expect:

(AQc)th > Qs (5)

Actually, this behaviour has been experimentally verified
both in the CERN EPA machine and in the DCI machine at Orsay.

Consequently, the apparent discrepancy between the
simulated tune shifts quoted in Eq (3) can be completely explained
by the inherent difference of the two impedance models. As can be
seen from Fig. 3, the inductive part of the Q = 6.0 model is only one
sixth of the shunt value so that one has to expect a reduced
detuning. Although this example might appear trivial, it is
essentially meant to be a warning against the ambiguities hidden in
the Q = 1.0 broad band resonator model usually considered, namely:

a) To describe correctly the longitudinal behaviour of the bunch
the relevant parameter is not Z/n, but much more the
resistive peak value.

b) The threshold for transverse stability is not uniquely related
to the measured tune shift (inductive part) but is influenced
by the value of the resistive peak.



170

4. Longitudinal vs. transverse instability signals

The energy spread of the bunches delivered from the CERN
CPS varied between 0.06 and 0.1%. This relatively small variation
has significant implications for the observation of the instabilities.
Remembering that the threshold for the longitudinal microwave
instability scales with the square of the energy spread, one
observes that for;

Ap/p = 6.104= Nih = 0.4 10!9 part./bunch
(6)

Ap/p = 1.1073 = Ny = 1.2 100 part./bunch

These analytical results are fully consistent with our observations
since they explain why, depending oa the injection conditions, we
observe either a longitudinal or a transverse instability first.
Actually, it should be mentioned that this behaviour is also fairly
well reproduced by the simulation.

5. Measurement of the SPS impedance with proton

In the SPS, both the longitudinal and the transverse
impedances have been measured on several occasions in the past.
Unfortunately, due to the very different conditions for the
measurements (energy, bunch lengths, intensities,..) the results do
exhibit a rather large spread among each other, namely:

75< Z/n (2)<20.0
and 13.0 s Zr (MQ/m) < 48.0 (7)

with a resonant frequency lying around 1.3 GHz. Because it was felt
that these results might have been influenced by very different
effects like space charge and nonlinearities, it was decided to repeat
these measurements with protons for two distinct energies. We
measured the tune shifts as a function of the intensity at both 26
GeV (Fig. 4) and 315 GeV (Fig. 5). With these two sets of results it is
possible to estimate the effective transverse impedance according
to:

Zp = - C E/e og % (8)

The corresponding results for the two transverse planes are listed
in Table 2.
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E(GeV) Zy (MQ/m) Z0 (MQ/m)
315 26.8 - 16.9
26 33.2 - 9.9

Table 2
Transverse impedances from measured tune shifts with protons.

These results mainly call for two remarks:

a) They confirm that the horizontal and vertical impedances of
the SPS have opposite signs.

b) The results in the horizontal plane seem to indicate that at
26 GeV, there does indeed exist an additional detuning acting
on top of that from the impedance, e.g. detuning due to space
charge.

This last statement is not straightforward since it is usually
accepted that the direct space charge is a purely incoherent effect,
and should therefore not contribute to our measurement. Strictly
speaking, this argument only holds when the beam is kicked as a
rigid ensemble (e.g. for a purely rectangular distribution). In the
present situation, due to its distribution, the beam is not kicked
rigidly so that it is conceivable that the direct space charge effect
contributes to the tune shifts. Fortunately, space charge and
impedance effects do behave quite differently as a function of the
energy: the space charge varies with 1/y3, whereas the impedance
detuning is inversely proportional to the energy. Consequently, at
315 GeV, our measurements are free from any space charge
contribution and should therefore reflect the detuning due to the
impedance only. We shall therefore try to estimate this space
charge component and check whether it agrees with our
measurements at 26 GeV.

5.1 Direct space charge detuning

The evaluation of this contribution follows from a relation
derived in Ref. [2], namely:
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*
72 R ¢ 1
B9’y = /o — (9
sc Eo/e ¥2 ey
~ _ 3 HNec * _ _ 9%
where 1 = 8 og and g, = (oy + o) ’
o
H, = \4 =X 10
accordingly < AQSC> < AQsc> . on (10)

The corresponding . results are presented in Fig. 6. One
immediately observes that the space charge component alone is
larger than the total detuning measured. This illustrates clearly that
the space charge, if considered at all, should not be accounted
completely. However, to estimate its contribution, it is possible to
consider a superposition of the two effects and write:

v
80% ;| = | Ae"Cimpedance)| + & | aQ|

(11)

1]

} AQH(impedance)I - A | AQE

H
|80y | el

where the constant A has been introduced as scaling factor. It is
now possible to evaluate A and check the validity of the model with
the following procedure:

a) Assume the 315 GeV vertical impedance is correct and scale it
to 26 GeV.

b) Evaluate A from (11) in the vertical plane.
c¢) Insert A in the equation for the horizontal plane.
d) Calculate the corresponding horizontal impedance.

This yields: .
Zp = -14.2 MQ/m with A = 0.17 (12)

which is about 15% lower than the value measured at 315 GeV.

Remembering that the impedance at 315 GeV should still be
slightly lowered for nonlinear effects (octupoles) which are known
to be non-negligible in the SPS, one therefore experimentally
obtains:

Zv 2 27T MO/ m
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which has to be compared with the fit obtained from the
simulation, namely,

z¥ = 23 MQ/m

These two results are felt to be in fair agreement.

6. Dynamical simulation along the cycle vs. experiments

Because of the good agreement obtained so far between
simulation and experiment, it was decided to simulate the
dynamical behaviour of the bunch along the SPS cycle, and estimate
what improvements could be expected, as far as the thresholds for
instabilities are coencerned.

Although the nominal intensity of the LEP injection complex
corresponds in the SPS to 8 bunches of 1010 particles each, the CPS
is capable of producing single bunches of up to 5.1010 particles. This
allows one to measure instability thresholds over a wide range of
parameters at injection . By modifying the partition numbers and
the Rf voltage in the CPS, it is possible to inject into the SPS bunches
with different length and energy spread. The cases which have
been most often used are shown below:

Case 1 Case 2 Case 3
OE/E 0.6 10-3 1.0 103 1.0 10-3 (13)
Cs 16 ¢cm 16 cm 225 cm

With oE/E = 10-3it is even possible, by making use of the low
frequency RF system of the CPS, to increase os up to 40 cm. The
transverse emittances at injection are o2/ = 7.10-8 rad.m in the
horizontal plane and 10-7 rad.m in the vertical plane. For the
purpose of our comparison, we concentrated our efforts on the
study of Case 3.

The important parameters of the SPS acceleration cycle are
displayed in Table 3, including the theoretical bunch length
equilibrium value (os)o.
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SIMULATION

t E TE (os)o |og transverse |calculated
(ms) | (GeV)] (s) (cm) |(cm)|threshold |longitudinal

‘ (1010) threshold

(1019

200 | 3.57] 4.24 {1.48 {22.5 1.6 1.73
216 | 3.59| 4.17 {1,44 [19.5] 1.6 1.85
250 | 3.83| 3.44 |1.46 |18.6 1.6 1.70
283 | 4.49] 2.13 |1.55 |17.1 1.5 1.53
316 | 5.80] 0.99 |1.74 |15.0 1.73 1.79
350 | 7.60| 0.44 |2.04 |12.3 1.73 2.00
383 |10.0 | 0.19 |2.59 9.9 1.73 2.18
416 |12.8 | 0.092}]3.22 8.1 1.73 2.14
450 |15.9 | 0.048]3.73 6.9 1.73 1.95
483 ]18.0 | 0.033}4.30 5.0 1.90 1.8

Table 3  Main parameters during the SPS cycle.

As can be seen from Table 3, the damping times at injection
are so long, that leptons do in fact behave like protons at low
energy. The beam dimensions are essentially governed by the
acceleration process and it is only at higher energies that the
synchrotron radiation becomes dominant so that the beam size is
finally determined by the equilibrium between damping and
excitation by synchrotron radiation. As far as the thresholds are
concerned, one benefits from the increased dimensions along almost
the whole cycle, but this advantage disappears around 18 GeV. This
behaviour is well borne out by the simulation, where one observes
that the steady decrease of the bunch length tends to counteract
the natural tendency of the thresholds for collective instabilities to
increase with energy (see Table 3).
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For this set of simulations, the coupling impedance assumed
was:

(R/Q)r = 125 MQ/m
Zin = 6.4 Q (14)
Q =6.0 and fr = 1.35 GHz

One should note, that in this case the selected value of (R/Q) is
smaller than that quoted in (2).

The reason can be explained as follows:

When simulating above the threshold, the losses are faster
than any other effect. We therefore expect that only the impedance
of the machine matters. However, when simulating below this
threshold (as in the present case), other stabilizing effects not
included in the simulation (like octupoles) have to be accounted for
by reducing the shunt impedance.

The energy spread, the bunch length and the RF voltage as a
function of the cycle time are plotted in Fig. 7. When compared to
experimental observations, these simulation results do exhibit three
interesting features, namely:

1) When the bunch is injected above the threshold for
longitudinal instability, a fast increase of the energy spread occurs
(see Fig. 7). Actually, the same behaviour is also observed
experimentally, as can be seen from Fig. 8 which shows the
evolution of the energy spread measured along the cycle.

2) Simulation results and analytical estimations predict that the
thresholds for both longitudinal and transverse instabilities are
very close from each other all along the cycle, and almost constant
(see Table 3). Experimentally, one observes that: at higher energies,
when the bunch length decreases, these intense bunches may
become unstable. However, the consequences are very different
depending on which threshold is crossed first. If the transverse
instability is dominant, a large fraction of the beam is lost (Fig. 9a).
If the longitudinal microwave instability starts first, the result is an
increase of the bunch length, which pushes the transverse
threshold to higher values, and no loss occurs (Fig. 9b). In our SPS
experiments, 4 bunches were simultaneously accelerated. Only one
of them (the first one) was used to pilot the RF phase loop. As a
consequence, this bunch was probably injected and captured in a
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more efficient way than its followers. At any rate, it systematically
suffered from a microwave instability during the ramp, and was
transmitted without important losses (Fig. 9b). The other bunches,
which did not show any longitudinal instability suffered important
losses while high frequency signals could be detected on a vertical
monitor (Fig. 9a).

3) Under the conditions defined for this experiment, it was
possible to accelerate about 2.2 1010 particles up to 18 GeV in the
first bunch, provided the RF phase loop was active on this bunch.
Without this RF phase loop the bunch intensity was limited around
1.8 1010 particles. Remembering that the effect of the RF phase loop
is not part of the simulation, this last result fairly agrees with the
simulated thresholds given in Table 3.

7. nclusions

Experimental observations of the transverse mode coupling
instability and the longitudinal microwave instability of lepton
bunches in the SPS were used in a simulation program to fit a broad
band resonator model as a description of the machine coupling
impedance. The simulation outcome is in fair agreement with
measurements performed previously with protons.

With this impedince model, it is then possible to simulate the
dynamical behaviour of the bunch along the whole SPS cycle and
thus try to predict the increased thresholds one could expect by
varying the injection conditions. Here again, the predicted
thresholds are in reasonable agreement with the experimental ones.
It therefore clearly demonstrates that a broad band resonator is an
adequate model for the representation of the SPS impedance. It is
felt that this agreement is related to the fact that one has to deal
with relatively long bunches and also that the SPS impedance is
composed of many different contributions which are spread out
over the whole machine. Another very interesting comparison
between simulation and experiments will become available very
soon with the experimental data collected in LEP. This next step will
basically differ from the present one in the sense that the bunches
are short and that the LEP impedance is known to be dominated by
both the RF cavities and the vacuum chamber bellows.

References
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1. INTRODUCTION

A high level of current dependent bunch lengthening has been observed on
the North damping ring of the Stanford Linear Collider (SLC).() At currents
of 3 x 10'° this behavior does not appear to degrade the machine’s performance
significantly. However, at the higher currents that are envisioned for the future one
fears that its performance could be greatly degraded due to the phenomenon of

bunch lengthening. This was the motivation for the work described in this paper.

In Chapter 2 we calculate the longitudinal impedance of the damping ring vac-
uum chamber. More specifically, in this chapter we find the response function of
the ring to a short Gaussian bunch, which we call the Green function wake. In
addition, we try to estimate the relative importance of the different vacuum cham-
ber objects, in order to see how we might reduce the ring impedance. Chapter 3
describes bunch length measurements performed on the North damping ring. In
Chapter 4, we use the Green function wake, discussed above, to compute the bunch
lengthening. Then we compare these results with those obtained from the measure-
ments. In addition, in this chapter we calculate the current dependence of the tune
distribution. Note that each of these chapters is based on work already described
in a published report: Chapter 2 in “The Calculated Longitudinal Impedance of
the SLC Damping Rings” by K. Bane, Ref. (2), Chapter 3 in “Bunch Lengthening
in the SLC Damping Ring” by L. Rivken et al., Ref. (1), and Chapter 4 in “Bunch
Lengthening Calculations for the SLC Damping Rings” by K. Bane and R. Ruth,

Ref. (3). The only completely new work is the tune calculations.

2. THE CALCULATED LONGITUDINAL IMPEDANCE

2.1 Introduction

The SLC damping ring vacuum chamber contains many small discontinuities—
such as shallow steps, transitions, masks, and bellows—as well as larger objects
like the beam position monitors and the rf cavities. In this chapter we study the

relative importance of the various objects to the total ring impedance. In addition,
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we obtain a Green function that will be used in a later chapter for bunch length

calculations.

In this paper we are interested only in the single bunch effects of the vac-
uum chamber impedance. The true vacuum chamber impedance is normally very
complicated, containing many resonances and other structure, and covers a wide
frequency range. A single bunch, however, only probes the impedance after it has
been smoothed by the bunch spectrum, the so-called “broad-band impedance.”

The time domain correspondent to this impedance is the short range wakefield.

In this paper, we choose to work in the time domain, and all our results are
based on wakefield computations. Consider an infinitely long tube which at some
position is momentarily interrupted by a cavity, an obstruction, or other change
in cross-section. Now consider a bunch of electrons (or positrons) passing at the
speed of light ¢ parallel to the axis of the pipe, from minus to plus infinity. The
longitudinal wakefield W (t), then, is defined as the total voltage—divided by the
charge in the bunch—gained by a test particle that has followed the same path,
also at velocity c, but at relative position c¢t. We will use the convention that a
more negative value of time ¢ is more toward the front of the bunch. In most of the
cases that we consider the structure geometry is cylindrically symmetric, and we
use T. Weiland’s computer program TBCI®) to calculate the wakefield. Note that
by limiting our structures to those with equal beam pipes we force the system’s

potential energy at the beginning of the calculation to be the same as at the end.

2.2 Types of Impedances

2.2.1 Introduction

A vacuum chamber object in a storage ring can be described as inductive,
resistive, or capacitive, depending upon whether it tends to cause bunch lengthen-
ing, bunch shortening, or does not affect the bunch length. We can discern which
of these catagories applies to an object from the shape of the voltage that it in-

duces. We can further speak of a vacuum chamber object as being a good—or
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ideal—inductor, resisitor, or capacitor if its induced voltage is related to the driv-
ing current in a manner analogous to that found in the corresponding simple circuit
element. It is important to note, however, that in either case the applicability of
the terms inductive, resistive, or capacitive depends not only on the shape of the
object itself, but also on the length of the exciting bunch. As the bunch length
changes different parts of the object’s impedance become emphasized. Normally,

vacuum chamber objects appear more inductive to longer bunches, more capacitive

to shorter bunches.

2.2.2 Inductive Objects

If the effective slope of the induced voltage opposes the slope of the rf wave
then the object is inductive, and it will tend to lengthen the bunch. We denote
as good inductors objects for which the induced voltage can be approximated by
Vina = —L dI/dt with the constant L the inductance and I the bunch current.
We note that this model, in detail, is unphysical: it predicts that the beam loses
no energy passing by the object. If the induced voltage of a vacuum chamber
object is well approximated by the above relation, it means that the beam sees
primarily the low frequency part of the object’s impedance; and that in this region
the impedance is purely imaginary, and linear with a slope of —L. Note that if an
object is a good inductor at a certain bunch length, it will continue to be so at

longer bunch lengths.

It is often easy to see whether or not an object is a good inductor for a Gaussian
bunch with length o. Normally, inductive objects tend to be small discontinuities.
Now suppose we have a small obstruction in a tube of radius a. If the bunch length
obeys the relation o 2 a/2 then little of its power spectrum (S 9%) is above the
tube cut-off frequency. When the beam passes by the obstruction it will therefore
leave little energy behind, since the tube will not support free waves below its cut-
off. The head of the beam will lose energy to the discontinuity, but the tail will
reabsorb most of it, resulting in an inductive wakefield. In the SLC damping rings

there are many small discontinuities on tubes of radius 11 mm (or less) which,
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according to the above criterion, are good inductors for bunch lengths down to
5.5 mm. Note that since only for the tails of the beam’s spectrum—at frequencies
above the tube cut-off—is the real part of the impedance nonzero, the highgr mode
loss that we do find in inductors decreases exponentially fast as the bunch length

is increased.

Objects that can be considered good inductors for bunch lengths normally
found in storage rings are shallow transitions, shallow cavities, bellows, masks, or
bumps in the vacuum chamber walls. We shall see that the SLC damping ring
contains many such objects, which therefore define the character of its impedance.
As an example of a good inductor Fig. 1(b) displays the shape of a QD bellows of
the SLC damping rings. The wakefield of a 6 mm Gaussian beam passing by this
object, as calculated by TBCI, is shown in Fig. 1(a). The beam shape is represented
by the dotted curve, with the front to the left. Note that in our convention the

slope of the applied rf must be negative for machines operating above transition.

|
05 [
8 =
e
=2 0 11.1 mm
z | N *
05 ]
] ) ] I |
-2 0 2
2.90
ct/cm 6562A3

Fig. 1. An inductive example: the wakefield of a 6 mm Gaussian bunch

passing by the QD bellows of the SLC damping ring.

2.2.3 Resistive Objects

If the effective slope of the induced voltage is almost zero then the object is

resistive, and it has little effect on bunch lengthening. We denote as good resistors
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objects for which the induced voltage ca be approximated by V;,4 = —IR, with the
constant R the resistance. We note that this model is also not strictly physical:
since these beams are assumed to be moving at the speed of light, the induced
voltage must lag, even if by a slight amount, behind the driving current. Note that
for good resistors the loss factor—the total higher mode loss divided by the bunch
charge—is approximated by k = R/(2/mo). Examples of good resistive elements
found in storage rings are deep cavities, such as the rf cavities, for bunches that
are not short compared to the beam tubes. As resistive example Fig. 2(a) shows
the wakefield left by a 6 mm Gaussian bunch passing by one of the two 2-cell rf
cavities of the SLC damping rings [Fig. 2(b) displays the shape of one cell].

18.5¢cm

W (V/pC)

T1-1.4 mr;1 ¢

2-90
ct/cm 6562A4
Fig. 2. A resistive example: the wakefield of a 6 mm Gaussian bunch

passing by one of the rf cavities of the SLC damping ring.

2.2.4 Capacitive Objecls
Finally, if the effective slope of the induced voltage enhances the rf slope then
the object is capacitive, and it will tend to shorten the bunch. We denote as good

capacitors objects for which the induced voltage is approximately proportional to

the integral of the current, with constant of proportionality —1/C, and C the
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capacitance. This model is strictly unphysical in that it predicts that the energy
loss of a bunch depends only on the total charge of the beam, and not on the peak
current. This type, of the three types of objects, is probably the least commonly
encountered in storage rings. Reference (5) describes a capacitive device, the so-
called “SPEAR capacitor,” that was installed in a ring for the specific purpose of
shortening the bunch. The wakefield of very short bunches in deep cavities falls
somewhere between that of a pure resistor and a pure capacitor. The rf cavity
of Fig. 2 can be considered slightly capacitive in that the average slope of the
induced voltage is slightly negative. However, there are no very capacitive objects
in the SLC damping rings. But to give an example of a fairly good capacitor, we
show in Fig. 3(a) the wakefield of a 6 mm Gaussian bunch passing by the cavity
of Fig. 3(b).

2.90 ct/cm 6562A5

Fig. 3. A capacitive example: the wakefield of a 6 mm Gaussian bunch

passing by the structure shown at right.

2.3 The Effective Inductance

The loss factor k is often used to estimate the contribution of an object to the
ring impedance. This parameter gives the higher mode losses of the object but
says little about its contribution to bunch lengthening. Alternatively, we can say

that it is a measure of the real, not the imaginary, part of the impedance. As a
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figure of merit that is a complement to the loss factor, and that is a measure of

the imaginary part of the impedance, we will use the effective inductance £.

Recall that the loss factor is given by the average value of the wakefield along

the bunch

k:—_!; W (A(t) dt =_£ L/wé(z ),\(z-t)dz} Ad , (1)

with X the longitudinal charge distribution and W; the Green function (or delta
function) wake. The Green function, in turn, is given by the inverse Fourier trans-

form of the impedance Z:
o0
Wilt) = 5= [ 2wl dw )
2z
—o0

with w the frequency. Therefore, the loss factor can also be written in terms of the

impedance as

k= % / X(@)iw)ffdeo 3)
0

with X the Fourier transform of the charge distribution and X the real part of Z.
Thus k gives the real part of the impedance averaged over the square of the bunch

spectrum.

Let us define the effective inductance £ by the following operation: We compute

the wakefield for a Gaussian bunch and then perform a least squares fit to

W(t) = - %gt) . (4)

Therefore ¢ can be written in terms of the impedance as

‘= —]OY(wnI\(w)Fwdw / 7|I\(w)|2w2¢» , (5)
0 0
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with Y the imaginary part of Z. We see that /—up to a bunch length factor—is

the product of Yw averzged over the square of the bunch spectrum. For a pure

inductance, Z = —iwl, we see that ¢ reduces to L. For a Gaussian beam Eq. (5)
becomes '
10® T
t=-"" [Yw)e“""wdo . (6)

Note that, as in Ref. (5), we might alternatively have chosen as figure of merit

the bunch length times the average slope of the wake:
o0 00
a=o / W'(t)A() dt =20 / Y (w)Mw)fwdw . (7)
—00 0

We see that a—up to a bunch length factor—is the same as £. As a fine point, we
also note that in the results to be presented a Gaussian weighting factor has been

included in the least squares calculations that determine . Therefore, instead of

by Eq. (6), £ will be given by

(o o]
__§ E —3u20? f4
¢ = 2\/; / Y(w)e Wi . (8)
0

2.4 Some Simple Inductors

Let us consider the simple discontinuities of Fig. 4. To a Gaussian bunch
sufficiently long (i.e., one with length o greater than half the tube radius) they
will appear as good inductors. For each of the three models we have performed
parametric studies to find its inductance. To obtain a data point, we first computed
the wakefield of a reasonably long Gaussian bunch passing by the structure in
question, using TBCI. Then, we performed a least squares fit to Eq. (4), weighted
by the Gaussian bunch shape, in order to obtain the effective inductance ¢. And
finally we found the limiting value of £, as o becomes large, which we take as the

inductance L of the object.
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In order to reduce our work we computed the wakefield in the following manner:
We first performed a TBCI calculation for a short Gaussian bunch of length oy,
calculating the wakefield to a long distance behind the driving bunch. Given this
wakefield W7, we then obtained the wakefield for longer bunches, with length o,

by performing the following integration(®):

_ 1 T (=21 .,
W(t) = m_i Wl(t') exp [— 202 Jdt (o > 0‘1) ’ (9)

¢

with 67 = 0% — o2. In this way, for any given structure, one TBCI calculation

provides the wakefield for Gaussians over a wide range of bunch lengths.

We began our studies with the small cavity, shown in Fig. 4(a). It is interesting
to note that the numerical results we obtained for it can be well approximated by
a simple application of Faraday’s Law. According to Faraday’s Law the voltage
induced across the gap depends on the time rate of change of the magnetic flux
¥m in the cavity. If we approximate ., by the product of the beam’s unperturbed
magnetic field at the cavity times the cavity cross-sectional area, we obtain the

inductance(”)

- _ Ll
L = pnfl = Tre o (A/a small) . (10)

with I the beam current and Zy = 377 §). The inductance of a bellows—which
is just a sequence of small cavities—can be approximated by the above result
multiplied by the number of convolutions. Next we studied the shallow iris [see

Fig. 4(c)). The numerical results agree well with

2 .
L= éAT (A/b small, g/b small) . (11)

wc

It appears that for the shallow iris the effective distance from the corner over which

the magnetic flux changes with time is on the order of A.



200

(a) (c) =gy

4 (b) 4
14 R
b =gt 8 |lpo b
a a
4 g — ¥ 4

B018A5

Fig. 4. Some simple vacuum chamber elements: (a) a small cavity, (b) a

symmetric pair of shallow transitions, and (c) a shallow iris.

Finally we considered a pair of symmetric, shallow transitions [Fig. 4 (b)]. Our

simulation results—if the transitions are separated by a distance at least on the

vrder of b—can be approximated by

L= %f—%% (21_0) v (A/bsmall, g/bR 1, 0 <=x[2) . (12)
Note that this equation approximates the numerical results well even for A /b ~ 0.5.
We see from Eq. (12) that when & < x/2 the inductance of a transition can be
reduced, though only very slowly, by changing the transition angle. However, if
we break up a transition into n smaller steps, that are separated by a sufficient
distance, we can gain by the factor n. Note that Eq. (12) with 8 = x/2 must also
apply to the iris of Fig. 4(c) when g/b 2 1.

For the example iransition with parameters ¢ = 10 mm and A/b = 1/6 we
demonstrate, in Fig. 5, the validity of the angular dependence of Eq. (12). The
nlotting symbols signify the computed results, the dotted curve the approxima-
tion Eq. (12). More specifically, the plotted values give the effective inductance ¢
computed for a 16 mm Gaussian bunch; when the bunch length was doubled the
results remained essentially unchanged. We see that within its limits of validity

Eq. (12) agrees very well with the computations. Note that, over the entire range
of data points, the results of Fig. 5 vary roughly as 1/tan(6/2).

Finally we point out that the formulas of this section may also be used to

estimate the imaginary part of the transverse impedance Y at the origin for these
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Fig. 5. The @ dependence of L for a symmetric pair of shallow transitions

when @ = 10 mm and A/b = 1/6. The dotted curve gives the analytic
approximation, Eq. (12).

structures. Using a well-known formula(® for estimating the transverse from the
longitudinal impedance of a cylindrically symmetric structure, with tube radius a,

we find near the origin

2c
Yi=—¢ .
L az (13)

2.5 The Damping Ring Vacuum Chamber

The damping ring vacuum chamber is divided into 8 girders (see Fig. 6). Of
these girders 2, 3, 6 and 7 are almost identical. They each contain 4 1/2 FODO
cells, with the quadrupole vacuum chambers—which are cylindrically symmetric—
separated by the roughly square bend vacuum chambers (see Fig. 7). Girders 5 and
8, in addition to half a FODO cell on each end, contain kickers, septa, rf cavities

and other vacuum chamber elements not found in the rest of the ring.

The vacuum charniber of the FODO celis can be divided into two groups of
objects, each of which is repeated 20 times in the ring. One group, which we
will call a “QD vacuum chamber segment” is centered on a defocusing quadrupole

vacuum chamber, with each end at the middle of the neighboring bend chamber.
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Fig. 6. The girders of the SLC north damping ring.
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8018A3

Fig. 7. The cross-section of the bend chamber. The dashed circle shows

the size of a quad chamber.

The “QF vacuum chamber segment” is similar, though centered on a focusing
quadrupole. The vertical profile of these segments is sketched in Fig. 8, with the
ends truncated. Nonsymmetric portions are shown dashed. The figures are drawn

to scale. The total length of each segment is about 60 cm; the half-length of the

bend chamber is 15 cm.

A QD segment (see the top sketch) begins with the roughly square bend cham-
ber (1), which is connected by a tapered transition (2) to the cylindrically sym-
metric defocusing quadrupole (QD) chamber. The QD chamber contains a 1 inch
beam position monitor (1”7 BPM) (3), a QD bellows (4), a serf gasket (5), and a
QD mask (6). Finally there is another transition (7) into the next bend (8). The
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Fig. 8. The vertical profile of a QD segment (top) and a QF segment
(bottom). The noncylindrically symmetric portions are drawn with dashes.

ends of a QF segment are similar (see the bottom of Fig. 8). The cylindrically

symmetric QF chamber, however, contains a 1” BPM (3), a flex joint (4), and a

QF mask (5).

Ring Girders 5 and 8 include two kickers, two septa, a two cell rf cavity, two

1” to 2” transitions, four 2’ BPM’s, four 1.4” BPM’s, an cptical monitor and a

dielectric gap.
2.6 The Impedance of Individual Vacuum Chamber Elements

2.6.1 The Inductive Elements

In order to estimate the relative importance for bunch lengthening of the differ-
ent objects found in the SLC damping rings we divided the vacuum chamber into
a number of recognizable pieces. Then, for each piece we computed the wakefield
of a Gaussian bunch with length ¢ = 6 mm using TBCI. This length was taken
as typical for the damping rings. Then finally we obtained ¢ by performing a least
squares fit, as described earlier. Note that dividing a stretch of several vacuum
chamber objects into its parts does not affect the answer so long as ¢ R a/2,
with a the tube radius, and so long as neighboring pieces are separated by at least
2a. With typically @ = 11 mm the former condition is normally met. The latter

condition, unfortunately, cannot always be met. Therefore, the results we present
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only approximately give the relative importanze of the various vacuum chamber

objects.

Unfortunately, many of the vacuum chamber objects are not cylindrically sym-
metric. Whenever possible, we took a suitable cylindrically symmetric {2-D) model
to represent the noncylindrically symmetric (3-D) object in the calculations. In
some cases it was evident how one mignt go about this. For example, the geometry
of the ion pump slots, a 3-D object, can partially be seen in Fig. 7. We see that
each slot can be approximated by a simple, shallow transition, whose outer radius
is defined by the pump housing, and which fills only 10% of the azimuth. For
the slots, we computed the wakefield for a cylindrically symmetric version of the
shallow transition using TBCI, and then multiplied the results by a filling factor of
0.1. The beam position monitors (BPM’s), with their noncylindrically symmetric
electrodes, were treated in a similar manner. In other cases, it was not so evident
what the right 2-D model should be. For example, the QD and QF transitions are
transitions from an approximately square to a round vacuum chamber tube. For
such objects, we obtained insight into how best to model them by applying the
computer program T3,(®) the 3-D counterpart of TBCI, to a simple 3-D approxi-

mation to the real structure.

Table 1 gives the results for the elements that are inductive to a 6 mm Gaussian
bunch. Figure 9 shows the geometry used for (a) the QD bellows, (b) the QD mask,
(c) the QD transitions, and (d) the ion pump slots. The factor in Column 3 is an
azimuthal filling factor used to account for the contribution of noncylindrically
symmetric objects. Column 4 gives the total number of these objects in the ring.
We see that the total effective inductance of the ring is approximately 50 nH,
spread over many objects. Not included in the iable are the septa, each of which
is a complicated obstruction in a 25 mm ID tube. Using the computer program
T3 on a simple 3D model we find that the septuin has an inductive and resistive

component. We estimate that £ ~ 2 nH for each septum.
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Table 1. The inductive vacuum chamber elements.

Single Element Inductance Contribution in Ring
Type L/(nH) [Factor |Number |L/(nH)
QD bellows 0.62 1.0 20 12.5
QD & QF masks | 0.47 1.0 20 9.5
QD & QF trans. 0.52 0.9 20 9.3
Ion pump slots 1.32 0.1 40 5.3
Kicker bellows 2.03 1.0 2 4.1
Flex joint 0.18 1.0 20 36
1” BPM trans. 0.10 0.8 40 3.3
Other 24
Total 50.0

1.2 mm _J-ia mm *9.65mm ' ‘11.1 mm
________________ _]L[._.____i__
T S R

2.90 (b) {d) 6562433

Fig. 9. The geometries used to calculate £ for: (a) the QD bellows, (b) the
QD mask, (c) the QD transition, and (d) the pump slots.

Since the inductance of the ring is spread over so many objects it would take
more than a small modification to reduce it significantly. Recently sleeves were
installed to shield the QD bellows from the beam. From the table we would
estimate that the ring inductance would therefore be reduced by 25%. However,
since the bellows are close to the QD mask (see Fig. 8) there is coupling between

these two objects. By performing the calculation for the entire QD segment taken
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as one piece, once with and once without the bellows, we estimate the bellows

contribution to the ring inductance to be more like 15%.

2.6.2 The Resistive Elements

There are objects in the ring that are resistive, most important of which are the
two 2-cell rf cavities. At a bunch length of 6 mm the f cavities contribute 5.8 V/pC
to the ring loss factor k. We can speak of them having an effective resistance of
411 . At this bunch length the forty 1” BPM cavities are also resisitive with a
total k¥ of 3.2 V/pC. However, these small cavities become less resistive at longer
bunch lengths. Other objects that are resistive at this bunch length, but contribute
little to the ring loss are two 2" BPM’s, two 1.4" BPM’s, two kicker gaps, an optical

monitor, the ion pump holes and a dielectric gap.

How can we compare the contribution of the inductive and the resistive vacuum
chamber components to the longitudinal instability? In instability analysis the
impedance enters as the quantity |Z(n)/n|, with n = w/wp and wp the revolution
frequency. For the damping rings wp = 5.4 x 107 s~1. Therefore, for the inductive
elements the effective inductance of 50 nH corresponds to an effective |Z/n| of
2.6 0. For resistive elements let us consider only the rf cavities. If for the cavities
we take as typical frequency w = 1/o we find that an effective resistance of 411 §2
corresponds to an effective |[Z/n| of 0.44 . According to this rough estimate the
inductors contribute 6 times as much to the |Z/n| of the ring as the cavities. If we
want to bring the contribution of the inductors down to that of the rf cavities we

would clearly need to rebuild the entire vacuum chamber.

2.7 The Green Function Computation

We will need a Green function wake for the damping rings in order to perform
bunch length calculations. However, it suffices if we can find the wakefield of a
bunch that is very short compared to the natural bunch length in the ring, and
that has been calculated out to a sufficient distance behind the driving bunch.

Ideally we would like to compute the wake for one whole turn around the ring in
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one long computer run, with the beam moving from one element to the next just
as it does in the real machine. Then all interference effects between neighboring
elements, even at frequencies above cut-off, are properly accounted for. However,

due to the limitations in computer time and memory available to us we need to

make compromises.

500 — 1 1 T T 1
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2.90 ct/cm 6562A11

Fig. 10. The longitudinal wakefield of a 1 mm Gaussian bunch in the SLC

damping ring.

For our Green function we first calculated the wakefield of a 1 mm Gaussian
bunch, out to 15 cm behind the bunch, for the various damping ring vacuum cham-
ber objects. The only exception is for the rf cavities, where a 2.7 mm bunch was
used, due to limitations in the computer memory available to us. As best as pos-
sible we wanted to properly include the interference effects of neighboring objects.
To this end we calculated the wakefields of the entire QD and QF segments each
in one piece. To account for the noncylindrical symmetry of the BPM electrodes
we performed the calculation for each segment twice—once with and once without
cylindrically symmetric electrodes—and then added the two results in the ratio
8:2, according to the azimuthal filling factor of the real electrodes. However, the
calculations of the pump slots, as well as of the remaining objects found in girders

5 and 8, were all done in separate computations. Objects that were not included
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Fig. 11. The longitudinal wakefield of a 6 mm Gaussian bunch in the SLC

damping ring. The current distribution is also shown.

in the calculations are the septa, the ion pump holes, the optical monitor, and the
dielectric gap.

The sum of all the computations, which we take to represent the wakefield of
a 1 mm Gaussian bunch in the SLC damping rings, is shown in Fig. 10. We note
that most of the response occurs within the first 2 cm behind the driving bunch.
By performing the integral of Eq. (9) we can find the wakefield of any Gaussian
bunch that is longer than 1 mm. Figure 11 shows the results that are obtained for

a 6 mm Gaussian bunch. At this length the ring is clearly verv inductive.

In the same manner we have obtained the wakefields of Gaussian bunches with
different lengths. From these wakefields we have found the loss factor k and the
effective inductance ¢ of the ring as functions of bunch length. These results are
shown in Fig. 12. The dotted curve gives the contribution to the loss factor of
the rf cavities alone. We see that both k£ and ¢ reach asymptotic values at long
bunch lengths. In addition, we see that the loss factor of the entire ring drops in

an exponential fashion with increasing o, while the loss of the rf cavities drops only

very slowly.
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Fig. 12. The loss factor k and the effective inductance £ of the damping ring

as function of bunch length. The dotted curve gives the loss contribution

of the rf cavities alone.
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Fig. i3. The impedance |Z/n| of the damping ring. The dots give what
remains when the QD bellows (with their antechambers) are perfectly

shielded. The power spectrum of a 6 mm Gaussian bunch is also shown.

By taking the Fast Fourier Transform of the 1 mm wake we can obtain the
impedance. In Fig. 13 we plot the quantity |Z/n| (remember wy = 5.4 x 107 s71).
We see a large broad peak at 16 GHz, with a peak value of 5.5  and Q of 2; it is due
mostly to the bellows. A smaller resonance, at 6.5 GHz, with a peak value 4.4 (Q,

and a @ of about 1, is due to the BPM cavities. (We note, however, that the results
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for this resonance may be very inaccurate, due to the very approximate manner in
which we included the BPM electrodes.) In Fig. 13 we also see that |Z/n| obtains a
constant value at high frequencies, an effect that is due to numerical noise. When
we repeat the calculation of the i1 mm wake, but this time leaving out the QD
bellows, and then take the Fourier transform, we obtain the results shown by the
dots in Fig. 13. These results are meant to represent the damping ring with the
QD bellows shielded, as has recently been done. We note a substantial reduction
in the impedance beyond 10 GHz. Although we do not expect this modification to
have a great effect on the bunch length it may still have a significant effect on the
instability threshold.

From the 1 mm wake we contructed the Green function wake Wj in the follow-
ing manner: we first changed its sign and then modified the front of the function
so that it is 0 for ¢ < 0. This modification yields a Green function that is causal.
This Green function will later be used to calculate the wakes for bunch ;hapes that
are long compared to 1 mm and that are rather smooth. We therefore expect the
results not to be very sensitive to the details of the modification just mentioned,
provided that the changes are localized near ¢ = 0 and that the area under the
curve remains unchanged. For our calculations we have chosen to reflect the lead-
ing tail to the back, and then to add it to the existing wake. The leading part of
the Green function wake is shown in Fig. 14. The dots give the negative of the

1 mm wake.
3. BUNCH LENGTHENING MEASUREMENTS

3.1 Introduction

Under normal SLC operations the beam, after leaving the damping ring, is
shortened by about a factor of 10 in the Ring-to-Linac (RTL) transfer line before
entering the linac proper. The bunch shortening is the result of a phase space
rotation. It is accomplished by an rf section, which induces an energy variation

that is correlated with longitudinal position, followed by a beam line with nonzero
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Fig. 14. The Green function wake for the SLC damping rings.

momentum compaction. Using this hardware and, in addition, a phosphor screen
and video camera, we are able to measure the longitudinal charge distribution of
individual damping ring pulses, of pulses having an rms length on the order of
5 mm. Although the measurements to be discussed contain some fluctuations due
to screen imperfections, we expect that with a better, newly installed screen we can

now measure the longitudinal intensity accurately to a resolution of 0.1 mm(® for

a bunch with a length of 5 to 10 mm.

Using the same hardware but with the compressor rf off, and with a modified
optics, we can measure the bunch’s energy distribution as function of current. In
particular, this measurement allows us to find the threshold current for turbulence.
We also discuss, in this chapter, measurements of the current dependence of the

beam’s synchronous phase and of the longitudinal quadrupole tune.

3.2 Measuring the Longitudinal Charge Distribution

3.2.1 Introduction

The hardware, as it is configured for bunch length measurements, is shown in
Fig. 15. The setup is essentially the same as during normal operations. However, at

a downstream position of high horizontal dispersion a phosphor screen is inserted in
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the path of the beam. An off-axis camera can then capture the image, the intensity
of which can—in turn—be digitized over a grid and sent to a computer. If we can
assume that the response of the screen to charge intensity and the response of the

camera to light intensity are linear, then the horizontal distribution measured in

this way will be correlated to the longitudinal charge distribution in the ring.

camera

damping
ring

dispersion
N

screen

toroid

rf section

2-90 6562A1

Fig. 15. Layout of the apparatus used in the bunch length and energy

spread measurements.

Now let us assume for the following discussion that (i) the longitudinal distri-
bution does not reach past the crests of the rf wave, (ii) the induced energy spread
is large compared to the beam’s initial energy spread and combared to the wake-
field induced energy variation, and (iii) the dispersive part of the beam size (7%62)
dominates the emittance part (B¢). For the measurements about to be presented
all these conditions were met. Given these assumptions, the connection between

longitudinal position ¢ within the bunch and transverse position z on the screen is
z —zxo = ksink,s(ct — 20) , (14)

with z¢ the screen position that corresponds to the zero of the rf the sine wave zp,

and ks the rf wave number. The parameter £ = 5eV,/E, with 5 the dispersion
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at the screen, V, the peak compressor voltage, and £ the beam energy. The

longitudinal charge distribution is given by

=C/\zkrf\/n2—(.’t—.’to)2 . (15)

Equations (14) and (15) allow us to obtain the beam distribution A(t) given the

A=c);

dz

measured distribution Az(z).

Note that in the SLC the compressor wave length is 10.5 cm and the beam
energy E = 1.153 GeV. For the bunch length measurements we took V, ~ 33 MV.

3.2.2 Results

We began the measurements by finding £ and o . Taking a low current beam
we varied the rf phase and measured the excursion limits of the spot: the half
distance between these two points gave us . Thus the dispersion and the com-
pressor voltage do not need to be known explicitly. For our data x = 18.25 mm;
thus a 1 mm distance near zg on the screen corresponded to a 1.1 mm longitudinal
distance within the bunch. Then measuring the spot with the compressor rf off
gave us 9. We then turned the compressor back on and adjusted the phase so the
low current spot was again at zg. With this setup we measured and stored the
distributions over a range of currents, at a ring rf voltage V = 0.8 MV. For each

measurement a toroid reading, giving us the current, was also taken.

As an example, Fig. 16 gives the measured distribution A; for a bunch popula-
tion N = 2.9 x 100 after it has been transformed to A (as described above). The
vertical axis is y = eN/\Zo/(f/,fao), with Zg = 377 Q and og the natural bunch
length (co9 = 5 mm at this ring voltage); the horizontal axis is t/og. We note
that the distribution is broad and it is not symmetric: the rising edge is steeper
than the falling edge. The corresponding centroid shift is a measure of the higher
mode losses. For the moment, however, we should take the position t = 0 on the
plot as arbitrary since the beam’s position on the screen drifted over the duration

of the measurements, apparently due to phase drift of the ring rf. (We will present
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Fig. 16. The measured bunch shape for N = 2.9 x 101°® when V, =08 MV.

more accurate measurements of the centroid shift below.) As in this example all
the measured distributions are quite smooth, except in the vicinity of their peaks.
We believe the fluctuations that we do see in the data are due to imperfections in
the screen. Recently a new screen with a more uniform phosphor layer has been
installed in the RTL. We expect, therefore, that future measurements will result

in smoother distribution curves.

We present the rms widths of the distributions, times 2.355, as function of
current in Fig. 17(c) (the full circles). On the same frame we plot the full-width-at-
half-maximum (the open circles). For a Gaussian distribution these two quantities
should be equal. That the open circles lie above the closed ones at higher currents

implies that these distributions are more bulbous than a Gaussian. Note that there

is very little scatter in the data.

We mentioned earlier that the current values of each measurement were based
on toroid readings. However, we could alternatively have taken the areas under the
distribution curves as the measure of current, since these areas are also proportional
to the charge. In fact, with the areas one obtains a current reading for the same
pulse that is being measured, whereas with the toroids one never knows to which

pulse the reading corresponds. In any case, the pulse-to-pulse current variation
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Fig. 17. Measurement results: (a) the relative energy spread cubed, (b) the
relative rms energy spread, (c) the bunch length, and (d) the synchronous

phase shift as function of current. The ring voltage V;; = 0.8 MV.

was small during the course of our measurements. We found that the correlation
of the areas of the distributions with the toroid readings was extremely good. This
suggests that, despite the local fluctuations that we saw in the distribution curves,
the overall response of the hardware to intensity was essentially linear. When we
plot the bunch length as function of distribution area rather than as function of

toroid reading the data follows a smoother curve.
3.3 Other Measurements

3.3.1 Energy Spread Measurement

The beam’s energy spread was measured in a fashion similar to its bunch
length. For this measurement we turned off the compressor, used another screen,

and modified the RTL optics to give an increased dispersion function at the screen.

Kl
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In this configuration increases in the beam’s intrinsic energy spread translate into
an increased spot size on the screen. This measurement is difficult since at high

currents the small, intense spot will tend to damage the screen.

The energy spread measurements yielded distributions that all appeared to be
Gaussians. Figure 18 shows the measured distribution when N = 3 x 10!, with a
Gaussian curve superimposed on the data. The rms energy spread as function of
current is displayed in Fig. 17(b). We see that the data is rather flat up to about
N = 1.5 x 101%, at which point it begins to rise. We will take this value as the
threshold current N, . By plotting the energy spread cubed as function of current

[see Fig. 17(a)] we see that above threshold the data agrees well with

N3
o= (3-) (N> Na) (16)

with o, the initial energy spread. As we shall see in the next chapter, we expect
the energy spread to behave in this way for a ring with an inductive impedance,

such as the damping ring.

INTENSITY
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Fig. 18. The measured energy spectrum for N = 3 x 101° when Vi =
0.8 MV.
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3.3.2 Measurement of the Synchronous Phase

The measurement of the synchronous phase complements the bunch length
measurement. The bunch length measurement probes the imaginary part of the
broad band impedance, while the synchronous phase measurement probes the real
part, giving also the higher mode losses. We began the measurement by first storing
a high current beam in the ring. Then, we gradually scraped away beam while
we continually monitored the beam’s phase using a vector voltmeter and a chart
recorder. At the same time the circulating current, which we could continually
rcad from a current monitor in the ring, was marked at frequent intervals on the

chart. For more details of the measurement technique see Ref. (11).

The measured phase shift as function of current is shown in Fig. 17(d). The
plot gives the average of several traces of the chart recorder, all of which agreed
quite well with one another. The data grows linearly at low current, and more
slowly as the current increases. This is the kind of behavior we would expect since,
as we have seen above, as the damping ring current increases the bunch length also
increases, and we know that the higher mode losses depend inversely on bunch
length. Note that the total shift at N = 1.5 x 10'® is only 2.3 degrees. This size of
shift corresponds to a higher mode loss of 32 keV and a loss factor £ =13 V/pC.

3.3.8 Synchrotron Tune Shift Measurement

Measuring the current dependence of the coherent oscillation frequencies is
another way of probing the broad band impedance of the ring. Sometimes this
coherent shift is also taken as a measure of the incoherent tune shift with current.
In this measurement we excited quadrupole mode oscillations by amplitude mod-
ulating the rf gap voltage, and then measured the response from a beam position
monitor. In Fig. 19 both the measured dipole and half the quadrupole frequencies
are displayed over a range of currents. We see that the quadrupole frequency ini-
tially decreases but then appears to level off near N = 5 x 10°. The maximum
reduction is 3 to 4%. From the plot, we also see the dipole frequency, which should

remain flat, rise slightly with current.
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Fig. 19. The longitudinal dipole and half the quadrupole oscillation frequency

as function of current.

3.4 Measurements Since the Addition of Bellows Sleeves

The bellows mentioned previously, in Chapter 2, are inner bellows, which are
themselves surrounded by a set of outer bellows. Since the inner bellows are very
inductive we normally expect a bunch to leave almost no energy behind after its
passage. If, however, there is not a complete contact between the inner bellows and
the vacuum chamber walls, then the beam can deposit energy in the cavity between
the two bellows. We believe this to be the case for some of the QD bellows. During
very high current operation it was observed that some of these bellows became very
hot, in at least one instance resulting in a puncture of the outer bellows and a loss
of vacuum. Largely to guard against more of this type of damage, and partly to
reduce the bunch lengthening, sliding shields were placed within all the QD bellows
in the North damping ring. This modification will be repeated in the South ring

soon.

Since the introduction of the bellows shields in the North ring more bunch
lengthening measurements were performed.(!2) We found that the current depen-
dence of the bunch length did not change significantly from the earlier measure-

ments, at least up to currents of 2.8 x 10'°. We also repeated the energy spread
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measurements. As mentioned before this measurement can be difficult. For cur-
rents greater than 1.5 x 10! the beam, if left on the screen more than a moment,
tended to damage it. Although we are not so confident in this new data, it appears
that the turbulent threshold of the ring, at V;5 = 0.8 MV, has risen from 1.5 to
about 1.9 x 10! since the introduction of the bellows sleeves. We hope to repeat

this measurement, and obtain better data, soon.

4. BUNCH LENGTHENING CALCULATIONS

4.1 Introduction

Once we know the Green function wake we can calculate the bunch shape as
function of current. All our bunch length calculations are based on the theory
of potential well distortion, as forrulated by J. Hajssinski.(!3) This method has
been applied to a pillbox impedance,(14?%) to an rf cavity impedance,(}%17) and
to a broad band resonator impedance,(!®) to find the steady state shape of a beam
in a storage ring. Given the potential well, we can also calculate the amplitude
dependence of the tune within the well. E. Keil has performed this calculation for
a pillbox impedance.(15)

We begin this chapter by reviewing potential well theory and describing the
calculation of the incoherent tune. We follow by describing our method for extend-
ing the calculations into the turbulent regime. Then, in order to illustrate different
types of behavior, we give the bunch shapes and the tune distributions for a purely
inductive, resistive, and capacitive impedance. Finally, we repeat the calculations
using the Green function for the damping rings, and compare the results with the

measurements.

4.2 Potential Well Distortion(!3)

The steady-state phase space distribution in a storage ring (¢, ) is given by

the Hamiltonian of the system H:

(e, t) = e HlO) (17)
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For electron machines below the threshold current for turbulence the Hamiltonian
is—up to an arbitrary constant—given by
2 t2

€

H(e,t) = — / Vind(t') dt' (18)

-2_&—62-—20 "fO

with o the energy spread, og the natural bunch length, V,.f the slope of the rf
voltage at the position of the bunch (we assume the applied rf wave is linear)
and Vjnq the transient induced voltage. In Eq. (18) a smaller value of ¢ signifies

an earlier point in time, while ¢ = 0 designates the synchronous point for a low

current beam.

The induced voltage V.4 is given by
00 o0
Vina(t) = — / Wi(@)I(t — ) dt = — / St —t)de | (19)
0 0

with Wp(t) the longitudinal Green function wakefield, I the current [note: I =
eNJ}], and S(t)—known as the step function response—the indefinite integral of
Ws(t). By taking the phase space distribution and integrating out the energy
dependence we find the longitudinal charge distribution. Then, by multiplying by
the total charge @ [@Q = eN] we obtain the current:

I(t)=Kexp( o 2+ = / SE)I(t - dt) : (20)

with K a normalization constant. Note that I(¢), the unknown, is on both sides
of Eq. (20). However, note also that at time ¢ the integral on the right depends
only on the current at more negative (earlier) times. Therefore, we can solve for
I(t) numerically by beginning far in front of the beam (say at t = —50yp), where
we assume the induced voltage is zero, and then proceeding, in small time steps,

to the back of the bunch. And then finally, if the area under the newly computed
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curve does not equal @ we adjust K, and iterate the whole procedure until it does.

Taking the derivative of both sides of Eq. (20) yields an alternative form of it:

j t Vind
= 4= 21
I ai Vol 0

This form of the problem is more convenient when V;,4 is given explicitly in terms
of I, as is the case for the simple inductive, resistive, and capacitive models that we
consider later. Of particular interest to us will be the rms length, the full-width-at-
half-maximum, and the centroid shift of the current distribution. The ratio of the
first two quantities is a measure of the similarity of the distribution to a Gaussian.

Due to energy conservation the third quantity, when multiplied by —V, 5, gives the
higher mode losses.

In what follows all distances will be given in terms of gy . Thus the independent
variable becomes z = t/op. We will also normalize voltages to Vr foo: the induced

voltage becomes vjng = Vina/ (Vr 700), and the total voltage v = vjq — .

4.3 The Incoherent Synchrotron Tune

Once we know the current shape, we also know the shape of the potential
well. For convenience let us choose the bottom of the well to be at zero energy.
Then the potential energy is simply given by v« = —In(I/ i ) with I the peak of the
distribution. Given the shape of the potential well we can numerically solve for

the incoherent synchrotron tune.
The equation of motion for a test particle moving in the well is

d’z

dr?

with 7 the time in units of the low current synchrotron period and v the total

dx?v(z) =0 , (22)

voltage. If the test particle has the initial conditions + = # and z' = 0 then its

period of oscillation is given by

(23)

7= 1 7 dz'
V2r ] u(Z) — u(z') .
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The integration is performed over half a cycle: beginning at #, we move down
the potential well and up the other side until we reach the position z. for which
u(z.) = u(£). Note that when vj,q = 0 [u(z) = 22/2] then 7 = 1. The relative
incoherent tune v is simply given by 1/7. Note that from Eq. (23) we can find the

tune either as function of Z or as function of energy & = u(Z).

If we know the tune as function of A, then we can also calculate the tune
distribution:

v S g

h(v) h(»)

The sum in Eq. (24) is there to indicate that if more than one value of A corresponds

to a certain value of v we need to sum the contribution from each correspondence.

This will happen when there is an interior extremum of »(k). It will also happen

when v(h) has more than one branch, as will occur when there is a relative max-

imum in the potential well curve. Note also that Eq. (24) implies that wherever

dv/dh = 0 the distribution is infinite.

4.4 Some Simple Impedance Models

Over a frequency interval the impedance of vacuum chamber elements can often
be characterized by a simple electrical circuit element—zaa inductor, a resistor, or
a capacitor. We study in this section the potential well distortion when the whole

ring can be characterized by these simple models.

4-4.1 An Inductive Impedance

For a purely inductive impedance the induced voltage is given by Vg =
—LdI/dt, with the constant L the inductance. Bunch lengthening has been ob-
served in many storage rings, and we expect it to be due to an inductive impedance.
In the case of the SLC damping rings we have seen that the impedance is domi-
nated by the many inductive vacuum chamber elements. We, therefore, expect the
general features of the bunch shape to be given by this model. Note that Haissinski

has presented numerically calculated bunch shapes for this model in Ref. (13).
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For a purely inductive impedance Eq. (21) can be written as

! Iy
=— , 25
y 1+y (25)

with prime denoting the derivative with respect to z = t/op. The normalized
current is given by y = LI/ (Voﬁ); the normalized charge I (the complete integral of
y) equals LQ/ (Vag). The normalized induced voltage vipg = Vipa/ (V,fao) =—y.

3 - —
o L XFHwm/2355_---"""
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Fig. 20. An inductive impedance: (a) the bunch shape for several values
of bunch population and (b) the bunch length variation as a function of

current.

The numerical solution of Eq. (25), for several values of T, is shown in Fig. 20(a).
Note that the charge distribution for a perfect inductor is symmetric about z = 0
(since there are no losses) and is more bulbous than a Gaussian distribution. From
Eq. (25) it is apparent that the solution is parabolic wherever y 3> 1. In Fig. 20(b)
we display o: and zrwuum/2.355 (the dashes) as functions of I'. Note that for
large currents o, varies roughly as I''/3, If we apply the inductive model to the
SL.C damping rings, taking L = 50 nH, then an intensity of ' = 7.5 corresponds
to N = 1.5 x 10® at V,; = 0.8 MV. At this current we see from Fig. 20(b) that

o = 1.33 and zrw gy = 3.69. We shall see, in a future section, that these values
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approximate the results of the more detailed calculations, calculations that use the

Green function wake.

Consider a current of I' = 7.5 in an inductive machine. Now suppose a test
particle is initially at rest at position £ = & in the potential well. Figure 21(b)
then displays the tune » as function of #. Only half of the curve is shown; since the
well is symmetric about the origin () = v(—%). We see that the tune decreases
monotonically as & approaches zero, and that it is very much depressed at the
bottom of the well, to about 60% of its nominal value. On the same plot v as
function of energy h = u(z) is also shown. We note that the slope of the tune is
nonzero for kh = 0, i.e., at the bottom of the well. In Fig. 21(a) we give the tune
distributicn }, . [It is plotted sideways so that its connection with v(#) and »(%)
is easier to see.] We note that the peak of the distribution is at the tune minimum,

that the tune at the peak is greatly depressed, and that the distribution is broad.

X
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10T 17 1.1 1T 71 1 T I T
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2-90 Ay h 6562A7

Fig. 21. (a) The tune distribution and (b) the dependence of tune on #

and k when T = 7.5 for an inductive impedance.

t

: S
Let us use the following notation: let »; denote the tune above the fraction of

the beam given by z. Thus v givés the median value of the tune. Then Fig. 22
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displays as functions of current the tune at the peak of the tune distribution v , as
well as v95, V50, V.75, and v g5 . We see that vy drops most quickly at the low end
of the current scale, and levels off at the high end. Note that for I' > 0.5 the curve
for 1y in Fig. 22 can be approximated by 1~0.15(1+1nT'). We can estimate the low
amplitude tune shift Ayg at low currents by assuming the bunch remains Gaussian
and that —y"(0) is small compared to 1. Then Ay ~ 3"(0)/2 ~ —T/(2v/27) ~
~0.2T". The quantity 1 — 0.2T is given by the do:ted curve in Fig. 22. We note
that it only approximates v for very low currents. At I' = 0.5 it already deviates

from the exact calculation by 30%. For the damping ring this current corresponds
to a bunch population of only 10°.
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Fig. 22. The current dependence of the characterizing parameters of the

2-90
tune distribution vy, v25, ¥.50, V.75, and v g5, for an inductive impedance.

4.4.2 A Resistive Impedance

For an ideal resistive impedance the induced voltage can be written as V;,; =
—1IR, with the constant R the resistance. This model is applicable to electron rings
that don’t have many inductive elements, and whose impedance is dominated by
the rf and other large cavities. In ,istorage rings where the builders have been very\

careful to avoid transitions and bellows we would expect the impedance to be
resistive.
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For an ideal resistive impedance Eq. (21) becomes

-~

y=—(z+y)y ,

(26)

with y = RI /(Van) and T’ = RQ/(Vag). Note that v;,g = —y. The analytic

solution to Eq. (26) was found by A. Ruggiero(19):

2 6—32/2
¥y=y\- ’ (27)
x coth(T/2) + erf(z//2)
with erf(z) the error function.
l T l ' I I I I
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Fig. 23. A resistive impedance: (a) the bunch shape for several values

of total charge and (b) the change of bunch length and centroid position

(dots) with current.

The soljthlﬁt,ion, Eq. (27), for several values of current is displayed in Fig. 23(a).
As T is increased the bunch tilts forward (up the rf wave) by an ever increasing
amount, in order to compensate for the increased higher mode losses. Figure 23(b)
gives o, and zrw gy /2.355 (the dashes). We see that the bunch length increases
only very slowly in a resistive machine. The dots give the centroid shift {z) of the

bunch. It can be approximated by {z) = —I'/(2+/7), which is the centroid shift

assuming that the bunch shape does not change with T.
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Suppose we could remove all the impedance of the SLC damping rings except
that of the rf cavities. As we saw before, we could approximate what was left by a
resistive impedance with B = 411 €. A bunch population of 5 x 10!? in this ideal
machine, when V, s = 0.8 MV, corresponds to I' = 3.4. For this current Fig. 24(b)
displays the tune as function of the maximum extent of oscillation &, for £ more
negative than the position of the bottom of the potential well. We see that for both
low and very high amplitude oscillations the tune.is not changed. For amplitudes
in between these two extremes, however, the tune is depressed, but by a very small

amount. Also shown on the plot is the tune as function of energy v(%).

v
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Fig. 24. (a) The tune ciistribution and its integral (dashes) and (b) the

dependence of tune on # and h when I' = 3.4 for a resistive impedance.

In Fig. 24(a) we show the tune distribution A, . Note that there is an infinite
spike at the lowest tune value. The dashed curve in the figure gives the integral
of the tune distribution n,. We note that 50% of the particles have tunes in
the lowest 20% of the tune range. In Fig. 25 we give as function of current the

‘parameter vy, V.25, ¥.50,, V.75, and v.g5 that charactrize the tune distribution.
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Fig. 25. The current dependence of vy, v25, V50, V.75, and vgs for a

resistive impedance.

4.4.3 A Capacitive Impedance

For an ideal capacitive impedance the induced voltage is proportional to the
integral of the current, with constant of proportionality —1/C, and C the capaci-
tance. Deep cavities, such as the f cavities, are slightly capacitive at normal bunch
lengths, and become more capacitive for very short bunches. Of the three simple
models the capacitive is probably the least applicable to the types of impedances
one finds in storage rings. We note that bunch shortening has not been observed in
storage rings, except possibly at low currents in SPEAR, when the ring had many

rf cavities.(20)

For a purely capacitive impedance Eq. {21) becomes

z

y = —ylz + / y()de'] (25)

-0

withy = [/(V,_,—C) and I’ = Q/(V,_,—agC’). The solution to Eq. (28) closely approx-
imates a Gaussian that has been shortened and shifted. Since the energy stored in
a capacitor is Q?/2C, the centroid shift is given by (z) = —I'/2. Figure 26 shows
the bunch length dependence on I'. By substituting a Gaussian into Eq. (28) we
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Fig. 26. (a) The bunch shape for various currents and (b) bunch shortening

as a function of current, for a capacitive impedance.

can arrive at an analytical approximation of the bunch shortening, which for small

current becomes oz &~ 1 —I'/+/8x.

In a capacitive machine the bunch becomes shorter and the tune of all the
particles will rise. As was the case for the inductive machine the tune as function
of energy is monotonic. The low amplitude particles have the highest tune. Their

tune shifc can be approximated by Av = 1/o; = /87 =~ 0.2I".
4.5 The Turbulent Regime

4.5.1 Calculations Beyond Threshold

Beyond some threshold current the energy spread begins to increase, and we
enter what is known as the turbulent regime. At the moment, there is, unfortu-
nately, still no reliable calculation of the behavior of short bunches in this regime.
However, for a formalism that at least in theory can be used to solve the problem

see, for example, J. M. Wang and C. Pellegrini.(?!)

In the case of SLC damping rings, however, we will use a simpler method. We
believe that the instability that we find in the damping rings is a fast instability
of the microwave type, and we expect the potential well approach to calculating

the bunch shape still to be applicable. As threshold current we take the value
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given by the measurements. To find the bunch shape beyond this curreni we
(i) scale the energy spread according to the Boussard criterion (see below), and
then (ii) perform the normal potential well calculation but replacing o¢ in Eq. (20)
by 0§, = 000¢/0¢, , With o¢, the nominal energy spread. Implicit in our method is

the assumption that the energy distribution remains Gaussian.

4.5.2 The Boussard Criterion

The Boussard criterion is often used to estimate the threshold for instabil-
ity. Boussard(®?) conjectured that the longitudinal instability in a bunched beam
is due to a coasting-beam-like instability within the bunch. Then in estimating
the threshold for instability one might use the coasting beam threshold(**) but
replacing I by I the peak current. The issue of the applicability of a coasting
beam instability criterion to a bunched beam was studied in detail by J. M. Wang
and C. Pellegrini.(?1) They found that one obtains a coasting-beam-like instability
condition provided that: (i) the impedance is broad band relative to the bunch
spectrum, (ii) the growth rate is much greater than the synchrotron frequency,

and (iii) the instability occurs at wavelengths much shorter than the bunch length.

Their threshold condition looks like a coasting beam threshold condition(2!);

el|Z(m)/n] _ .

2raFo? — (29)

)
with Z the broad band (or smoothed) impedance and n = wj/wg, with w; a
representative frequency sampled by the bunch spectrum and wg the revolution
frequency; with o the momentum compaction factor and £ the beam energy.
Equation (29) is a stability condition, i.e., a condition for no fast blow-up. In
- our calculations we will take as threshold the measured value, and use Eq. (29)

solely for scaling the energy spread in the turbulent regime.

In Eq. (29) both  and Z/n in general depend on bunch length which, in turn,
depends on the energy spread. Consider, for example, a very resistive impedance

where Z = R the resistance. As typical frequency nwy we might take the inverse
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bunch length. Then since I is also proportional to the inverse bunch length we find
that Eq. (29) implies that, above turbulence, 5e ~ N1/2, with N the bunch popu-
lation, for a resistive machine. On the other hand, for a very inductive machine,
such as the SLC damping rings, |Z/n| is approximately constant. If we substitute
the peak current for a Gaussian beam in Eq. (29), and note that the bunch length

is proportional to the energy spread, we see that, above threshold,

N3

o= (70) (N>Nu) (30)
th

with Ny the threshold current. This is the scaling we will use for calculating the

damping ring bunch shapes in the turbulent regime.

We make two observations: (1) This scaling is roughly supported by the mea-
surement results discussed in Chapter 3. (2) For an inductive machine the bunch
length increases with current due to potential well distortion, and thus the growth
of the peak current with current is somewhat reduced. To be more consistent we
could have included this fact in determining the scaling of energy spread with cur-
rent. For the purely inductive impedance discussed earlier we find that the peak
current increases approximately as N8, rather than as simply N, due to potential
well distortion. Thus, for the damping rings we would expect o, to vary as N%27
rather than as N1/3 above threshold. And this modification, in turn, would result
in a slight reduction in the calculated bunch lengths at the higher currents. For

the results to be presented, however, the difference would not be significant.

4.5.3 Another Threshold Criterion

P. B. Wilson(®¥) has suggested that one threshold criterion might be that the
slope of the total voltage v' becomes zero (or equivalently «" = 0) somewhere within
the bunch. This criterion has also been studied by G. Besnier,(!®) who has used it
to predict turbulent bunch lengthening for ESRF, the European light source. It is
easy to show that if we assume a purely inductive impedance, and we also assume

that the bunch shape remains Gaussian, then Wilson’s criterion is equivalent to
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the Boussard criterion. We can also show that this condition can never be met for
the models of a purely inductive, resistive, or capacitive impedance. For it to be
met requires some high frequency structure in the impedance curve {as is the case,
for example, for the broad band resonator model with a high frequency resonance).
Note that if Wilson’s conjecture (v’ = 0) is met at the bottom of the potential
well, then the tune becomes zero for small amplitudes. If, however, u” = 0 is
first met at another position within the bunch, as we will see in our potential well
calculations using the damping ring Green function, then the physical significance

of the conjecture is not so clear.

Wilson’s conjecture suggests another, more stringent threshold condition with
a simple physical interpretation. Consider as threshold criterion that there be a
relative maximum in the potential well shape, i.e., v’ = 0, u” < 0, somewhere
within the bunch. If this condition is met then there will be two stable fixed points
within the bunch and one unstable fixed point at the position of the maximum.
Consequently, a subset of bunch particles will oscillate about a relative minimum
of the potential well, rather than about the absolute minimum. Note that this is a
more stringent condition than Wilson’s and will tend to be met at higher currents
than his condition. Finally, we should sti2ss that both these threshold criteria are

merely conjectures. Their validities need to be demonstrated in a self consistent

manner.

4.6 Bunch Lengthening in the SLC Damping Rings

4.6.1 The Bunch Shape

Using our pseudo-Green function (see Fig. 14) in the potential well equation,
Eq. (20), we have calculated bunch shapes for many values of current, for a ring
voltage V; s = 0.8 MV. Figure 27(a) displays the rms length o, and zrw g s/2.355,
and Fig. 27(b) gives the centroid shift (z) of the calculated distributions as func-
tions of current. Length dimensions are again given in units of o¢ (at this rf
voltage cog = 4.95 mm). In Chapter 3 we saw that the measured threshold at this

rf voltage was Ny, = 1.5 x 101°. Taking this as our threshold, we extended the po-
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tential well calculations into the turbulent regime by simply scaling the parameter
" 09 as (N/Ny )3, as was discussed earlier. (The turbulent regime is indicated by
the dashed lines in the figure.) Superimposed on the curves are the ineasurement

results presented in Chapter 3.
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Fig. 27. (a) Bunch lengthening and (b) the centroid shift calculated for
the SLC damping rings at V;y = 0.8 MV. The symbols indicate the mea-

surement results.

As we saw for the simple inductive model the current distributions calculated
for the damping rings are more bulbous than a Gaussian. At N = 1.5 x 1019,
we see that o, = 1.38 and and zpw gy = 3.93. These values compare well with
those obtained assuming a purely inductive machine with L = 50 nH, for which
we found o, = 1.33 and and zpw gy = 3.69. The turbulent threshold is seen as
a slight kink in the curves. Beyond this point o, varies roughly as N1/3. We see
that at N = 3 x 1010 the rms bunch length is increased by 70%. From Fig. 27(b)
we see that the calculations give a significant amount of higher mode losses. At
N = 1.5 x 10'? the centroid shift (z) = —0.5 is equivalent to a higher mode loss of
30 keV; at 3 x 10!° the loss is 38 keV. For both the bunch length and the centroid

shift the calculations agree well with the measurements.

In Fig. 28 we present the bunch shapes for bunch populations of N = 0.7, 1.2,
2.1, and 2.9 x 10'°. The abscissas give z = t/0q , the ordinates are y = 1Zy/(Vap)
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Fig. 28. The calculated damping ring bunch shapes for several current val-

ues, when V; ¢ = 0.8 MV. Superimposed on the curves are the measurement

results.

with Zp = 377 ). Superimposed on the curves are the digitized measurement
results. The fluctuations in the data (especially at the peaks) are due to nonuni-
formity in the response of the screen. Considering that there are no fit parameters,
the agreement between the data and the calculations is very good. Finally, in
Fig. 20 we show the induced voltage v;,4 and the total voltage v calculated for

these same four currents.

4.6.2 The Incoherent Tune

For the following calculations let us consider the current N = 1.5 x 101? at
V;f = 0.8 MV in the damping rings. Suppose we begin a test particle at rest

at position £ = & in the distorted potential well. Then subsequent oscillations
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Fig. 29. (a) The induced voltage vjpg and (b) the total voltage v = vig~=z
when N = 0.7, 1.2, 2.1, and 2.9 x 10!° and Ver =08 MV.

within the well are shown in Fig. 30(b), for the cases £ = —2, —1, 0, 1, and 2. The
horizontal axis is the time in units of the nominal synchrotron period. We see quite
a variation in oscillation period. The potential well itself is shown in Fig. 30(a);
the dashes give the well of the rf alone. Note that u = 0, the bottom of the well,
is at z = —0.24. Note also that the bottom of the well is not just broadened and

that there is an inflection point (¥” = 0) away from the bottom.

For the same current we display, in Fig. 31(b), v(£), for # more negative than
the position of the bottom of the well. We see that, as with a simple inductive
impedance, there is a great tune depression within the bunch. We also note that, as
with a simple resistive impedance, the curve has a minimum within the distribution;
at the minimum v = 0.18. In the same frame we display v(%). [Although % values
up to 10 were included in the calculation, we only show the very beginning of the
h range, in order that the dip in (%), near A = 0.1, can be seen.] At & = 0 the
tune is 0.66. In Fig. 31(a) we show the tune distribution. We see that it is broad,
centered about v = 0.7 with a full-width-at-half-maximum of 0.24. Also visible in

the plot is a spike, at ¥ = 0.18, containing very few particle.
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Fig. 30. (a) The potential well and (b) five oscillations within the well
when N = 1.5 x 101° and Vis = 0.8 MV.
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Fig. 31. (a) The tune distribution and (b) the dependence of tune on %
and 2 when N = 1.5 x 1010 and Vir =08 MV.

In Fig. 32 we characterize the current dependence of the tune distribution by

five parameters: vos, V25, vso, V.75, and vgs which signify, respectively? the
tune above the first 5%, 25%, 50%, 75%, and 95% of the particles. The region
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with dashed curves is the turbulent regime. We see that the tune spread is quite
large beyond 5 x 10°. If we look, for the moment, at the the curve representing
the median tune v 59, we note that it drops most quickly at the beginning of the
range, for currents up to 5 x 10° and then begins to level off. This general behavior
was observed for the quadrupole tune measurements discussed in Chapter 3. In
absolute terms, however, the 25% shift shown here at 5x10° does not agree with the
3 to 4% shift given by the measurements. We believe that this discrepancy signifies
that the connection between the coherent quadrupole tune and the incoherent tune

of a machine with a broad tune distribution is not so simple.
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Fig. 32. The current dependence of vgs, vas5, vso, v.75, and vgs as

calculated for the damping rings when V,; = 0.8 MV.

5. CONCLUSIONS

The study of bunch lengthening in the SLC damping rings, described in this
paper, can be divided int«. three parts: the impedance calculations, the bunch

length measurements, and the bunch length calculations.

In the paper’s first part we described the vacuum chamber geometry of the
damping rings. We introduced a figure of merit for bunch lengthening, the effective

inductance . We found that the ring impedance is dominated by many small,
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inductive discontinuities—such as bellows, shallow transition, and masks. There
are so many objects that contribute to the total inductance, that if we want to
reduce bunch lengthening, we basically need to rebuild the entire vacuum chamber.
We ended this part of the paper by computing the wakefield of a very short bunch
passing through the entire damping ring, a function that can be used as Green

function for the bunch length calculations.

In the paper’s second part we described measurements of energy spread, syn-
chronous phase shift, and longitudinal quadrupole tune shift with current that
were performed on the SLC North damping ring. We saw that by taking ad-
vantage of the unique hardware features found in the SLC it is possible to mea-
sure the bunch shape of individual damping ring pulses to good resolution. We
found a large amount of bunch lengthening at higher currents; at an rf voltage
of V;5 = 0.8 MV and bunch population N = 3 x 10° the rms bunch length was
doubled. From energy spread measurements we found the threshold current—at

the same rf voltage—was 1.5 x 1010,

In the paper’s final part we described bunch length calculations that are based
on the theory of potential well distortion. We saw, for example, that an inductive
machine has lots of buach lengthening, a resisitive machine little. We saw that in
an inductive machine the incoherent tune shift and the tune spread are both large,
in a resistive machine they are small. In this chapter we also described a method
of extending the potential well calculations into the turbulent regime, once the
threshold current for turbulence is known. Then taking the measured threshold
value, and using the Green function discussed above, we calulated bunch shapes as
function of current. When these shapes were compared with the measured shapes
we found excellent agreement. Then finally we computed the tune distribution
we expect for the damping rings. As for a purely inductive impedance at higher
currents we found the tunes depressed, with the average tune shift large and the

tune spread broad.
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Abstract

The coupling impedance of vacuum chamber components is
estimated for the SPring-8 storage ring. Three different approaches
are discussed; analytical calculation, numerical simulation, and
measurement. The simulation shows that the contribution to the
impedance is mainly attributed to RF cavities, bellows, flanges, and

transitions to ID chambers. Loss parameters of an RF cavity are also

measured by using the coaxial wire method.
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Motivation of impedance estimate

Before a quantitative estimation of the impedance, we must get a
rcasonable idea on how much it can be allowed. The allowable
impedance 1Z/nl is , in a classical stability criterion, described by

I_Z_| < QL(S‘E)Z
n elp\ E

where o is the momentum compaction factor, E the total particle
energy, AE/E the FWHM of relative energy distribution, and Ip the
peak current defined by

b

Iov is the average current in M bunches, 6] the rms bunch length,
and 2nR the circumference of the ring. n is the ratio of storage ring
circumference to the wavelength of perturbation traveling around the
bunch. For our storage ring; E = 8 GeV, a = 1.5 x 104, AE/E = 3 x
10-3, Iov = 100 mA, 2zR = 1,436 m, M = 1000, and o] = 3.2 mm,
therefore 1Z/nl < 0.7 Q. This quantity is relatively small compared
with the other rings, indicating that the impedance problem is more
serious in our ring.
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Estimate of Impedance

Numerical Analytical
Measurement Simulation| [Calculation
wire TBCI(2-D) cylindrical
measurement MAFIA(3-D) symmetry
Wake Potential
L '

Loss Parameter

each element

J addup
total

Broad-band
Impedance
Model

(by B. Zotter)
CERN LEP-TH/87-34

\i' total

each element

Y

Impedance

Fig. Flow diagram for estimation of impedance.
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Fig. Single-cell cavity without nose cones, which is under design as a
low HOM-impedance cavity for our storage ring.

We calculate loss parameters of this type of cavity by using TBCI.
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Fig. Single-cell cavity with nose cones.

We calculate loss parameters of this type of cavity by using TBCI
to compare with the cavity without nose cones.

We also measure loss parameters of this type of cavity.
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Fig. Loss parameters for cavities both with and without nose cones;

(a) longitudinal case, (b) transverse case.

The HOM impedances which exert a harmful effect’on a beam
are suppressed in the cavity without nose cones, but other HOM
impedances seem to become larger than we expected, especially
above cut-off frequency.

40
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Calculation geometry

Flange Step change
b = 30.15 mm
[ y d = 20.33 mm
d
l=1mm b ‘ d
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w 104 Cavities 8
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Bunch length  (mm) Bunch length (mm)
Total loss parameters of the whole ring for typical components;
(a) longitudinal case, (b) transverse case. Cavities  x 32

Flanges x 912

It turns out that, in a longitudinal case, step changes give a large
8 p ses 8 Step changes x 96

effect on the impedance, and the step changes and flanges do in a
transverse case. As far as the step changes are concerned, however,
as the transitions to ID chambers consists of tapered parts, the loss
parameters are, in fact, reduced further. Bellows themselves have
large effect on the impedance, but the loss parameters are steeply

152
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Method

coaxial wire technique, in the time domain.
(PEP-95; M. Sands, J. Rees)

the comparison between the pulses transmitted through
the vacuum chamber to be tested and the reference
chamber gives the wake potential:

Wy, =2Zy(if9)-i,,(0)

and longitudinal loss parameter:

ZZOI i, (O(if0-i, (©)d

"=
[I iy (1) dt}2

where Z(Q is the characteristic impedance of the
reference line. -

PICOSECOND
PULSELABS MODEL4050] HP54120T

( trigger . .
/\.PU se, sampling computer
_generatot scope

. reference \

N
T

\.——' ‘.__——>®/

device under test

Fig. Set-up for the measurement of the loss parameter.
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Fig. Photo of the experimental equipment: upper one is the reference
chamber, lower one is the single-cell cavity with nose cones under
experiment. 4
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Fig. Recorded output pulses from both the reference chamber, Ig(t),

and the RF cavity, in(t).
(a) FWHM :

~50 ps, (b) FWHM :

~100 ps,

The 50 ps pulse looks like a Gaussian pulse, but other pulses don't.
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Recorded output pulses from both the reference chamber, Io(t),
and the RF cavity, in(t).

(c) FWHM :

~150 ps, (d) FWHM :

~200 ps,

The 150 ps and 200 ps pulses are rather close upon square pulses.
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Cavity K loss longitudinal

0.7
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0.5

0.4

0.3

0.2

Measurements

Calculations
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Bunch length (mm)

Loss parameters of the RF cavity for measurements and
numerical simulations.

The measured data seem to be overestimated somewhat, but the
measurements and calculations show the same distribution
properties. Overestimation is considered to be due to that the
generated pulse had no perfect Gaussian distribution and the
coaxial line in a tapered chamber didn't match well with a 50 Q
and connectors.
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Upcoming plan for measurements of impedance

1) Impedance comparison between racetrack
type chamber and antechamber type

The step change-induced impedance is also
measured.

2) Comparison of impedances for bellows
between the RF contact and RF slide finger

3) Impedance of the flange with gaps of various
sizes

4) Impedance of the cavity without nose cones

5) Crotch efc.
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Fig. Straight chamber with a slot-isolated antechamber to measure

the loss parameter.

Next we measure loss parameters of this chamber,
We compare the loss parameters between rapid tramsition and
smooth one at the part of the slot to antechamber.
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Fig. Chamber with a Conflat flange to measure the loss parameter.

We can change the gap size by inserting various sicknesses
of gaskets.

" Next we measure loss parameters of this flange.
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Fig. Chamber with an RF contact to measure the loss parameter.

Next we measure loss parameters of this RF contact and compare
with conventional RF slide fingers.
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ESTIMATION OF THE COUPLING IMPEDANCE FOR THE SPring-8 STORAGE RING

. T. Yoshiyuki, T. Kusaka, M. Hara, and S. H. Be
RIKEN-JAERI Synchrotron Radiation Facility Design Team
2-28-8 Honkomagome, Bunkyo-ku, Tokyo 113, Japan

Abstract

The coupling impedance of vacuum chamber components
is estimated for the SPring-8 storage ring. Three
different approaches are discussed; analytical
calculation, numerical simulation, and measurement. The
results turn out that the contribution to the impedance
15 mainly attributed to RF cavities, bellows, flanges,
and transitions to ID chambers.

Introduction

The SPring-8 storage ring is under design to be a
low emittance synchrotron-radiation ring covering even
the hard x-ray domain. High brilliance, which is
implied by the low emittance, is related to laxge
stored beam current in the ring. The beam current is,
however, limited by the coherent instabilities of
bunched beam. The important ingrecients to evaluate the
instabilities are a longitudinal coupling impedance
2/n, and a trancverse impedance Z;, the latter of which
1s usually correlated to the formez. The storage ring
consists of a large variety of structures which
contribute to the impedance: vacuum chambers, bellows,
gaps between flanges, step changes, box-like objects,
vacuum perts, slits of RF contacts, R¥ cavities, and so
on. Charged particles passing through the above
components induce electromagnetic fields that act back
on the beam, which results in energy losses and
instabilities. The impedance is usually employed to
describe the interaction of the beam with the
environment. In order to estimate the effect on the
beam mor. precisely, a detailed impedance analysis is
carried out. In this report, we analyze the
contrihution of several vacuum components to the
impedance, and suggest the way to minimize the enezgy
losses.

Motivation of impedance estimate

Before a quantitative estimation of the impedance,
we must get a reasonable idea on how much it can be
allowed. The allowable impedance |2/n| is , ian a

classical stability criterion,! described by

[2] s 2& ﬁ)’
ot el g ’ (1)
where a is the mcmentum compaction factor, E the total
particle energy, AE/E the FWHM of relative energy
distribution, and Ip the peak current defined by

I,=1,,-2%R_

P AV 3IMo, . @
I,.v is the average current in M bunches, oy the rms
bunch length, and 2zR the circumference of the ring. n
is the ratio of storage ring circumference to the
wavelength of perturbation traveling around the bunch.
For our storage ring; E = 8 GeV, @ = 1.5 x 1074, AE/E =
3 %1073, Inv =100 mA, 2nR = 1,436 m, M = 1000, and q
= 3.2 mm, therefore [2/n| < 0.7 ©t. This quantity is

relatively small compared with the other rings,2
indicating that the impedance problem i3 more serious
in our ring.

Method of impedance estimate

Since an exact analysis of the impedance of a
storage ring is impossible, some different approaches
have been developed to estimate this quantity:

- analytical calculations for several simple
geametries,

- numerical simulations of electromagnetic fields in
scme elements of the vacuum chamber, and

- impedance measurements for test components.

We can obtain the contribution of several simpie
gecmetries to the longitudinal impedance analytically,
assuming a cylindrical symmetry.2 Naturally, it &s
followed that most of the vacuum components can not ke
evaluated in this way owing to their complicatec
geometries.

The electromagnetic field, which is created by a
bunch circulating through a given section of the vacuunm
chamber, can be computed numerically by means of TBCI3
and MAFIA.4 Either T3CI or MAFIA computes wake
potentials as a function of delay with respect to the
head of bunch, together with the loss parameters, whern
a Gaussian-distributed rigid bunch is traveling i:n
structures. The results of numerical computations can
be used for the longitudinal and transverse broad-band
impedances, Zy{w) and Z;(w), respectively, which are
given by

1+jQ(‘;°_L.J_ﬂ_ HjQ(ﬂz-A)
Z,@Re—2 @) 7 (g B Ve w]

20 o)?
1+Q i‘u} , (3)

@ I+Qz(21-ﬂ- :
| 4 « .l
where Rg is the shunt impedance, Q the quality factor,
and fy the resonant frequency (= or/2x). The loss
parameters of different contributions are ccmputed as a
function of o3, and summed for all the vacuum
elements. The derivation of impedance is based on the
fact that the loss parameter is proportional to the
integral over the real part of inmpedance, according to

k//("l)’i' A Re[Z (w)] - exp -(f?cl)z. do ©

Therefore, the parameters of a broad-band impedance
(fr, Q. Rg) can be fitted to match a computed loss-

parameter curve.S

On the other hand, the loss parameter can be
measured for each element of the vacuum chamber by a
coaxial wire method as discussed later. In principle
every gecmetry can be measured in this method, but it
is impossible to measure the loss parameters for all
the kinds of elements of the storage ring. Practically,
the loss parameters of most of the elements are
acquired using both methods: numerical eimulations and
measurements.

Profile of vacuum chamber elements

The vacuum chamber 1s designed in a racetracxk
geometry of 8 cm wide and 4 cm high with a slot-
isolated antechamber in which NEG strips are installed
for pumping. Figure 1l(a) shows the H-field lines for
the first TM mode at a frequency of 4.3 GHz. Fiqure
1(b) also indicates deep penetration of electromagnetic

Beam Chamber

Fig. 1 Calculation of the H-fields lines for the
vacuum chamber: (a) the first TM mode, 4.3
GHz, (b) higher-order mode, 15.3 GHz.



Fig. 2 RfF contact by which the bellows are screened
on the vacuum chamber.

fields into the pumping slot at frequencies above 15
GHz. A distortion of the H-field lines is remarkable
compared with the beam chamber without antechamber. In
case of a short bunch below S mm in length, as the
modes above 15 GHz have a large contribution to the

loss parameter according to Eq. (4), it may be that the

slot has significant effects.

The RF contact screens the bellows to reduce the
energy losses, and keep the electric contact between
the chambers, as shown in Fig. 2. The numerous long and
narrow slits absorb the shrinkage of bellows at baking,
and make between the RI' contact and bellows evacuated.

We adopt the Conflat flanges for our ring. The
outer diameter gets over 350 mm in case of the
connection between vacuum chambers. The gap between
conventional Conflat flanges comes even to a few mm
with a gasket inserted, but a special flange is
designed so as to reduce the gap below 0.5 mm for a
less impedance.

There is a radius discontinuity between the normal
and insertion-device (ID} chamber. In fact, a tapered
transition is used in place of a step change between
different chambers. Nevertheless, the calculation was
carried out assuming the step changes in the aspect of
safety.

Calculation results

) 4 1l

We have estimated the impedances of the various
kinds of elements analytically: free space, space
charge, resistive wall, bellows, flanges, pick-up
electrodes, step changes, and slits and holes. Table 1
shows the impedances of typical elements. This
preliminary study suggests that the bellows must be
securely screened and RF contacts are effective to
screen them. It also shows that transitions to ID
chambers and flanges must be improved to achieve the
design goal.

Table 1 Preliminary study of the impedance for
analytical calculations

Impedance source Number 12/n] (@)
Free space - 0.2 (f = 10 GHz)
Space charge - 4 x 10°6
Resistive wall — 0.1 {f = 100 MHz)
0.01 (f = 3.8 GHz)
Bellows
(without RF contact) 336 9.0
(with RF contact) 336 3.9 x 10-6
Flanges (1 mm gap) 912 0.39
Step changes 96 0.26
Pick-up electrodes 432 0.05
Vacuum pump holes ~300 0.005
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A 2D code, TBCI, is used to calculate the loss
parameters, assuming again cylindrical symmetry. The
simulation was carried out for longitudinal (monopole
fields) and transverse impedance {(dipole fields)
independently, and applied to RF cavities, bellows,
flanges, and transitions to ID chambers.

As far as RF cavities are concerned, the
calculation has been done for the single-cell cavities
both with nose cones, which have been alrsady studied,

and without nose cones, which are under design‘ as a
low impedance cavity for our ring. The loss parameters
for both cases are plotted in Fig. 3 as a function of
bunch length. We expected the loss parameters of the
cavity without nose cones to be lower than those of the
cavity with nose cones for every bunch length, but the
loss parameters become reversed for short bunch
lengths. The HOM impedances which have a harmful effect
on the beam are suppressed in the cavity without nose
cones as in Ref. 6, but the other HOM impedances seem
to get larger than we expected, especially over cut-off
frequency. In either case, it turns out that the
contribution from the RF cavities to the loss parameter
are inevitable.

Figure 4 shows the total loss parameters of the
whole ring, considering only the elements which have
large contributions to the impedance. The bellows
themselves have large loss parameters, because the
number is large (N = 336) and the shape looks like a
pill-box type of cavity. On the other hand, once they
are screened adequately by the RF contacts, the loss
parameters are decreased tremendously even not to be
plotted in Fig. 4. It turns out that in longitudinal
case step changes have a large effect on the .impedance,
and step changes and flanges do in transverse one.
However, as far as step changes are concerned, the loss
parameters are, in fact, reduced further as the
transitions to ID chambers get tapered. In case of
flanges, the real loss parameters can be also reduced
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Fig. S Set-up for the measurement of the loss
parameter.

at the rate of reduction of the gap, but they are still
larger than those of the cavities in transverse case.
The impedance needs to be decreased more.

In the next step, we calculate the loss parameters
of the asymmetric geometries using the 3D code MAFIA.
But as a 3D simulations have limitations such as the
number of meshes, minimum bunch length, and
computational time, there is some room for improvement.

Measurement of loss parameter

The coaxial wire method which has been described by

Sands and Rees? is a widely-spread tool for bench
measurements of beam coupling impedance. By the
introduction of a thin wire into the chamber components
under test, a surface current distribution on the inner
surface of the beam pipe can be obtained, which
corresponds approximately to the current distribution
produced by & passing bunch. When this image~current
distribution has been perturbed by a discontinuity, a
reaction on the wire takes plzce similar to that of a
perturbed wake field on the bunch.

A measurement set~up is shown in Fig. 5. A nearly
Gaussian pulse is generated with 50 ps of the minimum
pulse width by a pulse generator. It travels through
either the reference chamber with a thin wire at the
axis of beam, or a component under test of the same
mechanical length. Both signals, reference signal ig(t)
and object signal im(t), are recorded sequentially,
and stored in a sampling oscilloscope which has time
resolution below 1 ps. The.data acquired into the
oscilloscope are sent to a controller and then the
longitudinal loss parameter ky(o) is calculated by

2
¥ {0)=2Zs [ Sol)ig()-inl))a /[ [ i,,(:)a] o

30.7900 as 31.0400 os 31.2900 ns

Fig. 6 Recorded output pulses Ig(t} for the
reference pipe and Im(t) for the RF cavity.
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Fig. 7 Loss parameters of the RF cavity for
measurements and numerical simulations.

wnere Zg is the characteristic impedance of the coaxiai
line formed by the reference chamber with wire and g
the length of the Gaussian pulse. Figure 6 shows the
recorded output pulses from both the reference chamber
and an RF cavity with nosc cones. The measured loss
parameters are plotted in Fig. 7 together with the
calculated results by TBCI. They were obtained for four
pulse widths; about 50, 100, 150, and 200 ps. The
measurement data look somewhat overestimated, but both
measurement and calculation show the same distribution
property. The causes of overestimation are considered
such that the generated pulse didn't have a perfect
Gaussian distribution and the coaxial line in the
tapered chamber didn*t match well with the 50 2 cable
and connectors.

Measurement method has its drawbacks: the first is
the measurement precision and the second is that the
objects are limited in number. In the next step, we
improve the measurement precision and then measure the
loss parameters of a vacuum chamber with antechamber, a
Conflat flange, and RF contact.

Conclusion

The impedances of vacuum chamber components turns
out to be serious problem in our storage ring. A
special attention has to be paid on the design of each
component ‘in order to achieve the designed performance.
The most critical elements have been found to be
transitions to ID chambers, flanges, and RF cavities.
However, the transitions to ID chambers are, in fact,
taperecd smoothly and the impedance gets small. On the
other hand, the impedance of bellows can be reduced
sufficiently by screening them with RF contacts.

We have estimated the impedance in three ways:
analytical calculation, numerical simulation, and
measurement. The analytical calculation is only
preliminary and limited to simple geometries. The
numerical simulation and measurement also have many
limitations. We nesd to estimate almost all the vacuum
components of the storage ring by using three ways.
From now on, we have to advance the calculation
efficlency and have a plan to employ a 3D code, MAFIA.
We also have to improve the measurement precision and
estimate the other vacuum components: a crotch, gate
valve, and so on.
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Conclusion

The impedances of vacuum chamber components turns out
to be serious problem in our storage ring. A special attention
has to be paid on the design of each component in order to
achieve the designed performance. The most critical elements.
have been found to be transitions to ID chambers, flanges, and
RF cavities. However, the transitions to ID chambers are, in fact,
tapered smoothly and the impedance gets small. On the other
hand, the impedance of bellows can be reduced sufficiently by
screening them with RF contacts.

We have estimated the impedance in three ways: analytical
calculation, numerical simulation, and measurement. The
analytical calculation is only preliminary and limited to simple
geometries. The numerical simulation and measurement also
have many limitations. We need to estimate almost all the
vacuum components of the storage ring by using three ways.
From now on, we have to advance the calculation efficiency and
have a plan to employ a 3D code, MAFIA. We also have to
improve the measurement precision and estimate the other

vacuum components: a crotch, gate valve, and so on.
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Summary of the APS Workshop on
(1) Bunch Lengthening and Instabilities
(2) Computation of Bunch Length
(3) Impedances and Wakes

B.Zotter
9 January 1990

1 Single Bunch Effects

While the title of the workshop changed several times, the interest of the organizers was
clearly centered cz single bunch effects, which are feared to limit the performance of
the Advanced Photon Source (APS) which is in construction at the Argonne National
Laboratory. The present state of calculations of impedances and their effect on bunch
lengthening and beam stability in the APS were reported by W. Chou and H. Bizek.
A certain number of problems with existing computer programs were enumerated, some
of which could be resolved in the following days. E.g. a strong discrepancy was found
in bunch length - and hence transverse stability - when either the wake potential or a
G - 1 broad-band resonator were used in the simulation program SIMTRAC. However,
the results did agree when all 3 parameters of the resonator were matched, yielding an
extremely low () value: then the bunch length - and the threshold for transverse mode
coupling instability - were as small as with the wake potential computations. Convergence
difficulties in the wake potential computation for chambers with long tapers could be traced
to an unfavorable ratio of spatial to temporal steps. However, the changes required in the
relevant programs appear somewnat more difficult to apply.

There exist a number of approaches to calculate single bunch effects, some of which
will be discussed below. For brevity, we shall omit references to well-known computer
programs, as most of these have already been referred to in the individual presentations.
Similarly, references to talks at this workshop will be limited to the names of the authors
in the text.

1.1 \ﬁ’ake function

The wake function (i.e. the wake potential of a delta function pulse) can be used as a Green
function for arbitrary particle distributions. It is particularly useful for the simulation of
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(super) particle motion including wall effects (e.g. SIMTRAC, HERSIM etc.), where the
bunch shape is not known a priori and changes with time.

The main problem with the wake function is the fact that it cannot be calculated exactly
for realistic structures. Analytic expressions exist only for (closed) pillboxes, uniform tubes
and similar over-simplified geometries.

Numerical computation of wake potentials with time-domain codes like TBCI, ABCI
MAFIA etc. is limited in principle to finite bunch lengths, e.g. the mesh size has to be less
than one quarter of the standard deviation of a Gaussian bunch. One thus needs very fine
meshes in order to obtain the important short-range part of the wake correctly. However,
small mesh sizes lead rapidly to excessive computer space requizcments and to extremely
long computation times. For tubes with long tapers, W.Chou reported that longitudinal
wakes depended on mesh size, and even several days of computing were not sufficient to
yield convergence. Discrepancies of wakes computed with existing 2-D and 3-D codes were
mentioned by him and W.Ng, who is working on a new finite element code permitting
variable mesh sizes.

Adding the leading part of the wake function of a finite bunch to the trailing one (i.e.
conserving the area under the curve) is an often used approximation. However, it is far
from unique and may give completely incorrect results for the wake at very short distances.

1.2 Impedances

The wake function is the Fourier transform of the (wall) impedance, and may also be
obtained from the frequencies and loss factors of the resonances of a structure. These can
be computed by computer codes for the frequency domain (e.g. SUPERFISH, URMEL
etc. for single obstacles; KN7TC, TRANSVRS etc. for periodic ones). The wake function

then can be found by a simple summation

w(r) = —22]:,, COSwW,T. (1)

Clearly, one would need a very large number of resonances to obtain the short-range wake
correctly, which requirement again leads to excessive demands on computer time and space.

Replacement of the high-frequency tail of the impedance by an analytic estimate like
the "optical resonator model”[1] has yielded quite good results in the past, but again relies
on a number of arbitrary assumptions which may break down in specific geometries.

A novel method to compute impedances of single, rotationally symmetric obstacles
with infinite side tubes was described by R. Gluckstern(2]. It is based on the solution
of an integral equation, and yields a wide variety of results in a rather compact fashion.
E.g. it shows the transition of the asymptotic frequency dependence of the impedance of a
single obstacle (w~1/?) to that of periodic ones (w~%/2), and yields criteria for the validity
of these expressions. Another application of the method was to coaxial wire measurement
of the impedance, where the presence of the wire is often suspected to change the results
as reported by L. Farvarque.
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1.3 De-convolution of impedances

In principle, the Fourier transform of the wake potential of a finite bunch (sometimes
called an "effective impedance”) could be used to compute the wall impedance by "de-

convolution”
Zesf(w,0)

2= o)

(2)
where 1 is the Fourier transform of the bunch distribution. However, this technique leads
to insurmountable numerical difficulties. This can easily be seen e.g. for a Gaussian bunch,
where the effective impedance has to be multiplied with the inverse of the Fourier transform
of a Gaussian distribution, i.e. with exp(+w?c¢?/2). This factor becomes exponentially
large for frequencies higher than 1/c where, on the other hand, the effective impedance
is nearly zero. This excessive weighting of the (effective) impedance where it is very
small (and hence rather noisy) leads to completely unusable results for the high-frequency
impedance and for short-range wakes.

1.4 Gaussian wakes

One method mentioned in this workshop(3] circumvents all of these problems by expressing
the wake potential of a Gaussian (standard deviation o) by that of 2 Gaussian with smaller
standard deviation (o2 < )

o0 — +)2
Wolr) = 2 [ Woslt)exp |- 5Ll )

Thus one avoid the wake function altogether, and use the wake potential of a short
Gaussian bunch like a Green function. However, the method appears to be limited to the
computation of wake potentials of Gaussian bunches.

Shortly after the workshop, a generalization of this method to arbitrary distributions
has been developed(4], which is based on an expansion into a series of Hermite polynomials
(also called "Gram-Charlier” series). It could be shown that the products of Hermite
polynomials and a Gaussian have the same property as a Gaussian alone, i.e. they can
be expressed as convolutions of similar functions with smaller standard deviations. This
technique may be used to compute wake potentials of arbitrary distributions inside a
simulation program. However, applying this procedure at every turn might still slow down
the simulation unduly. Therefore it may be preferable to use it only once for the generation
of pre-calculated tables which can be read by the code using fast interpolation techniques.

2 Model Impedances

2.1 Broad-Band Resonator

A broad-band (BB) impedance corresponds to a short-range wake and is thus generally
sufficient for the calculation of effects of single bunches. In particular, the BB resonator
model has been used widely in the past for its simplicity: it contains only 3 parameters



272

(resonant frequency w,, shunt impedance R,, and quality factor Q to describe the (complex)
impedance function over all frequencies. Its Green function has the simple, analytic form
of a damped oscillation. Many integrals and infinite sums, which appear in the theory of
instabilities, can be evaluated analytically.

However, there are limitations to the applicability of this model, in particular at high
frequencies where the real part falls off too quickly

Re (Zpg) ~ w™? : (4)

while the correct behavior is expected to be w=*/2 for single obstacles, and w=3/2 for periodic
structures. This incorrect asymptotic behavior may lead to wrong anawers for very short
bunches.

For such bunches, the determination of the parameters of the resonator impedance
may cause problems in the longitudinal direction (m=0 mode). In the transverse direction
(m=1 mode), matching of the loss factors of long bunches yields in general quite good
results for the ratio R,/Q[5].

In the longitudinal direction, however, this technique fails since the wake depends on
both the shunt impedance and the quality factor individually, not only on their ratio.
Straight forward fitting of the loss factors may lead to extremely small quality factors,
which furthermore depend on the bunch lengths used[6]. It has therefore been proposed
to obtain the broad-band resonator parameters by fitting directly to the wake potential.
However, also these results depend on the bunch lengths considered.

In order to alleviate these problems, we make here the following proposal:

Alter ezisting simulation programs to permit variation of the broad-band resonator pa-
rameters in accordance with the instantaneous bunch length. The latter is calculated in
some program options anyhow, if not its calculation can be added easily, without unduly
slowing down the ezecution. The corresponding BB parameters may be stored in a pre-
calculated table which can be read and interpolated by the program.

2.2 Improved Model Impedances

It is possible to construct model impedances which have the expected asymptotic frequency
dependence and are only slightly more complicated than the BB resonator. A number of
such models have been described recently(7], which tend either towards w~'/2 or towards
w~%2 at high frequencies, while their low frequency behavior is proportional to w? as for the
BB resonator. The corresponding wake functions can still be expressed analytically, and are
eith. ' exponentials divided by a square-root exp y/,/¥, or “complementary error functions”
of square-root argument erfc(./¥) ( v is a quantity proportional to the distance behind the
particle). Both these models contain 3 free parameters which may be adjusted to fit wake
potentials or loss factors over a given range of bunch lengths. The application of these
model impedances to analytical work and/or to simulation appears quite straightforward,
but has not been attempted yet to our knowledge.

A second set of model impedances is described in the same report: in addition to
the asymptotic high-frequency dependence, also the low-frequency behavior is improved.
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For lossless structures, the real part of the impedance should remain zero up to the first
resonant frequency (usually related to the largest transverse dimensions). While the ex-
pressions for both the real and imaginary part of these model impedances remain rather
simple, the corresponding wake functions become too complicated for analytical work.

3 Bunch Lengthening

Over the past 25 years, at least as many theories of bunch lengthening in particle acceler-
ators and storage rings have been published. Also computer simulation has a long history
since the early 60’s. We list here an incomplete selection in Table I. While many of these
theories gave good agreement with observations in some machines, none of them seems to
be valid over the whole parameter range. One of these theories(8], based on the inclusion
of negative mode numbers, was described by Y. Chin.

In recent large electron storage rings (e.g. PEP, PETRA, CESR) with short bunches
(i.e. with standard deviation smaller than vacuum chamber diameter), observed bunch
lengthening is often less than calculated. For longer bunches, such as electrons in the
CERN SPS, the agreement with theory - but in particular with simulation - is much
better as reported by D. Brandt. Bunch lengthening in the SLC damping rings could
finally be explained satisfactorily by careful calculation of even the smallest obstacles in
the vacuum chamber wall, as shown by K. Bane. First measurements of bunch lengthening
and calculations of impedances in LEP required some tricky corrections as reported by
D. Brandt and B. Zotter. Comparisons with the expected bunch lengthening obtained
with the code BBI were presented. .

4 Conclusions

Computation of wake potentials in rotationally symmetric structures with existing mesh
programs may be rather time consuming, but usually the results converge for fine enough
mesh sizes. However, for tubes with long tapers, even several days of computing were
not enough to give convergence. For unsymmetric structures the situation is worse: 3-
dimensional codes with even larger space and time requirements have to be used, and the
results often differ significantly from these cbtained with 2-D codes.

The wake potentials may be used to approximate impedances and wake functions re-
quired to simulate the evolution of bunch length and other parameters of single bunchesin
accelerators and storage rings. Existing simulation programs can give quite good results,
but may need some adaptation to the particular machine studied.

Quite satisfactory results can often be obtained with simplified model impedances, even
if they fail in extreme cases. In particular, we propose to alter existing simulation programs
to permit variation of broad-band resonator parameters. We summarize this situation with
the provocative slogan: "The BB resonator is dead - long live the BB resonator!”
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Table I

| _Bunch Lengthening Theories

Author j Year | Subject

C. Pellegrini, A. Sessler 68 | Potential well

K. Robinson 69 | Potential well

A. Piwinski 72 | power losses

J. Haissinski 73 | Integral Equation

M. Chatard-Moulin et al 73 | Pillbox wake

D. Boussard 75 | Localized impedance

P. Channel, A. Sessler 76 | Turbulence

E. Messerschmid, M. Month | 76 | Vlasov Equation

A. Chao, J. Gareyte 76 | Waterbag

F. Sacherer 77 | Mode-coupling

P. Wilson 77 | "HP-35" model

A. Hofmann, J. Maidment 78 | Combined model

B. Zotter 81 | Potential well - BB

Y. Chin, K. Yokoya 82 | Overshoot

R. Meller 84 | Thermodynamic model

R. Channel 85 | Waterwaves

K. Hirata 87 | Mapping approach

G. Besnier 88 | Absence of mode-coupling
| Bunch Lengthening Simulation

Author Year | Subject

R. Dory 63 | Overshoot

A. Renieri 75 | Capacitive wake

K. Bane, P.Wilson 79 | Computed wakes

T. Weiland 81 | PETRA

D. Brandt 82 | LEP

R. Siemann 83 | SPEAR

V. Nys 85 | Hermite polynomials
' S. Myers 86 | reactive feedback

T. Wang 89 | multiple RF




