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COMPUTER INTERFACING AT L.A.S.L

.

The Los Alamos Scientific Laboratory (LASL) has experienced a

treme~dous growth in time-shared computing, ~emote job entry (RJE]

and common file storage in the past few years. This in turn has

lead to the development of an Integrated Computer Network (ICN) at

its Central Computing Facility ”(CCF). This report describes the

network, the hardware interfaces used to implement it, and plans

for future improvements.

~HE CENTRAI.COMPUTING FACILITY (CCF)

The CCF at LASL contains 9 large-scale computers and nume:ous

minicomputers. Seven of these large computersrun users’ jobs and

as such are called Worker computers. Another acts as a file

storage controller, and the ninth is in the process of being

evaluated fop possible procurement and use as a Worker. See Fig.

1.

Two 7600’s run the LASL-developed Chili Ridge Operating System

(CROS) ● This is a ❑onoprog~amming system with RJE capability and

comm’>n file storage access. It is optimized for executing large

codes for long periods of time, The other two 7600’s run the

Lawrence Livermore Laboratory developed Livermore Time-Sha.’ing

System (LTSS). This operating system Is very sophisticated and
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allows both interactive and batch execution. It, too, has RiE and

common file storage capability. The Control”Data Corporation;

(cDC) Network Operating System (NOS) is run on three CDC 6000

series machznes and is a time-sharing system, but simple~ than

LTSS. It will soon support common file storage usage. One 64oO
.

{actually a CYBER 73) runs the Hydra

primarily handles the RJE and common

connects over an IBM interface to an.

operating system, which

file system. This machine

IBM 1360 Photostore, which

can contain up to one trillion bits of archival storage. Hydra

also has large amounts of disk storage fcr more dynamic :’ile

storage.

User interaction with this group of machines is done through

500 low-speed terminal ports and 23 R,IEstations scattered

throughout the laboratory. Ir,addition there are both terminal

and RJE dial-up facilities.

The primary hardware links which presently interconnect t?e

varioua parts of the network are shown in Fig. 2. The PDP-11

Link, which runs serial full duplex up to 300 Kbps, consists of a

PDP-11, a Remote Terminal Lins Interface (RTLI), two ❑oderns

(optional), another RTLI, dI’Id a second PIIP-11. The 6000 Link,

which operates 12-bit parallel half duplex up to 4-6 Mbps, is made

up of a PDP-?I, PDP-11 Coupler, 6000 Synchronizer, 6000 1/0

Channel, and a 6000 Peripheral Proc&~3~or (PP). The 7600 Link is

also 12-bit parallel half duplex, runs up to 10 Mbps with a sho?t

link cable, and consists of a PDP-11 and Coupl.cr,7600
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Synchronizer, 7600 1/0 Channel, and a 760(?PP.
.

~-11 UNIBUS INTERFAC~

The ICN nucleus consists of a group of PDP-llSS which connect

to each other, the terminal ports, the RJE stations, and the

Worker computers. Since the PDP-11 is part of so many interfaces,

the hardware interface description will begin here.

The PDP-11 1/0 is centered around its UNIBUS. All devices,

including ❑emery, connect to this Bus. All devices have control

registers which are considered part of the machine’s address

space, and can be directly addressed by the computer. Normally

the computer is the Bus Master and controls data transfers on the

Bus, but any device can become Bus Master and use the Bus for

Direct Memory Access (DMA) transfers into cr out of memory.

Arbitration for this depends on the physical ordering of the

devices on the daisy-chained Bus. In addition, a device can

become Buc Master and request that the processor interrupt to a

chosen address. There are four levels of interrupt, and for each

level priority is also by physical location on the Bus.

PDP-11 LINK THE RTl<~

Colnectlon between Network PDP-11’s and between the Network

and RJE stations is th: task of the Remote Terminal Line Interface
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(RTLI). The hTLI allows two PDP-llts to communicate over a

full-duplex link. This device is a full-dupiex, D!4A-oriented

Interface at the UNIBUS and a serial full-duplex synchronous EIA

or differential device at the link end. The serial protocol is

16-bit oriented, with a 16-bit sync word and Cyclic Redundancy

Cheuk (CRC) character. The output (TX) from the Bus and the input

~ (RX) to the Bus are completely independent. Each half has its own

command-status register, memory address register, and word count

rsgister. These are set up by the PDP-11 for each block transfer,

and read to determine the success of the transfer. When connected

by ❑odems, the TX section starts sending data aa soon as its sta?t

bit is sst. The RX end will only accept data if its start bit is

set and It has seen the SYNC word. If the RX is not ready when

the TX starts, the data is lost. When connected by wires, another

pair of lines signals the TX to wait for the other endts RX start

bit to be set before sending data, and no data Is lost. When

either section completes the transfer, an interrupt occurs. The

software sees whether the other end’s RX section was ready in time

and received the block. Thus each end is in cont~ol of Its own

output and input; there Is no master control. The RTLI can run up

to 300 Kb full duplex, though the RJE station~ run at 9600 baud

through modems. II the CCF the differential lines are used, and

the transfer ratas are 50 or 150 Kb. There is also a self-test

feature, which connects the TX to the RX seotion for local

testing.



.

5

3~R INK - HE PDP-11 COU

.

The PDP-11 end of the 6900 Link is similar in some respects to

the RTLI. It, too, has a DMA capability, similar registers,

separate TX and RX sections, end-of-block interrupts and self-test

c:~pability. However, the

computer, called the 6000

parity, half duplex, with

Coupler’s connection tc the 6000

Synchronizer, is 12-bit parallel plus

handshaking data teansfer and end-of

block signaling. As shown in Fig. 3, the Coupler reorganizes

three 16-bit FDP-11 words into four 12-bit 6000 PP words or

vice-versa, and swaps the bytes going to or from the Bus. This

occurs because the PDP-11 puts its bytes in ❑emery the opposite of

the other computers.

Since the interface is half duplex, one end or the other !Iust

be in control of She link. In’this case the 6000 PP is Maste?,

and sends Functions through the 6000 Synchronizer to the Coupler

which determine the operation to be done. The Coupler has to

approve of the Function or nothing will happen. This approval is

done by bits in the Coupler’s ccmmarla-status ?egisters.

YHE 6~00 LINK- THE 6000 SYNCHROW

The CDC 6000 series 1/0 is handled by a series of 10 (or 20)

Peripheral Processors with a 12-bit word and 4K ❑emery. These

PP~s access the 12 (or 24) 1/0 Channels through a multiplexer. .
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The “1/0 Channels are synchronous, 12-bit, half duplex, with
.

signal; in the form of 25 ns pulses. See Fig. 4. The channels

have 12--bitdata In and out, data control signals (FULL and

EMPTY), block control signals (ACTIVE and INACTIVE), and the

special signals FUNCTION and MASTER CLEAR. The FUNCTION controls

the operation of the link, and MASTER CLEAR resets the 6000

Synchronizer when the 6000 deadstarts.

The 6000 Synchronizer connects to the 1/0 channel over two 75

ft. cables. For compatibility the 6000 .Synch?onizer uses CDC QJ

receiver-transmitter modules to connect to the cables. They use

6000 RTL, while the rest of the Synchronizer is TTL logic. The

6000 Synch interfaces the 6000 pulses to the static link signals,

sends the functions and controls the

checks parity for the link data, and

1/0 Channel in case of hangups’; The

operations, gen~rat.es and

disconnects the PP from the

6000 Synchronizer has a 4-6

14bpsdata rate, depending on the link cable length, which can be

up to 300 feet long.

As shown in Fig. 3, the functions (operations) are few. The

only odd one is the Buffer Request, which loads two bits in the RX

command-status Register and generates an interrupt in the PDP-11.

This feature can be used by the software for link control.

E 7600 LINK - T~ SYNCHRONIZER

This link uses the same Coupler at the PDP-11 end. However, “
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the 76OO PP’s and ;/0 channels are somewhat different. The 7600

PPts are also ~2-bit with 4K of memory, but each FP !~asit~ own

eight 1/0 channels. These channels use diffe~ential ECL

uignalling, with 27 ns pulses for the control signa2s and static

levels for the data. Because these channels are asynchronous, any

cable length up to 50 ft. can be used between the PP a;ldits

Synchronizer. Like the 6000 Channel, the 7600 Channel has 12 data

bits in and out, data and block control signals, but no FUNCTIC..’

signal (see Fig. 4). Therefore, the OUTPUT HECORD FLAG followed

by an OUTPUT WORD FLAG serves as the FUNCTION signal. The only

reset for the Synchronizer is ❑an”ual. The Synchronizer interfaces

the channel signals to the link signals, ser?dsthe function and

controls the operations, generates and checks parity for the link

data, and unhangs the PP on ❑ost signaling errors, The PDP-11 to

7600 link can run up to 10 Mbps, depending on the 1~.nkcable

length.

GENERAL COMMENTS

Uhat have we learned from this design experience? The first

is that design should be kept simple and universal. The links

should have

they pass.

Always make

LASL bought

little or no kr?owledge of the s~ructure of the data

This enables them to be used with anyone~s software.

a link full duplex or establish one end as master.

quite a number of DEC DA-llB Unibus Lit!kswhich turned
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out to be unusable because it was a half duFle)tdevice with

neither end chosen as ❑ister. As a result, ~he software protocol

was difficult and 5 interrupts were needed between the two ends to

terminate a block. Subsequently, the RTLI was.chosen t> provide

this link instead.

Reliability, recoverability, and replaceability are musts in a

computer network. Who needs a seven ❑illion dollar computer

sit”ting idle because its thousand dollar link to its users went

bad? Because the CDC PP~s can hang on a channel operation and

lock up a whole system, the links must be able to recover f;om

transmission errors and keep the channels working. Very little of

the gear that has been designed has been multiplexed, that is,

several links in one piece of hardware. It was felt that even

though this is ❑ore expensive, it is easier to check them out and

replace faulty gear without knbcking down any ❑ore of the network

than necessary.

If self-test can be put into an interface easily, it should

be, since it speeds up checkout and fault localization. Also

helpful are detailed front-panel indicators for the same reason.

PDP-11-driven 6000 and 7600 Channel simulators are very useful, as

a 6000 or ‘7600 is a costly hardware checker.

Discrete TTL, especially LS series recently, packaged in

wire-wrapped cards has been used al:uostexclusively. TTL is good

for its MSI capability and simple connection requirements.

Wire-wrap is preferable for our operations because we build small .
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numbers of devices which very often get ❑edified because of

software requests. No microprocessors have “as yet been used’in

any designs because they have not been fast enough.

.

.



The LASL CCF and ICN are constantly und~rqoing changes

des~gn+d tc Amprove performance and capacLty. Two of the most

significant ~~prov~~en:s w~~~ be ~h~ ad~~tion of the F~le

Transpor: (FT) subsystem and ‘theaddttton of one ~r moral=Class VI

computers. One possible conf~gu~ation of the future ICN Ss shown

in Figure 5.

The File Transport (FT) equ~pment is an examcle of a

subsystsm which may be added to the LASL ICN to upgrade the

network in a qradual manner, with no extended downttne or

inconvenience to users. Extstinq I:nks will be gradually replac~d

as the FT is paced on line. The FT will constst sf two Systems

Engineering Laboratories (SEL) F!odel 32/55 mldicomputers and the

interfaces necessary to communicate with the var!ous other

❑achtnes in 5he iCN.

Each SEL 32/55 accommodates up to 123k 32-bit words of

directly addressable memory. The maximum 1/0 transfer rate Is

approximately 26.7 !4bpsover any one htgh speed 1/0 channel, and

slightly greater than 100 Mbps over four or more channels

simultaneously. The addition of the FT to the network will
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provide the capability to :ransnLt large daza ftles not feasible

with the PDP-?I’s presently tn the netwo,rr. in addition to

supporting data transm~ss:on rates much faster th”anis pr;s~ble

with a PDF-II.

All h:gh-speed connections between external dsv~ces and the

SEL machines wtll be made ustng Model 9132 High-Speed Data

Interfaces (!+SD’S). This ts a chanqe from the practice followed

in the past by LASL tn the design of PDP-11 interfaces, where Zt

has been ths practice to connect directly to the DEC UNIBUS. Tk15

change ts due to tne basic differences in the busses of the two

❑ach~nes. The UNIPUS 2s asynchronous and allows lonE fnterface

cables w~th few critical timing recluirements. The SEL bus is a

❑uch faster synchronous dsslEn w:th more rijzorous requirements cn

the bus lenzth and LoRic tirnintz. In addition. :t is not as well

documenzcd as the UNIBUS at this time. To minimize development

time and the related risks, the standard Droduct HSD’S wlii be

used. The HSD. as shown in FiEure 6. !)rovidesa simole

handshaking interface to the external dsvice. stmDlifvinu

controller 10E1c desiun. All memorv add:aessretz!sters and

transfer count refztstersare orovided bv the HSD. The HSD is a

modlfled vers!on of SEL’S 1/0 Mlcrooropramnable Processors

(IOtI’s):future desitznsmav be able to take advantage of the

microorourammable feature bv u.slntzmodified firmware to renlacc

Dart of the external device iouic. -
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Of’ SUDW3r5~nC kha? $Deed. For slower devices. the external dev:ce

will. determine the sneed of the iifik. with the device being

allowed to run at its’maximum soeed.

Lower soeed data links which reauire st)eedsof an~roximatclv

one MbDs or less will be interfaced usi.n~ the SEL General. FurDose

Multiplexer Controller (l;PP!C) and Gerleral Pur’noss Device

Cot?troller ;GPI)C) subsvsttm. ‘The GPNC is an 1014 which is

installed on the SEL bus. reDresentinrz one load to the bus. UD %D

16 GPDC’S mav then be cotlneeted to the GPMC on a second bus\,

(nenerated bv the GPMC) reparrcd to as the GPllC bus. The GFF4C

acts as a muItiDIexer, inureasincr ‘;hc number of external.

interfaces available f’cr l.ow-sneed devit:es.

Each CPDC coritainsa simDle microorovrammable loczie section

and orovides snnce for d .iee de~endent Lozic to be added. The

orimarv use bv LASL will he for eommunfeations with PDP-llts.



A CRAY-1 cnrnputer is currently underqcinq evaluation at LASL

for possible procurement. ronc,:pren~, wf~~i that evatuat:orl? ~p.e

1/0 channels have been studied for consideration of ways to

interface the CRAY-I into the LASL ICN should the evaluation be

favorable ?i]d procurement follow. . As this information is of

interest to many other ERDA laboratoric.s, some of the general

characteristics of the ci]annels and conclusions reached will be

presented-.

The CRAY-I 1/0 section contains 24 channels, of which 1.2 are

~np~t channels and 12 are output channels. The channels are

df3SiEJ1’lC!dSO that a pair of channels (one input and one output)

provides high-speed full-duplex 1/0 capability. Two basic types

of channels are of interest fol’ i,~terfacing. Each provides 16

data lines and three control lines for each of ‘;he input and

output channels. Data paritv will be included on future machin:s.

‘Me slower tvDe reauires a comolete contro: handshake for each

16-bi$ parcel transferred. This slows the maximum usable transfer

rate to somethinfz on the order of 25-50 Mbits/second (Mbos).

deoendina on cable lcnnths. without allowlnE anv delavs for the

external eauloment.

A block dlarram of the hiuher-sneed version Oth !he channel is

shown In Fi,uure ?. This chann~l is the r)rimarv interest of LASI,.
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comcrlete handshake onlv once for each rzrounof four Ifi-bit

c)arcels. This raises the absolute maximum transfer rate to a

sneed in excess of 100 Mhns In each dlrectlon. and a ~osslble rate

with usable cable Ien#ths of somethlna on the order of 80 F!bDs.

This Is comfortahlv hlrzher than anv network interface requirement

foreseen bv LASL. allowing reasonable desicznmaruins in interface
.

eauinment.

In contrast to channels on other large scientific comDuters.
..

soecificall,v CDC 6000 arid 7000 machines. the CRAY channels are

❑uch stmDier h their mod=s of oneration and capabilities:

flexibility has aDnarentlv been traded for sneed. The CRAY-1 does

nOt contain anv Peripheral Processors (PP9S]. and all transfers

are directlv between the 1/0 Dort and main ❑emorv. Anv area of

❑emorv mav be acuessed. and no restrictions are olaced on block

size bv the channel hardware. other than that the s~ze must be an

Intearal number of 64-bit words. No smDarate status or function

commands ara available. and all such tnforination must be handled

as data.

As shown in Firzurc8. the hicrhsDeed outcrutyhannel DrOV~d~S

four ~0 ns Data Readv Dulses svnchronouslv with four 16-btt data

Darcels on the out~ut data lines. The nerl~heral device must

samole the data svnchrnnouslv with the risinw (trallina) edue of

w,,ll waft for the neririheral.device to resnond with an Outnut
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asvnchronouslv when It is rearlv. Fnr the max~m;},~transfer ~n~e(j.

the nuls~ must be rece!ved hv the CRAY channel in the 200 ns

window shown. The 200 ns delav between data bursts Is a minimum

time determined bv the channel.

At the end of the block. the CRAY ~hann~~. s~nd~ a Dis~onne~t

nulse :’vnchronouslvwith the final Data Readv oulse. NO more data

will follow in that block. The CPU will be Interrupted followina

the recelDt bv the CRAY channel of the final Resume IIulsc?.

It should be nosed $hat no provisions art? made to read status

or send function commands seoara%e from the da%a. This mav be a

nroblem if the CRAY atke.nDtsto “send data tt~an inactive

Derloher.al. Sof$wars timeouts should be urovidcd for Protection.

The CRAY channel hardware will detect some error conditions. hut

the exact resnonse of the machine is unclear a. this time. In

some long vector ouerattons. the channel fnterruot mav be locked

OU~ for ~On# DeriOdS of t~tTI@.As the studies made bv LASL,are as

vet Dreliminarv and CRAY documentation in this area is as vet

incomDlcte. no effort has been made to oin down this area.

Because of the sirTIDlcchannel hardware. some error conditions will

Drobablv rc.auiresoftware detection.

The Innut channel is sim~.larIn oDeration to the outDut

channel. lri that there are also 16 data lines and three control

lines. The tlmlnu scauenuc beRins w:.tha burst of four Data

Reauest Du~.sesfrom the CRAY to the o@riDheral. The DeriDheral

then resDonds bv asvnchronouslv sendinu four 16-bit Darcel~ of
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data to the CRAY channel alon~ with four Data Readv Dulses. The

rate may not cxeeed one parcel every 100 ns. FollowinR receipt of

the fourth parcel, the CRAY will send another burst of four Data

Request pulses. At the end of the block, the peripheral device

sends a Disconnect pulse to the CRAY channel.

As with the output channel, no provisions are made for

separate status or function commands. The CRAY must initiate the

transfer, but no limit Is placed on the time the peripheral may

take to respo~d. The block size must be controlled by software

protocol or be restricted to a maximum size consistent with buffer

space reserved in CRAY memory. The channel may be locked out frcm

memory for extended periods of time by long vector operations.

The conclusions reached as part of $he preliminary evaluation

of the CRAY channels include the followtng points.

“ 1. The speed of the High Speed channels Is adequate for O(ir

requirements with reasonable margin for conservative interface

design .

2. More command and control capabilities of the channels for

status and function transfers would be a convenience and would

probably simplify the software requirements, but the channel
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provtded is adequate.

3. Due to the possible lockout of the channels by long vector

operations, buffering must be provided for any device (such as a

disc) that cannot be asynchronously stopped and re-star~ud wtthcut

loss of data.

4. A full-duplex link to our network would best take advantage :r

the fU1l-dl!pleXnature of the channels.

5. A general purpose full-duplex communications protocol wizn

many of the features of IBM’s SDLC or DEC’S DDCMP seems best

suited to the channel. The actual protocol to be used, however,

must also consider the software ‘impact on the redainder of the

LASL network.
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