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ABSTRACT

The impurity radiation for typical tokamak parameters
has been numerically calculated using an "average-ion
model." Coronal equilibrium values for the emission of
oxygen, iron, molybdenum, tungsten and gold were deter-
mined from the steady-state solutions of a set of related
rate equations which included the effects of electron col-
lisional ionization and excitatidn, dielectronic and
radiative recombination, An = 0 and An # 0 line trans-
tions, and bremsstrahlung. The results for oxygen and iron
compare very well with other calculations. However, for
T <10 keV the high-Z impurity radiation is significantly
higher than previous estimates. Since impurities dif-
fusing in a tokamak are not expected to be in coronal
equilibrium, time-dependent radiation calculations were
also performéd.- A comparison of these nonequilibrium
loss rates with those calculated under the assumption of
coronal equilibrium indicates that coronal radiation cal-
culations do not significantly underestimate the moderate-
and high-2 impurity radiation losses for neoclassical diffu-
‘'sion velocities in large tokamaks, such as PLT(Princeton
Large Torus) and TFTR(Tokamak Fusion Test Reactor). Finally,
the detailed steady-state emission rates were used to inves-
tigate the effects of various concentrations of impurities on
the heT requirements for breakeven, ignition, and Q=5 beam

driven reactor experiments.



I. INTRODUCTION

The significance of impurity radiation in tokamak plasmasi
has been well established. Impurity radiation accounts for a
large fraction of the energy loss from TFR (Tokamak Fontenay-
aux-Roses) and other tokamaks. [1,2]. Moreover, radiation from
high-2 impurities such as molybdenum, tungsten and gold is ex-
pected to bhe one of the limiting factors in the operation of
large tokamaks. [3,4].

Unfortunately, due to the uncertaintles aud cumplexities of
the atomic physics, the detailed calculation of impurity radia-
tion losses has been limited to low- and moderate-7Z elements [5,
6,7,8,9]. For Z>26 previous work consists primarily of order

of magnitude estimates such as:

P = (10723 + 10726

3
z )nenz watts/cm (1)

given by Hinnov [10] and calculations for highly stripped impu-
rity ions at thermonuclear temperatures (T > 10 keVv) [1l1l]. How-
ever, these estimates generally neglect some ot the dominant
factors contributing to impurity radiation.

We have performed detailed time dependent calculations of
the radiative losses for elements ranging from hydroéen (2 =1)
to gold (Z =79) for tokamak plasma temperatures between 2 eV and
100 keV. Our zero-dimensional numerical calculation uses an
"average ion model" which permits in principle the simple treat-

ment of impurities with arbitrary Z. The calculation includes:



1) electron collisional ionization and excitation and their in-
verse processes; 2) dielectronic and radiative recombination;-

3) An#0 and An=0 radiative line transitions; and 4) bremsstrah-
lung. The rate coefficients for some of these atomic processes

are frequently uncertain by factors of 2 to 4. Consequently,
simplifications in the calculation of impurity radiation, such

as the average ion model, seem justified at present.

By running our code at constant temperatures and densities
to a steady state, we have calculated "coronal equilibrium"
values for the radiated power, Z and 57 for impurities in a ten-
uous hydrogen plasma. The results for low- and moderate-Z elements
compare very well with previous work, and the high-Z impurity |
radiation is within a factor of 1.5 of earlier results [1l1l] for
T > 20 keV.

In general previous estimates of high-Z impurity radiation -
have neglected the effects of dielectronic recombination and
have employed hydrogenic oscillator strengths. In steady-state
calculations, however, we find that dielectronic recombination is
the dominant recombination process. We also find that the inclu-
sion of An=0 transitions, and the use of relativistic Hartree-
Fock oscillator strengths for high-Z elements can be quite im-
portant.l As a result our calculations for high-Z impurity radi-
ation turn out to be significantly higher than previous estimates

for T, <10 keV. In particular, for ohmic-heated tokamak



temperatures (T ~1 +2 keV), the emission rates for tungsten and
gold are ~ 6 »60 times greater than those predicted by Eqg. (1l):

In addition to steady-state calculations, time dependent
temperature and density sources were used in our calculation to
assess the accuracy of the assumption of coronal equilibrium in
tokamaks such as ATC (Adiabatic Toroidal Compressor), PLT (Prince-
ton Large Torus), and TFTR (Tokamak Fusion Test Reactor) for the
determination of impurity radiation loss rdtes. .For sulliciently
>rapid diffusion velocities and steep temperature gradients, we
find coronal equilibrium to be a poor assumption. However for
large tokamaks with neoclassical inward diffusion velocities,
coronal equilibrium appears to provide reasonable upper limits
for moderate- and high- 2 radiation losses.

Finally, using our radiation calculations we have investi-
gated the effects of impurity radiation losses cn fusion reactor
experiments. In addition to Lawson and ignition criteria, we
have calculated the n,t requirements for a Q=5 (Q=total fusion
energy/beam energy) neutral deuteron beam-driven reactor as func-
tions of the impurity level. These results clearly demonstrate
the dramatic effects of small concentrations of high-Z impurities
on the energy balance. For al0%keV D-T plasma, tungsten concen-
trations of 0.052%, 0.03%, and 0.012% of the hydrogen ion density
are sufficient to prevent breakeven, Q=5, and ignition experi-

ments respectively.



II. AVERAGE ION MODEL

Tokamak plasma impurities appear in a number of ionization -
states. An exact calculation of impurity radiation requires the
treatment of each ionic species. A useful approximation, which
has been successfully employed in the calculation of high-2
opacities, is to replace the different ionic species for each
element with a single fictitious "average ion." In the average
ion model, the presence of the various ionization states in a
real plasma is statistically accounted for by fractional elec-
tron populations in the principal electron shells of the average
ion with Zav==§. This simplification was first utilized by

ion .
Stromgren [13,14] in 1932 to calculate the bound-free contribu-

tion to stellar opacities.

14

As an illustration of this approach, consider a 10 elec-

12 iron ions/cm3 at 1.5 keV.

trons/cm3 hydrogen plasma with 10
The electron populations for the principal shells n=1,2,3 & 4
of the average iron ion are:

10 10

P =2.000 P,=1.099 . =2.897x10 1" p =1.486x10"
The corresponding ionic species densities n. is shown in Table 1.
In this example, the K and L shell electron populations of the
average ion are just equal to the weighted sum of the contribu-
tions of each of the ionization states. The populations of the
higher levels represent excited electrons.

The state of the average ion plasma is completely determined

by the specification of the electron level populations for each



element. The time evolution of the state of the plasma can,

therefore, be calculated by solving rate equations for these

populations:
dPn
at Lo, « (R, + 2z DLy m Fn? 2z UL, ,m " Pn) *D,]
m>n m<n
(2)
.“1 - * Y‘ e 0
(e« (cy+ X oo vg+ X pL ro)]
m>n wsn.
2 . . th _,
where Q. = (2n -—Pn) is the number of holes in the n shell

R_=Radiative recombination rate
DLn m==Downward line transition rate m - n

ULn m==Upward line transition rate m » n
4

Cn==Collisional ionization rate

Dn==Excitation rate to the nth shell due to Dielectronic

Recombination.

In our calculation, these coupled nonlinear equations are
solved numerically using a Newton-Rapheson method. At each time
step, the resulting electron populations are used to calculate

the average ion energy levels using a Bohr model with screening

factors and relativistic corrections. Finally, with these average

ion energy levels, populations and corresponding transition rates,

the emission due to bremsstrahlung, radiative and dielectronic

recombination, and line transitions is calculated.



The rates for radiative recombination, collisional excita-
tion, and collisional ionization for various ionic species differ
primarily in the values for the principal shell populations and

energy levels. Since the energy levels of adjacent ionization

states are not significantly diffgrent and the total rates are
approximately linear in the numbers of principal shell electrons,
the.average ion model is adequate for the calculation of these
contributions to the impurity radiation.

In addition the impurity bremsstraﬁlung is also accurately
calculated in the average ion approximation since it depends upon
22 - 32 = 22

Av.
Ion .

However, dielectronic recombination and An = 0 transition
rates are more sensitive to the specific ionization states. Al-
though exact knowledge of the ionization states was sacrificed in
adopting the average ion model, approximate ionic species densitieé

are recovered for the calculation of these processes by specifying

ratios between adjacent ionic species and by requiring that:
P = }1: n,P (i) }; n, =1 (3)

where n. is the fractional density of the ith ionization state

and Pm(i) is the m shell population of the ith state. In steady

state, the density ratios are determined by coronal equilibrium:

(4)

ni/ng 1 = Ry 4/C



is the recombination rate of the i +1 species and
th

where Ri-+l

Ci is the collisional ionization rate of the 1 species. For
time dependent problems, the right-hand side of Eg. (4) is .
multiplied by an additional unknown variable X (t) which is de-
termined from Egs. (3) and (4) which give N+ 1 equations for N .
unknown species densities. Since Eg. (4) emphases steadf—state_
ratios, this prescription is most accurate for systems close to
steady state. Despite the approximations involved in the average-
ion model, comparisons with other calculations using fully ionic

species codes indicate the model is well within the uncertainties

of the atomic physics. (See Table 1 and Figs. 1 - 2)

ITI. ATOMIC PHYSICS

For the purposes of comparison with other radiation calcu-
lations, the sources for the atomic physics data used in our
calculation are reviewed below:

1. Collisional Ionization

The ionization rate is similar to Jordan's [15] with a
modified gaunt factor. The gaunt factor results from polyno-
mial fits to more detailed ionization rates [16].

Tﬁe inverse process - three body recombination - is determined
by the principle of detailed balance.

2. Collisional Excitation

The excitation rate is given by Bates, et.al. [17] with a
polynomial gaunt factor. The oscillator strengths were deter-

mined by relativistic Hartree-Fock calculations for An=1



transitions [12] their hydrogenic values for An > 2, and by fits
to calculated and observed values for An=0 [12,16].

The collisional de-excitation rate is again calculated from
detailed balance.

3. Dielectronic Recombination

We use Burgess' [18,19] recombination rate with a high den-
sity correction [16] and an additional reduction factor for
An # 0 transitions suggested by Merts et.al. [7].

Dielectronic recombination occurs when a free electron is
captured in a high-lying autoionizing level by exciting a bound
electron. It is an important process in tokamak plasmas because
the excited and captured electrons decay radiatively before col-
lisional ionization occurs. We assume that the captured electron
cascades immediately to the ground state. The fadiation due to
dielectronic recombination is, therefore, equal to the ionization
potential of the ground state of the ion after recombination.

The additional radiation from the decay of the excited electron
is simply added to the line radiation.

4. Radiative Recoémbination

The recombination rate is the lowest order expression of
Seaton [20]. The recombination radiation is summed over the
principal shells of the average ion for the total bound-free
radiation.

5. Line Radiation

The An #0 line radiation for the average ion is determined
by the spontaneous transition rates [21] between the principal

electron levels in the average ion.
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The An=0 line radiation is calculated for each ionic species
using polynomial fits to detailed calculations of relativistiq
enerqgy levels and oscillator strengths [16]. The ionic specieé
densities are determined in the average ion model by the proce-
dure described in Sec. II.

6. Bremsstrahlung

The free-free emission rate is given by the classical expres- 0

sion using the gaunt factor of Karzas and Latter [22].

IV. STEADY-STATE CALCULATIONS

The steady-state (coronal) radiation has been calculated
as a function of electron temperature for a variety of impurities
inra transparent hydrogen plasma.

Comparisoné with previous calculations for oxgyen andiiron
are shown in Figs. 1 and 2. Because of the versatility of
the average-ion model calculations for higher Z elements were
possible, Figs. 3 -5 show the normalized emission rates for
molybdenum, tungsten and gold. The radiation rates for these
impurities are of great interest to the fusion community be-
cause of their use as tokamak wall and limiter materials. ©

'The increase in impurity radiation with 2 is illustrated in
Fig. 6. These curves emphasize the importance of the high-~2

impurities.
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V. COMPARISON OF EQUILIBRIUM AND

NON~-EQUILIBRIUM IMPURITY RADIATION

Impurity ions diffusing in a plasma are not expected to be
in coronal equilibrium. The effects of tokamak diffusion are
simulated by using estimates for inward diffusion velocities to
transform radial temperature and density profiles into time de-
pendent sources. With these temperature and density sources, we
calculate the non-equilibrium ionization states and radiation of
a Lagrangian volume element of diffusing impurities. Our code
is then run to steady state at various temperatures and densities
corresponding to particular times (or radial positions) to deter-
mine the coronal radiation and Z. A comparison of these results
gives an estimate for the errors in coronal calculations of
impurity energy losses in tokamaks.

Such calculations have been performed for moderate-2 im-
purities in ATC (Adiabatic Toroidal Compressor), PLT (Princeton
Large Torus) and TFTR (Tokamak Fusion Test Reactor) with experi-
mental and theoretical'temperature and density profiles and with
the assumption of neoclassical (Pfirsh-Schliter) values for in-
ward diffusion.velocities (vmax~ 0.5 -2. cm/ms). The parameters
for these calculations are listed in Table 2.

These comparisons indicate that for transport code calcula-
tions for small devices such as ATC (Adiabatic Toroidal Compressor) .
with large gradients and high diffusion velocities coronal equili-

brium is a poor approximation. However, under the assumption of



-12-

Pfirsh-Schluter inward diffusion velocities for moderate Z im-
purities in large tokamaks such aé PLT (Princeton Large Torus)
and TFTR (Tokamak Fusion Test Reactor) coronal equilibrium does
not significantly underestimate the total impurity energy loss
since the bulk of the radiation comes from the interior of the
plasma where the gradients are relatively flat. |
Unfortunately, because of uncertainties in the impurity trans-
port, the accuracy ot the assumption of coronal equilibrium re-
méins an open question. Inward diffusion velocities much greater
than neoclassical will increase the disparity between equilibrium
and non-equilibrium impurity radiation. In addition coronal
equilibrium calculations may be expected to overestimate the con-

tributions due to outward diffusing ions.

1) ATC (Adiabatic Toroidal Compressor)

Using the temperature, density and velocity profiles from
the expefiments of Marmar, Cohen and Cecchi [23], we simulated
the diffusion of4injected aluminum ions in ATC. Figures 7a
and 7b show the difference between the equilibrium and non-
equilibrium calculations for Z and radiated power. The coronal
calculation strips out the aluminum ions much faster. This dif-
ference results in a large disparity in the magnitudes of the
radiated energy.

2) PLT (Princeton Large Torus)

For simplicity, a neoclassical radial diffusion velbcity
was estimated by the following formula [24]:
2 21/2
.A8(2n)1/2 ec my,
3 BszT.)l/z
z i

_ dn
KnA(l+q2)Z __r}l (3)

v(r) = 2 3
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where BZ is the magnitude of the toroidal field, Ti is the ion
temperature and q2==[l-+2(r/a)2]2, (a =minor radius).

Experience indicated that the greatest disparity between
coronal and non-coronal calculations could be expected near the
edge where the gradients and velocities are largest. The dif-
fusion velocities were, therefore, chosen to have constant values
greater than or equal to the neoclassical velocity at the edge.
This would be expected to give an upper bound on the time depen-
dent effects.

In Figs. 8a and 8b the comparisons of Z and radiated power

for iron diffusing inward in PLT (Princton Large Torus) at '

velocities of 0.5 cm/ms and 2. cm/ms are shown [Eq. (5) gives
Vedge = 0.42 cm/ms]. Figure 8c shows similar results for
molybdenum. The simulations were terminated at distances of 20
cm and 9 cm respectively as the differences between the calcula-
tions were no longer noticeable.

It is apparent from these results that, even for dif-
fusion velocities several times neoclassical, the errors in the
coronal calculations of the total radiation losses in PLT (Prince-
ton Large Torus) are <10 - 20%. Significant differences of fac-
tors of 2 or 3 in the radiated power occur only in a narrow re-

gion near the edge of the plasma.

3) TFTR (Tokamak Fusion Test Reactor)

Similar calculations were performed for the inward diffu-
sion of iron in TFTR. Despite the deliberate choice of a dif-

fusion velocity ~4 -5 times neoclassical, the results in Fig. 9
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show that coronal equilibrium is a reasonable approximation for
the impurity radiation. For TFTR as well as PLT, the error in
the assumption of coronal equilibrium is insignificant compared

with the overall uncertainties in the emission rates.

VI. EFFECTS OF IMPURITIES ON FUSION EXPERIMENTS

Impurities in a D-T fusion plasma dilute the fuel and en-
hance the radiation losses. The effects of high-Z2 impurities
on the Lawson and ignition criteria for reactor experiments
have been investigated by Meade [3] using rough estimates for
the impurity radiation. We have performed similar calculations
with our more detailed emission rates. In addition, we have
studied the effects of impurities on the n.t conditions for a
Q=5 deuteron beam driven reactor [25].

The power balance equation for a neutral beam injected D-T

plasma can be written as:

3 =
s-Ln T+ Zni'ri] + R=0.2(P, +P
ions

F) +P (6)

B B

where 1 is the particle energy confinement time; R is the radia-

tion power loss; PF is the bulk plasma fusion power from thermal

D=T reactions; PBF is the beam-plasma fusion power; and PB is

the power of the injected beam. Both PBF and PF correspond to
the release of 17.6 MeV per reaction. Since only the 3.5-MeV
a-particles contribute to the plasma energy balance, the total

fusion power in Eg. (6) is multiplied by 0.2.
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The radiation loss term can be written as

= L. . 9
R Z 1’lenZLZ + 1'lenO H ( )
A

Where the sum is over impurities, novis the total hydrogen

density, and Lz and L, are the impurity and hydrogen emission

H
rates per ion per free electron.
The fusion power mdltiplidation factor is defined as Q =

(PF-fPBF)/PB. If we consider a single impurity with density

nz==fno, then in order to achieve a given Q in a nD:=nT==1/2no
plasma it is necessary that:
3/20T (1 +£Z) +T,(1+ £)]
e i
n t= (8)

A<ov>EF/4 (1+£Z) - (sz + LH)

where Z is the mean Z of the impurity, Ep=17.6 MeV, and A =
(l‘+0-2Q)/[Q"(PBF/PB)].

For Q=5 the total fusion oa-particle power is equal to the
beam power. ThelneT requirements for Q=5 experiments were cal-
culated for plasma temperatures of Te==Ti==lO and 20 keV with
various fractions of tungsten, molybdenum, iron and oxygen im-
purities. The values for PBF/PB for a 200-keV' deuteron beam were
taken from Ref. [25]. These results are shown in Fig. 10.

With no beam injection, the ignition criterion for a contam-
inated plasma has the same form as Eq. (8) with A=0.2. The
n_t conditions for ignition as functions of impurity fraction f
are illustrated in Fig. 11.

Finally, the Lawson criterion may be derived from Eg. (6)
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by multiplying the left-hand side by (1 -n), where n is the
energy recycling efficiency, and by replacing the right-hand
is the total fusion power released in-

side by nP where PT

TN' N
cluding the blanket reaction [3]. Figure 12 shows the resulting
Lawson conditions for a recycyling efficiency n = 40%.

It is apparent that impurity radiation can have a devastat-
ing effect on fusion reactors. These figures illustrate the

impurity control requirements for successful breakeven, Q =5,

and ignition experiments.

VII. CONCLUSION

Moderate- and high-Z impurity radiation is expected to be
significant in both present and future tokamaks. Detailed
radiation calculations are required to determine the effects
of impurities. Previous order of magnitude estimates appear
to be too low.

Because of the large uncertainities in the atomic physics,
very accurate calculations are impossible. However, using a
simple model with the best available atomic physics we have
completed radiation calculations for a vafiety of tokamak im-
purities, which should lie within uncertainties of a factor of
24,

Experimental measurements and improved calculations of the
atomic physics of high temperature plasmas are vital. When the
large uncertainties in the rates are removed, more accurate cal-

culations involving separate ionic species may be performed.
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T ABLE 1

Ion Species

CXXTI XXTT XXIII

0.0404 0.0850 0.1505
0.020 0.056 0.131

. I
XXIV XXV \
0.2540 . 0.4467

0.261 . 0.525
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TABLE 2

ATC PLT TFTR
‘ \

ELECTRON 1.4(1-(§)2)3 2.(1-—(§)2) 10.(1-—(5)2)
TEMPERATURE (KEVY) \
ION | . - l-(l‘ (§)2> 5.(]_— .§)2)
TEMPERATURE (KEV) . .
ELECTRON 1 _ , ,

g 3(, . ,r 2 13/, ¢ 3) 13, _ ,x,3
DENSITY | 2.5%10 (1 3 ) 5% 10 (1 (3) 5% 10 (l (2 )
DiFFUSICON 2.1 - 0.21 x -

0.5, 2. 2.
VeELociTieEs (cM/Ms) (x is penetration
distance)
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Fig. 2 - Total radiated power as a function of electron temperature

for iron.
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Fig. 3 Total radiated power as a function of electron temperature

for molybdenum.
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Fig. 5 Total radiated power as a function of electron temperature-
for gold.
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Fig. 6 Comparison of total radiated power for a variety of

impurities showing the increase with 2.
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