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ABSTRACT

General computer models are being developed to provide 
a theoretical description of gas-solids flows in reactors for 
coal gasification. These models include representations of 
fluidized and entrained systems. The first year of research, 
in a three year project, is described; during this twelve 
month effort the theoretical formulation of the thermohydro­
dynamics and chemistry for the fluidized bed flows was devel­
oped and incorporated into finite difference computer codes. 
Calculations, with the thermohydrodynamic code, of nonreactive 
flows in fluidized beds, were compared with experimental mea­
surements and good qualitative and quantitative agreement was 
demonstrated. The chemistry code was used to model a homo­
geneous, constant temperature, steady flow gasifier (CO2 
acceptor process) and good quantitative agreement was obtained 
between the calculation and pilot plant data. The combination 
of the thermohydrodynamics and chemistry to provide a model 
for reactive flows, in the second year of this project, is 
briefly discussed.
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I. OBJECTIVE AND SCOPE OF WORK

The purpose of this program is to develop and apply, 
over three years, general computer models that will expedite 
the development and aid in the optimization and scale-up of 
reactors for coal gasification. Initial applications will 
be to fluidized bed gasification processes; subsequently 
both entrained flow reactors and fast fluidized beds will 
be examined.

During the first year, work will be initiated on the 
fluidized bed model in the areas of multiphase fluid flow 
without chemical reactions, and chemical reactions without 
fluid flow. The computer codes, developed to represent 
these aspects of gasification processes, will be combined 
in the second year of the program into a numerical model of 
reactive flows in fluidized beds. This model will provide 
a time-dependent field description of fluidized bed flows in 
two space dimensions. Calculations will be performed with 
the prototype code during the first and second years to 
verify the accuracy of the formulations employed and, in the 
second year, these calculations should provide preliminary 
results relevant to coal gasification. During the second 
year a computer model for entrained flow gasifiers will be 
formulated and the chemistry defined; this model will pro­
vide a field description of entrained flows in two space 
dimensions. Nonreactive flow calculations will be performed 
for entrained flow processes at the end of the second year.

In the third year the application of the fluidized bed 
computer model to specific gasifier processes will be extended 
and a computational model which includes three-dimensional 
effects will be developed. Also, during this third year the 
coal chemistry will be combined with the entrained flow com­
puter model and some calculations of such gasifier configura­
tions will be performed.
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SECTION 2
SUMMARY OF PROGRESS TO DATE

This was the first year of a three year program to 
develop and apply general computer models to the gasifica­
tion processes in fluidized bed and entrained flow reactors. 
These models are based upon a continuum representation where­
in space-averaging techniques are used to describe multiphase 
transport processes.

In the first year, the research effort was directed 
to the development of the chemistry and thermohydrodynamic 
computer models describing fluidized bed gasification pro­
cesses. To this end, the activities in the first year 
were organized into five task areas: (1) one-dimensional
thermohydrodynamic code development; (2) two-dimensional 
thermohydrodynamic code development; (3) boundary layer 
formulation; (4) chemistry code development; and (5) 
miscellaneous formulations (constitutive representations, 
interaction functions, mathematical studies). The major 
efforts were naturally in the second, fourth and fifth task 
areas with the one-dimensional code development and the 
boundary layer formulations being adjuncts to the primary 
development. A brief summary of the progress in these five 
task areas is presented in the following paragraphs.
• TASK AREA -01: One-Dimensional Thermohydrodynamic Code

Development
This code was developed, tested and sample cal­
culations were compared with existing fluidiza­
tion data on representative particles, including 
coals and char. The numerical model represents 
transient non-reactive flows, with heat exchange 
in fluidized beds. Test calculations for dif­
ferent flow rates and flow conditions have been 
performed and we have examined the pressure, 
temperature and velocity fields in the gas and 
solid phases. The development of instabilities 
and the related bubble growth, again in one 
spatial dimension, have been observed. A com­
parison of the calculations with existing 
measurements showed that there was good agree­
ment with data on minimum fluidization, slug­
ging bed velocity correlations and bed expan­
sion measurements.
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• TASK AREA -02: Two-Dimensional Thermohydrodynamic Code
Development

This code was developed, tested and qualitative 
comparisons were made between the calculations 
and existing data on fluidized bed flows. The 
numerical model represents transient, non­
reactive, fluidized bed flows, in two space 
dimensions, with heat transfer. A first order, 
implicit finite difference procedure is used to 
solve the coupled solid and gas phase equations 
for conservation of mass, momentum and energy.
This numerical method is analogous to that used 
in the one-dimensional code, but it necessarily 
includes procedures which are particular to two 
or more space dimensions. A series of paramet­
ric calculations was performed to model the flow 
from a two-dimensional distributor plate in a 
shallow bed. The formation and rise of the gas 
bubbles, together with the interaction of the 
bubbles with the free surface of the bed were 
calculated. A motion picture, based upon the 
computer calculation, shows clearly the 
transient character of the successive bubble 
formation at the orifice in the distributor 
plate. Solid particle convection, including 
particle entrainment in the wake of the 
bubbles, was determined from the calculations.

• TASK AREA -03: Boundary Layer Formulation

A theoretical evaluation of wall effects in gas 
fluidized beds was undertaken; in addition, a 
review was conducted of both theoretical models 
(e.g., the packet model) and experimental data 
related to heat and mass transfer in fluidized 
beds. Special classes of flow problems with 
wall effects were solved analytically to 
examine the influence of boundary conditions 
upon the solutions. Conceptual models to treat 
heat transfer at the walls of the fluidized beds 
were examined. It is expected that the relative 
influences of the emulsion and bubble phases upon 
such transfer will be readily determined from the 
field description inherent in the numerical 
formulation of the thermohydrodynamic model 
(Task Area 02). The quantification of the sub­
layer effects (e.g., the particle distribution 
immediately adjacent to the wall) will be in­
corporated into an effective heat transfer co­
efficient.

4



• TASK AREA -04: Chemistry Code Development
A chemistry code describing chemical kinetics 
which occur in coal gasification reactors 
has been formulated. A particular version of 
this code, which incorporates the chemistry 
and kinetics appropriate to the CO2 acceptor 
process, was developed and sample calculations 
were performed. These calculations were shown 
to be in good agreement with pilot plant data.
This code, based upon the assumption of locally 
uniform spatial distributions of solid particles, 
gas composition and thermodynamic properties, 
represents the processes in a single computa­
tional zone in the finite difference computer 
model of a reactor. Alternatively, it can be 
used to represent the complete reactor during 
homogeneous operation; in the latter mode, 
with gas and solid feed rates appropriate to 
the Conoco Rapid City Pilot Plant, the code 
has been used to calculate the start-up and 
time-dependent evolution to steady state of 
the CO2 acceptor process. The calculated 
exit stream flow rates, exit stream composi­
tions and reactor materials inventory, at 
steady state, are in very good agreement with 
both direct measurements and estimated data 
from the pilot plant.

• TASK AREA -05: Miscellaneous Formulations (Constitutive
Representations, Interaction Functions,
Mathematical Studies)

Interaction functions which represent the 
coupled influence of solid particles and gas 
upon each other, together with constitutive 
equations for the individual phases were 
developed based upon theoretical formulations 
and laboratory data. These representations 
of drag coefficient, solid viscosity, solid 
pressure and thermal conductivities include, 
where appropriate, the influences of the 
solid particle parameters such as shape, dia­
meter, size distribution and density as well 
as the properties of the gas phase. These 
functions have been compared with data for 
non-reactive flows in fluidized beds of coal 
and char. The functions provide, through 
numerical calculations (c.f., Task Area 01) 
good quantitative agreement with those 
experiments.
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A careful examination of the mathematical character 
of the equations for fluidized beds was also con­
ducted. This study established that the equations 
were of the hyperbolic-parabolic type and that 
initial value problems for these fluidized bed 
equations were well posed.
The progress in the above task areas is according to 

the planned schedule for the first year of the present con­
tract and it represents the initial stages in an ordered 
development of a complex computer model of fluidized bed 
gasification processes. While the accomplishments are 
essentially of a theoretical nature we also note that'the 
computer codes discussed in Task Areas 02 and 04 can, in 
their present state of development, be useful tools in the 
study of fluidized bed phenomena. For example, the two- 
dimensional thermohydrodynamic code has already been used 
(c.f., Section 4.4 of this report) to examine parametric 
variations in gas flow rate upon fluidized bed behavior.
In the next year such calculations will be continued, both 
to learn more about the phenomenology and to also compare 
the code with experimental measurements. Such parametric 
calculations, which can also include reactor geometry and 
distributor plate design, should provide useful design in­
formation relative to non-reactive flows in fluidized beds.

The chemistry code in its present representation of 
the CO2 acceptor process chemistry can be used to provide a 
homogeneous model of the transient and steady performance 
of such reactors. The influences of different feed rates, 
system transients and chemical kinetics could be examined.
In the second year of this contract, the kinetics appropriate 
to steam-oxygen gasification will be incorporated into that 
code and it will be possible to use the code to provide a 
representation of such gasifier processes. Such a repre­
sentation should be useful in the examination of these re­
actors as elements in an overall gasification system.

The details of the code development for the first year 
of the contract and the comparison of the calculations with 
experimental measurements are examined in the succeeding 
sections.
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SECTION 3
THEORETICAL BASIS FOR THERMOHYDRODYNAMIC MODEL

In this section we present the theoretical development 
for the numerical model of gas fluidized beds. This develop­
ment includes portions of the research effort in Task Areas 01, 
02, 03 and 05 as summarized in Section 2.

This thermohydrodynamic model is based upon a continuum 
mathematical representation wherein space-averaging is intro­
duced to describe multiphase transport processes. With this 
methodology we obtain a field description of the flow pro­
cesses in fluidiz.ed beds which provides the time histories 
and spatial distributions of important process variables with­
in the reactor. In this model the important details of the 
flow processes such as the formation and rise of gas bubbles, 
the exchange of gas between the bubbles and the emulsion 
region, the entrainment of solid particles in the wake of the 
bubble and the distribution of gas composition, evolve nat­
urally from the numerical calculations of the field within 
the fluidized bed. Further, the important influences of the 
gas phase properties and the nature of the solid particles, 
such as shape and particle size distribution, are included in 
the continuum representation.

In Section 3.1 we derive the differential equations for 
the gas fluidized bed. The mathematical character of these 
equations, which is important to the validity of the numerical 
model, is examined in Section 3.2. These equations require 
the definition of constitutive relationships and interaction 
functions; such relationships are derived within the context 
of laboratory data in Section 3.3.

3.1 DIFFERENTIAL EQUATIONS FOR THERMOHYDRODYNAMIC MODEL
In this section the derivation of the conservation 

equations expressing mass, momentum, energy and chemical 
species balance is presented. These differential equations 
account for both interphase transport and flow field fluctua­
tions. From these equations a first order theory without 
fluctuations has been developed and incorporated into the 
numerical model of the thermohydrodynamic transport processes.
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A continuum mathematical description of flow through 
fluidized beds requires the application of appropriate aver­
aging techniques (e.g., Murray, 1965; Anderson and Jackson, 
1967; Garg and Pritchett, 1975). The model of Anderson and 
Jackson is particularly attractive because it provides a 
mathematical structure for the inclusion of fluctuations in 
a continuum model. In the present report we extend the 
methodology of Anderson and Jackson to the case of noniso- 
thermal compressible fluid flow with interphase mass exchange 
between the gas and the solid particles.*

3.1.1 Mathematical Preliminaries
In the Anderson and Jackson methodology, a formal tech­

nique, incorporating the concept of a weighting function, is 
used to replace point variables by local mean variables. 
Specifically if ip' is a point variable in the fluid phase 
of the flov; in a fluidized bed, then a local mean variable ip 
is defined by:

V(x^rt) yj) dV (yi)

(y^t) g yj) dV (y.) (3.1)

where g (| Xj_ - y^ | ) = g(r) is the weighting function and where 
the integrals are taken over the volume occupied by the fluid 
phase at time t. In these integrals (3.1), the use of re­
peated subscripts in the arguments of the indicated functions 
does not imply summation. This notation will be used through­
out; tensorial summation will only apply when repeated sub­
scripts appear on the function itself.

The weighting function has the properties

r > 0 g (r) > 0, dg(r)
dr 0

*We will explicitly omit spatial integrals of products of 
fluctuating components in our first order theory. This theory, 
then, differs from the results of Anderson and Jackson in that 
we do not lump these integrals with, say, the space-averaged 
stress tensor.
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and

47: r 2dr 1

Further, we require that g(r) possess derivatives of all 
orders and that the corresponding volume integrals of these 
derivatives exist. The radius, R, of the weighting function 
is defined as

477 g (r) r 2dr 1
2

If i is a characteristic local dimension of the fluid phase 
and L is a characteristic dimension of the complete fluid- 
solid system, it is assumed that

£ < < R < < L

With this restriction, the actual structure of the weighting 
function is unimportant; the relationship between the local 
mean porosity $ and the weighting function, satisfying the 
above restrictions can now be stated. This is expressed as

<p (xi,t) =1-6 (xi, t) YiI) dV (yi) (3.2)

Further, the spatial variation of the local mean variable is 
small compared with that of the weighting function and we 
have, with (3.2) that

y 'Myi*t) g (|xi-yi|) dV (yi) - iMx^ t) <j> (x^ t) (3.3)

9



Then, if the point variable ip' is expressed as the sum of 
the local mean variable ip and a fluctuation about that mean 
value ip", namely

^,'(xi,t) = ^(xi,t) + \p"(xirt) (3.4)

it follows that the local mean value of the fluctuation is 
much smaller than (3.3), and it can be neglected; that is

ip" g x. -y.11 dV (yi) << ^(yi/t) g (|xi-yi|)

dV (y^) - iHxi,t) <J) (xi,t)
(3.5)

This inequality will permit significant simplifications 
in the derivation of the conservation equations for the local 
mean variables. In addition, we will need relationships be­
tween the temporal and spatial derivatives of the local mean 
variables and those respective derivatives of the point vari­
ables. These relationships are derived by Anderson and Jackson 
and are given by

/ ft" = ft ^ (xi't)'Hxi,t)

f ip'(yift) nkv£ (yi,t)g(|xi-yi|)dA(yi) (3.6)

(Yi/t)g(|xi~yiI)dV(yi) 4> (xi,t)^ (xi,t)
j

(yi,t)n..g (|xi-yi | )dA(yi) (3.7)

10



where the integrals on the right hand side of (3.6) are taken 
over the fluid-solid interface which is a surface bounding 
the fluid phase and nj is a unit normal vector directed into the fluid volume; v£ is the local velocity of this 
bounding surface. Since the solid phase is composed of dis­
crete particles, we may write the surface integrals as a sum­
mation over the particles, P

P P

(3.8)

There is a strong analogy between the radius R of 
the weighting function and the linear dimension of the "repre­
sentative elementary volume" which is used by Bear, 1972, and 
others to derive averaged equations for flow through porous 
media. That is, in both cases, the appropriate dimension is 
very large compared to a characteristic local dimension of 
the fluid phase, but it is much smaller than a characteristic 
dimension of the medium in question. Further, the present 
definition of the local mean value of a point variable is 
analogous to the spatial average of a point variable, over 
the void space of the representative elementary volume. For 
example, Blake and Garg, 1976, have shown that there is formal 
agreement between the differential equations for solute trans­
port through porous media (or fluidized beds) derived by the 
present methodology and that derived by Bear. However, the 
spatial averaging of Anderson and Jackson provides, perhaps, 
a more explicit description of the respective influences of 
flow field fluctuations and transport at the gas-solid inter­
faces .
3.1.2 Conservation Equations for Local Mean Variables

Consider the gas phase in the fluidized bed. We assume
that at a point, yj_, in the gas phase, the principles of con­
servation of mass, momentum and energy can be described by the 
following differential equations: where tensorial notation is 
used,

(3.8)

(3.10)
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V. V. 1 1

(3.11)

The point variables o', v£, e', cn j, q£, H'' are respectively 
the gas density, velocity, specific internal energy, stress 
tensor, heat flux vector and volumetric heat source. For 
the present we shall consider that represents only heat 
flux by conduction; however, both radiative transport and 
diffusional transport of heat may be included in this expres­
sion (c.f., Penner, 1957 and Bond, et: a_l. , 1965). The equa­
tions for a single particle, with the assumptions of constant 
density, rigidity and uniform intraparticle velocity and 
temperature fields, are

njdAp (3.12)
P

I pSui<vk " uk) nkdAp <3-13)
P

P

(3.14)
P
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where dA includes surface elements in contact with either gas 
or solid and where the derivative d/dt is understood to be 
Lagrangian in character. The variables ps, u£, e3', v',qs', 
Hs^ are, respectively, the solid particle density, velocity, 
specific internal energy, volume, heat flux and volumetric 
heat source. The source f^ represents the gas-particle drag 
force while the force ^represents particle-particle inter­
action. The velocity v^ is the local velocity of the parti­
cle boundary; hence the integrals represent mass, momentum 
and energy exchange between the particle and the gas. In 
these equations, we assume that the mass exchange is from the 
particle to the gas and that it is reflected by changes in the 
particle volume at constant density. This is appropriate to, say, a surface reaction where v^ measures the velocity of 
propagation of the reaction front. For reactions that occur 
throughout the particle a slightly different form of these 
equations may be derived. The corresponding equations for 
the local mean variables are obtained by a spatial average of
(3.9)- (3.14). We therefore multiply those equations by the 
weighting function g ( | -yj_ | ) , and by integrating over the 
fluid volume for (3.9)-(3.11) and taking a summation over the 
particles for (3.12)-(3.14), we can with (3.1), (3.2), (3.4),
(3.6) and (3.7), obtain the spatial averages for conservation 
of mass, momentum and energy for the gas and solid phases.
The interphase exchange of mass, momentum and energy between 
the gas and the solid is determined by appropriate surface 
integrals. The influence of the fluctuations upon these con­
servation equations is represented by volumetric integrals 
containing second or higher order products of the fluctuations 
in the field variables. In analogy with the theory of tur­
bulence, it will be necessary to develop specific representa­
tions of such surface and volume integrals to provide closure 
for the system of equations and explicitly describe the flow 
field.

The interphase exchange is represented by surface 
integrals for mass flux, S, momentum flux, M^, and energy 
flux, N, in the respective spatial averages of the point 
differential equations (3.9)-(3.14).

S = -£/V(v> - v') nj g (|xk-yk|) dAp (3.15)
P P

P P

* «* / Idvi(vj - V? + a; .
13

g (|xk-ykl (3.16)
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N e +
vrvr1 i

2 + vial. i i: njg (1xk-yk

(3.17)

In analogy to the case of slow combustion fronts in gases 
(Landau and Lifshitz, 1959) we can assume that the momentum 
integral, , is dominated by the stress tensor, thereby 
assuring that continuity of stress occurs at the particle 
surface. Consistent with that assumption we would also 
neglect the flux of kinetic energy in the energy integral,
N. The surface integrals (3.15) -(3.17) must be defined in 
terms of averaged variables to provide closure; for the pre­
sent we only consider the momentum flux II;, and with the 
assumption that this integral is dominated by the stress 
term, we write

M.i Xk^k ) dA =- B (8) (1-6) (vi'Ui) (3.18)

where B(6) is the local drag coefficient and it is implicitly 
a function of particle size, shape and local Reynolds number. 
This specification means that we are neglecting virtual mass 
effects (c.f., Anderson and Jackson, 1967; Garg and Pritchett, 
1975). In addition to the momentum exchange between the solid 
particles and the gas, there is a momentum exchange caused by 
particle to particle interaction, represented in the point 
equations (3.13) and (3.14) by f£. In the averaged equation 
for conservation of solid momentum this term leads to an 
integral momentum term. We assume that (c.f., Anderson and 
Jackson, 1967) this integral can be expressed as the diver­
gence of a stress tensor.

14



With (3.15)-(3.19) the spatial averages of the conservation 
equations for the gas and solid phases, derived from (3.9)- 
(3.14), are

Ip (1-9)] + jl- [pvi (1-9)1 = S + .. (3.20)

ft [pS0! + 4- [pSui91 = - S + (3.21)

ft tpvi(1-9>’ + 4- (1-6)1 = 3I- a
3 3

+ + (1-9) pg^ + ... (3.22)

ft + (pV:61 =
3 3

M. + 0p a. 1 -i

(3.23)

3_
31 p (1-9) e +

v. v. 1 1
3x

3

V. V . V 
1 1(pv.(1-0) je + 2 I

877 - 377 [(i-eiiil
3 3

+ N+ (1-9) H+ (1-9) pvig_i + ...

(3.24)

3_
3t

l u. u.
pse eS + 11

3x . 
3

( u . u.pSu. (1-9) jeS +

3t
= U. —^ — [9qf1 - N + 9HS + 0pSu.g.

1 x. 3x. 11
3 3

+ (3.25)
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where {+ ...} indicates volumetric integrals representing 
fluctuations. These integrals are neglected in the first 
order theory.

For the present study we now introduce important 
restrictions on the terms in the conservation equations 
(3.20)- (3.25). First we neglect chemical reactions and 
interphase mass exchange. Secondly, based upon order of 
magnitude considerations, we neglect the inertia of the 
gas phase relative to that of the solid particles and also 
neglect the viscous dissipation in the energy equation. 
Third, we assume that the solid and gas phases have the 
same local temperatures. With these assumptions the con­
servation equations become

[p (1-6) ] + [pvi(l-0)] = 0 (3.26)

+ 9 0U. = o
at 3x. ii

(3.27)

!!ii. Me! (v _u J = 0 
3x. 1-9 i i3

(3.28)

s 3 Q .3 6u- 31 i
3a. . 3t. .

p~ 0ui + ^ 0ui.uj i = + +
3 J } 3 3

(3.29)

[p (1-9) e + pS9eS] + j— lpv.(l-e)e + p^^e3]

dr !(1-9> ^ + ^i! (3.30)

We adjoin to (3.26)- (3.30) constitutive relations for 
aij' Tij' e' eS' ^i an<^ Specifically, these equations
are
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(3.31a)a.. = - 6..p = - 6.. (y-1) pei] 3-3 13 1

T . . =13
- 6^ |pS (9) + XS (6)

+ y (6)
3u.

3x. + 3x. 
3 1

2 ,
3 ij §xk

de = c dT v

deS = cS dT v

(1-9) q. + 6q? = - k (9)
1 3x.

(3.31b)

(3.31c)

(3.31d)

(3.31e)

Thus we consider that the average stress in the gas phase is 
a pressure which is related to the density and energy by the 
ideal gas law. The solid phase stress is Newtonian in char­
acter (c.f., Anderson and Jackson, 1967) and involves both 
hydrostatic and deviatoric contributions. We take the heat 
flux to be linearly related to the temperature gradient. The 
functional forms of ps(9), Xs (0), ys(0), <(9) and of B(0) are 
specified by recourse to laboratory data. These definitions 
are discussed below.

For the present study we will not consider reactive 
flows and hence the source terms are neglected in our subse­
quent numerical calculations. However, when chemistry is 
introduced, an important aspect will be the definition of 
interphase mass, momentum and energy exchange associated with 
reactive flows. There are three considerations of such a 
coupled model which can be mentioned in the present discus­
sion of the mass exchange functions S, and N. First there 
is the need to develop kinetic expressions for the chemistry 
of the salient reactions. Second, we must examine, in some 
detail, the heterogeneous gas-solid reactions within the con­
text of extraparticle diffusion, interphase mass transport 
and intraparticle diffusion for a single particle. Third, 
the influence of such transport phenomena for a single parti­
cle must be summed over many particles to provide the neces­
sary source terms (say, S) for our continuum model of the
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mixture Equations (3.20)-(3.25). There is an extensive litera­
ture (e.g., Ishida and Wen, 1968; Avedesian and Davidson, 1973; 
Rehmat and Saxena, 1976) relating to heat and mass exchange 
from single particles where the overall reaction is controlled 
by the kinetics, the diffusion processes, or some combination 
of these mechanisms. Such existing theory and data, together 
with formulations particular to the present model will, in the 
future, form the basis of this single and multiple particle 
interphase exchange representation.

A critical aspect of the development of the coupled 
chemistry and thermohydrodynamic model development will be 
the relative magnitude of the time scale associated with the 
gas and solids convective motion as compared to the time scale 
associated with the overall reaction. Within this context we 
note that some reactions in, say, coal gasification, such as 
the combustion reactions associated with char particle burning, 
involve relatively fast kinetics and that the reaction on a 
particle level is influenced by convective or diffusive me­
chanisms (c.f., Avedesian and Davidson, 1973). However, the 
reactions associated with char gasification involve relatively 
slow kinetics. A theoretical or numerical formulation for the 
combined chemistry-thermohydrodynamic model must be developed 
in such a manner to account for such diverse time scales.

For the study of chemically reactive systems, it is also 
essential to develop conservation equations for species trans­
port in the solid and fluid phases. A derivation of those 
equations follows the methodology of Blake and Garg, 1976.
Within the context of the assumptions for (3.20)- (3.25) we have, 
for chemical species a

3_
31 (1-9) +a 3x.i

(1-0) p v. a i = (1-6) n + Sa a

(3.32)

3_
3-t

3
9x i

e
a
u.i ens - s +

a a (3.33)
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where Q.a are the volumetric source functions (related to the 
kinetics) and Sa are the interphase exchange functions for 
species a. We have neglected diffusional transport in both 
of these equations.

3.2 MATHEMATICAL STRUCTURE OF EQUATIONS FOR GAS FLUIDIZED 
BEDS
The balance equations for fluidized beds have pre­

viously been developed in Section 3.1. In the following 
paragraphs, we consider these equations for gas-fluidized 
beds and we discuss their mathematical character. It is 
demonstrated that these equations possess only real charac­
teristics, yet they are unstable under small perturbations. 
Within this context we note that the question of instability 
must be examined independently of the characteristics of the 
system. The nature of the characteristics (real or complex), 
however, determines the posedness of the problem. That is, 
as discussed by Gidaspow and Solbrig, 1976, a set of linear 
partial differential equations with complex characteristics 
cannot be solved as an initial value problem; in that case 
the problem must be solved as a boundary value problem in 
the four-dimensional x - t space.

Consider the system of mass and momentum balance equa­
tions for gas-fluidized beds in Section 3.1 wherein the iner­
tia of the gas phase is neglected. A linear perturbation 
analysis for this set of differential equations can be pre­
sented (c.f., Garg and Pritchett, 1975) and it can be shown 
that the differential equations in question are unstable to 
small perturbations. We now analyze the characteristics of 
this system of differential equations. For this purpose, it 
will suffice to restrict our attention to time (t) and one 
space dimension (x). Mass and momentum balance equations can 
now be written from (3.26) through (3.29) as follows, where 
we omit the source terms and interphase transport:
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Mass:
Solid:

[ (l-cj>) ] + ^ [ (l-<f>)u] = 0 (3.34)

Gas :

[p ct)] + |^ [p <{, v] = 0 (3.35)

Momentum:
Solid:

PS(l-$) _ .3x G (<+>)
34>
3x

3
3x + (l-tf)) psg

Gas :

(3.36)

B(t}>) (v-u) = _4> (3.37)

where we write 4> = 1 - 0.

We need to adjoin Equations (3.34)-(3.37) with an equa­
tion of state for the gas phase. We will consider two cases:
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Case I
Fluid obeys the ideal gas equation of state, and the 

flow is isothermal. Thus

p = (y-1) C T p = R p (3.38)V 0

where y is the ratio of specific heats for gas, Cv is the 
gas heat capacity at constant volume, and TQ is the constant 
bed temperature.
Case II

Fluid is incompressible, 
p = constant

3.2.1 Ideal (Isothermal) Equation of State 
Introducing 
w = 3u/3x ,

(3.39)

(3.40)
and substituting for p from Eq. (3.38) into Eqs. (3.36) - 
(3.37), we obtain a set of five equations for five unknowns 
(<p, v, p, u and w) . The characteristic determinant is given 
by:

D =

1

P

0
0
0

u
pv

0
0

(v'w-G) -p (1-<J))
0
0

dt dx 
0 0
0
0
0

0
0
0

0
0
0
dt
0
0
0

0 
0 
0
-<J)R 0
0 0
0
0
0
0
0

0

<J>
0

0
0

0
4>u
-R
0
1
0
0

0
0
0
0
0
0
0

0 0

P4> o

dt dx 0

0
0
0
0
0
0

0
0
0
0
0
0

0
0

0
0

dt dx 0
dt dx

= 0
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Expansion of the determinant yields 4 zero (dt = 0) and 1 
non-zero (dx/dt = u) characteristic. Therefore, the system 
of equations is of the parabolic-hyperbolic type. The latter 
conclusion remain’s unchanged even when one assumes that the 
viscosity of the particle assemblage v is zero. It is 
straightforward to verify that when v = 0, we have 3 zero 
(dt = 0) and 1 non-zero (dx/dt = u) characteristic. Further­
more, the presence or absence of the -G 3<i>/3x term in Eq. 
(3.36) has no influence on the nature of the characteristics; 
this is particularly interesting in view of the fact that 
the stability of the present system of equations depends 
strongly on the -G 9<}>/9x term (see Garg and Pritchett, 1975) .
3.2.2 Incompressible Gas

We shall now consider the case when the gas may be re­
garded as incompressible (Eq. (3.39)). To simplify our con­
siderations, we shall also assume that G((f>) = v(<j)) = 0. Sub­
stituting from Eq. (3.39) into Eq. (3.35), we obtain a set of 
four linear partial differential equations for four unknowns 
(4>, v, u, p) . The characteristic determinant is nov; given by:

D =

1

1

0

0

0

0

u
u
0

0

dt dx 
0 0

0

0

0

0

0

0

dt
0

0

-(l-4>)
0

0

0

dx
0

0

0

0

ps(l-4>) ps(l-0)u 0

0

0

0

0

0

0

0

0

0

dt dx 
0 0

0
0

0

0

0

0

0

0

0

1

-0
0

0

0

"I

dt dx

= 0

Solution of the determinant yields two zero (dt = 0) and two 
non-zero (dt/dx = u) characteristics. Thus the system of dif­
ferential equations possesses a parabolic-hyperbolic character.

We have demonstrated in this and in the previous sec­
tion that the governing equations for gas-fluidized beds as 
formulated possess real characteristics even when one neglects 
fluid compressibility, and particle assemblage viscosity and 
compressibility. The system of equations is, however, un­
stable to small perturbations (see Garg and Pritchett, 1975).
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3.2.3 Generalized Equations for Fluidized Beds
In this section, we shall consider the more general 

differential equations for fluidized beds which include 
inertia in the gas phase and which have also been examined 
by Garg and Pritchett [1975]. To simplify our considera­
tions, we shall assume the fluid to be incompressible 
(p = const). Mass and momentum balance equations (in one 
space dimension and time) are:
Mass:
Solid:

34>
3t (l-<f>) 3u

3x 0

Fluid:

(3.41)

3£
31 + v 3 <{! 

3x
3 v 
3x 0

Momentum: 
Solid:

(3.42)

3u U -r— 3x = _ i£
3x

G(4>) 343 
l-4> 3x

1 3 , 3u) (F +F )1 1 ns a + 1 21-43 3x 1 + c 9 + i-$

Fluid:

pf 3v _ -3x
(F +F ) 1 2

4)

where

F = B(4>) (v-u) ,
i

F 2 (l-4>) c(cfr) (v-u).

(3.43)

(3.44)
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Note that F2 where C(<f)) is the virtual mass coefficient, is 
proportional to the relative acceleration of the two phases 
and to the mass of fluid displaced by the particles. There 
is some question as to what the relative acceleration term 
d/dt (v-u) means (see e.g., Jackson [1971]). Fortunately, 
for our present purposes, we do not need to consider the 
explicit presence of F2 in Equations (3.42) and (3.43).

Gidaspow and Solbrig [1976] suggest that particle 
assemblage elasticity and viscosity, and induced mass are 
higher order effects. If we put v = G = F2 = 0 in Eqs. (3.42) 
and (3.43), we obtain a system of equations equivalent to 
Eqs. (4-29) - (4-32) of Gidaspow and Solbrig [1976]. This 
system of equations has two real (dt = 0) and two complex 
characteristics; and is thus of the parabolical-elliptical 
type. As correctly pointed out by Gidaspow and Solbrig, such 
a system of equations cannot be solved as an initial value 
problem; it must be solved as a boundary value problem in the 
x - t space.

We maintain, hov/ever, that the particle assemblage 
viscosity and elasticity are first order effects, and must 
be included in any realistic description of fluidized beds. 
Viscosity of fluidized beds has been measured by Schugerl 
and his co-workers (see, e.g., Schugerl [1971]); in general, 
viscosity of fluidized beds is much greater than that of the 
fluid in isolation. Elasticity of fluidized beds has been 
the subject of several papers by Rietema and his co-workers. 
There is considerable evidence that the solid particles in a 
fludized bed are in permanent contact. Rietema and Mutsers 
[1975] state that:

"At pA.e.Ae.nt the. e.xpetitme.ntaZ psioofa ofi tkt-5 
petimane.nt contact asie ao ovesuoke-tmtug that 
they can no longest be denied. Fufithefimosie, 
the Atablllty oft homogeneouAly expanded gaA- 
filuldlzed bedA can only be undefiAtood by aA- 
Aumlng a pefimanent Atsiuctusie o fa the denAe 
phaAe which muAt have a. cefitaln elaAtlclty.
The expesilmental psioofiA which Ia tiehentied to 
above atie: ... c) exact meaAuSLementA ofi the 
psieAAufie dsiop ovesi a fluidized bed Indicate 
that It Ia Amallesi than the weight ofi the 
paatlcleA divided by the csloaa-a ectlonal afiea 
o^ the bed. ThlA Ia only poAAlble Ifi the dl^- 
fiesience Ia casisiled by the wall, which Ia only 
poAAlble Ifi theste Ia momentum tsianAposet thsiough 
the denAe phaAe."
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The experimental data thus clearly demonstrate the need to 
include the particle assemblage viscosity and elasticity in 
the momentum balance laws (3.43) and (3.44). In the re­
mainder of this section, we will investigate the effects of 
non-zero G and v on the mathematical structure of Eqs. 
(3.41) through (3.44). We shall first consider the case when 
G ^ 0, but v = F? = 0. In this case, we obtain a set of 
four linear partial differential equations for four unknowns 
(<f>, v, u, p) . The characteristic determinant is:

D =

0
0

u
v
G

1 
1 
0 i
0 0 
dt dx 
0 0

0
0

0
0
PJ

0
0

-(l-cj))
0
PSV

0
0

dt dx 
0 0 
0 0

0
0
0
P

0
0

0

0
pv
0
0

0
0
0
0
0
0

dt dx 0

0
0
1
1
0
0
0

dt dx

= 0

where G = G/(l-4>).i
Expansion of the determinant yields two zero character 

istics (dt = 0); the other two characteristics are given by 
the quadratic equation:

p (!-<})) + 4>PS u4> ps + (l-4>) v p

+ ps u24> + p v2 (l-4>) + 4>(l-4)) 0
(3.45)

Equation (3.45) has real roots for

-G HiziL^jLlpfL > (u-v)2
1 s

p p
(3.46)
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From the measurements of Rietema and Mutsers on gas-fluidized 
beds, we have

-G ^ (105 dynes/cm2)

This implies that inequality (3.46) is satisfied for at least 
(u-V) v of the order of 102 cm/sec. Thus, while the inclusion 
of bed elasticity in Eqs. (3.42)- (3.44) does not totally elim­
inate the possibility of complex characteristics, it does cer­
tainly imply that in many practical cases the system of 
equations possesses real characteristics.

We shall next investigate the effects of including both
the particle assemblage viscosity and elasticity terms in Eqs. 
(3.43) and (3.44). For the sake of simplicity, we shall 
assume that F2 = 0. Putting

in Eqs. (3.41) - (3.44), we obtain a set of five linear par­
tial differential equations for five unknowns (4>, p, u, v, w) . 
The characteristic determinant is given by:

0 0 00000100
1 u 00000000
1 v 00000000
0 (-v"w+G ) 0 1 0 0 pS 0 0 -v

DEO 0 OlppvOOOO 0

dt dx 00000000
0 0 dt dx 0 0 0 0 0 0
0 0 0 0 dt dx 0 0 0 0
0 0 0000 dt 000
0 0 0 0 0 0 0 0 dt dx
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Expansion of the determinant yields four zero (dt = 0) and 
one non-zero (dx/dt = u) real characteristic. Thus the sys­
tem of generalized differential equations for fluidized beds 
is of the parabolic-hyperbolic type, and may be properly 
solved as an initial value problem.
3.2.4 Conclusions on Mathematical Character of Differential 

Equations
On the basis of the preceding discussion, we can state 

the following conclusions:
Partial differential equations for gas-fluidized 
beds as used in the present model are of the hyper­
bolic-parabolic type, and may be properly solved 
as an initial value problem. Although the charac­
teristics are real, the system of differential equa­
tions is unstable (under small perturbations); this 
implies that the question of stability should be 
considered apart from the nature (i.e., real or 
complex) of characteristics of a system of linear 
partial differential equations.
Generalized partial differential equations for 
fluidized beds (like the partial differential 
equations for gas-fluidized beds) are also of the 
parabolic-hyperbolic type. The conclusion by 
Gidaspow and Solbrig that the generalized partial 
differential equations possess complex character­
istics is based on the erroneous assumption that 
the particle assemblage viscosity and compressi­
bility are higher order effects. We maintain that 
the latter effects must be included in any real­
istic description of fluidized beds.

3.3 CONSTITUTIVE RELATIONS
Momentum and energy balance relations described in 

Section 3.1 involve five functions, Ps(<|>) - normal compo­
nent of particle-particle interactions, Xs - bulk viscosity 
of particle assemblage, ys - shear viscosity of particle as­
semblage, B($) - local mean drag coefficient, and k(<J>) - 
mixture (solid/fluid) heat conduction coefficient, which 
must be determined empirically. During the last year, con­
siderable effort was spent in reviewing the existing litera­
ture on fluidized beds to locate appropriate data for use in 
developing suitable functional forms for B, Xs, ys, f and k. 
Our main findings are summarized in the following subsections.

27



3.3.1 Local Mean Drag Coeffieient B(4>)
The local mean drag coefficient B(4>), in the particu­

late fluidization regime (no bubbles), can be found in a 
straightforward manner from bed expansion measurements. One 
of the earliest correlations for B(^) is due to Ergun [1952], 
Ergun's correlation — valid for only packed beds — shows that 
B depends upon particle diameter d, fluid viscosity u, and 
Reynolds number R (based upon particle diameter) in addition 
to voidage More recently, Richardson [1971] has analyzed
data for both packed (or fixed) and fluidized beds. Figure 
3.1, taken from Richardson [1971], compares the friction 
factor \p — Reynolds number R relation for fluidized and 
sedimentary systems with that for fixed beds. Here ^ and 
R are defined by

^ ^ p—2-- (3.48)
A p (|u-v|)2

4>(|u-v|) P
R = ----------- (3.49)

A u (l-4>)
«*«#

where A denotes the specific surface of solid and equals 
6/d for spherical particles.

Multiplying Eqs. (3.48) and (3.49), putting -Vp = (1-4)) 
psg (uniform fluidization, see Garg and Pritchett [1975]), and 
utilizing the momentum balance law for the gas B(4>) (]i“V) =
-4) Vp, we obtain:

B = ) Z A2 y (ipR) (3.50)

For small values of R, \pR is approximately constant; 
for R > 1, \pR is a highly nonlinear function of R. Thus in 
general, 4>R exhibits a dependence on R.

In analogy with flow through fixed beds, we can put

B 4>2 y
k (3.51)

where k is the permeability of the fluidized bed. Combining
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R
Figure 3.1. Friction factor - Reynolds number relation of 

fluidized and sedimentary systems compared 
with fixed beds (from Richardson [1971]) .
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Eqs. (3.50) and (3.51), we have

k = 4>
(!-<}>) 2 A2 (i^R)

(3.52)

Equation (3.52) suggests that k may be written as follows:

144k = F (<|>) F (N)
A2 1 2

ic
(3.53)

where N is a local Reynolds number (N ^ R) associated with 
the relative velocity between particles and gas:

N (3.54)

This choice for Reynolds number is especially convenient inso­
far as it brings the drag data for free-falling spheres [see, 
e.g., Vennard, 1946], into line with the drag data for 
fluidized beds.

At small Reynolds number (N << 1), F2 may be taken as 
unity. Under these conditions, for low values of <$>, it is 
well-known that the permeability obeys the Karman-Kozeny law. 
On the other hand, as <p approaches unity, the drag rule
should approach Stokes law. 
following formulation for F1

These
(<{>) :

considerations suggest the

F = A 0)a (l-<p)b 
i (3.55)

where the constants A, a and b take on the values •■

Range of <p A a b
1 > 4> > 0.854102 2/9 +1 -1
0.854102 1 1 0 2/45 3 -2 (3.56)

Now, as the Reynolds number increases, the resistance
to gas flow also increases. Three regions can be identified.
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as Reynolds number increases. These regions may be fit with 
the following formula:

-1
F (N) = [1 + B NC] (3.57)

2

where B and c take on values:

Range of N B c
0 <_ N < 3 0.40815 1/3
3 < N < 1000 0.283 2/3
1000 < N < oo 0.0283 1

Comparison of this fit with experimental data for both 
free-falling spheres [Vennard, 1946] and for fluidized beds 
of spherical particles compiled by Richardson [1971] is il­
lustrated in Figure 3.2. The fit is everywhere within 12 per­
cent of the data and is in general much better. Therefore, 
the final relation for permeability (k) is as follows:

k = A $ (1-4)) 1 + ■I1 P (12) |u—v| ) C
A \l

-1
144 
7 2 (3.58)

We note that the particle surface roughness does not 
explicitly appear in the correlation for k, Eq. (3.58). Al­
though presently available data are insufficient to evaluate 
the effects of surface roughness, it can be hypothesized that 
it wpuld affect this relationship, likely in a manner similar 
to A.

Particle density ps enters into the correlation for 
k implicitly through ip (see Eq. (3.48)). For vesicular 
materials (e.g., coal) the appropriate ps for use in Eq. 
(3.48) is not necessarily the same as the granular density; 
in general, ps will need to be evaluated from fluidization 
experiments (c.f.. Leva [1959]).

In industrial processes, the fluidized particles are 
usually not of a uniform size. The correlation for k may 
be extended to these cases by introducing an equivalent 
particle diameter d:
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Figure 3.2. Influence of Reynolds number (N) upon bed 
permeability.



d 1 (3.59)

where is the fraction of particles with diameter d^.
The correlation for k may be directly applied to 

coal gasification processes by supplying appropriate ps and 
d. Chemical reactions will undoubtedly alter vesicularity 
(hence ps) and particle size (i.e., d). Thus, one will, in 
general, also need to prescribe relationships for ps and 
d in terms of the time history of chemical reaction.
3.3.2 Particle Assemblage Elastic (Bulk) Modulus -G(4))

%
It is often convenient, both in theoretical formulations 

and in the correlation of empirical data to employ the particle 
assemblage elastic modulus -G(4>), instead of the particle- 
particle interaction function ps(cj>). These functions are 
related by the definition

-G(4>) E [pS((j))]. (3.60)

The elastic modulus -G(<p) has important consequences 
for bed stability. Thus, for example, Garg and Pritchett 
[1975] give the following conditions for the stability of a 
uniformly fluidized bed:

-G(*) > pS V* (2 - ^ - Oil .f,)2 (3.61)

where v denotes the fluidization velocity (not necessarily 
minimum) , (p is uniform bed porosity and

B'(<P) = ^§^1 (3.62)

We note in passing that the stability condition of Rietema 
and Mutsers [1975] can be derived from Eq. (3.61) by utilizing 
the correlation of Ergun [1952] for B(4>). Equation (3.61) 
also suggests a way for measuring -G(c{)). Given cj> (say <})*) at 
which bubbles first start appearing, we can determine -G (<£*) 
from (3.61) by taking -G(4>*) equal to the right hand side of
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(3.61). We also know that -G(4)) raonotonically decreases with 
increasing <p. We have, therefore.

1. For $ < <{)*:

2. For (p > ip*:

-G(p) > -G(p*) 
Lim

-G(<|>) < -G(4>*) 
Lim
p+1 -G (p)

(3.63a)

9
I (3.63b)

Rietema and Mutsers [1975] report some preliminary 
measurements for -G (<}>). (As far as we know, these' are the 
only presently available measurements for -G (<£).) These data 
were taken in experiments involving incipient bubbling in 
homogeneously fluidized beds, and in separate experiments 
measuring the interaction of such a bed with a vibrating body 
made of wire netting immersed in it. The observed responses 
of the vibrating body are attributed by Rietema and Mutsers 
[1975] to a mechanical resistance resulting from interparticle 
forces which manifest themselves as an elastic property of the 
bed related to our -G(tf>).

In order to apply (3.61) to experimental data and there­
by determine G(cf>) it is necessary to first establish the nature 
of B (<}>) . We have assumed that B(<}>) is known from other bed 
measurements. Rietema and Mutsers assume that B(<J>) is given 
by the following empirical relation due to Ergun:

B(4>) 150 (1-P)2P d2
(3.64)

Substituting from (3.64) into (3.61), we have

-G(p)  <PS)Vd‘ V (3-2P)'
150 (!-<}>)

p=p * p=p*
(3.65)

Equation (3.64) was originally derived by Ergun for 
fixed beds, and is really inapplicable to fluidized beds. In 
the preceding section, Eqs. (3.51) - (3.58), we presented an 
empirical relation for B(4>) based on the available measurements
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for fluidized beds; in the appropriate range (i.e., appro­
priate to Rietema and Mutsers' experiments), this relation­
ship is:

B(4>) 'v 90 (l-fo)
<P

U_
d2 (3.66)

Comparison of (3.64) and (3.66) shows that Ergun's equation 
overestimates the mean particle drag, and underestimates 
-G(c})*). Thus, we have:

-G(cf>*)
Present Report

-G (<}>*)
RM

v 3 (3.67)

Equation (3.67) implies that -G(<J>*) values of Rietema 
and Mutsers (inferred from incipient bubbling experiments) 
need to be multiplied by a factor of three. This fact is 
especially interesting since it can be shown that it brings 
the measurements from the two separate experiments (i.e., 
from bubbling experiments, and from vibrating body experi­
ments) into close agreement.

Let us now examine the functional form for -G(4>*). 
Figure 3.3 shows the experimental results (uncorrected for 
B(0)) of Rietema and Mutsers for cracking catalyst particles 
(of several size distributions) fluidized with several dif­
ferent gases. These data can be approximated by the follow­
ing relation:

G ^ ) = Antilog m (<{>* - 0 ) + a + b —
N/m2 10 [ 0 a: (3.68)

where
$ = minimumo
m =-8.87 
a = 0.209 
b =2.30

bed porosity =0.4
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0.80

<P
Figure 3.3. Measurements of -G(<£*) for cracking catalyst 

(incipient bubbling experiments).

36



a = standard deviation in particle diameters 
d = average particle diameter
The numerical constants mf $0, a and b in Eq. (3.68) 

will, in general, vary for different materials. Minimum 
bed porosity <j> 0 depends upon the particle size and shape. 
Basically, there is no problem in determining <}> 0 for dif­
ferent materials (including coal particles). The available 
data (see Figure 3.4) indicates that the slope m only 
weakly depends upon the material. Dependence of a and b 
on material properties, if any, cannot be evaluated from the 
presently available data. Clearly, more data are required 
to study the variation of m, a and b with material 
properties.

Equation (3.68) is only applicable for <}> > <|) 0. It is 
clear that an upper bound exists upon the solidity 0 (6 = !-<}>) 
attainable in a fluidized bed, and that this limit is less 
than unity. For example, for rigid spheres, the theoretical 
maximum packing function with optimum (i.e., hexagonal) 
arrangement is equal to 2tt/9, or

9max 0.6981, min 1-9max 0.3019 (3.69)

In a bed at rest, therefore, some value of 0 (=00 <_ 6max^
will correspond to the bed solidity in the absence of fluidi­
zation. Therefore, any attempt to increase that solidity 
will be met with substantial resistance, owing to the assumed 
rigidity of the individual particles. We have chosen to 
represent this resistance as:

-G(<f>) = -G(<f> ) + A2 (<}) -4>) , <p < <p (3.70)
0 0 0

where A is a large number. The use of Eq. (3.70) is neces­
sary to avoid slumping of non-fluidized beds.

Equations (3.68) and (3.70) together specify -G(<p). 
This correlation for -G(<p) may be applied to coal by sub­
stituting appropriate values for <j) and a/d. As noted 
earlier, the present correlation will most likely need to 
be modified to account for the dependence of the parameters 
m, a and b in the material properties. However, we remark 
that while G(<)>) is quite important in the evaluation of bed 
stability, its influence diminishes rapidly as <}> becomes

37



poly propylene
X 40-160

X40-80

40-160
0-160 X

• 40-60

35-8S
0-1600-40 X

0-40

• 0-40

0-40 •

gloss beadsN

fluidized with • air

x .hydrogen

Figure 3.4. Measurements of -G(<f>*) for glass beads and poly 
propylene.
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larger than <p 0; consequently/ from a practical view it may 
be adequate to use approximations to these parameters.

s s3.3.3 Particle Assemblage Viscosities A , u
Early measurements of shear viscosity in fluidized 

beds were more of a qualitative nature, and have been re­
viewed by Leva [1959]. More accurate measurements have re­
cently been made by Schugerl and his co-workers (see, e.g., 
Schugerl [1971]). According to Schugerl, the most reliable 
method for measuring ys is through the use of a Couette 
viscometer. In this section we will use these measurements 
to derive a correlation for us. As pointed out by Anderson 
and Jackson [1967], the bulk viscosity coefficient Xs is, 
at present, inaccessible to measurement. It has been sug­
gested, however, that it may be considerably larger than 
Us [Murray, 1965]. We are presently reviewing the existing 
analytical work and will attempt in the second year to 
evaluate Xs from theoretical considerations. For the 
present it is estimated from the shear viscosity coefficient 
us.

Schugerl [1971] reports shear viscosity measurements 
on several semi-fluidized and fully-fluidized beds. Semi- 
fluidized beds exhibit a complex rheological behavior and 
will not be considered here. Even for fully-fluidized, a 
shear viscosity in the Newtonian sense is only meaningful 
for small values of shear stress (x -»• 0) . Empirical obser­
vations (Schugerl [1971]; Gelperin and Einstein [1971b]) 
suggest that the shear viscosity ys decreases with bed 
expansion (i.e., l-<p/<p-<p 0) , and increases with particle den­
sity (ps) and size (d) .

In order to quantify the dependence of us on l-(p/<p-(p 0, 
ps and d, we will now develop a simple theoretical model for 
ys. We will assume that us primarily arises from particle 
slippage. Let us consider an element of fluidized bed (see 
Figure 3.5a). It is assumed that both the gas and the parti­
cle flow are in the upward direction. Let x denote the 
shear stress acting on the face normal to the x-direction.
The frictional force on this face is, therefore, given by:

F x * m * 3u
3 £ (3.71)

We now consider a slice of width A£(= 2d). The frictional 
force due to frictional sliding between the particles in A£ 
(see Figure 5b) is given by:
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Figure 3.5a. Element of fluidized bed.
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Figure 3.5b. Frictional sliding between the particles.

41



(3.72)= A Au 3u , = A TT— d 3x

where
A = contact area between particles
c^ = coefficient of friction
Au = slip velocity between particles.

Equilibrium considerations require that F = . This yields:

sy
A d pS 

Cf £ x m (3.73)

The particle contact area A can be written as:

particle surface area
F(4>-4> ) o

(1-4)) (£m)
F(cf>-<j> )o

(3.74)

where <p 9 is the bed porosity at minimum fluidization, and 
F (4>-<j) p) is a monotonically increasing function of (^-^q). 
Equation (3.74) implies that A is maximum for <}> = 4> 0 and 
decreases with increasing 4>-4>o* Combining Eqs. (3.73) and 
(3.74), we finally obtain:

sy Cf .d p‘ (l-4>)
F (4>-4> ) (3.75)

Equation (3.75) shows that ys increases linearly with d 
and ps, and decreases with l-4>/F (4)-4) o) • Roughness and 
particle shape do not appear to affect ys except through 
Cf and 4) o • As a matter of fact, experimental data of 
Schugerl show that roughness does not appreciably affect ys.

We will now use the experimental data of Schugerl to 
develop a correlation for us. Figure 3.6 shows a plot of 
yS [yS = yS (io-2 d“2) (2.65 P^1); d and ps are in CGS
units] _versus 1-4>/4)-4>o* ^ can ke seen from Figure 3.6
that ys exhibits a linear dependence on 1-4>/4)-4)o*
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Figure 3.6. Shear viscosity measurements



poise (3.76)4-35 + °-13 ($r)

It should be mentioned here that data for light particles 
(e.g./ polystyrene) cannot be described by Eq. (3.76). The 
reasons for the latter are at present only poorly understood 
(see Schugerl [1971]). Experimental data (and hence Eq.
(3.76)) of Figure 3.6 cover only moderate bed expansions 
(2 <_ l-4>/4>-<}> <_ 25). For very small bed expansions (l-$/4>-<}> 0
100)/ the fluidized beds exhibit non-Newtonian behavior.

For want of better data in this regime (and also for practi­
cal reasons insofar as we are primarily interested in fully 
fluidized beds)/ it is suggested that Eq. (3.76) be used in 
the range 2 <_ 1-<J>/<J>-<J> 0 £ 100; and for l-4>/<j>-4)0 > 100, ys be 
taken equal to its value at l-<}>/<}>-<|> 0 = 100.

Ms($r > 1°°) = l°o) . (3.77)

Little or no experimental data are available for large 
bed expansions (l-4>/<t>-<|) 0 < 2). The particle assemblage vis­
cosity us will presumably approach zero as 4) approaches 
unity (l-<})/<}>-<}> 0 0). For very dilute (4> ^ 1) systems, the
theoretical model described above will most probably break 
down; here, the principal mechanism for transmitting shear 
forces may be the viscous flow around the particles [Murray, 
1965]. Pending availability of better experimental data and 
more accurate theoretical models, we suggest using the fol­
lowing relation for ys in the range 0 <_ l-4>/<f>-4> 0 <_ 2:

^ = 0-5 ^ (£r = 2) * (£r) (3.78)

where ys ^ttt— = 2^ is determined by using Eq. (3.76).

Equations (3.76) - (3.78) together specify IIs (and 
hence us). These equations will be directly applied to 
characterize the shear viscosity of fluidized beds containing 
coal particles. That is, we assume that the model assumptions 
(3.72) - (3.75) together with the correlation of empirical 
data leading to (3.76) includes an adequate description for 
coal particles.
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3.3.4 Heat Conduction Coefficient <(0)
Fluidized beds used in coal gasification operate more 

or less under isothermal conditions (except near heat transfer 
surfaces). Therefore, an adequate specification of k should 
only require the definition of an "effective thermal conducti­
vity" for the mixture. The so-called "effective thermal con­
ductivity" includes conductive, convective and radiative com­
ponents. In our theoretical model for fluidized beds, con­
vective and radiative components are accounted for separately. 
We, therefore, need to find an expression for the conductive 
component alone. Most likely, in fluidized beds, radiative 
(at high temperatures) and convective (associated with solid 
particle motion) components dominate the heat transfer; 
purely conductive component is relatively small. Overall 
heat transfer measurements, on fluidized beds are, therefore, 
likely to obscure the conductive component.

Therefore, to evaluate the conductive component, it is 
useful to consider heat transfer data on fixed beds. Fixed 
beds have, by their very nature, no solid motion. Assuming 
that the convective component due to gas flow is small, the 
heat transfer data for fixed beds may be used to approximately 
evaluate k. Gelperin and Einstein [1971a] recommend that 
the graph in Figure 3.7 be used to evaluate k. In the range 
tcs/k1- <_ 5 000, < can be approximated by the relation:

k.(<M = -I . (1-<M (1-Kf/<S)______ n _
~t 1 ~I . s , f, 0.18 1k £_ + 0.28 <)>0*63 //k )

s<

Note that neglecting the second term in the denominator 
yields the classical "law of mixtures" rule for <($). Eq. 
(3.79) shows that <(<})) does not depend upon particle shape, 
or particle size, or particle density; it is a unique function 
of <t> and particle and gas thermal conductivities.
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te

Figure 3.7. Diagram for determination of the effective 
conductivity of a fixed bed.
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SECTION 4
IMPLICIT FINITE DIFFERENCE FORMULATION OF 

THERMOHYDRODYNAMIC MODEL

In this section we discuss the numerical model for 
non-reactive flows in gas fluidized beds. This model is 
based upon the theoretical formulation presented in Sec­
tion 3 and includes major portions of the research effort 
in Tasks 01 and 02 as summarized in Section 2.

The differential equations for gas fluidized beds 
(Eqs. (3.26) - (3.30)), together with appropriate initial
and boundary conditions, define a complicated initial value 
problem which, in general, must be solved with numerical 
methods. A finite difference computer model has been de­
veloped to provide such a solution. The mathematical 
character of the system of equations is of the mixed hyper­
bolic-parabolic type, and consequently we have used a 
methodology based upon an iterative, implicit, finite dif­
ference scheme. While there is an extensive literature re­
lated to such techniques and further documentation exists 
in text books (e.g., Richtmeyer and Morton, 1967) the de­
velopment of an iterative, implicit method for the coupled 
solids-gas system of equations (3.26) - (3.30) is unique to 
the present investigation.

In the following paragraphs we discuss this numerical 
model within the context of two-dimensional Cartesian geo­
metry. The extension of this code to axisymmetric geometry 
will be undertaken in the second year of the contract.
4.1 DIFFERENTIAL EQUATIONS

The equations for mass, momentum and energy conserva­
tion in two-dimensional Cartesian geometry are obtained from 
the general tensorial Eqs. (3.26) - (3.30). The conserva­
tion of mass for the solid and gas phases is respectively 
given by

3_0 
31

3_
3x 8u +1- 8uX 3y y 0 (4.1)

3_
31 (1-6)P (1-6)pvx + 3_

3y (1-6)pVy 0 (4.2)
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There are two equations of momentum conservation for each 
phase; in the case of the solid we have

s 3
31 0ux 3x

3_
3x

3_
3y

6u uX X 0u ux yJ)
M1

(^s + i^s) ^+ ( 

)

sQ d . _S\ 3 6p 0gx " d0 {P } 3x

s 2 s\ „- ju ) ^ - P3u3^

' t,/3u 3u
y \3y 3x (4.3)

s 3
3t 0u + |_L u 1+ Ueu u 1U ps9g -

3x [ y xj 3y [ y yj) y 3y

3y
3_
3x

. 4 2 s\ 3ux _\A 3 ^ j 3y (X - 3 ^ j IST * P

/3u 3u \a/) (4.4)

while the conservation of gas momentum is expressed by

V = U - -fMIl- |£
x x (l-0)y 3x (4.5).

v = u = . l£
y y (1-0)u 3y (4.6)

The energy equation for the tv/o phases, again based upon the 
assumption of local thermodynamic equilibrium, is

3_
31 0 + (1-0)

P c
s s p cv -

1*

+ h I

.3 (

(

P c

3y

0u + (1-0) x

0 u + (1-0)y

s S / X P cv /

p c
s s p cv

3_
3x (" 5) * fe (• g) (4.7)
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We have already noted (Section 3) the use of the ideal gas 
relationship which we write as

p = 5. pT (4.8)

It is also assumed that the viscosity is a function of temperature

y = y (T/T ) (4.9)o o
s sand that (p , cv, cv) are constants. The constitutive 

relationships for dps/d0, Xs, ys, k(0), k(0) have been 
discussed in Section 3.3. It is convenient to eliminate the 
gas velocity components vx, vy from this system of equations.
This can be accomplished by combining the momentum equations 
for the gas phase, (4.5) and (4.6), with the mass equation 
for the gas phase (4.2) and the mixture energy equation (4.7).
We obtain the transformed gas mass and mixture energy equa­
tions

3
8t (l-e)p (1-0)pux (1-0)pUy

3_ pk _3j3 + 9 pk 3p
3x y 3x 3y y 3y (4.10)

Thereby with (4.1), (4.3), (4.4), (4.8), and (4.9) and these
transformed equations (4.10), (4.11) we obtain a system of
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equations for the solution of 0, p, T, ux Uy. In general, 
numerical techniques are required to obtain solutions for 
such a complex system of equations; the present numerical 
model is introduced in the following paragraphs.
4.2 SUMMARY OF NUMERICAL METHOD

The numerical model involves a combined Eulerian- 
Lagrangian formulation which permits a calculation of both 
the large displacements associated with the gas motion as 
well as the histories of the solid particle locations. This 
character of the model leads to the use of two finite dif­
ference grids and is illustrated by the finite difference 
zones shown in Figure 4.1. The (x, y) space is divided into 
zones Ax, Ay by a conventional Eulerian grid which is fixed 
in space. Superimposed upon this grid is a large collection 
of Lagrangian particles which provide a grid for the solid 
phase. The representative solid particles move through the 
Eulerian grid as the calculation proceeds. These particles, 
which describe the average behavior of a large number of 
actual physical particles, carry the mass, momentum and energy 
of the solid phase. For the case of non-reactive flows, as in 
our present discussion, the mass associated with each particle 
does not change with time, but both momentum components and 
the particle solid temperature may change in accordance with 
the convective and diffusive terms of the relevant governing 
equations. The motion of these representative particles thus 
takes into account all solid advection effects.

For a particular time step, the positions of the solid 
particles are first changed by an amount (u • At), and the 
field variables assigned to the Eulerian grid are altered to 
reflect the new particle distribution. Then, the additional 
terms in the field equations for mass, momentum and energy 
conservation (viscous stresses, pressure forces, heat con­
duction, etc.) are taken into account using the Eulerian grid. 
Finally, the field variable quantities assigned to the repre­
sentative particles are changed to reflect the effect of these 
latter terms. This general procedure (or "time cycle") may 
be repeated as many times as desired, with each such repetition 
advancing the solution further in time. The use of a super­
posed Lagrangian grid of representative particles to treat 
advective effects avoids the computational "smearing" of 
field variables which occurs in purely Eulerian computational 
procedures.

The nature of the calculational cycle is indicated in 
the schematic diagram of Figure 4.2. The calculation occurs 
in three phases; the first of these involves the updating of 
the solidity 0 through the solution of the finite difference
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Figure 4.1. Eulerian/Lagrangian formulation of solid-gas 
motion with chemical reaction.

51



Stop?

Begin

Output?

Input
Output
Present
State

Update solid momentum, u

Update solid mass and solid 
pressure, Ps(0); move particles

Figure 4.2. Schematic of computational cycle for thermo­
hydrodynamic code.
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form of (4.1). This provides, as well, a definition of both 
the new solid pressure Ps(0) and the new particle positions. 
Then the new gas density, p, and temperature, T, are deter­
mined by simultaneous solution of Eqs. (4.8) through (4.11) 
in phase II. The gas pressure is obtained from the density 
and temperature. Finally, the solid momentum equations (4.3) 
and (4.4) are solved to determine the solid velocities ux 
and Uy in phase III. Given these new temperature and solid 
velocity fields in the Eulerian grid, the energy and momentum 
of the solid particles are updated according to the location 
of the Lagrangian particles in that grid. The local gas 
velocity may be calculated from the finite difference equiva­
lent of the gas momentum equations (4.5) and (4.6).

Let us consider, in some detail, the nature of the 
solid mass update in Stage I. This will provide an insight 
into the structure of the numerical procedure and will also 
illustrate some of the conceptual aspects of this model.
Each Lagrangian particle is, again, representative of a large 
number of actual physical particles which comprise the solid 
phase. Within this context we note the usual finite difference 
approximation. That is, in the limit, as the finite difference 
zone (in this case the Lagrangian particle size) becomes 
smaller the finite difference approximation becomes a more 
accurate representation of the particle dynamics. These 
Lagrangian particles have, for Cartesian geometry, a rectangu­
lar shape and an "area". This "area", associated v/ith each 
particle, is such, that at the initial solidity 6 = 00, the 
sum of the particle "areas" will exactly fill the area of the 
Eulerian grid zone in question. The rectilinear shape and 
area of these Lagrangian particles does not, of course, af­
fect the physical representation of particle size distribution 
and shape which is inherent in the constitutive equations for 
the solid phase. These geometric aspects of the representative 
particles are merely artifices which are part of the finite 
difference accounting procedures.

The solid mass update, or calculation of 0, at tn+l = 
tn + At, is based upon two prerequisites. First we calculate 
0 based upon the solid velocity field u£, u^) at tn. Second, 
we implicitize the effects of solid compaction waves occurring 
because of the presence of the solid pressure term d/d0 [0f(0)] 
30/3x in the conservation of solid momentum (c.f., Eqs. (4.3) 
and (4.4). Consequently, we write the conservation-of solid 
mass (4.1) as

en+1 - en
At

3_
3x [ 0u ] x

n+1 3_
3y [ 0u n+1 (4.12)
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where, for example, we define the x direction mass flux con­
tribution as

[0u n+1 [6u ]n + At x
9_
91

n+1
(4.13)

The last term in this equation (4.13) can be evaluated, 
within the finite difference approximation, through recourse 
to the momentum equation for the solid phase (4.3). Speci­
fically, we retain the solid pressure term to provide the 
implicitization and also include gas pressure and gravita­
tional effects for completeness. This yields the definition

jrr 0U9t x
n+1 = ±_j

Psi
9P
9X ps6g. n PS(0 n+1

(4.14)

With these relationships (4.13) and (4.14), and corresponding 
equations for the y-direction mass flux contribution, are used 
in (4.12) we have

en+1 - en
Zit

9_ n 9_
9x DUx 9y

At 9
P„

9_P
9x

ps0g

0u

X

n

At 9__ 
Ps ay W “ p

n

At 992 PS(0) n+1 , At a2 PS (9)
9x2 °s 3y2 .

(4.15)

The 0 distribution is updated in two steps. First, 
the convective influence, based upon the particle velocities 
at tn, represented by the first two terms on the right hand 
side of (4.15), is calculated. This provides a first approxi­mation to the value of 0n+l. During the particle motion the 
total mass flux across each zone interface, due to displace­
ment, is recorded. Once all particles are moved, the fluxes 
for each zone interface are known and, if necessary, various 
flux corrections are imposed. Then the influence of the re­
maining terms in (4.15) are accounted for, using the donor 
cell technique. The resulting system of equations is reduced 
to a sequence of one-dimensional problems by the iterative 
Alternating-Direction-Implicit (ADI) method. The individual 
one-dimensional passes are nonlinear because of the nature
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of (4.15) and consequently they are solved by an inner 
"nodule" which, itself, has an iterative character. This 
process yields new values for the "solid pressures" (Ps) 
in each Eulerian zone. With the completion of this step, 
the particle positions are corrected to account for the 
fluxes associated with mass redistribution in this second 
step of the 0 calculation. A final "census" of the 
particles at these corrected locations, together with 
values of 0 appropriate to the "area" of the particles 
completes the update of 0 and solid mass.

The Stage II update of temperature and gas density 
and the Stage III update of solid momentum require the solu­
tion of equations containing diffusional terms which reflect 
the influence of the Darcian flow of gas, the conductive 
flux of heat, and the viscous shear stresses in the solid 
phase. This is evident in the simultaneous solution of
(4.10) and (4.11) in Stage II and in the simultaneous solu­
tion of (4.3) and (4.4) in Stage III. The solution of these 
equations is also accomplished in multiple steps analogous 
to the Stage I update of solid mass. That is, we explicitly 
account for the convection of energy and momentum of the 
solid phase through the motion of the Lagrangian particles 
and we utilize iterative implicit methodology to treat the 
influence of the diffusive mechanisms.

The numerical code includes a very general capability 
to treat a variety of boundary conditions which are appro­
priate to gasifiers. For example, this capability can be 
used to represent solid walls, distributor plates, open ducts 
and screens; this is possible through boundary conditions 
imposed upon the variables 0, p, T, ux and Uy. Since any 
face of any Eulerian zone may be designated as a boundary 
of any of these types, considerable generality as to problem 
geometry is available. In the following section we will 
illustrate, through sample calculations, some aspects of 
the numerical modeling of fluidized bed phenomena.
4.3 NUMERICAL CALCULATIONS AND VERIFICATION OF CONSTITUTIVE

EQUATIONS
The numerical formulation described in Section 4.2 

has been used to develop two codes for fluidized beds. These 
codes represent, respectively, flows in one and two spatial 
dimensions. The former code has been designated primarily 
as a "testbed" to examine numerical methodology and to also 
model simple fluidized bed experiments. For example, experi­
mental flows up to the regime of incipient fluidization are 
approximately one-dimensional in character. In the following 
paragraphs we discuss some sample calculations obtained from
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the one- and two-dimensional codes and we also present a 
brief comparison of the code calculations with measurements.

A schematic of a typical one-dimensional calculation 
is shown in Figure 4.3. In general, we wish to examine 
the relationship between flow rate, pressure drop and bed 
expansion for such a case. Of course, it is not possible 
to model the multidimensional effects associated with bubble 
formation and the subsequent interactions of bubbles with 
the one-dimensional code; however, most aspects of the flow 
field prior to bubble growth can be represented in such a 
calculation.

For example, we have used this one-dimensional code 
to model the anthracite fluidization experiments of Leva, 
et al♦, 1951. In those experiments air was used to fluidize 
beds of anthracite particles, with different weight-size 
distributions, for a range of air flow rates. The data are 
particularly interesting from a modeling viewpoint because 
the calculation must include the definition and utilization 
of shape factors and mean particle diameters. The weight 
size distributions for two of Leva's experiments are shown 
in the upper half of Figure 4.4. We use a mean particle 
diameter defined as

where Xj_ is the mass fraction of particles of diameter dj_. 
This particle diameter together with a shape factor* based 
upon the measurements of Leva, was used in the constitutive 
equations (c.f.. Section 3.3) for the present model.

A comparison between the calculated and experimental 
pressure drop-Reynolds number relationship is shown in the 
lower half of Figure 4.4; the Reynolds number is based upon 
a particle diameter obtained from the sieve ratings Dp 
(c.f.. Leva, et al., 1951) and the superficial gas velocity,
V. These curves have an initial slope of approximately 
unity and, then, at fluidization, when the pressure drop 
balances the gravitational effects, the slope is approximately 
zero. The agreement between the calculation and the measure­
ment is rather good, providing a verification of the drag

We use the definition of the shape factor as the ratio of 
the area of a sphere equivalent to the volume of the parti­
cle divided by the actual surface area of the particle.
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Schematic of one-dimensional calculation/experi­
ment.
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MODIFIED REYNOLDS NUMBER pVDd/m

Pressure Drop-Reynolds Number Calculations Compared to 
Anthracite-Fluidization Data
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(e) 0.0121

0.0220 0.794 0.50
0.0098 0.588 0.44

Figure 4.4 One-dimensional calculation of Leva, 
[1951] experiments on fluidization of 
anthracite beds.

et al.
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coefficient, B($), (or permeability relationship, K (<}>)) 
and also a partial verification of the elastic modulus G(<{)) 
(c.f.. Section 3.3). For example, if the elastic modulus 
in the model was not "stiff" enough, there would be a 
slumping of the bed which would give a different slope to 
the calculated curves.

A further evaluation of the constitutive equations 
being used in the model is illustrated in Figure 4.5, where 
one-dimensional code calculations are compared with experi­
mental measurements. The curve presents a correlation between 
Reynolds and Galileo numbers for the' prediction of minimum 
fluidization velocity; this correlation was developed by 
IGT. Numerical calculations, indicated by the large asterisks, 
are in good agreement with that correlation. Again this agree­
ment tends to verify the drag coefficient formulation B(<p) in 
the model.

A more extreme flow condition is that associated with 
the porosity measurements of Bakker and Heertjes, 1960, where 
time averaged porosity distributions in air-fluidized beds of 
glass beads were measured and related to gas flow rates. These 
data were for regimes which included bubbling beds. While such 
regimes are not really one-dimensional, it is of interest to 
determine if global aspects of fluidized bed behavior, such 
as bed height changes, can be inferred from the one-dimensional 
calculations. To that end we modeled one of the experiments 
of Bakker and Heertjes in the manner indicated earlier in 
Figure 4.3. A computer plot of time-averaged porosity dis­
tribution in the bed at 2.1 secs after the start of the cal­
culation is shown in Figure 4.6. Such a time average does 
not, of course, show the instantaneous porosity distribution 
in the calculation, but instead represents the averaged expan­
sion of the bed due to bubbling phenomena. That time-average 
porosity is seen to be rather uniform for some distance in the 
bed and then it rapidly increases to unity (no solids). In 
a physical sense, the flat portion of this curve indicates 
the main region of the expanded bed while the rise to unit 
porosity indicates a region where particles are lofted in an 
underdense region above the bed. The instantaneous state of 
the bed is, of course, more chaotic, as can be understood 
from the gas pressure distribution at 2.1 secs shown in Fig­
ure 4.7, where the high pressure is at the distributor plate 
to the left and the low pressure is at the exit plane to the 
right of the figure. In that figure the regions with no pres­
sure drop indicate bubbles which are propagating through the 
bed. There is a linear pressure drop in the dense or emulsion 
region of the flow field. From the calculation of mean poros­
ity in Figure 4.6 we can define bounds on the expanded bed 
height; the lower bound is the knee of the porosity distribu­
tion while the upper bound is the height at which this
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velocity.
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distribution goes to unity. A comparison of this calculation 
with experimental data is shown in Figure 4.8; the specific 
measurements of Bakker and Heertjes [1960] for bed height 
are shown in the upper half of the figure as a function of 
flow rate. The calculation, indicated by the bracket, is 
in good agreement with that data. We have also compared the 
same calculation with a correlation of bed expansion from 
Matsen, et al. [1969], for slugging beds shown in the lower
half of the figure. That correlation relates the ratio (bed 
height/bed height at minimum fluidization) to a parameter 
which involves the superficial velocity V, the superficial 
velocity at minimup fluidization, VMp, and bubble velocity 
Vg ^ 0.35 (g Dbed)'2. Since the one-dimensional calculation 
in the bubbling regime is like a slugging bed, it is of 
interest to note the agreement between the calculation and 
the correlation. A comparison of the code results with data 
such as shown in Figure 4.8 provides a partial verification 
of B ($) , ■ G (<)>) , AS(({>), and us(4>) (c.f.. Section 3.3).

4.4 PARAMETRIC TWO-DIMENSIONAL NUMERICAL CALCULATIONS
Fluidized bed processes are dominated by multidimen­

sional phenomena such as bubble motion, solids recirculation 
and surface waves. Several preliminary parametric calcula­
tions have been performed, with the two-dimensional numerical 
code, to study bubble formation and evolution in a shallow 
bed. The geometry of these problems is shown in Figure 4.9; 
we consider a planar bed, infinite in the lateral dimension, 
which is 32 cm in height. This bed consists of spherical 
glass particles, 860 microns in diameter. The air flows, at 
a prescribed and constant rate, through orifices in the dis­
tributor plate which are separated by 32 cm. Above the 
initial bed height is a free-board region of 24 cm topped by 
a screen, impermeable to the solid particles. Atmospheric 
pressure acts on the gas flowing through this screen. We 
assume that the initial state of the glass particles is at 
rest with a porosity of 0.50; at time t = 0, the gas flow is 
initiated.

Because of the symmetries of this boundary initial 
value problem it is only necessary to consider the flow field 
between two vertical planes perpendicular to the plane of 
the figure. One plane bisects an individual orifice; the 
second plane bisects the lateral distance between two of the 
orifices. For the sake of illustration this quadrant of flow 
can be unfolded to encompass the region shown in Figure 4.9, 
which includes one and one-half orifices. It is that region 
which will be examined in the subsequent discussion and re­
lated figures.



(MV) 10^ (g cm/sec)

Ah as a function of bed weight * FLUIDIZATION velocity, 
Bakker and Heertjes (1960),

(v-vmc)/0.35(gD)

Bed height for slugging fluidized bed, as a function
OF SUPERFICIAL VELOCITY V, AND BUBBLE VELOCITY Vg,
Matsen, et al, (1969),

Figure 4.8. Calculated bed height, based upon mean porosity 
distribution compared with data.

64



Screen (gas outlet): Pressure = 1 bar
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Region
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32 cm WB**?.—^ Ln “ v' ir

t t t i t t
Prescribed Constant Flowrate Gas Inlets (All Identical)

INITIAL CONDITIONS: GAS PROPERTIES: BOUNDARY CONDITIONS:
System at rest
Interior gas pressure = 1 bar 
Interior temperature = 0°C

Type — Air 
Molec. Wt. = 29 
Specific heat = 0.167 cal/g-°C 
Conductivity = 573 cal/cm-0C 
Viscosity = 170.8 micropoise

SOLID PROPERTIES:
Type — Spherical glass beads 
Particle diameter = 860 microns 
Density = 3 grams/on^
Ambient packing porosity = 50%
Specific heat = 0.167 cal/g-°C 
Conductivity = 2><10_3 cal/g-°C 
Effective shear (bulk) "viscosity" = 10(20) poise

Upper boundary:
Gas pressure = 1 bar 
No solid transfer 

Lower boundary:
Impermeable (except at inlets)
No solid transfer 

Inlet flow turned on at t = 0 
with T = 0°C gas at various flowrates

INLET FLOWRATES; 
Problem Mass Rate

A 12.2 g/sec-cm 
B 13.6 g/sec-cm 
C 15.0 g/sec-cm

Average Gas Velocity
295 cm/sec 
328 cm/sec 
361 cm/sec

Figure 4.9 Boundary value problem for two-dimensional calculation of shallow 
fluidized bed.



Let us consider the flow rate for the problem designated 
by B in Figure 4.9. This flow rate is sufficient to produce a 
sequence of bubbles at the orifice leading to classical pat­
terns of solid recirculation in the bed. This history of 
bubble evolution is shown in Figure 4.10, beginning with the 
quiescent state at t = 0 in Figure 4.10a. The black symbols 
in the figure indicate the location of the Lagrangian parti­
cles which represent the solid phase in the gas-solid mixture.
A large bubble forms at the orifice and rises from that ori­
fice approximately 0.6 sec (Figures 4.10b - 4.10g) after the 
gas flow is initiated. Simultaneously, gas diffuses through 
the dense emulsion region from the bubble. As the bubble 
grov/s and rises from the orifice it produces a significant wave 
pattern at the free surface of the bed of particles. This is 
shown by the solid particle displacements at the surface. As 
the bubble approaches the surface in Figures 4.10h - 4.10k, 
the interaction culminates in a complete collapse of both the 
bubble and the free surface with gas in the bubble completely 
diffusing through the bed and passing through the free-board 
region. A second bubble develops at the orifice at t = 1.1 
secs in Figure 4.101 and rises to the surface of the bed in 
Figures 4.101 to 4.10p; we note the development of a third 
bubble at t = 1.5 secs, shown in that latter figure. The 
pattern of solid particle convection and recirculation in 
this boundary value problem can be best understood by intro­
ducing a "darkened" layer of glass particles at the base of 
the bed and observing the displacement of those glass particles 
during the bubble evolution. This displacement is shown 
through the time sequence of Lagrangian particle locations in 
Figure 4.11. The flow pattern is identical to that in the pre­
vious Figure 4.10 but we can now observe the marked particles. 
During the time interval 0 to 1.1 secs, a single gas bubble 
has formed at the orifice and has risen to the surface of the 
bed. This gas bubble convects solid particles both in its 
wake and also in a thin circumferential region around the 
bubble (in a deeper bed these latter particles would likely 
rain through the bubble and be convected in the wake). The 
entrainment of these particles is clearly shown in the trail 
at time t = 1.1 secs; this wake has the classic pattern ob­
served in many two-dimensional fluidized bed experiments (c.f., 
Davidson and Harrison, 1971).

The gas flow rate has a strong influence upon the forma­
tion and evolution of bubbles in this shallow bed. A compari­
son of the flow fields for the three problems A, B and C is 
shown in Figure 4.12; again the flow rate in problem B is 
the intermediate case which leads to the formation of a suc­
cession of bubbles at the orifice. These bubbles, as pre­
viously shown in Figures 4.10 and 4.11, rise to the free sur­
face of the bed and produce a dramatic pattern of surface 
waves as they diffuse through the free surface. If the flow
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Figure 4.10a. Time history of bubble evolution in a two-
dimensional bed. Problem B.
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t = 0.4 sec t = 0.7 sec t = 1.0 sec

PROBLEM

Figure 4.12. Effect of inlet gas flow rate on behavior of 
fluidized bed.
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rate is reduced to that in problera A then the bubbles torn 
at the orifice but rapidly decay as the gas in the bubbles 
diffuses into the surrounding dense (or emulsion) regions.
This is illustrated in the upper time sequence of flov; 
patterns in Figure 4.12. Conversely, if the mass flov; rate 
is too large (problem C) then a "spouted" condition develops 
with severe channelization occurring in the fluidized bed.
For that case we only show the early time behavior in the 
lower time sequences of Figure 4.12. In the later phase of 
that flow the solid particles interact with the impermeable 
(screen) boundary at the top of the figure.

These parametric calculations illustrate some of the 
immediate applications of the thermohydrodynamic code: namely, 
the study of solids convection as a function of flow rate, 
bed geometry and solid particle properties. From such cal­
culations it is also possible to obtain space and time distri­
butions of pressure, temperature, gas velocity and composition 
and with- such distributions, define the gas flow field in the 
bed.
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SECTION 5
CHEMISTRY MODEL

In this section we discuss the development of a com­
puter model representing the chemistry appropriate to coal 
gasification processes. The research described herein and 
in the following Section 6 comprised Task Area 04 which has 
been summarized in Section 2.

5.1 FIRST YEAR OBJECTIVES
The research effort in gasification chemistry involved 

the formulation of models for coal chemistry and the incorpora­
tion of this chemistry in a homogeneous reactor model. This 
reactor model provides a test bed for the chemistry in a simple 
flow environment. Further, when the chemistry is incorporated 
into the thermohydrodynamic computer model during the second 
year of this program, subroutines in this homogeneous chemical 
reactor model can be directly used. A particular version of 
the homogeneous reactor code, which incorporates the chemistry 
and kinetics appropriate to the CC>2 acceptor process, was 
developed. This code, based upon the assumption of locally 
uniform spatial distributions of solid particles, gas composi­
tion and thermodynamic properties, represents the gasification 
processes in a single computational zone in the finite difference 
computer model of a reactor. Alternatively, it can be used to 
represent the complete reactor during homogeneous operation; in 
the latter mode, with gas and solid feed rates appropriate to the 
Conoco Rapid City Pilot Plant, the code has been used to calcu­
late the startup and time-dependent evolution to steady state of 
the CC>2 acceptor process. The calculated exit stream flow rates, 
exit stream compositions and reactor materials inventory, at 
steady state, are in very good agreement with both direct mea­
surements and estimated data from the pilot plant.

It should be realized at the outset that the chemistry 
code, when used as a one zone or homogeneous model of a 
reactor, can only be expected to predict reactor performance 
with limited precision because the role of inter and intraphase 
transport is not properly treated. Indeed, one of the main 
reasons for developing a combined chemistry-thermohydrodynamic 
reactor model is to make it possible to assess the role of 
these transport mechanisms in real systems. Despite this 
limited expectation, we have been able to produce computed 
results which are in good quantitative agreement with measure­
ments at Rapid City. That is to say, the computer model has 
been successful beyond reasonable expectations. Even in those 
few cases of data where agreement is less good, we have been 
able to account for the discrepancies between calculation and 
measurement on the basis of minor systems effect which the
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model could include, but which it does not include in its 
present form. When we consider that the CC>2 acceptor process 
is chemically more complex than most proposed gasification 
processes, the results of our first year's work lead to the 
expectation that the chemical part of the model for any gasi­
fication process to be considered in this program can be 
dealt with accurately and precisely. At the same time, we 
should introduce a note of caution: the chemical processes 
occurring in any gasification scheme are complex. To date, 
only partial studies exist for many of the basic processes 
which occur. Our results suggest some insensitivity of sys­
tems performance, both computed and measured, to the precise 
values of many parameters. However, there remains the pos­
sibility that for some specific cases yet to be encountered, 
there will be parameters not yet subjected to experimental 
determination which impact significantly upon performance.

We will describe the chemical model in terms of a 
sequence of basic processes which occur during gasification. 
For each basic process, we will consider its role vis-a-vis 
the CO2 acceptor process in somewhat greater detail. We 
will indicate in general terms the construction of the com­
puter program which results from this model, although we will 
not trouble the reader with details of programming. It is 
worth noting, however, that proper execution of these details 
is critically important if the program is to function suc­
cessfully and economically. In the latter regard, the program 
is still in a state of evolution, and its final form has not 
been reached. Nevertheless, it already is at a point where 
extensive parametric study can be carried out at very little 
computer cost.

5.2 GENERAL DESCRIPTION
The objective of the homogeneous reactor model is to 

predict the dynamic, i.e., time evolving, variation of chemi­
cal composition of the contents of the reactor as well as the 
physical variables, pressure and temperature. In general the 
causes for composition variation will be the following:

1. Mass increase due to feed streams.
2. Mass decrease due to exit streams.
3. Chemical reactions between species within 

the reactor.

87



5.2.1 Feed Streams
The character of the feed streams depends upon the 

particular process. Broadly speaking, there will be solid 
feed streams of coal, lignite, or char; and in the special 
case of the CO2 acceptor process an acceptor feed stream. 
There will also be gas feed streams, which in the main may 
consist of hydrogen, steam, air, oxygen, or combinations 
thereof depending upon the particular process. There may 
additionally exist minor feed streams of other gases which 
enter the system via purge lines or other sources. For 
example, in the CO9 acceptor process, small amounts of a 
CO2-N2 mixture enter the reactor this way.

5.2.2 Recycle Streams
A rather special type of feed stream which may enter 

the reactor is a recycle stream in which part of the product 
gas from the reactor is returned to the reactor. Such return 
may occur either prior to or after process changes applied to 
the exit stream. Such process changes may involve changes in 
temperature, pressure, or composition. For the C02 acceptor 
process, for example, approximately 23 percent of the dry 
product gas produced in the reactor is recycled to the reactor. 
Unlike "ordinary" feed streams, the composition, temperature, 
and pressure of a recycle stream is not fixed by controls 
external to the reactor itself. Instead, for a recycle stream 
these variables are dynamic functions of the state of the re­
actor itself and will, accordingly, be modeled in the code on 
that basis.

5.2.3 Exit Streams
The chemical composition of the exit stream will vary 

dynamically in proportion to the dynamic variation of the 
composition at the zone containing the exit orifice. For a 
homogeneous or single zone model, this composition is assumed 
to be the same as the composition within the reactor.
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5.2.4 Chemical Reactions Between Species Within the Reactor

The rates of change of the amounts of the various 
chemical species which occur in any reactor is the subject 
of the science of chemical kinetics. Many variables influence 
these rates. For solids, important variables include surface 
area, porosity, and temperature. For gases, important varia­
bles include gas partial pressures or densities and temperature 
Of additional importance is the presence or absence of catalyst 
since many reactions between gas species actually occur through 
the intermediary of surface reactions on catalysts.

Except for some trivial exceptions, it is not possible 
to make a priori prediction as to the rate of any chemical re­
action under any given set of conditions. It is necessary 
instead to make experimental measurements of these rates, and 
to correlate these measurements with important variables using 
fundamental concepts of chemical kinetics as a guide. To our 
knowledge, exhaustive measurements do not exist for any of the 
reactions critical to coal gasification. Fortunately, however, 
a sufficient body of data exists so as to enable us to esti­
mate the parameters of the correlations between rates and 
important variables for the critical reactions of coal gasifi­
cation. The estimation of these rates is a matter of some 
importance, since errors in these estimations will be reflected 
by errors in computed predictions of gasifier product composi­
tions. We shall discuss at some length the estimation pro­
cedures we have used to date for the CO2 acceptor process.

To illustrate this one zone calculation of a reactor, 
consider Figures 5.1 and 5.2. Figure 5.1 is a scale sketch of 
the gasifier presently being operated by Conoco Coal Develop­
ment Company at Rapid City, South Dakota. The sketch indi­
cates the basic vertical dimensions of the reactor, and the 
levels at which various feed and exit streams enter and leave. 
The product gas exit stream passes out, along with unreacted 
steam, via the cyclone shown near the top of the reactor. The 
dipleg from the cyclone returns char fines to the bed, so that 
it is in effect a recycle stream. In the model as presently 
developed, this recycle aspect of the cyclone has been ignored,
i.e., the char passing through the cyclone is regarded as 
still being part of the char inventory of the reactor. The 
small inventory of char within the cyclone and dipleg at any
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time renders this an excellent approximation. At the same 
time, the cyclone also is an exit for char since a fraction 
of the char which enters it does not return to the reactor 
via the dipleg, but instead passes out the system with the 
product gas. Thus, in fact, there are two exit streams for 
char in the pilot plant. In the one zone chemical model we 
have allowed for only one char exit stream, the total output 
of which represents the sum of the two physical exit streams.

In the one zone model we have developed, the flows are 
simplified and schematized as shown in Figure 5.2. There is, 
however, no physical separation of the flows; instead the 
feed and exit streams distribute mass homogeneously through­
out the reactor.
5.3 CHEMICAL REACTIONS

The chemical reactions which occur in a specific pro­
cess are to some extent peculiar to that process. Nonethe­
less, we can classify these reactions in broad terms, and 
then pick out from these classes the particular reactions 
which occur in a given process. The appropriate classes are 
as follows:

1. Devolatilization of Feed Material
a. Formation of heavy molecules
b. Formation of light molecules

2. Rapid Rate Methanation of Feed Material
a. Methanation by reaction with hydrogen 

from the gas phase
3. Low Rate Gasification of Devolatilized Feed Material

a. Reactions with steam
b. Reactions with hydrogen
c. Reactions with other gases

4. Reactions of Gaseous Species with Each Other 
(Catalyzed by Solids Present)
a. Water gas shift reaction
b. Methane-steam reforming reaction
c. Other reactions

5. Decomposition Reactions of Gaseous Species
a. Cracking of heavy molecules to light molecules
b. Cracking of methane
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6. Reactions of Gas Molecules with Feed Material or 
Devolatilized Feed Materials
a. Absorption of acid gases by ash

7. Reaction of Gas Molecules with Acceptor 
a. Absorption of acid gases by acceptor

8. Oxidation of Feed Material or Devolatilized Feed 
Material
a. Combustion reactions

We will discuss briefly these reactions, with stress on 
those of particular interest for the CO2 acceptor process.
5.3.1 Devolatilization of Feed Materials

These reactions consist of partial decomposition of 
the "molecules" constituting the raw feed materials, leading 
to the formation of a variety of gaseous substances and a 
residual solid char. The products formed in these reactions 
can cover a wide range, with the amounts of the various 
species which are produced dependent upon many variables: 
coal type, pretreatment, heating rate, maximum temperature, 
pressure, etc. Roughly speaking, lower temperatures lead to 
the production of heavier molecules and higher temperatures 
lead to the production of lighter molecules, primarily be­
cause of the tendency of larger molecules to crack under con­
ditions of elevated temperature. A recent review (Anthony 
and Howard, 1976) discusses the subject of devolatilization, 
and provides references to many studies. For purposes of 
modeling, it is impractical to consider all of the ramifica­
tions of devolatilization, mainly because the potential list 
of products is too extensive. Furthermore, despite much ex­
perimental work, a complete characterization of the products 
of devolatilization in terms of the independent variables 
listed above is not available. It is, therefore, a practical 
necessity to restrict consideration to those products of de­
volatilization where more complete information exists. We 
have, therefore, limited our model, at least for the present, 
to representing devolatilization as yielding the following 
set of gaseous products: H2, H2O, CH4, CO, CO2, N2/ H2S.
For many processes, including the CO2 acceptor process, such 
a list is reasonably adequate. For one thing, the tempera­
ture at which devolatilization occurs can be substantially 
identified with the operating temperature of the reactor, 
which is in the neighborhood of 1085°K (1500°F). This tem­
perature is sufficiently high so as to lead to the rapid 
decomposition of larger organic molecules. For another
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thing, analytical data on product stream content of other 
species is unavailable* so that no basis for comparing the 
model with experiment exists for other species. As a third 
point, pilot plant and laboratory measurements indicate 
that other species exist only at low concentrations, so that 
little error is introduced by omitting them.

For processes other than the CO2 acceptor process, 
some modifications of the above list may be needed. Other 
species which one might contemplate including in the model 
would be NH3, COS, C2H5, NO, SO2, O2, depending on the par­
ticular process. In its present form the model does not 
allow for these species. However, during the first half 
of the second year of the program, changes will be made in 
the program so as to allow the user to specify the inclusion 
or exclusion of a wide range of species, both from among 
those listed above and others as well. Whether or not in­
clusion of lesser species can be part of a model program 
which can be implemented in practice would depend upon the 
availability of kinetic data on rates of formation of such 
species. Little such data seems to be available. It is 
possible, of course, to consider minor species from the point 
of view of their thermodynamic stability, and options to do 
so might be made part of the program if it later proves 
desirable.

The process of devolatilization can be characterized 
partially in terms of stoichiometry. To achieve this, we 
describe a coal or lignite feed material in terms of an em­
pirical chemical formula

Coal = CaHsOYN{SEA

where a, 6, y, 6, e, indicate the number of gram-atoms 
("moles") of each of these elements contained in a unit mass 
of material.** The letter A in the formula serves as a re­
minder that in addition to the indicated elements the coal 
contains a certain amount of ash per unit mass. For a 
specific coal, the numerical values of the coefficients a,
B, y, 6, e, are determined by ultimate analysis of a speci­
men of the material.
* NH3 is an exception to this statement.
**The ash (A) always contains oxygen, and often contains sul­

fur. The subscripts y and e refer only to that part of 
the oxygen and sulfur which are not retained in the ash 
during devolatilization.
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Devolatilization leads to formation of a char which we 
similarly characterize by an empirical formula

Char = C >Hc .*0 «»N r >S >A a p y o e
The char denoted here, it should be emphasized, is that which 
forms promptly during devolatilization.* Subsequent gasifi­
cation of the char will lead to a continual alteration of 
the numerical values of these coefficients as the char is 
successively converted to residual ash. We also define the 
coefficients a", 6", y', 6', e' as the number of gram-atoms 
("moles") of these elements contained in that mass of char 
formed by the devolatilization of one unit mass of feed coal 
or lignite. The numerical values of these parameters could 
be obtained in the laboratory by an ultimate analysis of a 
devolatilized sample.

We can write a chemical equation for the conversion of 
feed coal to char:

C Hc0 N rS A -* C -H2 xO -N r »S ^A aByoe aSyoe
+ u"H2 + v"H20 + (e-e') H0S + i (S-6")N2 
+ wCO + xC02 + yCH4 (Rl)

It can be seen from reaction (Rl) that the production 
of H2S and N2 is fixed in terms of the ultimate analysis of 
the coal and char. For the other species, the coefficients 
u^-u, v'-v, w, x, and y are fixed in part by three elemental 
mass balances:
Carbon Balance

a=a'’ + w + x + y (5.1)
Hydrogen Balance

6 + 2u = 6" + 2(e-e0 + 4y (5.2)

Oxygen Balance
Y = Y^ + v" + w + 2x (5.3)

*We will use the term "fresh char" in referring to this 
material.
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These stoichionetric relations provide a system of three 
equations in five unknowns. Two additional relations must 
be provided in order to obtain a set of solvable relations.
One of these relations is closely connected to the subject 
of "rapid rate methanation", which we discuss next.
5.3.2 Rapid Rate Methanation

The conversion of coal to methane, both in the presence 
of and in the absence of ambient hydrogen, has been the subject 
of research going back to the work of Dent, et al. (1938), or
even earlier. A large number of papers discussing the subject 
are available, on the basis of which the following general 
statements may be made:

Devolatilization of coal leads to the formation of some 
methane. The amount of methane formed is influenced by the 
presence of hydrogen, with increasing hydrogen pressure favor­
ing increased methane production. At sufficiently high hydro­
gen pressure, conversion of substantially all of the coal 
carbon to methane is possible, although such pressures required 
are too high to be feasible commercially. The rate of produc­
tion and amount of methane produced also depends upon coal type 
and temperature.

Various authors have proposed molecular mechanisms for 
explaining the observed relation between methane production 
and hydrogen partial pressure. Although no unambiguous evi­
dence exists favoring any one mechanism over another, most 
mechanisms proposed in the literature to date lead to similar 
empirical relations between methane production and hydrogen 
partial pressure. Important summary discussions of this work 
have been provided both by Zahradnik and Glenn (1971),
Zahradnik and Grace (1974), and by Johnson (Pyrcioch, et al., 
1972; Johnson, 1974; Johnson, 1975). The consequences of these 
discussions indicate that a very useful way to correlate methane 
production and hydrogen partial pressure is by means of the 
relation

y = a (b (T) + b (T)
I 1 H. / 1 + b (T) P„3 (5.4)

where a and y are as defined in the chemical equation (Rl), 
Ph2 is the hydrogen partial pressure, and b1 (T), b2 (T), b3 (T) 
are empirical correlation parameters which are related to the 
fundamental steps in the gasification process (Zahradnik and 
Grace, 1974; Johnson, 1975). The latter parameters depend upon 
temperature and also on coal type. It is necessary, for a 
particular coal, to evaluate them by means of experimental 
measurements of methane formation at various pressures and 
temperatures.
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One important aspect of Eq. (5.4) must be discussed: 
First, the number of experiments performed to date for the 
purpose of determining the parameters b;(T), b2(T), and 
b3(T) is quite limited. Many coal or lignite types have 
not yet been studied, and of those which have, the ranges 
of pressure and temperature covered are narrow. Therefore, 
it may be the case with respect to a particular coal type 
that little data is available in the literature, and para­
meter values must be secured by estimation processes based 
upon related materials and similarity hypotheses. In point 
of fact this is exactly the case vie are faced with for the 
Velva (II.D.) lignite currently in use at the CC>2 acceptor 
pilot plant in Rapid City, South Dakota. It is useful to 
rewrite Eq. (Rl) in another form, in which it represents 
the sum of the process of devolatilization and rapid rate 
methanation:

C Ho0 NXS A + uH» -* C »0 a3Y<Se 2 agySe
+ u'H2 + v'H20 + (e-e") H2S + j (6-6") N2 

+ wCO + xC02 + yCH4 (R2)

This general form includes the possibility of ambient hydro- 
gent entering the rapid rate reaction, as it must in the 
general case.

All of the studies which lead to the evaluation of the 
constants b^(T), b2(T), ba (T) seem to have been done under 
conditions in which the ambient partial pressure of H2 is 
maintained constant, e.g., by using a flowing hydrogen stream, 
and a small coal sample mass. As a result, they provide no 
data on stoichiometry. Nonetheless, if we hypothesize that 
under reactor operating conditions not enough hydrogen is 
removed from or added to the vapor phase so as to change the 
hydrogen partial pressure to any significant degree, Eq. (5.4) 
provides a fourth equation to be adjoined to Eqs. (5.1) - (5.3). 
There then results a set of four equations in five unknowns, 
the unknowns now being u"-u, v", w, x, and y. There still re­
mains the task of finding a fifth equation in order to com­
plete the characterization of the combined processes of de­
volatilization and rapid rate methanation. Given a fifth 
equation, we would additionally be able to determine the net 
hydrogen consumed.

Little is available in the way of guidance in finding 
this fifth relation beyond the observation that product gases 
from gasification experiments frequently seem to be at or near 
water gas shift equilibrium. This is sometimes taken as
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suggesting that products of devolatilization themselves satisfy 
water gas shift equilibrium. This is difficult to verify, and 
in fact may not matter in the case where the water gas shift 
reaction occurs subsequent to devolatilization and rapid rate 
methanation, and at sufficient speed. The latter appears to 
be the case under the operating conditions at Rapid City, and 
is almost certainly the case in systems which operate at still 
higher temperatures (c.f.. Von Fredersdorff and Elliot, 1963). 
In our model, we have introduced the assumption that the ratio 
x/w of C02 to CO produced during devolatilization and rapid 
rate methanation is proportional to the ambient ratio of hydro­
gen to steam, i.e..

xPH,
WP = $K(T)

H2°
(5.5)

where PH2' pH20 are the ambient partial pressures, K(T) is the 
water gag shift equilibrium constant, which is a function of 
temperature, and 0 is a parameter, yet to be determined.
This relation, which is unproven but plausible, closes the 
equation system provided a value is chosen for $ (which is 
a dimensionless constant). To date, we have only calculated 
using $ = 1. The more rapid the subsequent water gas shift 
reaction, the less important is the choice of $. Results to 
date suggest that the choice of * is not likely to be 
important in the C02 acceptor process, but the importance of 
this parameter in models of other processes is an open ques­
tion at this time.

The result of the above analysis is that we can 
characterize the combination of devolatilization and rapid 
rate methanation in terms of "instantaneous" productions of 
H2, H2O, CH4, CO, CO2/ N2 an<3 H2S provided that we have 
values for the following variables: ultimate analysis of 
coal or lignite, ultimate analysis of char, partial pressures 
(instantaneous), estimates of the parametric variation of 
b1 (T), b2(T), b3 (T), the equilibrium constant K(T) (which 
is known on the basis of excellent available thermodynamic 
data), and an estimate or guess of $. It should be appre­
ciated that this means that these gas production rates will 
be dynamic functions of time as a consequence of the time 
variation of these parameters, although in the limit of a 
steady state they all will settle down to constant values.
5.3.3 Low Rate Gasification of Devolatilized Feed Materials

Studies of char gasification with a variety of gases 
have been the subject of numerous research studies, some of 
which date back a half-century or more. Principal reactions
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of interest in virtually all proposed commercial methods are 
those with steam and with hydrogen. Secondary interest can 
be attached to the reaction of char with carbon dioxide, 
leading to the formation of carbon monoxide

Char + CO^ t- 2C0 + minor species (R3)

However, in commercial processes the rate of this reaction 
is so low that it probably can be ignored. In our study of 
the CO;? acceptor process we did ignore this reaction, a step 
which is amply justified not only by its low rate but by the 
fact that for this process the ambient CO2 partial pressure 
is low.

The oxidation of char also can be thought of as a pro­
cess of gasification, but we prefer to consider it separately. 
We will refer to it in Section 5.3.8 below.

The reaction of char with steam is usually referred to 
as the carbon-steam reaction. Reports of studies of char 
gasification commonly write this reaction as

C + H20 I! CO + H2 , (R4)

viewing the char as carbon. At the same time, it is recog­
nized that char is more reactive toward steam than is pure 
carbon, i.e., either graphite or diamond. It also should be 
noted that the gasification of char is not a reversible re­
action, since carbon monoxide and hydrogen will not react to 
form a char of the same composition as that produced by de­
volatilization of coal.

We prefer to write the "carbon-steam" reaction in more
detail:

a B Y 0 e ' 2

+ a"CO + j 6"M2 + e'H2S

+ | (6"+2a"-2y"-2e") H2 + A (R5)

This form notes the irreversibility, and also treats correctly 
the stoichiometry of the nitrogen and sulfur. Kinetic studies 
of this process frequently express the rate of this reaction
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in terras of the fraction of carbon gasified per unit time. 
These studies correlate these rates vrith temperature, par­
tial gas pressures, char origin, and extent of previous 
reaction of the char. The authors usually interpret the 
derived correlations in terms of reaction (R4), but the form 
of the published correlations allows interpretation in terms 
of reaction (R5). We have adopted the latter as our standard 
procedure.

In a similar fashion, the reaction of char with hydro­
gen is frequently expressed as

C + 2H2 t CH4, (R6)

which fails to account for the fate of the hydrogen, oxygen, 
nitrogen, and sulfur species in the char. Here, too, it is 
not correct to write the reaction as reversible, since crack­
ing of methane does not lead to a solid material which is 
identical with the char produced by devolatilization of coal. 
We therefore adopt as a standard expression

Ca'VV1WA + (2“'+s'+Y'4B') H2

-► J 6"N2 + e"H2S + y'H20

+ a'CH4 + A (R7)

which is irreversible, and treats correctly the stoichiometry 
of all of the elements.

Studies of gasification of char in steam, hydrogen, 
and steam-hydrogen mixtures indicate that reaction (R7), 
if it occurs at all, is extremely slow. It turns out, in 
fact, that conversion of char to methane is strongly in­
fluenced by the presence of steam. It has been found in 
these studies that it is impossible to correlate methane 
production on the basis of reaction (R7) alone. As a conse­
quence, another reaction is introduced which is written as

2C + h2 + H20 Z CO + CH4 (R8)

It is not contended that reaction (R8) constitutes a real 
physical process. Instead, use is made of reaction (R8) as 
a surrogate for a complex of unknown processes, and kinetic 
data on methane production is correlated on this basis.
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Once more, we point out that reaction (R8) is not actually 
reversible, nor does it account properly for all elements 
of the char. We therefore have adopted the standard of 
writing reaction (R8) in the form

2C -N . >S +a 8 Y 6 e
+

+

(a'+2e'-8'+2Y'') H2 

(a.'-2y') H20 

cc "CO + a'CH4 + 6'N2 

2e"K2S + A. (R9)

Reactions (R5), (R7), and (R9) in combination then represent
the processes of gasification of char, with the production of 
CO, CH4, N2 and H2S, and with the production or consumption 
of H2 and/or H20. Specific expressions for the rates of these 
processes will be discussed in Section 6.
5.3.4 Reactions of Gaseous Species with Each Other (Catalyzed 

by Solids Present)
The most important reaction between gaseous species 

is the water gas shift reaction

CO + H20 t C02 + (RIO)

It is well-known that this reaction does not occur in 
the gas phase but instead occurs as a surface process upon 
catalytic surfaces. This reaction is of common use commer­
cially, and several studies exist on the kinetics of the iron 
oxide catalyzed water gas shift reaction. While none of 
these studies provides an unambiguous determination as to the 
mechanism of the reaction, or even as to its order with 
respect to the species, these studies do provide correlations 
between reaction rate, temperature, and gas phase partial 
pressure.

Most coal ash can be expected to act as a catalyst 
for reaction (RIO). The degree of catalytic activity of 
the ash cannot be determined a priori, so that in the absence 
of experimental measurements on the ash, a certain amount of 
speculation is needed in order to estimate the catalytic 
activity. In the case of the CC>2 acceptor process, using 
Velva (N.D.) lignite, and for many other processes as well, 
it is found experimentally that the product gas is at, or 
near, shift equilibrium. This, of course, provides a clue
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as to ash activity, in that it sets a lower limit to this 
activity. In the simulations of the CO2 acceptor process 
(c.f., Section 6), we have found that the assumption that 
ash is 0.5 percent as active as commercial catalysts is suf­
ficient to lead to the establishment of shift equilibrium 
in the product gas. Such an activity is not out of line 
with the known iron content of North Dakota lignites.

Another reaction of potential interest in gasifica­
tion is the methane-steam reforming reaction

CH4 + H20 CO + 3H2 (RID
The reverse of this reaction is employed in a reactor down­
stream of the gasifier in many proposed high BTU gasifica­
tion processes. Commercially, this reverse reaction is 
carried out in a reactor using a nickel catalyst. It is well- 
known that this catalyst is poisoned by H2S, so that great 
care must be exercised to remove H2S from the gas stream 
prior to its entering the methanation reactor. In a process 
such as the CO2 acceptor process, the product gas is found to 
have a methane concentration which corresponds to reaction 
(Rll) being shifted strongly to the left. It is possible to 
account for most of this methane on the basis of that pro­
duced during devolatilization, which indicates that reaction 
(Rll) proceeds slowly, if at all, in the gasifier. The pres­
ence of H2S in the gasifier is a virtue, in this respect, in 
that it likely would poison any material which might other­
wise serve to catalyze reaction (Rll). In developing our com­
puter program, we have allowed for the possibility of occur­
rence of reaction (Rll), but in all calculations done to 
date, we have "shut off" this reaction by taking its rate 
to be zero. Decision as to whether or not it can be similarly 
"shut off" in other processes will be deferred to such time 
as specific other processes are modeled.

A variety of other reactions between gas phase species 
can be contemplated. By way of illustration, hydrogen sulfide 
and carbon monoxide might react as follows:

CO + H2S t COS + H2; (R12)

nitrogen and hydrogen might react to produce ammonia:

N2 + 3H2 t 2NH3. (R13)
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Because reactions such as (R12) and (R13) produce 
species which are known to be minor constituents of the gas 
phase, it is sufficient for most purposes to ignore them 
completely. This is the point of view we have adopted to 
date. In the event that interest were to develop in esti­
mating minor species concentrations in our model, we are 
tempted to believe that equilibrium calculations would suf­
fice. Such calculations are much less expensive and faster 
on a computer than kinetic calculations, and use only 
readily available thermodynamic data as input, instead of 
harder to obtain kinetic measurements. Although thermo­
dynamic calculations are less accurate in their results than 
careful kinetic calculations, they would likely suffice to 
provide a general indication of the concentration levels 
achievable for minor constituents.
5.3.5 Decomposition Reactions of Gaseous Species

If gasification is carried out under mild conditions,
i.e., low temperatures, it is possible to produce a variety 
of heavy hydrocarbons. Under some circumstances these 
materials may condense as "tar" in cooler parts of a reactor. 
Such tars are difficult to characterize chemically in detail, 
since they consist of mixtures of many compounds. If it were 
to become necessary to model a process in which such tar were 
formed, considerable complication would ensue. It would 
probably become necessary to treat the tar empirically, in a 
manner similar to our treatment of char, by invoking the use 
of an empirical formula based upon ultimate analysis of the 
tar.

Under somewhat harsher conditions, such tar would 
undergo degradation to smaller molecules, possibly with the 
formation of a residual char. Under still harsher conditions 
such smaller molecules could crack to still smaller molecules, 
or undergo other conversion reactions. In the event where 
good data are available on the production of small molecules, 
such as C2Hg or NH3, during devolatilization, their inclusion 
in a kinetic program could be contemplated. Modification of 
the existing chemical program during Year Two of our project 
will allow for this possibility. This in turn would likely 
require the inclusion of cracking reactions, perhaps the 
simplest of which is

C2H6 + h2 ^ 2CH4 (R14)

A particular cracking process of possible significance 
is the reaction

CH4 £ C + 2H2 (R15)
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here written with C taken to represent 3-graphite. It is a 
frequent observation in experimental gasification studies 
(Dobner, et al., 1975) that the methane content of the product 
is thermodynamically unstable with respect to reaction (R15). 
Such in fact is the case in the CO2 acceptor process. This 
raises at least the formal possibility of the occurrence of 
reaction (R15). Whether or not it in fact occurs depends 
upon temperature and likely also on the existence of sur­
faces conducive to graphite deposition. In the latter re­
gard we speculate that once the process has been initiated 
by the formation of an initial layer of graphite,* further 
reaction proceeds easily. That is to say, the critical step 
in thermal cracking of methane may be in the formation of 
condensation nuclei. In the case of the CO2 acceptor process, 
the temperatures appear to be too low for reaction (R15) to 
occur. Processes at more severe conditions may require con­
sideration of this reaction. Programming modifications to 
accommodate this process will be undertaken in Year Two of 
the project.
5.3.6 Reaction of Gas Molecules with Feed Material or 

Devolatilized Feed Material
The most obvious reactions falling into this relatively 

minor category are the absorption of CO2 and/or H2S by lime
components of: ash:

CaO + C°2 -><- CaC03 (R16)

CaO + CN
K -> CaS + H20 (R17)

CaO + S°2 ->-t- CaSO^ (R18)

CaO + so2 + i 02 ; CaS04 (R19)

Reactions (R16) and (R17) are of definite occurrence in the 
CO2 acceptor process, v/here the lignite ash has a high con­
tent of CaO. Reactions such as (R18) and (R19) could occur 
in the combustion region of a steam-oxygen process, following 
initial conversion of coal sulfur into SCU.

At present, our model does not include any reactions 
of the type exemplified by reactions (R16) - (R19). Pro­
gramming modifications could be carried out so as to include

It is perhaps more appropriate to use here the word "carbon" 
instead of "graphite", as the deposited solid might well con­
tain enough impurities to have a less definite structure than 
graphite.
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them if sufficient interest were to develop. There is, of 
course, some question as to the availability of kinetic data 
for absorption by ash which would have to be resolved prior 
to realistic inclusion of these reactions. Based upon the 
availability of data on similar reactions by acceptors, it 
would appear possible to develop reasonable kinetic expres­
sions for these reactions.
5.3.7 Reactions of Gas Molecules with Acceptor

The reactions (R16) - (R19) listed above also apply 
to the absorption of these gases by acceptors. It should be 
understood that the actual sorbent may not simply be CaO, 
but can be a more complex species, such as half-calcined 
dolomite Mg0*CaC03 or fully-calcined dolomite MgO*CaO.

Reaction (R16) is one of the key reactions of the CO2 
acceptor process, and has been the subject of kinetic investi­
gations which we will discuss in Section 6.4. Although the 
correlations are not as detailed as we might like, they appear 
to be more than adequate for modeling the CO2 acceptor process.

Reaction (R17) has been discussed in the literature 
(Ruth, et al., 1972; Abel and Fisher, 1975), and some kinetic 
information is available. Interestingly enough, when the 
sorbent is fully calcined dolomite CaO*MgO instead of CaO, 
the reaction is very slow; but following sorption of CO2 to 
form CaC03*Mg0 [c.f., reaction (R16)], subsequent conver­
sion to CaS*MgO with elimination of CO2 is rapid. The 
model at present does not allow for sorption of H2S, al­
though it would not be difficult to add this process to the 
model.

With respect to reactions (R18) and (R19), many kinetic 
studies are available. Most of these stem from the potential 
commercial importance of these processes as means for removing 
SC>2 from combustion effluent streams. The consequence of this 
is that a fairly good understanding of the kinetics of these 
processes can be obtained from the literature, so that their 
inclusion in the model is possible. At present, however, they 
are not included in the model.*
5.3.8 Oxidation of Feed Materials or Devolatilized Feed 

Materials
We indicated earlier that oxidation processes could be 

thought to be a special case of gasification processes, but 
that we preferred to think of them separately. Oxidation steps 
do not occur in the CO2 acceptor process, and therefore are not
*They do not occur in the CO2 acceptor process.
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presently included in the model. It clearly will be necessary 
to add them in order to apply the model to steam-oxygen gasi­
fication processes. It would appear to be quite straight­
forward to represent the combustion of coal by the expression

C Hfl0 N rS A + 4 +
a 3 Y o £ 2 2

a+j( B-Y+<5+<$ +6 )+£ 0.

+ aC02 + | 3H20 + | 6"'^2 + + + eS02 + A

(R20)
A similar expression would represent char combustion. As 
written, reaction (R20) considers formation of NO, which 
typically accompanies combustion at elevated temperatures. 
Free nitrogen is written on both sides of the equation since 
its presence influences the amount of NO formation, while at 
the same time it may be released from the coal during combus­
tion. Correlations are available in the literature relating 
the amount of NO produced to temperature, oxygen and nitro­
gen partial pressure, and fuel nitrogen content. Production 
of NO is likely to be small in gasification processes, and 
in any event NO may be reduced by other reactions at later 
stages of the gasification process.

The most important part of reaction (R20) is the oxi­
dation of the coal. Studies of combustion kinetics abound 
in the literature. For purposes of modeling gasification, 
kinetic information on reaction (R20) is likely to be un­
necessary, since relative to other reactions and to fluid 
mechanical processes, combustion is very rapid. Thus, it 
would probably suffice to treat reaction (R20) in a manner 
similar to devolatilization and rapid rate methanation, i.e., 
by means of stoichiometric relations and the assumption that 
the process is infinitely rapid. The "effective" rate of re­
action would be controlled by the rates of interdiffusion of 
gaseous reactants and products in the region surrounding a 
burning coal particle.
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SECTION 6

RATE CONSTANTS FOR THE C02 ACCEPTOR 
PROCESS/SAMPLE CALCULATIONS

In reviewing the nature of the feed, recycle, and exit 
streams for a "general" gasification process (c.f.. Section 5), 
we frequently mentioned specific considerations appropriate to 
the CO2 acceptor process. We will briefly summarize these 
here, and indicate our sources for kinetic data, as used in 
Year One of the project, in modeling the C02 acceptor process. 
This effort is part of Task Area 04 as summarized in Section 2.

The chemical reactions of significance for the C02 
acceptor process are:

1. Devolatilization and rapid rate methanation of 
lignite feed [reaction (R2)].

2. Low rate gasification of char [reaction (R5),
(R7), (R9)].

3. Water gas shift reaction [reaction (RIO)].
4. Absorption of C02 by acceptor* [reaction (R16)].

6.1 DEVOLATILIZATION AND RAPID RATE METHANATION OF FEED
LIGNITE
As discussed in Sections 5.3.1 and 5.3.2, these pro­

cesses are partially characterized by stoichiometry, i.e., 
by elemental mass balances, provided that we have available 
ultimate analyses of both lignite and the char produced by 
devolatilization. Such analyses for the lignite have been 
carried out by Conoco Coal Development Company (CCDC), and 
the data have been provided to us (Curran, 1976). Table 6.1 
gives both the ultimate and proximate analysis for the Velva 
(N.D.) lignite used in process tests at the Rapid City,
South Dakota, pilot plant.

Ultimate analysis of the char was available only in­
directly. Char samples have been recovered at the pilot 
plant both from the char stream which feeds to the plant 
regenerator and from char fines which escape through the

The acceptor used in the commercial process is a fully-calcined 
dolomite CaO’MgO, which absorbs C02 to form CaC03*Mg0. At pro­
cess conditions, the MgO thus acts as an inert, passive diluent, 
and does not enter into the reaction. Its presence does effect 
reaction kinetics, however, because of its effect on particle 
grain structure.
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TABLE 6.1
PROXIMATE AND ULTIMATE ANALYSIS OF VELVA (N.D.) LIGNITE*

Proximate Analysis (Dry Lignite as Fed to Gasifier)
Moisture 0.00 Weight Percent
Volatiles 42.18 Weight Percent
Fixed Carbon 50.98 Weight Percent
Ash 6.84 Weight Percent

Ultimate Analysis (Dry Basis)
Carbon 66.16 Weight Percent
Hydrogen 4.59 Weight Percent
Oxygen 20.86 Weight Percent
Nitrogen 1.00 Weight Percent
Sulfur 0.54 Weight Percent
Ash 6.84 Weight Percent

G. P. Curran (private communication), 23 January 1976.
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cyclone. Analyses of these samples, as provided to us by 
CCDC (Curran, 1976), are given in columns a and b of 
Table 6.2. Neither of these analyses provides directly 
the data we need. The reason that they do not is that they 
give analyses of char residues which have undergone low rate 
gasification as well as devolatilization and rapid rate 
methanation.

It is necessary to estimate the ultimate analysis of 
freshly produced char. Information supplied by CCDC indi­
cated that 16 percent of the dry coal mass was volatile 
carbon, so that after devolatilization of one gram of coal, 
the remaining char would contain 0.6616-0.1600 = 0.5016 grams 
of carbon. Since the total weight of this char would be 
1 - 0.4218 = 0.5782 grams, the fresh char should have an 
ultimate analysis showing 86.75 weight percent carbon and 
11.83 percent ash. Adding the latter two figures together 
leaves 100 - 11.83 - 86.75 = 1.42 weight percent of the char 
unaccounted for. This latter mass must be due to the hydro­
gen, oxygen, nitrogen and sulfur content of the char. In order 
to estimate these quantities, we have assumed that during 
subsequent low rate gasification the relative atomic ratios 
H/C, O/C, N/C, and S/C of the char remain unchanged. The 
data in Table 6.2, columns a and b, allow us to assess the 
validity of this assumption.* To do this, we recalculate 
the weight percentages of the elements C, H, 0, N, S on an 
ash free, COt free, CaO-CaS free basis. We also estimate the 
percentage of total carbon burnoff for the three specimens 
as follows:

Let: f = weight fraction of ash in feed lignite0
f = weight fraction of ash in char (ex CO2

1 and CaO-CaS)

a = weight of ash per unit mass of feed lignite
x = weight of volatiles and fixed carbon per

0 unit weight of feed lignite

x = weight of fixed carbon per unit weight of
1 char (ex CO2 and CaS-CaO)

There is a study (Wen, Mori, Gray, and Yavorsky, 1975) of 
char gasification using Illinois #6 coal as a char source, 
in which it is shown that this assumption is only approxi­
mate. No equivalent study is available for Velva (N.D.) 
lignite.
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TABLE 6.2
ULTIMATE ANALYSES OF VELVA (N.D.) LIGNITE CHAR+

Weight Percent

Carbon
a

59.10
b

73.29
c

86.75
Hydrogen 0.78 0.83 0.99
Oxygen 0.00 0.00 0.00

Nitrogen 0.22 0.36 0.43
Sulfur 0.00 0.00 0.00

Ash 33.05 18.70 11.83

C02 6.36* 6.75* —

CaS-CaO 0.49* 0.07* ______

a. Experimental values, based upon measurements of 
char fines lost via cyclone.

b. Experimental values, based upon measurements on 
char samples from gasifier exit stream which 
feeds to plant regenerator.

c. Computed values which are used to estimate com­
position of freshly devolatilized char (see text).

★The weight of CO^ in the experimental samples, as 
indicated here, is due to CO2 absorbed by the lime 
in the ash. The CaS-CaO component arises from H2S 
absorbed by the lime in the ash (see Section 5.3.6 
of text).

P. Curran (private communication) 23 January 1976.

110



Then, assuming no loss of ash during reaction, we have the 
relations

f = a/ (x + a) (6.1)0 0

f = a/ (x + a) (6.2)

Eliminating a from Eqs. (6.1) and (6.2) leads to

x
100(l--- l-x

100(f -f ) 
1 0

f d-f )
1 0

(6.3)

The quantity lOOd-x^Xg) is the percentage of total carbon 
burnoff for a sample with an ash weight fraction f1. From 
Table 6.1, the value of f^ is fixed at 0.0684 for Velva (N.D.) 
lignite. Calculations using Eq. (6.3) lead to results shown 
in Table 6.3. We have used the figures in Table 6.3, column
b, to provide estimates of the H/C, O/C, N/C, and S/C ratios 
(ex ash, CO^ and CaO-CaS) of fresh char. This then leads, 
in combination with the data in Table 6.1, to an estimated 
ultimate analysis of fresh char as shown in Table 6.2, column
c. The data in the latter column were used in all subse­
quent calculations. Because of the small H and N content 
of the char, errors introduced by this assumption should be 
very small.

Calculation of the parameters a, 8, Y, 6, e, and a", 
8', y', 6'', e" is straightforward once the data in Tables 6.1 
and 6.2 are available. Table 6.4 gives the values of the 
parameters a, 8, ..., y", £■' for Velva (N.D.) lignite.

As discussed in Sections 5.3 and 5.3.2, it is also 
necessary to specify the ratio of C02 to CO produced during 
devolatilization. We have used Eq. (5.5), as discussed pre­
viously.

Also needed are the temperature dependent correlation 
parameters b1 (T), ba (T), b3(T), for use in Eq. (5.4). 
Zahradnik and Glenn (1971) have discussed the experiments 
of several authors on methane production during devolatili­
zation and rapid rate methanation. They presented models 
which lead to selection of Eq. (5.4) as the correlating re­
lation between methane yield and hydrogen partial pressure. 
None of the experiments they discuss were on Velva (N.D.)
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TABLE 6.3
CALCULATED WEIGHT PERCENTAGES OF ELEMENTS (ex C02, 

ASH, and CaO-CaS) AND CALCULATED 
PERCENTAGE OF TOTAL CARBON BURNOFF

a b
c 98.34% 98.40%
H 1.30% 1.12%
0 0.00% 0.00%
N 0.36% 0.48%
S 0.00% 0.00%
Burnoff 8 6.6% 70.8%

a. Based on measurements on char fines lost via 
cyclone.

b. Based on measurements on char samples from 
gasifier exit stream which feeds to plant 
regenerator.
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TABLE 6.4
STOICHIOMETRIC PARAMETERS FOR VELVA (N.D.) 
LIGNITE AND VELVA (N.D.) LIGNITE CHAR 

(BASIS: ONE GRAM OF FEED LIGNITE)

a = 0., 05509 a' = 0.04176

3 = 0., 04554 3" = 0.00568

Y = 0..01304 Y = 0.00000

6 = 0..00071 6' = 0.00018
£ = 0.,00017 **e = 0.00000

113



lignite, although experiments by Glenn, Donath, and Grace 
(1967), on a lignite identified as from Mercer County, N.D., 
were included in the analysis.

The experiments analyzed by Zahradnik and Glenn covered 
methane production at a variety of pressures and temperatures. 
These are summarized in Table 6.5. The experiments on bitu­
minous coals show that bj (T), b2(T) and b3 (T) have an Arrhenius 
form of temperature dependence

bi(T) = aiexp(-ci/T) (6.4)

We hypothesize that the temperature dependent term 
exp(-c-j/T) is the same for all coals, but that the coefficient 
aj_ is material-dependent. With this hypothesis, we can 
utilize the data of Lewis, et al. (1967), at 725°C and that
of Moseley and Paterson (1967) at 850°C on subbituminous coal 
to deduce values for c , c , and c . The results are

1 2 3

c = -1197 (°K)1
c = 6491 (°K)~1

2
c = 6164 (° K)~1

3

The results of Glenn, et al. (1967), on Mercer County (N.D.) 
lignite then allow us to evaluate the constants a , a and a . 
The results are 12 3

a = 0.025201
a = 1.2513

2

a = 1.0350
3
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TABLE 6.5
EXPERIMENTAL STUDIES USED IN DEVELOPING METHANE CORRELATION

PARAMETERS L>1 (T) , b2 (T) , 1>3 (T)

Material
H2 Partial Pressure 

Range Temperature
Mercer County, N.D. Lignite
Elkol, Wyoming Sub-bituminous
High Volatile 902 Bituminous
High Volatile A Pittsburgh 

Bituminous

15-30 atm 
10-20 atm 
50-500 atm

30-100 atm

950°C
950°C
850o-950°

725°C

Reference
a
a
b

c

References: a
b 
c

Glenn, Donath, and Grace, 1957. 
Lewis, Friedman, and Hiteshue, 1967. 
Moseley and Paterson, 1967.



We have assumed that Velva lignite is similar enough to Mercer 
County lignite so as to allow the use of the correlation para­
meters so derived for purposes of modeling gasification of 
Velva lignite. The assumed correlations thus are:

bi (T) = 0.0252exp(1197/T) (6.5)

b (T) = 1.2 513exp(-64 91/T)2 (6.6)

b (T) = 1.035exp (-6164/T) (6.7)

Equations (6.5) - (6.7) have been used in all calculations 
performed to date.
6.2 LOW RATE GASIFICATION OF CHAR

As discussed in Section 5.3.3, the low rate gasifica­
tion of char can be modeled by the chemical reactions (R5), 
(R7), and (R9). Two convenient sources of kinetic correla­
tions for these reactions are available. The first of these 
sources is in a group of papers by Johnson (Pyrcioch, et al. 
1972; Johnson, 1974; Johnson, 1975). The second is in a set 
of CCDC reports prepared by Curran and associates (Curran, 
1970; Curran, et al., 1970).

In Johnson's work, he develops correlating expressions 
for the rates of reactions (R5), (R7), (R9) by utilizing data
on various chars studied both at the Institute of Gas Tech­
nology (IGT) and at Consolidation Coal Research Division 
(the corporate predecessor of CCDC). He develops expressions 
correlating the rates for all chars, irrespective of source, 
which are multiplied by scale factors to account for the 
varying reactivity of chars derived from different sources.

The work of Curran, et al. (1970) involved experimental
measurements on a variety of Western lignite chars, which were 
being considered as feedstocks for the CO2 acceptor process. 
Since the materials studied by Curran, et al. were more 
closely related to Velva (N.D.) lignite than the materials 
correlated by Johnson, it is appropriate to make use of 
Curran's correlations in simulation calculations of the 
Rapid City, S.D., pilot plant.

The correlations due to Curran, et_ al. were derived 
on the basis of a simple unpublished steady state analysis 
of a set of hypothesized basic reactions. The correlations 
take the form
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(6.8)r =
k(E,H20 - K'lpK2PCO>

(i + kiPh20 + X2PH2 + K3PC0)

and

r =
k'(PH20PH2 - K'"1PC0PCH4>

U + K'P,,^ + K'P^ + K'PC0 + K'P^)2
(6.9:

In these expressions, Fj is the rate of reaction (R4) (re­
action (R5) as modified by us) and T2 is the rate of reaction 
(R8) (reaction (R9) as modified by us), each expressed in 
units of grams of carbon gasified per gram of carbon in the 
reactor per unit time. Unlike Johnson's correlation, this 
correlation does not make use of the direct methanation re­
action (R6) (or (R7)).

The subscripted P's in Eqs. (6.8) and (6.9) are the 
partial pressures of the components of the gas phase. The 
Kj_'s and K^'s and k, k' are kinetic parameters related to 
the fundamental steps of the reaction model developed by 
CCDC. As deduced by the reaction model, the constants K 
and K' should be the equilibrium constants for reactions 
(R4) and (R8), respectively. However, in correlating ex­
perimental data, Curran and Gorin found that better agree­
ment with data was obtained when the value of K was consider­
ably smaller than the equilibrium value. For K' an accurate 
assessment of value was not possible, because the term 
PcoPCH^j/h^ containing it was too small under experimental 
conditions, relative to the term PH2pH20f to allow evaluation 
of K'. It was therefore assumed that K' was best represented 
by its equilibrium value.

The correlation parameters in Eqs. (6.8) and (6.9) 
each are dependent upon temperature, the specific lignite 
being gasified, and the extent to which gasification has pro­
ceeded. With respect to the latter dependence, it is a com­
mon observation during char gasification that the reactivity 
of the char varies as the char burns off. The studies by 
Curran and Gorin found that for some lignites reactivity de­
creased steadily with burnoff, while for others reactivity 
first increased with burnoff and then decreased.

The CCDC study did not include kinetic measurements 
on Velva (N.D.) lignite, but did include measurements on 
Husky lignite, whose kinetic behavior is believed to be 
similar.* We have used the CCDC data on Husky lignite
itG. P. Curran (private communication).

117



(Curran, ejt al., 1970) in our simulation calculations of the 
Rapid City, South Dakota, pilot plant. The Husky lignite 
data were obtained under two different sets of conditions:
(1) 1144°K (1600°F) at 25 percent to 48 percent carbon burn­
off; (2) 1089°K (1500°F) at 39 percent to 56 percent carbon 
burnoff. During gasifier operation, there is within the 
gasifier at any point in time a distribution of char parti­
cles which have experienced varying degrees of burnoff. In 
steady state operation, this distribution will achieve some 
limiting form. It is presently difficult to determine the 
form of this steady state distribution (work in Year Two of 
the program will study the distribution). However, it seems 
reasonable to estimate that kinetic parameters corresponding 
to some average burnoff would represent the average reacti­
vity of the steady state char inventory of the reactor.
Since the Husky char kinetic data falls into a burnoff range 
which probably is average for a reactor at steady state, we 
have used these data directly.

The experiments of Curran and Gorin (1970), being at 
two different temperatures, allow us to estimate the tem­
perature dependences of the correlation parameters. To do 
so, we have assumed each parameter to have an Arrhenius tem­
perature dependence, i.e., k = Aexp(-B/T), where A and B are 
constants and T is the absolute (Kelvin) temperature. In 
Table 6.6 we give the values for the parameters of Eqs. (6.8) 
and (6.9), expressed in terms of respective constants A and
B. The constant is obtained as the value of the equili­
brium constant for reaction (R8), where C is taken to repre­
sent 6-graphite. In our computer programs, this constant is 
calculated from tabulated temperatures dependent values for 
the free energies of formation of the various species which 
appear in reaction (R8). It is perhaps worthy to note that 
under typical operating conditions of temperature and pres­
sure, the rate is about ten times as large as the rate
r2 , so that most char gasification occurs via the carbon- 
steam reaction.
6.3 WATER GAS SHIFT REACTION

This reaction is frequently utilized in the chemical 
process industry. It occurs rapidly at elevated temperatures 
in the presence of suitable catalysts. Common commercial 
catalysts include chromia-promoted iron oxides. In commer­
cial processes, the shift reaction usually is carried out at 
temperatures in the range 5750K-775°K, which is considerably 
lower than the operating temperatures of coal gasification 
processes. Because of commercial interest, kinetic studies 
(Bohlbro, 1961; Moe, 1962) typically are carried out at lower 
temperatures. As a consequence, estimation of the rate of 
this ^reaction under gasifier operating conditions requires
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TABLE 6.6
KINETIC PARAMETERS FOR LOW RATE GASIFICATION KINETICS

_ iConstant A. (units) B (°K )
k 4.146 x 101 8 — 1 , 1 atm mm 51128.
K 1.169 x 101 “ atm 33717.
K i 3.456 x 101 2 atm 1 36456.

i -iK 0 2.000 x 10 atm 0.

5 -1K 3
1.597 x 10 atm -12395.

k' 1.996 x 101 S -2.-1atm mm 45776.
K' Computed. from thermodynamic equilibrium
K'i 1.235 x 103 -iatm 11571.

10 - 1K"2 5.523 x 10 atm -22217.
K'

3
2.734 x 10“ -iatm 11303.

K' 4.543 x 10“ -1atm 12676.
4
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a double extrapolation. On the one hand, we must extrapolate 
kinetic measurements over a rather wide temperature range; 
on the other hand, we must utilize the idea that data on 
commercial shift catalysts can be "scaled". Under appro­
priate conditions, these extrapolations, although severe, 
may not introduce errors of consequence. In particular, if 
the reaction occurs with sufficient rapidity that it leads 
to the occurrence of shift equilibrium essentially through­
out the reactor, then any kinetic correlation, even one that 
is inaccurate in an absolute sense, may suffice, provided 
only that the correlation leads to a prediction of essen­
tially the same equilibrium.

In our model, we have utilized a simple correlation 
(Moe, (1962)) according to which the rate of the shift re­
action is given by the expression

r
3

= ks(T) P P CO H20
P„_ P^, K**1 
C02 h2 wgs (6.10)

where the P's are partial pressure, KWg_ is the equilibrium 
constant for the shift reaction, and ks(T) is a rate para­
meter. This parameter, which has been evaluated by measure­
ments on commercial iron catalysts, is of Arrhenius form:

k = 3.58 6x10 5exp(-4895/T) s (6.11)

where T is the Kelvin temperature. The units of ks in 
Eq. (6.11) are mole atm“2 min-1 gm”1, that is to say, this 
expression gives the chemical rate per unit mass of catalyst.

We have hypothesized that coal ash has a temperature 
dependent activity with an activation energy (4895 (°K)) 
identical to that given in Eq. (6.11). Because of its open 
structure, we can anticipate that for ash the active sur­
face area is proportional to mass. Under these two assump­
tions, ash would be identical in catalytic properties to 
commercial catalyst, a highly unlikely circumstance. We 
therefore introduce a factor 8 which expresses the activity 
of ash relative to commercial catalyst. Thus, we hypothesize 
that for ash Eq. (6.11) is replaced by

k = 3.568x10s 6exp(-4895/T) (6.12)O
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Evaluation of 8 or verification of the value assumed for 
the activation energy would require experimental measure­
ments which are not available. It thus becomes necessary 
to try to fix the value of 8 by studying how predictions 
of process results at Rapid City for varying 8 values com­
pared with observations. Clearly, the variable to be studied 
this way is the shift ratio of the reactor contents at steady 
state, which should be close to its equilibrium value. Such 
a study was made, varying 8 in the range 0.001 £ S £ 1.
The value 8=1 corresponds to ash which acts as a commercial 
catalyst and leads to the prediction of shift equilibrium at 
steady state, as it should. What is gratifying is that over 
the wide range of values 0.0035 < 8 1 essentially the same
result is obtained. Only when 8 is taken to be less than 
about 0.0035 does calculation lead to a prediction of a steady 
state gas composition not at shift equilibrium.

The previous result, obtained in several preliminary 
calculations with our computer program, can be stated in form 
that "even if ash is as little as 0.0035 times as active as 
a commercial catalyst, this would still be sufficient acti­
vity to assure that the steady state gas composition in the 
reactor essentially displays shift equilibrium". Inasmuch as 
typical North Dakota lignites ash show Fe2C>3 content ranging 
between 5 percent and 10 percent by weight, an activity ratio 
of 0.0035 (or even much higher) is eminently plausible. For 
purposes of calculation, we have for the present standardized 
on 8 = 0.005, which would seem then to be a very conservative 
estimate of ash catalytic activity.

Despite the rationale of the above argument, and the 
computational results to which it leads (see Section 6.6 
below) it is worth noting that some caution is called for.
The potential significance of the water gas shift reaction 
is so great for all gasification processes that direct ex­
perimental data on the catalytic activity of the ash, and 
even of precursor coal or char, would appear to be desirable.
We can well contemplate the occurrence of situations in which 
ash catalytic activity is marginal at best, in which case 
predictions based on calculations will be sensitive to the 
activity. In such a case, good fortune may not prevail, and 
the absence of direct measurements may hinder the valid ap­
plication of computer prediction methodology.
6.4 ABSORPTION OF C02 BY ACCEPTOR

Kinetic studies of acceptor recarbonation, reaction 
(R16), were carried out by the same group at CCDC that studied 
low-rate gasification kinetics, and the results of these 
studies were published in the same reports (Curran and Gorin, 
1970; Curran, et al., 1970), and also elsewhere (Curran, et al., 
(1967).
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Samples studied had been freshly prepared by calcina­
tion of commercial dolomites or limestones. These were then 
recarbonated under conditions of constant temperature and CO2 
partial pressure. A thermobalance measured the sample mass 
as a function of time during recarbonation. The results of 
these experiments suggest that recarbonation of individual 
acceptor particles can be modeled as a "shrinking core" pro­
cess. For such a process, the mass fraction x of acceptor 
which has reacted with C02 varies in time t according to 
the equation

1 - (l-x)1/3 = kt (6.13)

1/3In Figure 6.1 we show plots of 1 - (1-x) against t for 
five different experimental runs published by Curran, et al., 
1967.* From this figure we can see that the shrinking core 
model holds well for values of x at least as high as 0.99.

Direct application of Eq. (6.13) to model absorption 
of CO2 in a reactor is not possible. Three difficulties en­
sue .

1. It is observed in pilot plant and laboratory 
studies, in which acceptor is continuously recycled between 
the gasifier and a calcining regenerator, that the capacity 
of the acceptor to absorb CO2 slowly declines. Typically, 
following 20 or more cycles of carbonation and calcination, 
only about one-third of the original acceptor charge retains 
its ability to absorb C02.

2. In continuous operation, there is a feed stream of 
calcined acceptor and an exit stream of partially carbonated 
acceptor. Because the latter continuously withdraws a "random" 
sample of the gasifier acceptor inventory, there gradually 
builds up within the gasifier a distribution of acceptor 
particles, each characterized at a given point in time by its 
own value of the parameter x. The net rate of carbonation at 
a given time then depends on this distribution of x-values.

3. The parameter k in Eq. (6.13) is a function both 
of the ambient CO2 partial pressure, and also of the equili­
brium partial pressure Pcch (t) °f c02 t^ie three phase chem­
ical reaction

CaO + C02 t CaC03 (R16)

★This plot was prepared for us by Professor C. Y. Wen.
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X

6.1. Mass fraction of acceptor carbonated versus time. Points are based 
upon data of Curran, Fink and Gorin [1967]. Straight lines are pre­
dictions of shrinking core model. Process conditions for curves are 
as follows: (1) T = 859°C, PC02 = 0-972 atm; (2) T = 813°C, PC02 =
0.456 atm; (3) T = 881°C, Pco? = 0.953 atm; (4) T = 850°C, PC0:> = 0.630 
atm; (5) T = 887°C, Pco2 = 0.857 atm.

Figure



The form of this pressure dependence has heretofore not been 
well-known, and must be treated approximately.*

Responses to these three difficulties are available.
1. Experimental measurements on specific acceptors 

can be performed which measure the fraction of the acceptor 
which remains active following repeated calcination. Included 
in such measurements are effects due to the fact that plant 
operation requires a steady makeup stream of fresh, 100 per­
cent active acceptor, to compensate for various system losses. 
With data available on this "limiting activity" we can model 
the carbonation reaction by assuming that a fraction 0a of 
the acceptor particles remains active and reacts in accordance 
with a shrinking core model, and that a fraction l-©a are 
nonreactive. Needless to say, such an assumption is an over­
simplification of a complex situation. The true causes of 
activity loss would appear to be loss of pore volume, increase 
of crystallite size, and perhaps interference with pore dif­
fusion due to formation of surface layers of material derived 
from minor components of the acceptor. Such factors should 
affect all particles to some degree, but not enough is known 
as yet to allow for a detailed description of this.

2. The distribution of x-values which is achieved in 
steady state operations can be dealt with precisely, and in 
fact simplifies the modeling of the carbonation process. To 
do this, imagine the active acceptor particles each to have 
a mass m0 of active CaO prior to carbonation. Let m be 
the mass of active CaO remaining at some intermediate level 
of carbonation. The following relation then holds between m, 
m0, and x:

x = 1 - (m/m ) o (6.14)

Equation (6.13) arises from integration of the differential 
equation

dm
dt -3km1/3m2/30 (6.15)

Subsequent to the completion of the calculations described 
in this report, G. P. Curran developed a correlation which 
describes well all of the experimental data. This new cor­
relation arrived too late to be included in the present 
work, but it will be incorporated in further studies.
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with boundary conditions m=m0att=O. In a reactor in 
which there are many particles of acceptor, with a distri­
bution of values of m, the quantities of interest are not 
the m values of the individual particles, but instead the 
value of the total mass M of active but unreacted acceptor, 
and the total rate of reaction of this mass, dM/dt. At steady 
state there will be some distribution of individual masses 
N (m) such that N(m)dm is the total number of acceptor 
particles for which the amount of unreacted mass is between 
m and m + dm. The total mass M is then given by

M mN (m) dm (6.16)

The total rate of reaction similarly is

dM
dt m2/3N (m) dm (6.17)

If we assume for sake of argument that N(m) 
form distribution, i.e., that N(m) = 2M/mg for all 
range 0 £ m <_ m0, we then obtain for the total rate 
action dM/dt

is a uni- 
m in the 
of re-

dM
dt

2M 2/3, — m dm
m2o

(6.18)

Equation (6.18) shows that the total rate of reaction for 
a uniform mass distribution is proportional to the total mass 
of active but unreacted acceptor. Furthermore, from Eq. 
(6.15), the reaction rate for a group of N1 particles, all 
of which are initially of mass mQ, is given by

^-(N m) = -3km1//3N1//3 (N m) 2/3 
dt i o i i

(6.19)
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But for such particles N m is the total mass and N1m0 is 
the initial total mass. Writing = I^m and 0 = NimQ/
Eq. (6.19) becomes

dM i
dt -3kM1/3m2/3 1 0 1 (6.20)

We can express Eqs. (6.18) and (6.20) in terms of reaction per 
unit mass

M_1 dM/dt = - k (6.21)

M-1 dM /dt = -3k (M /M ) 1//3 (6.22)
11 10 1

_ i
There will be a value of the ratio Mt/MLa for which M dM:/dt = 
M_1dM/dt. Numerically, this value is

M
M

i
i o

= 0.5787 (6.23)

Equation (6.23) indicates that the rate constant which deter­
mines the fractional mass loss rate for a system with a uni­
form distribution of masses can be obtained from experiments 
on a system with a single particle size by using as the rate 
constant the numerical value of the measured slope m“1dm/dt 
evaluated where m/m0 = 0.5787.

If the limiting distribution is not uniform, a similar 
conclusion can be reached. For example, if the distribution 
were of the form N(m) = 6M(m0-m)/m^, we would obtain

dM
dt -3km1/3o

m
6Mm- 3 / (m -m)m o

2/3 dm 81
20 kM (6.24)

126



The corresponding value of the ratio is

(6.25)

Work is underway in Year Two of the program which will de­
termine a realistic form for the distribution N(n), but the 
results quoted here are sufficient to establish that the re­
activity per unit mass for a distribution of particles is 
that for uniform particles at a time at which they have 
achieved an intermediate x value. There is reason to be­
lieve that the steady state distribution N (m) would be 
biased in favor of smaller values of m, so that the distri­
bution used to obtain Eq. (6.25) is more realistic than that 
used to obtain Eq. (6.23). For purposes of computation, we 
in fact have used 0 = 0.3403, which corresponds roughly
to a distribution proportional to (m -m)3/2# with this value 
of M1/M10 it can be shown that a distribution of acceptor 
masses would react 90 percent to completion in the same time 
as a uniform set of particles all of initial mass m0.

3. The functional dependence of the reaction rate 
upon the CO2 partial pressure has only recently been estab­
lished,* too late for inclusion in the present work, although 
the computer program will be modified to include this new 
correlation. It has turned out that the rate can be cor­
related with the 4/3 power of the pressure difference 
PC02-Pco2' where p£c>2 is the equilibrium partial pressure 
of CO2 above a mixture of CaO and CaC03 which is at phase 
equilibrium. The value of p£o2 a function of temperature, 
and in fact is the reciprocal of the equilibrium constant for 
reaction (R16). Its value can easily be computed from empiri­
cal expressions for the standard free energies of formation 
of the species in reaction (R16).

As an approximation to the acceptor kinetics, we have 
assumed for purposes of calculation that the reaction rate 
was proportional to the first power of the pressure difference 
PC02-pCOt we write fhe rate equation

dll
dt -£kM (6.26)

*G. P. Curran (private communication).
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with the constant l chosen so that the equivalent mass 
o is equal to 0.3403 (see above) then values for the 

product ilk can be extracted from the experimental data 
of Curran, Fink and Gorin. These values, when divided by 
PCC>2“ pC02 f°r each experiment, should be independent of 
PC02 “ PC02 ^ t^ie rate was linear in Pc02“ PC02* In fac^' 
the resulting ratio varies by a factor of two as Fcc>2 “ pC02 
varies by a factor of five. To reconcile this difficulty, 
we have utilized the average value of ilk/(PCO2 ~ PCO2)/ 
averaged over all the experiments. The resulting expres­
sion for the rate of the carbonation reaction is

r 5 — = -k M(P 5 dt c u CO, -PCO, (6.27)

with the numerical value of kc being kc = 4.3 atm min 
There is also the possibility of some variability in kc 
with temperature. The quoted numerical value represents 
that for an average temperature in the range of the experi­
ments. Fortunately, this average temperature is sufficiently 
close to the operating temperature at the Rapid City pilot 
plant i^hat neglect of temperature effects (other than those 
upon p(202) should not lead to serious error.

Despite the difficulty in arriving at a precise ex­
pression for the kinetics of acceptor carbonation, it is pos­
sible to shov; that no serious computational errors are in­
duced thereby. The reasoning is similar to that used in 
connection with the water gas shift reaction. Process con­
ditions at the Rapid City pilot plant are such that the space 
time for the acceptor is long compared to the time required 
to complete the recarbonation of an acceptor particle. This 
means that, in steady state, operation essentially is in­
fluenced only by the stoichiometry of reaction (R16), taken 
to completion, and the time required to completely carbonate 
a freshly introduced acceptor particle. We have carefully 
chosen the effective rate expression, Eq. (6.26), so that 
this total time coincides with what has been measured ex­
perimentally, although details of the rate as a function of 
time are not quite correct. The stoichiometry of the re­
action is, of course, trivially correct. As a consequence, 
we can state that the important aspects of the reaction rate 
are modeled correctly, although some details are in error. 
Such an approach should suffice as long as we are not con­
sidering transients which occur over times small compared 
to the time required to completely carbonate a fresh accep­
tor particle. The latter time is of the order of five 
minutes, as can be deduced from the experimental kinetics.
The improved correlation now available, will when installed 
in the computer program in Year Two, will allow us also to
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deal with transient chemical phenomena on time scales short 
compared to five minutes.
6.5 CONSTRUCTION OF THE MODEL FROM THE KINETIC RATE 

EXPRESSIONS
A one zone model for a well-stirred chemical reactor 

consists of a set of coupled ordinary differential equations, 
in which the dependent variables are the masses (or number of 
moles) of the various chemical species contained in the re­
actor, all as functions of the time t. Other possible de­
pendent variables include pressure and temperature. Up to 
the present, the computer program we have written to implement 
the model has been set up and operated in an isothermal mode, 
with the reactor temperature held constant at the experimental 
steady state value of the CO2 pilot plant. During Year Two, 
non-isothermal operation of the program will be undertaken.
The choice of isothermality corresponds to choosing a parti­
cular rate of heat transfer through the reactor walls, and 
this rate of heat transfer can be calculated as an auxiliary 
variable using thermodynamic data on the chemical species in 
the system. Up to the present program operation has also 
been in a constant pressure mode, because program checking 
is easier in this mode.

Under conditions of constant pressure and temperature, 
the chemical model takes the form

dm. 1
dt S. + R.

1 1
N. + C.

1 1
(6.23)

where the m-^'s are the masses of the species contained in 
the reactor, the S-^'s are source terms, e.g., those due to 
feed streams, the Ri's are rates of changes due to chemical 
reactions, the N-^'s are sink terms, representing the exit 
streams and the C^'s are recycle terms. The index i de­
notes the species and t is time, for which we adopt 1 
minute as the unit. For the CO2 acceptor process, the 
species we have included are the following:

Gases: H2°' CH4' CC^/ N2/
Acceptor: CaO*MgO and CaCO^'MgO
Lignite: Feed C^HgO^N^S^A;

Fresh Char C ^Ho^0 ^N.^S >Aa B y <5 e
Ash A
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Not all of these require a differential equation for their 
description: Thus, since the change in the number of moles
of CaCC^'MgO per unit time is the negative of that for 
CaO’MgO, only one of these needs to be followed in time. A 
similar consideration applies to the ash. Also, if we assume 
that the time required to devolatilize feed lignite is ex­
tremely small, we can conceptualize the lignite feed stream 
as being a char feed stream, plus a gas feed stream which 
provides gaseous species according to the discussion in 
Section 5.3. Thus, we are left with a set of nine dependent 
variables, i.e., the seven gaseous species, unreacted acceptor, 
and char. We adopt the convention that the subscript i iden­
tifies these species according to Table 6.7.
Source Terms

Feed streams at the CO2 acceptor pilot plant provide 
lignite and steam. Because the latter devolatilizes and 
undergoes rapid rate methanation virtually instantaneously 
upon introduction to the reactor, there are "equivalent" feed 
streams for most species due to the physical lignite feed 
stream. These actual and "equivalent" feed streams provide 
sources of mass Sj_ in Eq. (6.28).

If r is the mass rate of feeding lignite to the re­
actor, then we have for the char

SQ = (1-x )r = 0.5782r (6.29)O V

where xv is the weight fraction of volatiles in the lignite 
(the numerical value is for Velva lignite, see Table 6.1).

The source term for methane S3, is obtained from the 
discussion in Section 5.3.1 and 5.3.2 as

S0 = raM, (b (T) + b (T) P / 1 2 1 + b (T)Ph3 II, (6.30)

where M3 is the molecular weight of methane. The hydrogen 
partial pressure ^-s obtained from the expression

m M 1
P = —1—i-------

H2 ..-1

i=l

(6.31)
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TABLE 6.7
INDEXING OF SPECIES

Index Species
1

2

3

H.

H2°
CH.

4 CO
5
6 
7

CO 2

8

9
C „ ^0 ,.N ~ -S >.Aa 6 Y <5 e
CaO*MgO (active part only)
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where the Mi's are the molecular weights of the gaseous 
species. By combining Eqs. (6.30) and (6.31), is a 
specific function of P, T, and the masses of the seven 
gaseous species contained in the reactor. Since the latter 
vary in time, S3 is itself a function of time.

The source terms for the other gases can be related 
to S3 by making use of Eqs. (5.1), (5.2), (5.3), and (5.5).
Following some algebra, we obtain

S-^l"1 = r j (i3-B')-(e-e')-(Y-Y") - 2S3M31

r(a-a^)-S3M31j ^m + 2$Km^M^1j

m M 1 + $Km M 1 
11 22

(6.32)

-1S2M2 = r (y~Y ) -
r(a-oO-S3M31J + 2$Km )-1 TT---- 2 2 7 + rC

m M + <I>Km M 2
11 22 (6.33)

-1m M - 1 1
r(a-a")-S3M31 M,
-1 -1m M + $Km M 11 22

(6.34)

4-Km M~12 2 r (a-cO -S3M3 1 M5
m M U + $Km M 11 1 2 2

(6.35)

S,, = r(e-E'’)M, (6.36)6 o

S? = | r(6-6")M7 (6.37)

In these expressions K denotes the equilibrium constant for 
the water gas shift reaction (see Eq. (5.5)). The term r£2 
in Eq. (6.33) represents the steam feed stream to the re­
actor, the parameter £2 being the ratio of the mass feed 
rates of steam to lignite.
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Finally, the mass feed rate of acceptor is a speci­
fied parameter. We can write this rate as the product r£g, 
where £9 is the ratio of the mass feed rates of steam to 
lignite. For computational purposes, it is necessary to 
divide this accept mass into two parts, capable of ab­
sorbing CO2 and (l-Oa)r£g which is unreactive and incapable 
of absorbing CO2, as discussed in Section 6.4. Then we use

S9 = ®ar59 (6.38)

to define the source term for active acceptor. 
Chemical Reaction Terms

The chemical rate of formation of species i can be 
written in the form

R.
1

(6.39)

where is the stoichiometric coefficient, i.e., it is thenumber ofJmoles of species i formed (or destroyed)* per one 
equivalent of reaction j. Here Fj is the rate of reaction 
j, with the index j identified with reactions as indicated 
in Table 6.8. The rates of these reactions are expressed by 
Eqs. (6.8), (6.9), (6.10), and (6.27), respectively. At
present, we use F4 = 0. Numerical values for all parameters 
which appear in these equations are specified in Sections 6.2, 
6.3, and 6.4. The various partial pressures which appear
in these equations can be expressed in terms of the species 
masses by

(6.40)

A standard convention is to make positive for products
of a reaction, and negative for reactants.
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TABLE 6.8
INDEXING OF REACTIONS

Index
1

2
3
4
5

Reaction
Modified Carbon-Steam Reaction (R5) 
Low Rate Methanation Reaction (R9) 
Water Gas Shift Reaction (RIO)
Methane Steam Reforming Reaction (Rll) 
C02 Acceptor Reaction (R14)
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Sink Terms
The exit streams provide the sink terms in Eq. (6.28). 

Determination of appropriate sink terms is somewhat difficult 
because of inadequate descriptive information as to the con­
trols on exit flows at the pilot plant. As a model descrip­
tion, we have taken each sink term to be proportional to the 
corresponding mass in the reactor, i.e., of the form

N.i a .m.i i (6.41)

For the gaseous species this is equivalent to taking the exit 
flow rates to be proportional to the gas pressure. For the 
gases it is clearly the case that the value of the "choking 
constant" aj_ should be the same for all gases. It is dif­
ficult to know a priori what numerical value should be 
assigned to this common a^ until we know in detail how the 
exit flows are controlled. However, what we can do is use 
trial and error procedures to find that value of a^ which 
leads to the volume (pressure) in a constant pressure (volume) 
calculation which in the steady state limit is equal to the 
measured volume (pressure) of the actual reactor. The result 
of such an approach should be the same as what we would obtain 
from a detailed knowledge of the exit flow controls.

The determination of the sink terms for the solid 
species also is difficult because of a lack of detailed in­
formation on flow controls on char and acceptor exit streams. 
However, there is an indirect procedure here, too, which pro­
vides the needed information. For the case of the acceptor, 
this procedure involves setting up and solving a system of 
three coupled differential equations describing the flows of 
unreacted reactive acceptor, reacted reactive acceptor, and 
unreactive acceptor. Solution of this system of equations 
in the steady state limit leads to the result

a 9 1 + 0 p a (M -M ) M c a (6.42)

where Mc is the molecular weight of reacted acceptor, Ila 
is the molecular weight of unreacted acceptor, p0 is the 
fraction of active acceptor which is carbonated during pas­
sage through the reactor, and S0 is the acceptor inven­
tory in the reactor at startup. All of these parameters 
either are known or can be estimated on the basis of pilot 
plant information, so that numerical evaluation of a^ can 
be carried out.
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Estiraation of the constant ag is based on the idea 
that at steady state the ash inventory in the reactor will 
have a constant value, and that the ratio of the ash removal 
rate per unit mass of ash is the same as the ratio of the 
fixed carbon removal rate per unit mass of fixed carbon.
This leads to

a 8
rxa (6.43)

where xa is the weight fraction of ash in the feed (see 
Table 6.1 for a numerical value) and Wa is the steady state 
ash inventory. The latter number can be estimated by com­
bining data in the ash content of measured char samples 
(see Table 6.2) with an estimate of the total char inventory 
of the reactor at steady state. From information supplied to 
us by CCDC, the latter inventory is estimated to be 2.8141 x 
10s grams.

Recycle Terms
Gas recycle at the pilot plant returns a fraction 0C 

of the dry exit gas stream to the gasifier. This fractional 
return rate is measured and known. The recycle stream terms 
are then given by

C. = 0 a.m. (i = 1,3,4,5,6,7)1 Cll (6.44)

There is no recycle for i = 2 (H2O) since the recycle returns 
dry gas to the reactor.
6.6 TEST RUN

Equations (5.1) - (5.5), (6.4), (6.8) - (6.10), (6.12),
(6.27) - (6.44) completely define the chemical model in its 
present form. These equations were programmed in FORTRAN for 
the UNIVAC 1108 computer, using Gear's method (1969, 1971) to 
integrate the differential equations. Numerous trial runs 
were performed to check out the operation of the program. As 
discussed previously, lack of information on two parameters,
0, the catalytic activity factor for ash; and a]_ (= a2 = ag = 
a4 = a5 = a6 = 37), the exit rate parameter for gas flow, made 
it necessary to determine these factors by trial and error 
procedures involving repeated applications of the program.
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In order to provide an indication of the quality of 
the results which are obtained by use of the computer pro­
gram, we present now a specific computer simulation of the 
operation of the Rapid City, South Dakota pilot plant.

In Table 6.9 we list parameter values for this run, 
other than those which have been cited previously. To begin 
operation of the program, we must specify a starting state, 
i.e., a set of boundary conditions for the differential 
equation system. We have utilized various starting states.
In all cases final convergence was to the same steady state, 
as we should expect. For illustrative purposes, we show 
results for a particular starting state in which the inven­
tories of char and acceptor are approximately at their steady 
state values, the latter having been estimated from data sup­
plied by CCDC. For this case, the gas phase is started as 
pure steam at the reactor operating pressure and temperature. 
Enthalpy calculations show that the reactor would operate 
endothermically for only about 21 secs after such startup, 
and that it v/ould operate exothermically thereafter. Start­
up conditions are specified in Table 6.10.

Following startup, the reactor inventories vary in 
time as shown in Figure 6.2. Steam content of the reactor 
(which starts out offscale) drops to a steady state limit 
in about one minute. At the same time the other gas inven­
tories rise, and following some damped oscillations reach 
steady state after about 10 minutes, except for H2* The 
latter gas continues a slow increase which only levels off 
after about 100 minutes. (Note in viewing this graph that 
after about 2 minutes the M's representing methane are not 
seen because they coincide in locations with the C's repre­
senting CO. That is, to the scale available in this computer 
generated plot, the inventories of CO and CH4 are the same 
at steady state.) The plots do not show N2 and H2S because 
the inventories are zero relative to the scale available in 
the plot.

Figure 6.3 shows the variation in time of the dry 
product gas from the reactor, expressed as mole fractions of 
the species. The points prior to 0.001 minute should be 
ignored, as they are numerical artifacts of the method of 
computation. Beyond this time, we see some oscillations 
which finally settle down to a uniform product gas composi­
tion about 10 minutes after startup. Again, H2S and N2 do 
not appear because they lie below the lower x-axis of the 
plot.
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TABLE 6.9

SOME PARAMETERS OF A TEST RUN OF THE COMPUTER PROGRAM

Lignite Heat of Com­
bustion

6310 cal/g (measured
HHV at 60°F)

Char Heat of Combustion 6659 cal/g (estimated 
HHV at 60°F)

Lignite Feed Rate to 
Gasifier, r

18522 g/min

Steam Feed Rate Ratio,
S2

1.07 g/g lignite

Acceptor Feed Rate Ratio,
59

3.59 g/g lignite

Steam Feed Temperature 1066°K
Acceptor Feed Temperature 1278°K
Lignite Feed Temperature 47 8 0 K
Reactor Operating Tem­
perature, T

1085°K

Reactor Operating Pres­
sure, P

9.3 atm (absolute)

Ash Catalytic Activity 
Factor, 0

0.005

Acceptor Activity Factor,
0 a

0.37

Acceptor Utilization
Factor, p„0

0.99

Gas Exit Rate Parameter, 
al

__ l
1.7320 min

Recycle ratio, 0c 0.2323
Char Exit Rate Para­
meter, a_O

4.5020 x 10"3 min"1

Acceptor Exit Rate Para­
meter, a^

3.3693 x 10-3 min"1
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TABLE 6.10
STARTUP CONDITIONS FOR A TEST RUN OF THE 

COMPUTER PROGRAM

Reactor Inventory
H2, CH4, CO, C02, N2, H2S 0 moles

II20 1116 moles

Char 1.361 * 10s

Acceptor (active fraction
99 percent carbonated) 1.957 * 106

grams

grams
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Figure 6.4 shows the inventories of char and acceptor 
in the reactor plotted versus time. We see that the acceptor 
inventory remains virtually unchanged. This is because the 
initial charge had a level of carbonation of its active 
component virtually identical to that found experimentally 
in the exit feed stream of the pilot plant. The char inven­
tory increases and acquires a steady value about 300 minutes 
after startup.

We can examine the thermodynamic stability of the 
product gas (wet basis) or of the reactor contents in terms 
of several interesting thermodynamic ratios. Three of parti­
cular interest are:
(1) The water g^s shift ratio, defined by

QW P
P P 

C02 H2
CO PH20 kw (6.45)

(2) The methane-steam reforming ratio, defined by

QH
KH

(6.46)

(3) The methane-hydrogen cracking ratio, defined by

°G (6.47)

In these three expressions, is the equilibrium
constant for the water gas shift reaction (RIO), is the
equilibrium constant for the methane-steam reforming reaction 
(Rll), and Kq is the equilibrium constant for the formation 
of methane from 6-graphite and hydrogen (R6). These ratios 
are defined so that they are equal to one at equilibrium, are 
greater than one for a system in which the composition is 
shifted to the right of equilibrium, and are less than one 
for a system in which the composition is shifted to the left 
of equilibrium.
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Figure 6.5 shows the variation in time of the three 
ratios, Q^r Qh, and Qq. We see that Q\.t achieves its 
equilibrium value of unity about 0.016 minute (1 second!) 
following startup, and remains at that value thereafter.
This shows that even with the low assumed value 0 = 0.005 
of the ash catalysis factor 0 used in this run, that water 
gas shift equilibrium is for all practical purposes achieved 
instantaneously.

The ratio starts offscale and then passes through
damped oscillations, finally stabilizing about 100 minutes 
after startup. The steady state value is about QH ^ 9.3, 
showing that the product gas is thermodynamically unstable 
with respect to the steam reforming of methane. The ratio 
Qg also passes through a damped oscillation and settles 
down to a steady value at about one minute after startup.
At steady state, its value is QG ^ 1.26, showing the system 
is also thermodynamically unstable with respect to cracking 
of methane to the elements.

The exit stream flow rates are among the most important 
parameters a model must predict. In Figure 6.6 we shov/ plots 
of stream flow rates as functions of the logarithm of the 
time (in minutes) following startup. The exit mass flow rate 
for the acceptor is not shown on the graph because it is off 
scale. Numerically, its value is 7.575 x 104 gm/min,* com­
mencing at startup, and it has virtually no variation in time. 
The char flow rate shows a slight upward drift following 
startup, and reaches a steady value about 200 minutes after 
startup. The steam flow rate starts offscale at about 3.5 x 
104 g/min, but by about one minute after startup is nearly 
steady. There is a further slow decrease with a final steady 
value achieved after about 300 minutes. The flow rate of 
dry product gases starts at zero, becomes noticeable at about 
2.5 seconds after startup, surges to a peak value about 12 
seconds after startup, then undergoes an oscillating decay 
to a steady state value which is reached about 250 minutes 
after startup.

An interesting interpretation can be made of the re­
sults shown in Figure 6.6. The rapid changes in the flow 
rates which occur within the first several seconds after 
startup reflect the influence of the rapid processes which 
are taking place, primarily devolatilization, rapid rate 
methanation, water gas shift equilibrium, and CO2 absorption. 
The slower changes over the next 250 minutes reflect the 
gradual onset of steady state with respect to the low rate
* ■ -1 -1 •This is the total mass of the acceptor stream, including 
inactive acceptor, inert impurities, and absorbed C02.
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gasification processes. One can think of the system as having 
two characteristic chemical times: one for rapid processes 
of roughly 10 seconds duration, and one for slow processes 
of roughly 200 minutes duration.

There is interest in the chemical composition of the 
solids exit streams. In Figure 6.7 we show the time varia­
tion of the exit acceptor stream composition. In this plot, 
the M values denote the weight percent of MgO. The curves 
labeled C and D give the CaO* * and absorbed CO2 content of 
the stream. The absence of any observable timewise variation 
is a reflection of a fortuitous choice of boundary conditions 
for this run: the initial charge of acceptor in the system 
was taken to be about O.990a carbonated, which turns out to 
virtually coincide with the steady state value of the carbona- 
tion level.

In Figure 6.8 we show the variation of the product char 
composition, broken down into four components: carbon (C), 
hydrogen (H), nitrogen (N), and ash (A). In a manner similar 
to that for the acceptor, the composition of the initial charge 
was similar to that for the steady state, so that there are 
only small variations in composition with time. On the scale 
of the computer generated plot, this shows as a small jump 
at about 20 minutes, but as seen on computer generated data 
tabulations, there is a small variation in time which achieves 
a final steady state value after about 200 minutes. The time 
needed to achieve this steady state reflects the influence of 
the low rate gasification reactions.
Steady State Values

In the computer simulation run we are describing, 
calculations proceeded until a real time of 1700 minutes; i.e., 
about 28 1/2 hours, by which time all variables had long set­
tled down to steady values.** The steady state values which 
are computed are of considerable interest, since they can be 
compared to measured or estimated steady state data from the 
Rapid City pilot plant.

In Table 6.11 we show computed steady state inventories 
of the various species in the reactor. We also show estimated 
values for the pilot plant, based upon data supplied to us by

•k The CaO curve includes 7.93 weight percent inert materials, 
e.g., Si02, etc.; the actual CaO content is lower than 
shown in the graph by this amount.

* * Only about 7 seconds of computer time are needed to achieve 
this.
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TABLE 6.11
MATERIALS INVENTORIES IN THE REACTOR IN 

STEADY STATE OPERATION

Material (Units)
Hydrogen (moles)
Steam (moles)
Methane (moles)
Carbon Monoxide (moles) 
Carbon Dioxide (moles) 
Nitrogen (moles)
Hydrogen Sulfide (moles) 
Ammonia (moles)
Acceptor (grams)*
Char (grams)

■kTotal mass, including

Estimated,
Computed Pilot Plant

486 490
336 286
98 113

105 127
75 75
5 26
2 1

0 6

1 ..95 x 10s 1.96 x io6

1.48 x IQ6 1.36 x io6

absorbed C^.
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CCDC.* Agreement is excellent in the major species. It is 
worth noting that relative to the pilot plant values, the com­
puted values are a little too low for product gas species and 
a little too high for char and steam. This suggests that the 
kinetic parameters utilized in the calculation are a little 
smaller than the correct values, perhaps by about 10 percent. 
We will return to this point shortly.

The differences between computed and observed values 
for the two minor components, N2 and H2S, are worth noting.
For N2, the discrepancy is due to the fact that the pilot 
plant utilizes about 900 gms/min of N2, in a purge stream 
which enters the gasifier. This small feed stream was neg­
lected in our model. Its inclusion, which would not be dif­
ficult, would correct virtually all of the discrepancy shown 
in Table 6.11 for nitrogen. For I^S, the discrepancy is due 
to the fact that our model does not include reaction (R17), 
which operates in the real gasifier, and which reduces the 
H2S level. Inclusion of this minor reaction would lower the 
computed H2S level and improve the agreement between computed 
and estimated inventories. The absence of the minor component 
NH3 in the inventory is because we did not allow for its for­
mation in our model. Its inclusion in the model would be 
possible, as mentioned previously.

Table 6.12 shows the values of the thermodynamic ratios 
Qw, Qh, and Qq at steady state. As discussed previously, both 
observation and computation show that the system is at shift 
equilibrium, and that it is thermodynamically unstable with 
respect to methane loss both via steam reforming and cracking 
to the elements. The fact that the methane does not actually 
react by these or other reactions indicates the absence of 
kinetically available decomposition pathways at operating con­
ditions.

Table 6.13 compares computed and observed steady state 
stream flow rates. The char rate indicated as observed is the 
sum of two rates, the first that through the main exit channel 
which feeds to the regenerator, the second stream being the 
char fines lost via the cyclone. As discussed previously, 
the computer model combines these two streams into one, so 
that the computed value represents the sum of the two streams.

Agreement is excellent. As noted previously, relative 
to the observations, the computations give char and unreacted 
steam exit flow rates which are about 10 percent too high, and 
a product gas rate which is too low by about the same amount.

G. P. Curran (private communication).
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TABLE 6.12
COMPUTED AND OBSERVED THERMODYNAMIC RATIOS 

IN STEADY STATE OPERATION

Observed,
Reaction Ratio Computed Pilot Plant
Water Gas Shift QW 0.99 0.96
Methane Steam Reforming qh 9.01 7.28
Methane Cracking qg 1 o 26 1.45

TABLE 6.13
COMPUTED AND OBSERVED EXIT STREAM 

AT STEADY STATE
FLOW RATES

Material (Units) Computed
Observed, 
Pilot Plant

Char (g/min) 6648 6123
Acceptor (g/min)* 75750 76100
Unreacted Steam (g/min) 10490 9223
Product Gas (dry basis) 
g/min 11970 14290

* Includes absorbed C^.
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This suggests that the parameters defining the gasification 
kinetics as used in the program are slightly too low in value. 
In view of the extreme difficulty associated with measure­
ments of kinetic data, plus the complexities of our analysis 
of the data so as to provide parameters appropriate to modeling 
the Rapid City pilot plant, the agreement shown in Table 6.13 
is remarkably good. Furthermore, we have the option of study­
ing how much adjustment of our parameters would be needed to 
bring about closer agreement; and more importantly, we can 
determine v/hich parameters affect the computed results most. 
Such information may enable us to improve our estimates of 
kinetic parameters. We plan to exploit this capability in 
Year Two of the program.

Table 6.14 compares composition data on the acceptor 
and char exit streams. Agreement is excellent. The fact that 
the carbon content of the char as computed is a little higher 
than as observed and that the ash content of the char as 
computed is a little lower than as observed is another reflec­
tion of the fact that the kinetic parameters used in the model 
are slightly too low in value. A similar comment can be made 
concerning the CO2 content of the acceptor.

Table 6.15 compares computed and observed composition 
data on the product gas (dry basis). Agreement is excellent. 
The discrepancies noted for the minor constituents, N2/ H2S, 
and NH3 originate for the same reasons that we discussed 
above for the gasifier inventories of these species.
6.7 SUMMARY COMMENT

By way of summary, we can state again that the agree­
ment between calculation and observation is excellent, parti­
cularly when we consider the as-yet not finalized state of 
the program. On the basis of these comparisons, we are opti­
mistic that modifications, additions, and improvements planned 
for Year Two of the program, most particularly the coupling 
of the chemistry and thermohydrodynamics, will lead to the 
development of a valuable predictive tool for use in modeling 
fluidized bed gasification.
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TABLE 6.14
COMPUTED AMD OBSERVED COMPOSITION OF ACCEPTOR AND 
CHAR EXIT STREAMS OF THE C02 ACCEPTOR PILOT PLANT 

OPERATING AT STEADY STATE
Observed,

Acceptor Computed Pilot Plant
CaO (weight percent) 43.2 43.5
MgO (weight percent) 36.7 36.0
Inert (weight percent) 7.9 7.9
CO2 (weight percent) 12.2 12.6

Char Computed
Observed,* 
Pilot Plant

C (weight percent) 79.6 76.5
H (weight percent) 0.9 0.9
0 (weight percent) 0.0 0.0

N (weight percent) 0.4 0.4
S (weight percent) 0.0 0.0

Ash (weight percent) 19.1 22.2

★Weighted average of char stream to regenerator and 
char fines lost via cyclone.
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TABLE 6.15
PRODUCT GAS COMPOSITION (DRY BASIS) OF THE C02 
ACCEPTOR PILOT PLANT OPERATING AT STEADY STATE

Observed,
Component (Units) Computed Pilot Plant
H2 (mole percent) 63.1 59.0

CH4 (mole percent) 12.7 13.5
CO (mole percent) 13.6 15.2
C02 (mole percent) 9.7 9.0

n2 (mole percent) 0.6 3.2

H2S (mole percent) 0.3 0.1

NH3 (mole percent) 0.0 0.5
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SECTION 7
CONCLUSIONS

The first year goals in this three year research ef­
fort were accomplished. This is evident from the satisfac­
tion of the following milestones within the reporting period

• One dimensional thermohydrodynamic code was 
developed and parametric calculations per­
formed which provided good quantitative agree­
ment with data.

• Chemistry code was developed and used in a 
homogeneous, constant temperature, steady 
flow calculation of CO2 acceptor process 
gasifier. Good quantitative agreement be­
tween the calculation and the Rapid City 
Pilot Plant data was obtained.

• Two dimensional, thermohydrodynamic code 
was developed and limited parametric cal­
culations were performed to study bubble 
formation, surface waves and solid convec­
tion. Qualitative comparisons with data 
have been made, showing that code results 
are representative of measurements.

In the second year of this project we will be com­
bining the chemistry and thermohydrodynamic codes, together 
with descriptions of interphase transport, to model reac­
tive flows in fluidized bed coal gasification. We expect 
to obtain preliminary calculations of such flows for compari 
son with experimental measurements.

During the second year we will also extend the chemis 
try code to include a representation of the chemistry for 
steam oxygen gasification processes. A theoretical descrip­
tion of the relative motion between different size solid 
particles will be formulated.

A continuing effort will be the optimization of the 
numerical formulations to insure that the code development 
provides the most economical computational method for the 
solution of reactive flows in fluidized beds.
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PARTIAL LIST OF SYMBOLS

B (0) = local mean drag function

cv
Cv

= specific heat of gas
= specific heat of solid

d = particle diameter
t s\e (e ) = specific internal energy in gas (solid) phase

PS((j)) == interparticle "pressure" of solid

gx = gravity acceleration in x-direction

S
G(9)

= gravity acceleration in y-direction
= elastic modulus = - d/d6 [0f(G)]

H(HS) == volumetric rate of heat generation in gas (solid) phase

k (<p) = local permeability of the solid phase
N = Reynolds number (3.54)
P = gas pressure
qilq.) '= heat flux'Vector in gas (solid) phase

Q = rate of interphase heat exchange
R = Reynolds number (3.49)
s = rate of interphase mass exchange
T = absolute temperature
t 5= time

ui = solid velocity vector
V . =1 = gas velocity vector

X := horixontal direction

y = vertical direction
a : . s s= K/P Cv

9 = porosity = gas volume fraction
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6
sP

P
a. . ID
<(0)

sK
f<
Xs

v
v
U

r

= "solidity" = solid volume fraction = 1 - porosity 
= density of a solid particle (a constant)
= gas density
= stress tensor in gas phase 
= thermal conductivity of solid-gas mixture 
= thermal conductivity of solid 
= thermal conductivity of gas
= effective "bulk viscosity" for the solid phase 
= effective "shear viscosity" for the solid phase 
= Xs + 4/3 ys 

= dv/d0
= gas viscosity 
= friction factor (3.48)
= shape factor
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