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ABSTRACT

200 GeV/c pi-neon interactions are studied in the Permi-
lab 30 inch bubkle chamber which was filled.with a neon -
- hydrogen mixture {31 molar % neon). Scan results and mea-,
surements of a representative event sample yield proton,

gamma and pion multiplicities and single particle spectra.

R was measured to be 1.21 & 0.05 for both pi+ and pio,
Nearly identical to  lower energy measurements, R is
strongly dependent on the number of observed protons in the
event., KNO scaling is observed for the corrected multiplic-
ity distriputions. Scaling, however, appears violated if

events with a fixed number of protons are considered.

Study of the pion single particle spectra show the excess
particle production of the neon tafget over that of hydrogen
is largest 1in the "target fragmentation region and nearly
constant ( 1.28% 0.02) 1in the central production region.
The dependence of the pion rapidity distribution on the num-
ber of protons 1is consistent with collisions on either omne

or twg nucleons.

The s-1/2 dependence of the pllspectra is very similar to
that seen in hydrogen, with limiting fragmentation reached

only for beam energies much greater than 200 GeV/c. The



proton momentum distribution is enetgj independent with the
" protons carryin§ proportionally 1less of the bombarding

energy as s increases.
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Chapter I

INTRODUCTICN

Most of thé recent advances. in strong ianteraction theory
have been focussed on the properties of the guark consti-
tuents of hadron matter. No theory, however, has made suc-
cessful guantitatiye predictions for strong interactions
involving many final state particles. The area of multipar-
ticle production has long been dominated by phenomenologies
vhere simple assumptions about the character of the strong
interaction are extrapolated into predictions of the final
state particle distribuations. Experimental activity in the
area concentrated on presenting the 1large amounts of infor-
mation obtained in those integrated forms which wvere thought

to best reveal the underlying physics.

In traditional hadron-nucleon interactions oanly the
asymptotic final state particles are available for study.
It has been suggested (1,2) that the space-time developnent
of the strong interactions could be probed in hadron-nucleus
collisions. If the beam hadron can be assumed to interact
successively with several of the nucleons in the nucleus,
thena collisions occuring after the ihitial hadron-nucleon
collision sample the products of that 1initial interaction.
These subsequent interactions should be reflected in the
final state particle distributions.



In this experiment the pcopefties of 200 GeV/c pi-neon
interactions are investigated throﬁgh inclusive study of the
final state particles. Comparisons with 200 GeV/c pi-proton
and 10.5 GeV/c pi-neon data should yield insights into the

time development of the particle production process.



1.1 INCLUSIVE STOUODIES OF HADRON - NUCLEON COLLISIONS

The dominant feature of strong inelastic interactions at
high energies is the large number of particles in the final
state, Por center of mass enetgies (s12) above 20 GeV reso-
nance production does not seem to account for more than a
small fraction of the final state pattidles. Analysis of
specific final states are often inhibited by the experimen-
tal difficulty of identifying all final state particles and
by combinatorial problems if the final state has more than a
few particles. Such difficulties have stimulated interest
in studies of the general or average properties of the
strong interaction as seen in selected variables (cross sec-
tion, moﬁenta, etc.) that have been summed over all possible

final state configqurations.
In the inclusive reaction

a¢+b-->c+X
incident particle a collides with target b producing final
state particle c.and anything else. The single particle
spectra of c¢ should be useful in revealing the essential
nature of the collision and should pose a test for any

potential theory for the strong interactioas.

The simplest choices for inclusive variables are the
total cross section (o) for the reaction a + b =--=> anything

and the topological cross section (oh) for the reaction

a + b --> n charged particles



The total cross section'increases. logarithmically as s
(center. of mass energy squared) rises from several hundred
{(GeV)2 to 2000 (GeV) 2, The average <charged multiplicity
< n > is also seen to increase as 1ln(s). The ‘OB) distribu-
tion broadens with increasing s and the most probable mult-

plicity also shifts to larger values as s increases.

A model free parameterizatiom of ' the Ohq distribution was
develored by Koka,.Nielsen and Olson {3). Using Feynman's
hypothesis of scaling (4) in the single particle spectra at
large s, it was shown that the On distribution was given by

ot = T V()
for large s. ch(s) is given Lty an energy independent func-
tion \P’ of the scaled numkter of particles. Inpressive
agreement with the RKNO law has been found, even at low ener-

gies (Figure 1).

The logarithmic enerqgy dependence of < n > is possibly
related tc another well established feature of high energy
interactions; the near energy independence of the transverse
momenta (PT) spectra of the final state particles. For PT >
0.2 GeV/c and < 1.0 GeV/c the tpansversé momentum distribu-

tion can ke described by a universal function

£(P; +PT) = A exp(-L*PT)
with b'N?G (GeV/c) -1, Deviations from this simple behavior

exist at large values of PT and in the dependence of b on
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Figure 1: KNO scaling for pp interactions.
reference (5).
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the mass of the final state particles. Howvwever, as greater
than 80% of the final state particles are piomns, this PT
distribution describes the bulk of the single particle data.
If the phase space for particle production does not increase
like st1/2 as allowed by energy chservation but is res-
tricted to PT damred phase space, then the increase of par-
ticle production with s corresponds to the growth of phase

space( proporticnal to 1ln(s)).

Single particle distributions are usedAto.study the kine-
matic properties of the final state particles. The Lorentz
- invariant differential cross section for particle c is

given Ly

f(p,s) = E 40

d3

ael

where E 1is the energy of the particle in the rest franme
where p was measured. -If the beam and target are unpolar-

ized the cross section should only depend on PT and p_, {(the

i
longitudinal momentum of the particle along the beam momen-
tum). The scaling hypothesis of Feynman (4) was that in

some kinematic regions at large s, the cross section would

depend on ? and s only through the variable x = 2*p"/sl’2
(Fiqure 2)
f({x,PT2,s) = 2E a0

si/2 dxdPT=2
The Feynman x runs from -1.0 to 1.0 and has traditionhlly

been broken 1into several kinematic regions vhere gqualita-
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tively different behavior was expected of the final state

~particles., Cross sections for particles with x > 0.8 are

very srall unless the particle is identical with the beam or
target (leading particle). ©Particles with x < 0.1 (pioni-
zation region) are slov in the center of mass and should be.
roughly independent of the beam and target particles. pPar-
ticles with intermediate x (0.1 £ x <£ 0.6 , the fragmenta-
tion region) are generélly considered related to or frag-
ments of the beam or target particle. Although the energies
shown in-Figure 2 are still fairly low, approximate scaling

in x is seen in most regions.
Another useful kinematic varialtle is the rapidity
y = 1/2 ln(E_+_P_)
E-p
The invariant cross section can be expressed in terms of PT
and y as

£(y,PT2,s) = 1 do
o dydpT2

]
The rapidity of a particle is the booust pdrametegr of the
Lorentz transformation to the frame where the longitudinal
momentum of the particle is zero. Rapidity distributiomns

retain their shape under Lcrentz transformations with the

entire distritution being translated by a constant.

Unlike the x variable the length of the rapidity axis

grows as ln(s). Particle wmultiplicity also grows with 1ln(s)



as previously_mentioned. If the increased particle produc~
tion is confined to the pionization region, a central pla-
tean will develop in the rapidity spectrum at high energies.
The maximum value at the center of the plateéu will * be
energy independent ( 2 particles per unit rapidity), but the
width of the distribution will grow as ln(s). ° This paramet-
erization is quite close to the tehavior observed in Pigure

3.

A popular variant of the rapidity used by enulsion and
counter experiments in which the momentum is unmeasured is

the pseudo - rapidity

’U = =1n (tan(8/2))
where © is the angle between the beam and the outgoing
track. T is a good approximation of y when PT and mass

are small.
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1.2  HADRON - NNCLEUS COLLISIONS

The total cross section for hadron nucleus collisions is
predicted remarkatly well by the Glauber multiple scattering
model using the hadron - nucleon c¢ross section and a Wood -

Saxon nuclear density as input(8).

oi= 28,5 A .75
The closeness of the exponent to 2/3 (0.69 in p - -nucleus
collisions) indicates that the nucleus represents an almost

totally absorptive target to the incoming hadron.

If the beam hadron retained its identity and continued
through the nucleus after the initial interaction it would
undergec an average ¥V collisions with nucleons inside the

nucleus.

V = A0 (h-p) /O (h=-2) = 1.56 neon
Thus the parameter V¥ is a measure of the thickness of the

nuclear target as seen by the tkeam hadron.

The most surprising feature of hadron - nuclei interac-
tions is the slcw growth of the average multiplicity with A
(atomic mass). | Naive expectations of large cascades due to
the outgoing particles are unsupported. If we comsider the
initial ccllision as forming a resonance'of lifetine T ,
then the resonance decays outside the nucleus 1if YT ¢ > 4
(the nuclear diameter). The hadronic state produced by the
initial interaction is thus expected to behave approximately

as a single particle in traversing the rest of the nucleus.

- 11 -



v

A useful measure of the average multiplicity of a hadron

- nucleus collision is

n > hadron - nucleus
n > hadron - nucleon

R(1) = <
<

< n > is the averade multiplicity of fast charged tracks
(ﬁ}) 0.7) with elastic and diffractive events removed. R({(A)
is a slowly growing function of A (Figure 4) reaching a max-

imum of about 2 for lead. When viewed as a function of y

R(A) = 1/2 + 1/2 ¥

R is seen to be insensitive to'energy or particle type.

Emulsion and counter chanmter experiménts have established
that the bulk of the ﬁultiplicity increase occurs in the
target fragmentation region. Studies of pseudo - rapidify
data show that the particle density in the target fragmenta-
tion reqion grows slowly with increasing A(see Figure 5).
Conversely the highest pseudo-rapidity values show little"

or no target dependence(11).

The number of nocleons ejected from the nucleus can be
larqge, reaching 1/2 A for light nuclei. A correlation bet-
ween tﬁe number of protons otserved and the average multipl-
icity of the event has been well documented by emunlsion and
bubble chamber work (11,12). Suggestions that the number of
observed protons is intimately related to the effective:tar-
get nmass is an integral ©part of several theories

(13,14,15,9). Support for is seen in the positive correla-
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Figure 4: R(A) for p nucleus and pi nucleus interactions.
Insert shows ene rgy dependence of R(A) found in emulsion
experiments A~60. Data are from reference (8).

See text (page 12) for details.
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tion between <n> and NP and in the corresponding shift in
the center of the rapidity 'distritutions towards small y as

NP increases (see PFigure 6).



0.l _
0.0l _
33 :
E S R
kE S
0.0! _
3 N
R
0.0l _
0.00l | L 1 I 1 !
0 2 3
y

Figure 6: Rapidity distributions vs. NP. Combined pi* rapidity
distributions for 10. 5 GeV/c pi~neon events with NP=0,1; NP=2, 3,4;
and NP 5.0 events.£ 1 9 3 is the respective center of mass. Curves
are fits to the data using tube model of reference (13).



1.2 MODELS

Numerous phencmenological models have been proposed as
descriptions of hadron - nucleus interactioms. Constrained
by the weak A dependent rise in the average multiplicity,
all of the models provide mechanisms for the suppression of
intra - nuclear cascades. The models vary widely in their

approach to the problem. A short description of some répre-

sentative models follows..

The Coherent TubeAModel (CTM) has gained many adherents
(13,14) since 1its original introduction (15,9). If the
interaction time between two hadrons is long enough, then
the beam hadron will collide with all of the nucleons in its
flight path sirmultaneously. The effective target in a beam
nucieus collision 1is then the i nucleons inside a tube of

cross section O centered along.the Leam line of flight.

Assuming that the tube behaves 1like a single heavy

nuclecn (mass i* proton mass), s 1is given by

s{(i) = 2 1 "p E(bean)
The interaction is assumed»equivalent ta a beam - nucleon
collision with s = s{i). The number of nucleons inside the
tube varies with the impact parameter of the Dbean. The

average hadron -  nucleus collision is thus represented by an
average over all impact parameters (equivalently all possi-

ble tube sizes).



Since the beam - tube collision is equivalent to a higher
energy team - hadron collision some predictions of the CTH

are:
1. KNC scaling of O in energy.

2. The same KNO scaling function as beam - hadron

collisions.

3. A strong relation between the number of observed

protons and < n >

R {NP) = (A/Z) NP 1/+
Several variations of the CTM (13,14) differ from the
above by restricting the argquments and predictions to kine-

matic regions outside the team fragmentation tegion.

In thé Gottfried Energy Flux Cascade model (1) it is
assumed the products of a hadron - nucleon éollision are
best described by collective vafiahles for times immediately
after the collision. Using relativistic hydrodynamics as a
quide the subseguent reinteraction properties of this col-
lective state are predicted. Viewed in the rest frame of
tﬁe nucleus the product of an initial hadron —.nucleon col-
lision is an excited hadronic state initially confined to a
thin disc. The energy flux of the matter inside the disc is
approximated bty the asymptotic rapidity distribution of
hadron - nucleon collisions. The different energy compo-

nents in the disc disperse in time forming a cylinder along



the team direction. The large rapidity coméonents form the
leading edge of the cylinder, with 1owef rapidity components
traiiing. The central assumption of the model is that whe-
never a slice of the cylinder has the same thickness as a
hadron of corresponding rapidity, +then that slice interacts

as a single hadron.

If the nucleons in the nucleus are thought of as forming
a linear array of separation X v the second nucleon is hit
by several slices of the energy fiux. For beam energies
around 200 GeV only two slices (corresponding to two parti-
cles) interact with the second nuclecn. The first pariicle
has the equivalent of the full beam energy E. The second
particle has energy (Ey1r/3 (1).' The 1low energy slice
gives rise to only a slight amount of cascading, because of
its low energy. Subsequent interaction of the energy flux
with a third nucleon would te equivalent to the interaction

of a hadron of energy E and two hadrons of energy E1/3,

The Energy Flux Model predicts that the excess particle
production due to the nuclear target will be confined to
rapidities smaller than the rapidity of the center of mass.

The model predicts an energy independent value of R

t

R(T ) 1+ 0.38(V - 1)

1.21 {neon V = 1.55)



A third model (16) 1is lbased on "wee parton" interactioas
(17) . Each nucleon in the nucleus and the beaﬁ hadron are
considered fo have inaépendent parton distributions. The
vee partons of the beam interact with the wee partons:-of the
nuclecns. Each nucleon interacts at most once with the
beam, while the beam undergces an averagé of  collisions
éer hadron - nucleus interaction. The center of mass Y of
each parton - parton collision is distributed uniformly in
the central region. The partcns of the beam materialize into
hadrons with y > v. - and the nucleon partons materialize

l

with y < LA The beam fragmentations are spread out in

‘'rapidity from the beam rapidity to the smallest yL with

uniform density. Specific predictions of this model are
(16)

R (y) = v Target fragmentation
regicn

E (v) = 1 Beam fragmentation
region

BV = V- /v ) +0.1- (1-y7)Y ] central
region

where Y. is the length of thé central rapidity region, For
collisions at 200 GeV/c the predicted R averaged over ali

regions is

B =U/2 +TU/(U+ 1) = 0.2 (V- N/(V+ 1)

= 1,34 neon
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Chapter II

EXPERIMENTAL PRCCEDURE

A 50,000 picture exposure of 200 GeV pi- incident on the
Fermilab 30 inch bubble chamber was takem in June, 1974.
The chamber was filled with a hydrogen - neon mixture (31 #
1 molar % neon) at a density of 0.255'gm/cc. The beam of
"nnseparated negative particles was produced by collisions of
303 GeV/c protons on a target 1 kilometer upstream of the
bubble chamber. The beam was momentum selected with an aver-
age value of 200.0:0,2 GeV/c. An earlier experiment in the
same beam line{18) found the beam to be predominantly pi-

with 2.6% mu- and 1.4% K- contamination.

The film was scanned for pi- interactions on either
hydrogen or neon. The charged track multiplicity, observed
neutral conversion multiplicity and other characteristics of
the events wvere rgcorded. About 50% of the intefactions
found in the 1initial scan were chosen for measurement.
Three passes wvwere necessary to measure 90% of these events. .
The track measuring efficiency was 92%. ihe measurements
vere processed through suitably " altered vérsions of MATCH
and TVGP{(19). Event weights vere constructed to mormalize
the measured multiplicity distriktution to the scanned dis-

tribution. Track weights wvere assigned to correct for mea-
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suring inefficiencies and biases. A final event weight was
applied to complete the separation of events into hydrogenic

-and neonic categories.
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2.1  SCANNING

Scannping for this experiment was dome in several passes
“over the film. The initial scam located the interactions of
interest. Subsequent passes' studied the events in more
detail or examined various backgrcumds. Three views 6f each
frame wvere taken; hovevéi, for scauning purpoées, only views
1 and 2 vere used. The photographs were projected on the
scan table in 1.8 lifesize magnification. The optics of the
table were sﬁfficiently distortion free to permit acceptable .
scan table tewmplate measurement of tracks which were not

adequately measured on the digitizer,

MOITIPLICITY SCAN: Pound interactions, recorded
charged and neutral multiplicity.

EDIT SCAN: Recorded neutral vertex position and
number of positive, negative, and straight
tracks.

99 SCAN: Estimated multiplicity of events with
very close secondary interactions.

MEASUREMENT EDIT SCAN: Selected events for mea-
surement. Events with confusing secondary inter-
actions or nearby beam tracks were not chosen.

SPECIAL SCANS: Double checked scanning effici-
ency for gammas on low multiplicity events. Found
events - with pions of less than 200 MeV/c 1lab
molentun.

REMEASUREMENT EDIT SCAN: Prepared drawings of
events for use by the measurers. A ¢lose rexani-
nation of the events was done at the same time
vith particular attention on locating gammas coon~
verting near the vertex.

o e W N M . G i B G W Mus e N G G e S G Ve A G G G Stie e ——— o
e o e e G D N et U G G cam cem SR G D e NP N G Gl M G e oo dh e o
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2.1.1  Miltiplicity scan

Only a small percentage of the rhotographs contained use-
ful events. The exposure was untriggered §o many frames had
only noninteracting beam tracks. Other frames were spoiléa
by upstream interactions which flooded the chamber with sec-
ondary.tracks. Even frames with interactions were not always
used as a minimum track length was needed for both the Leanm
track and the outgoiﬁg tracks. To satiéfy these criteria a
beam interaction region was defined. Only frames with a

single interaction in this region wvere used.

The interaction region is shown in Figure 7. A frame vas
discarded if there were any off angle tracks entering the

front of the chamber. Frames were also discarded if bean

tracks passed outside of the interaction region or if an

interaction occured upstream of the region. After these
exclusions approximately 29,000 frames rémained. These good
frames vere then inspected for single hadronic events in the
interaction region. Events ofaelectromagnetic origin (delta
rays or direct pairs) wvere not intentionally included and

vere removed in later check scans. FPor each event the fol-

lowing iaformation was recorded:

1. Grid(X and Y) of the primary vertex
2. Number of identified protons(NP)
3. Number of minimam ionizing tracks{NMIN). 1In prac-

tice minimum tracks included all charged tracks
except identified protons and electrons.

b
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4. Number of minimum tracks inside a forward # 20
cone (NFF) :

5. Number of pions with momentum <150 MeV/c (NSP)

6. Number of associated gammas {NG)

7. Number of associated VO's (KO and A) (NV)
There was a Small sample of events for which an exact count
of the number of minimum tracks was unreliablef For these

events NMIN=99 wvas recorded.

2.1.2 Edit scan

After the intial pass scanners reexamined the events in
greater detail. In addition to <checking the previously
recorded information several other characteristics of the
events where recorded. The number <o¢f positive and negative
minimum tracks were counted. If a tréck had no pefceptible
curvature it was recorded as a straight track., If the event
had only one proton its angle relative to the beam and track
length were recorded in two views. Also, the grid locatioms
of the gammas and VO's were recorded in two views. Several

flags were also used +to indicate conditions in the frame

which might cause difficulty during measurement. They were:

1. B any beam track close to the interacting bean
2. D Dalitz pair {(not counted in NMIN)

3. 1 gamma conversion with vertex obscured by other
tracks.

4, T a secondary track interacted within a 10 cn
radius cf the primary vertex
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Figure 7: Beam interaction region as seen in view 2. Scan
qgrid coordinates ( 1 inch in space) for the center and edges

of the chamber are also shown.
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X a secondary track interacted beyond 10 cm but
inside a forward + 29 comne

2.1.3 99 scan

| -AS described earlier, scanners recorded NMIN=99 for an
event if they were unable to determine the exact number of
pinimame ionizing tracks. Such events invariably resulted
from the secondary collision of an outgoing track making it
impossible to separate the tracks produced by the secondary
interaction from those of the primary interaction. 1In order
to determine the characteristics of the 99 type events a
special scan'vaslperfotmed to estimate their multipl%cities.

The distribution found is in Table 1.

TABLE 1

SCAN EVENT POPUIATION

NMIN 0-2 3-5 6-10 11-15 . 16-20 . >20

. 99 TYPE 0 33 93 86 38 23
SCAN 464 1053 1799 1094 417 172
weight 1.0  1.03 1.05 1.08 1.09 1.13

I o am min A e e O o A gt oo ool

Events with HNMIN#99 (labeled SCAN) are also found in
Table 1, To cofrect for the loss of the 99 events in scan-

ned and weasured distributions a weight .as a function of
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maltiplicity wvas constructed (¥T99) and applied to the
remaining events. WT99 for a certain multiplicity range was
given by:

WT99 = (SCAN + 99TYPE)/ SCAN

The weighted RMIN scan distribution is shown in Figure 8.

2.1.4 Measurement edit scan

The next step in the scanning sequence was the prepara-
"tion of a list of events to be measured. The large nunber of
secondary interaciions caused by the hydrogen-neon mix often
made accuréte measurements of the other non-interacting
tracks in that event impossible. Also secondary interactioms
produce neutral rarticles that are often nunresolvable fronm
neutrals produced by the primary vertex. To avoid these com-
plicating factors all events with secondary interactions
within a keyhole template{( a 10cm circle plus a 30cm cone
+20) vere not measured. Events with beanm tracks very close
to the interacting beam track were also not measured. These
cuts restricted the number of events on which measurements

vere attempted to about 2700.

2.1.5 Special scans

Two scans in addition to the normal scanning-measuring
sequence were performed. Both scans measured crudely on the
scan table quantities that later would be measured with

greater precision on the measuring machine. A slow pi scan
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measured the angle and momentum of pi'é of less than 200
MeV/c in the lab. A gamma rescan of events with less than
seven NMIN tracks was also carried out. The scans provided’
information for the ©preliminary analysis of the data, but
vere later superceded by the measurgd results. Both scams
provided useful consistency checks for scanning and measur-

ing efficiencies.

2. 1.6 Remeasurement edit scan

An exarination of ‘the events initially measared at SUNY
showed that a sizable fraction of the measured NMIN tracks
were positrons and electrons. These electron-positron pairs
could only ﬁe the products of unrecognized gamma conver-
sions. An estimate of the number of such unseen pairs vas
made using the scan grid information and the gamma conver-
'sion length (Appendix A) "averaged over energy (<E> = 3000
MeV/c). PFigure 9 shows the distribution in the number of
.conversions observed at a radius r from the primary vertex.
The estimated true distribution (normalized to the number of
conversions between © = 10 and r = 20 cm) is alsoc shown. The
loss of gamhas far from tﬁe primary vertex is the effect of
Athe finite cﬁamher size. The difference between the observed
and expected number of conversions is large (750 gammas) for
r less than 10 cm from the primary vertex. Approximately 15%

of the scanned events had unrecognized gamma conversiomns.
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.
: TABLE 2

: UNSEEN GAMMAS

1I NMIN EVENTS GAMMAS NQOT % OF

| SEEN EVENTS
: <4 914 22 2.4
: y=7 1321 194 14.7
} 8-11 1312 234 17.8
: 12-15 863 206 23.8
: 16-20 417 84 20.1
: >20 172 48 27.9
| :

L

Since the wunrecognized ccnversions produce pairs which
are counted in the NMIN, a correcticn to the NMIN distribu-
tion was necessary. An estimate of the number of unseen gam-
mas for events grouped-according to multiplicity is shown in
Table 2. A strong correlation lLetween the probability for an
unseen cvair and the multiplicity of the event is apparent.
The NMIN distributioh was then corrected as shown in Figure

10.

Although the above procedure corrected the NMIN diétribu-
tions summed over all events, it was not useful in detectiag
gammas in specific events. 7T0 gain the maximum information
on each event a rescan for gammas waé carried out in con-

junction with preparation of a remeasurement list. Electrons
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and positrons have a high probability for suffering‘ high
energy losses due to bremsstrahlung radiation. If the energy
loss is large enough a change in the curvature of the elec-
tron is noticable on the scan tatble. Closer examination of
évents by physicists found many gammas that were not seen by
scanners in the original.scans. Not all gammas were -found in
this rescan as descriﬁed in Appendix D, but the percentage

of events with unseen gammas was reduced to 7%.



2.2  MEASURING

The measuring of high momentum tracks in small bukble
chambers fposes a severe test to the entire measuring pro-
cess. In addition to the inherent imprecisidn of the measur-
ing machine, measuring errors are introduced by the diffi-
culty cf séparating tracks lying close together. At 200
GeV/c the forward hemisphere of the center of mass lies in a
50 cone about the beam directiom in the lab. Thus the probp-
ability for having many tracks in this region is high. Also,
mdny neutral particles convert in this forwérd area. Even
if a track is clearly visible in its entire length momentum
measurements are limited in aécuracy by purely geometric
considerations. A 50 GeV/c track in a 25 Kilogauss field has
a radius of curvature of 6500 cm. The deviation of such a
track from a straight line is 480 wmicrons in 50 cm of track
length. Since the measuring precision of.the machines aver-
~ages between 100 and 300 microns the measuring error is >
25% at this energy.  Additional measurement errors were
caused by turtulence in the chamkter. This turbulence was
small and was significant for omnly the fastest tracks for
which it could cause a systematic qnderestimation of momen-

tum.

Three measuring passes measured aktout 90% of the events
on the measu?ement list. The 1initial measuring pass
attempted to measure all neutral particles and all charged
tracks outside a forward +2°0 cone. Poor track selection by

(s
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the measurers resulted in a substantial number of e+ ,e- and
protons keing included in the minimum track sample. A second
measuring pass was necessary to eliminate Iincorrectly mea-
sured tracks and to measure any tracks missed in the origi-
nal pass. This second measuring pass was done on one of the
scan tables. Although the measuring precision of this tech-
nique was limited it was accurate to within 10% in rapidity
and mcmentum for the kinematic regions of greatest interest.
A third and final measuring pass measured all the events
that were poorly measured in the first two passes. As these
events were in general of complicated topology several spe-
cial procedures were applied to insure proper track identi-

fication by the measurers.

As an example of the difficulties faced in the measuring
process a photograph of one of the eveants is sﬁovn in Figure
11, The event is of moderate multiplicity(NMIN=13, NP=2),
but with a large number of gammas (7). Two of the gamma con-
versions are less than 10 cm fraom ‘the primary vertex and
could be easily mnmistaken for wminimum tracks. Several
bremsstrahlung gammas must be separated from gammas origi-
nating‘at the primary vertex. A nearby beam track must not
be confused with the minimum tracks downstream. Finally the
two protcns must be reéognized and treated separately fronm

the minimum tracks.
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2.2.1 -_S.QEZ heasurements

The initjal measuring pass was done at the State Univer-
sity of New York at Albany(SUNY). The film was measured on a
ménqia-spago device' which had a point setting error of 15
microns on film, The measurers attempted to measure only
thoseAttacks which lay outside a 29 cone about the bean
direction. Neutral vertices vere also measured at this time.
The SUNY measurements were processed through MATCH and TVGP
computer progranms té"reconstruct the tracks? momenta. Tﬁe
FRMS (chisquared deviation of the measured points froﬁ the
reconstructed track) is a measure of the accuracy of the
track.measurement. The maximum allowed FRMS was 40. The FRMS
of the SUNY measurements

is shown in Figure 12 a.

2.2,.2 Scan table measurements |,

The measuring efficiency for the SUNY events was ;educed
by several effects. Tracks often would lie in the co;e only
in one view and consequently would not be measured in that
view. Reconstruction would fail if a view was missed. As
mentiocned earlier gammas were often hard to separate from
the oﬁtgoing charged tracks and many wvere mistakenly
included in the charged track sample. To correct these defi-
ciencies a remeasurement pass at Duke measured all tracks

not correctly measured at SUNY, checked carefully for extra-



neous tracks, and ﬁeasured all tracks in the forward 29
cone. These measufements vere carried out on one of the
scan tables, This table had 1.04 lifesize projettion and was

almost distortion free(<.5%). The measuring tgchnigue coa-
sisted of aligning a template with the beam directionm at the
vertex fhereby fixing the vertical axis of the template. At
10:cm intervals on the veftical axis the offset of the track
from the vertical axis vas recorded. The typical measurement
precision vas'1mm on the table or approximately 50 micronmns
on film. The measurers visually matched the tracks in all
three views using delta rays, butble gaps and cucvature to
identify tracks. = The measurements were recorded on cards
and processed through TVGP. ‘The FRMS of these <tracks is

shown in FPigure 12 b.

Clearly the relatively 1large pcint setting error of the
scan table measurements implies that momentum measurements
of high momentum tracks are imprecise. Por tracks of less
ﬁhan 6 GeV/c lab momentum this method is accurate to 10%.
The error in rapidity is also less than 10% for tracks.uith
lab rapidities less than four. These measurents are thus of
adequate precision in the kinematic regions of most impor-

tance.
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Figure 12: FRMS of charged tracks.



The SUNY and scan table measuring passes successfullf
measured 60% of the events. The failure rate for events with
a large number of minimum tracks or gammas was high. The
measured event sample was thus se;iously biased towards low
multiplicity events. To correct these biases and to increase

statistics a third measuring pass was carried out at Duke.

The remeasurement pass was done on the Duke semi-auto-
matic measuring machine (RIPQLE) which has been described
elsewhere(20). Several modifications to the normal RIPPLE
measuring procedure were necessary because of the complex
nature of these events. The autaomatic track recognition
procedure was unable to resolve large numbers of tracks.
Tracks were éet up by operators manually. RIPPLE used this
information to parameterize the track's curvature and then

measured other rcints on the track unassisted.

Cnly a single view of an event was available to the mea-
surer via the TV monitor at any given time. This often pro-
vided insufficient informaticn for the measurer to properly
set up the tracks., Many possible areas of confusion were
caused by multiple overlapping tracks or gamma conversions.
" Detailed drawings of each event in views 1 and 2 were pre-
pared with all minimum tracks and protons identified as
well as all.secondary vertices. Kinks or secondary interac-

tions on the charged tracks were also noted as well as any
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situation which could cause the measurer confusion. With
these steps the remeasurements were highly successful and
approximately 90% of the events were measured. The FRMS dis-

tribution of the charged tracks is found in Figure 12 c.

2.2.4 Neutral particle meagurements

The accurate measurement of neutral particles requires
the mcmentum measurement of the charged decay or interac-
tion products ( e-e+, pi+pi-, or ppi-) as well as the space
angle between the secondary vertex and the main interaction
vertex.'The vertex measurement poses no problems if the ver-
tex is visible in all three‘views. The momentum measurement
is often limifed in accuracy by the short track 1length of

the charged products.

Two factors limit the charged track length, Tracks con-
verting near the edge of the conversion volume are very
close to the chamber Qall and are thus visible for omnly sev-
eral centimeters. Other short tracks are caused by interac-
ticns of one of the tracks in the chamber liquigd. This
effect is small for hadrons, but electrons have a large
prokability for a bremsstrahlung collision. The probability
per cm for an electron of energy 2000 MeV/c to emit a gamma
in a brems;frahlung interaction is plotted in Figufe 13 as a
functiocn of the gamma energy. Large bremsstrahlung losses
are identifiable on the scan table and the track measurement

is then limited to the initial portion of track.
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A more serious problem with the electrons is caused by
the large number of small bremsstrahlung losses. Since no
gross change of curvature is measurable the reconstruction
programs fit a single curve to the entire measured track.
The electron momentum is thus systematically underestimated.
A correction procedure due to Elliott(21) was applied in
TVGP which optimised the electron track length and increased

~the measured energy by about 15%.

The net effect of the restricticns on track 1length was
that certain classes of neutrals could at best be measured
only approximately. Therefore full energy measurements were
attempted only on those neutrals with sufficient track
length for an accurate momentum measurement. The remaining
neutrals were measured only as secondary vertices. The par-
tially unmeasurable gammas were those with oner or both
charged tracks having a track length of 1less than 10 cm.
Others were gammas converting in the fofward' 29 cone whose
charged tracks were faster than 3 GeV/c as measured crudely
on the scan table. The yawma momentum mcasurements are thus

only valid for gammas in the range of 50 to 3000 MeV/c.



2.3 WEIGHTS

Given the complexity of these events it is not surprising
that a number ofltracks or events remained unmeasured after
the three measuring passes. Continued measuring wvas imprac-
tical. A weight was assigned to each event and traci to com-
pensate for +the unmeasured events. The vweighted inclusive
distributipns approximate the true distributions that would
have been obtained if all tracks and events had been mea-

sured.

If the scanning and measuring processes were unbiased
then the weights would be the the reciprocal of the overall
measuring and scanning efficiency. OCften, however, the mea-
suring process discriminates ggainst events with certain
characteriStics(high multiplicity for exanmple). The weight
then is necessarily a function of +the event or track's pro-
perties. Much effort was devoted to the study of measurement
biases and the construction of weights that properly correct

those biases.

The events in this experiment are either pi- proton
{hydrogen) or pi- neon. Although many events .are readily
identified as neon,a large class of events are separable
into hydrogenic aﬁd neonic gyroups - by statistical methods
only. This separation is accomplished by a weight which is a
function of the number of minimum tracks and the number of

protons. Tt is discussed later in this section. A helpful
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-
aspect of the dual targets in this experiment is that the
pi- p interaction has been measured previouély by this group
and others(18) in hydrogen bubble chambers. The hydrogen
single particle distributions obtained in this experiment
can te normalized to thoée results to study the scanning and
measuring efficiencies. Assuming that the hydrogen and neén
tracké are treated equally by the measuring process the.
track weights found for the hydrcgen events can be applied
to the neon events, A flow <chart of the weighting schenmes

can be found in Figqure 14,

2.3.1 Event weights

As described earlier only 50% cf the events wvere selected
for measurement. Of these about 90% had more than three-
fourths of their tracks successfully measured. The combined

effect of the scanning and peasuring biases was a discrimi-

nation against events with large NMIN, Table 3 shows the
' scan event population. Table 4 =shows the event population
of the events on the fieasurement list (ML), Fach event in

the measurement list with NMIN (minimum ionizing tracks) and

NP (protons) carried a weight given by:

_ W{(NE,NMIN)= Number scan events with NP and NMIN
Number ML events with NP and NMIN
A1l events with NMIN greater than 20 minimum tracks were

grouped together for better statistics.
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Figure 14: Weight ﬂow chart.
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A complication of this scheme is that the NMIN And NP of
the events were sonmetimes altered during the rescan. The
veights had to be remapped into functions of the new scan
variables. The WT99 weight was alsc included at this time.
The final weights for the events on the measurement list are

shown in Table 5.

Since only 90% sf the events on the measurement list were
measured, an additional Qeight was needed to correct for
this loss. The‘event veights for events with charged track
measurenents were constructed exactly as described 1in the

previous paragraph.
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TABLE 5

EVENT WEIGHIS

NP=0

0.00
1.38
1.68
1.66
1.70 -
1.48
1.88
1.94
2.06
1.90
2,27
2.10 -
2.56
2.55
2.70
2.82
2.82
3.69
3.38
6.50
3.00
3.00
7.00
0.0

NP=1

3.00
1. 47
1.32
1.70
1.79
2.01
1.92
1.96
2.18

2.10 .

1.94
2.55
2.73
3.79
2.50
3.12
1.93
3.83
2. 40

2.00 .

0.0
5.00
. 3.00
3.0

NP>2

1.00
1.42
1.62
1.85
1.73
1.89
2.01
1.956
1.79
2.31
2.41
2.78
2.83
3.53
3.32
3.07
2.89
2.69
2.94
3.45
3,11
3.82
5.03
7.30
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2.3.2 Hydrogen-neon separation
The events in this experiment are due to pi- interactions
Wwith a proton (hydrogen) or with a neon nucleus. In many
cases the séan information wili idéntify the neon events.
Hovever some neon interactions are very similar to hydrogen
interactions and can be separated from the later only by

statistical means.

Since charge 1is conserved, all pi- proton interactioms
have aﬁ even nupber of chérged tracks with a net charge of
Zzero. Hydrogen events have no more than one visible proton.
The angle the proton makes with the hLean direction also must
be compatible with momentum conservation. The neon interac;
tion can occur oan a single peripheral proton or neutron or
Hith'several nucleons at once. The net charge of the neon
events ranges from -1 to +9, neglecting any second order
processes. The number of protons and their production
angles vary +widely depending on the extent of the nuclear

breakup during the interaction.

The events were divided into hydrogenic and neonic cate-
gories. The hydrogenic events had all the scan characteris-
tics of pi- ©p collisions. The nevnic events were those
events which could only have occured on neon. The NMIN dis-

tribution of the hydrogenic events is shown in Pigure 15. In
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Appendix B the number of expected hydrogen events is calcu-
lated. Using the well measured hydrbgen multiplicity distri-
buticn ( Table 9) the predicted number of Hydrogen events as
a function of NMIN and NP was calculated{(Figure 15 ). The
excess hydrogenic events are attributed to misclassified

neon interactions.

'The hydrogenic neon interactions are +thought to come
mainly from cocllisions with a periphergl proton.: Since such
a protcn is only loosely bcund ( on this energy scale) it is
assumed that these events are comgletely similar in all
details to pi~- hydrogen interactions of the same multiplic-
ity. By comparing the number of weighted hydrogenic events
to the expected number of hydrogen events of a given NMIN
and NP, a probability can be assigned for each event to be
on hydrogen or neon. Each hydrogenic event is added to the .
hydrogen group with the total event weight being multiplied
by +the probability that the event is on hydrogen. . The.

remaining hydrogenic events 2re added to the neon sanmgle.

The validity of this separation can be checked by compar-
ing the single particle distributions of this experiment,
with those of previous experiments on hydrogen(18,22). No
significant differences between the data are exhibited (Fig-

ure 16 and 17).
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2.3.3 Charged track weights

The tréck measuring efficiency for events having mofe
than three quarters of their tracks measured was 92%. The
event weights for this restricted sample were calculated as
discussed previously. In addition a track weight for each
measured track was . necessary to correct for the unmeasured
tracks. A comparison of the pit+ and pi- rapidity (y) distri-
butions of this experiment with those found in hydrogen bub-
ble chanmber exteriments at the same energy (Figure 16 and
17), show that the unmeasured tracks are predominantly fast.
This lc¢ss of high rapidity tracks is also caused by measure-
ment errors which tend to decrease the measured valué of
rapidity of high rapidity tracks. Below y=4.5 the rapidity
" distributions are consisteht with an unbiased track excess
of 2%. This value is consistent with the expected e+ e- con-
tamination of the minimum tracks.. By normalizing the rapid-
ity spectrum tc that of previous experiments a track weight
which is a function of y is constructed for the hydrogenic

events.

In principél the track measuring efficienciés for hydro-
genic and mnecnic eventé should ke equal as no attempt at
separation was made until after the measuring process. The
track measuring efficiency, houever, decreases as NMIN
increases. Consequently, the track measuring efficiency was
lover for neonic events. Even for events with the same

NMIN, however, the neonic events had a lower measuring effi-
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ciency. ThisAcan be attrituted to the generally higher
complexity of the neonic events. The rapidity dependent
track yeights found in the hydrogenic events were modified
for the slightly greater bias against 1low energy tracks
found in the neon events. This weight wvas then multipliedr
by a constant to correct for the lower measuring efficiency

for the neonic tracks.
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2.3.4  Neutral rarticle weights

Only charged particles are directly visible in the bulble
chanmber. ‘Neutral particles are seen only fhrough decays or
interact within the bubblelchamher whicﬂ produce charged

tracks. Several neutral particles which are of interest in

this experiment are
Ke— 7.

A—pT

As cnly a fraction of the mneutral particles are observed in

the bubble chamber a weight is assigned to each particle
seen £o that the inclusive distritutions are properly nor-
malized. The proktability of a mneutral decay or interaction
can be calculated. The weight is +then the inverse of the

prokability.

The probability is a function of several particle depen-
dent guantities and of the potential path length in the bub-
ble chamber., The path length is determined by the position
of the primary vertex and the preduction angle of the neu-
tral particle. A computer subroutine (RAY) was written to
calculate the potential 1length from the vertex +to the sur-
face of a geometric,fiduciai region., This surface, depicted

in Figure 18, «consists of a «cylinder aligned along the 2
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axis intersecting with élanes.of constant X and Y. The exact
location of the surfaces could e varied to study the
effects of fiducial volume changes on scanningAefficiency.
The values displayed in Figure 18 vere the final set used

for this experiment.

As discussed in Appemndix A the interaction length (IL)
for gammas was calculated for each gamma enerqgy. Only pair
conversions were scanned and measured in this experiment;
The probability of a gamma con?erting to a pair between two
points S1 and S2 is

o‘(bair)
P = * {exp(-S1/IL) - exp{-S2/1IL))

O (total)

The conversion veight is then 1.0/p.

Conversion weights for strange particles were calculated
similarly with the interaction length IL being replaced by
the mean decay length DL of that strange particle. Further
discussion of the strange particle weights can be found in

Appendix C.

In addition to the conversion weights,a weight must be
applied to the measured neutrals to correct for the neutral
particles last in the pmpeasuring process. The ncutral parti-
cle detection and measuring efficiency 1is discussed in
Appendix D. It is shown that inside the conversion region

the detection efficiency is unbiased.
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Figure 18: Gamma conversion region. Only gammas converting
in this region and further than 10 cm from the vertex were used
in data analysis.



Chapter I11

DATA ANALYSIS

Frco the original scan and edited scan NMIN distributions
the neon NMIN distribution is extracted. Average chérged
track and neutral particle mnultiplicities are <calculated
with corrections for unrecogniéed gamma conversions and
minimum ionizing protons. On is found to obey KNO scaling
when ccmpared to 10.5 GeV/c pi-neon and 200 GeV/c pi-p data.
Comparisons of the average pion multiplicity in neon to
hydrogen data are made through the variable R and compared
to similar studies at 10.5 GeV/c. . Correlations between the
average pion multiplicity <pi> and the number of scanned

protons are investigated.

-

Weighted gamma data are used to estiméte the averaée pio
multiplicity <pi®> as a function of NMIN. Correlations bet-
veen <(pi%> and the number of scanned protons are also exa-
nined and correspond well to correlations seen among the
charged pions. Cther pi® poments are found and‘compared to
hydrogen data. The gamma rapidity distribution of neon
events is compared to that of hydrogen. Production charac-
teristics of the pi® are 1investigated through Monte Carlo

simulations of pit+ and pi_ decays to gammas.



Structure functions for the charged tracks are plotted.
PT2 distributions of pions from neon interactionsuare simi-
lar to equivalent distributions from hydrogen. The increase
in average particle multiplicity due to the neon target is
seen to occur in the target fragmentation and central pioni-
zation regions. Dependence of the pion structure functions
on thé proton multiplicity are investigated. Energy depen-
dence of the %| and y distributions are studied by compari-

son with 10.5 GeV/c data.
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3.1 MULTIPLICITIES

3.1.1 charged Eionms

After' the edited NMIN distribution had'been properly
weighted, estimates of non-pion comronents of the minimun
ionizing tracks were made. Theixg‘contamination had been
estimated at 4% (12) and was ignored. As mentioned previ-
ously gammas convertiﬁg close to the primary vertex were
sometimes included in the NMNIN éouht. In Appéndix D the
procedure for estimating the number of gamma conversions <
10 cm from the primary vertex is discussed. When the pred-
icted and observed number of gammas are compared for each
NMIN, the estimated number of unseen gaﬁmas can.be calcu-
'lated. Assuming that at most one gamma is unseen per évent,
eacﬁ unseen gamma is associated with an event of true nmul-
tiplicity NMIN - 2, An iterative subtraction startiné at

low multiplicity <corrected the NMIN distribution for these

unseen gammas.

The expected hydrogen events were subtracted from the
corrected scan sample. Scan multiplicities from 200 GeV/c
pi-.p data (18,22) were used after modification for the
lovwer proton scanning efficiency .of this wexperiment, The
NMIN distribution is shown in Figure 19. The most promiﬁemt
feature of the data is the diffractive peaks at NHIN = 3, 5,

or 7.
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The neon.NMIN data still contains a substantial number df
minimum ionizing protons. In Appen@ix E the estimatedlnumber
of such fast protons is calculated. These aminimum ionizing
protons are 1likely associated with higher multiplicity
events, however, no procedure for estimating the number of
fast protons és a function of NMIN was found reliable. The
fast ptotons constitute a 5% <contamination of the minimun

tracks in Figure 19.

Table 6 contains the average number of minimum ionizing
tracks per evenf with the estimated number of proton
tracks. The average number of pi*+ was found for all neon
events and for all non-diffractive neon events. The ratio R
defined previously as:

R = <pi+> pi- neon
<pi+> pi- proton

wvas calculated for each sample of neon events.

Also printed in Tatle 6 are the corresponding multiplic-
ities for pi- neon at 10.5 GéV/c (12) . Although the average
multiplicity more than doubles between the two energies R
shows no significant change. R is approximately the same for
event sapples including or excluding the diffractive events
at 200 GeV/c. Conversely R at 10.5 GeV/c increases if thce

diffractive events are removed from the sample.

For <comparison the values of R predicted by several

models are listed belowv.
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TABLE 6

AVERAGE CHARGED TRACK MULTIPLICITY

Pi- neon 200.0 GevV/c 10.5 GeV/c

<pinimum tracks> 9.41% 0.21 3.91+ 0.03
<scan protons> 1.77+ 0.10 1.50+ 0.08
<fast protons> 0O.44+ 0.14 0.46+ 0.12
<protons> 2,21+ 0.17 1.95% 0.14
<pit+,pi->*t 8.97+ 0.25 3.45+ 0.05
<pi+,pi->" 9.46+ 0.27 3.74+ 0.06
8L <pi+,pi-> 1.21+ 0.04 1.11+ 0.03
<pi+,pi->

R¥= 1.22+ 0.05 1.20+ 0.04
p° = <piz>-<pid>2  5.34+ 0.67 2,04+ 0.03
<pi>/D 1.86+ 0.24 1.83+ 0.06

fAll neon events

#4111 non-diffractive neon events

"Calculated for non-diffractive events using NMIN
uncorrected for fast protons
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R = 1,21 , Energy Flux Cascade (1)

R = 1.34 Parton (16)

=4 ]
]

1.33 Coherent Tube #odel (9)
The dispersion

D = (<pi+2> =-<pi+>2?)

is a measure of the width of the On distribution. As
expected D 1increases with increasing <pi#d>. The ratio
<pi+_>/D is closely related to KNC scaling.. If KNO scaling
is valid <piz>)D shéuld be energy independent, as is well
surrorted by the values seen in Table 6, The scaled Oh

distribution is seen in Figure 20 with distributions fronm
200 GeV/c pi- p and 10.5 GeV/c pi- neon. Significant devia-
tions from KN3J scaling are seen for NMIN = 3, S5 and 7 (domi-
nanted by diffractive events) . Higher multiplicities

satisfy'the KNG form except for the wider distribution shown

by the neon events when compared to hydrogen.
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3.1.2 ngzgﬂé

The weighted proton multiglicity distribution is shown in
Figure 21 a. Events with up to 9 or io'protons corresponding
to the complete treakup of the nucleus are observed. Since
the neon nucleus contains equal onunmbers éf protons and neu-

trons the prdtons are probably associated with equal numbers

of neutrons.,

Proton identification was better than 95% for protons
with lab momenta between 0.2 and 0.8 GeV/c. Below 0.2 GeV/c
protcns were missed due to short track length (< Smm) and
the general confusion of tracks altout the vertex. Protons
above 0.4 GeV/c were identified by scanners on the basis of
track density. Becaunse of the unusual bubhble chamber operat-
ing ccnditions caused ty the neon fill, track densities were
found to vary throughout the exposure. Consequently, identi-
lfication of the faster protons (track density less than
twice minimum) was uncertain. Although some protons were
identified with nmomenta up to 1.4 GeV/c other protons of
similar energy vwere misclassified as minimum tracks. These
protons were identified by the same procedure used to find

the fast (minimum ionizing) grotons.

A procedure for estimating the number of fast protons is

discussed in Aprendix E. The same fprocedure was used to find
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the number of fast protons as a function of NP. No
dependence on NP was-found. The scan NP’ distribution was
then corrected by assuming an average of .44 fast protoné
per event. The corrected proton multiplicity distribution

is alsc shown in Pigure 21 a and k.

The corrected proton distribution is compared to that
found at 10.5 GeV/c. AS seen in Table 6 and Pigure‘21 b.
the avérage number of protons has increased slightly with
enerqgy. For NP>4 the distributions are identical. Further
discussion of the change in proton multiplicity is found in

subsection 3.2.2.
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3.1.3 Gammas

As described in Chapter II the the number of gammas can
be estimated from the observed gamma conversions and the
gamma conversion probabiiity. Corrections for several small
sources of error were then made. Gammas with energy < 50
MeV were not measured and were also easiiy nissed duriang the
ipitial scan. Using Monte Carlo simulations of the pio decay
(described in subsection 3.2.3)v it vas estimated that 2.4 +
0.5% of the gammas vere X 50~ﬁev. Bremsstrahlung gammés
wvere eliminated duriné the rescan with possible érror *O.OA;
1.0%. - Very fast neutral strange pérticles could have been
misclassified as gammés at level of -0.5 + 1.0%. The total
gamma loss was thus 2.2 & 1.5%. The weighted number of gaﬁ-
mas was corrected ' for these effects and for loss of gammas

during measurement.

In all subsequent discussion it 1is assumed that all gam-

mas originate'from.ﬁio decays. This implies that

< pio > = 1/2 <Y>
The average number of gammas for neon is ﬁouna' in Table 7.
The ratio of the average gamha multiplicify in neon to that
of hydrogen R(Y') vas also calculated. R()’) has iﬁcreasea
slightly when cémpared to data at 10.5 GeV/c but 1is

extremely close to fhe ratio found for charged tracks.

A compon parameterization of the gamma data at high.ener—

gies is



TABLE 7

AVERAGE GAMFA MULTIPLICITY

fi- neon 200 GeV/c 10.5 GeV/c

<gammas> 9.10+ 0.27 3.54+ 0.3

<pio> 4.55+ 0.24 1.77+ 0.05

R1=<pi®> neon 1.21+ 0.05 1.09+ 0.07
<pi®> hyd .

! All neon events

(0 e o e e -y
M vt S s WD D e AEE e A . SN St v P e My o o

< pi°.> = 1/2 < pit >
This is in contrast with low enerdy data whefe little or no
correlation between <pi®> and <pit+> is found. The depen-
dence.of <Y > “on NMIN is shown in Figure 22. Also shown
are the data from the hydrcgen events of this experiment.
The average gamEra multipiicity for both targets rises
linearly with increasing NMIN before levelling off io a con-
stant value for NMIN > 14, The asymptotic value for the

neon events is about 1.5 times that for the hydrogen events.

For NMIN < 7 an even - odd dependence in <> is seen in
both hydrogen and neon, Events with NMIN odd are consistent
with diffractive production on hydrogen and coherent dif-
fraction on neon. If the nen-c¢oherent neon events are pro-
duced by either pi-p or pi-n, diffractive events would have

NMIN odd or even. A greater proportion of neon events with
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NMIN odd are diffractive tham with NMIN even. Since
diffractive events are generally associated viéh low < 7>,
the even - odd dependence in < Y>(NMIN) can be attributed to
the differing fractions of diffractive events in even and

odd NMIN.

It has been proposed (25) that the < 73NhﬂlN distribution
for both hydrogen and neon can be understood in terms of a
two component model of particie production. éapicles are
produced in a diffractive process (dominént at low NMIN) - or
by an nnspecifiéd non-resonant process (dominént at high
NﬁIN). Diffractive evenfs are associated with low < Y >. .
The < 7> for the non-resomant production is almost indepen-
dent of NMIN and is primarily a fdnction of s or the availa-
ble energy in the center of mass. The observed linear rise
in < )’)N MlNis caused by the steadily decreasi.ng‘fraction of

diffractive events.

Of particular interest to this experiment is the large

NMIN behavior predicted hy the model. The <> at large

NMIN is strongly s dependent. ‘The fact thathgﬁgih”w'Nfor
neon 1is approximately 1.5 times <‘75hmw|hryétégen (NMIN
large) supports the premise that s and consegﬁently the
effective target mass are increased in hadron-nucleus colli-

sions. similar behavior is also seen <Y}NPPigure 23.
There exists an almost linear rise between < > and NP which
can be interpreted as evidence for”increasing Atatget mass

with NP,
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Another strongly energy dependent function of the ganmma

multiplicity is the £99 moment

2
f.go = < pio(pi® - 1) > - < pi0 >2
Experimental observations (26) and theoretical predictioms

(27) show that f%ﬁ increases strongly with s. Using the
veighted gamma. distribution and relations between < pi0 >

and < Y> (26) the following values were found

f£0 = 2.4 +#.1.1 hydrogen
£90 = 3.8 + 1.2 neon ‘

Again the difference between the hydrogen and neon events
can be explained by the largér 'enetgy available in hadron -~

nucleus collisions.
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3.1.4 Correlatigons

'Previous epulsion and bubktle chamber experiments
(11,12,10) have noted a correlation between the observed
number of protons (NP) and the averége pultiplicity of the
event <pit+d>, Several theories (9,13,14) suggest the use of
NP as a nmeasure of the effective target mass in the colli-

sion. The center of mass energy

s = 2 M(target) E{kean)
increases for a fixed energy team as the target mass
increases, As noted in the Introduction <pit+> 1is propor-
tional to 1ln(s). Thus events with several observed protons
should be associated with évents cf high average multiplic-

ity.

The average pion multiplicity was calculated as a func-

tion of NP as shown in Fiqure 23. A definite increase in’
<pi#+> with 1large NP is seen. The events with largest NP
would have R values of 1.5. In contrast the NP = 0 events

which are dominated by diffractive processes have a smaller
average multiplicity than hydrogen events., <pi+> shows
-signs of levelling off at large NP, perhaps indicating that
the maximum number of protons are already involwed 1in the
collision. The average gamma multiplicity <)> corresponds
well to <pit> indicating that the <pi®> dependence on NP is
the same as for the charged fpions.

- 78 -



15 T ¥ T T 1 T g | g T

sh | ,L {

9l | ® (Tty

NUMBER OF PARTICLES

NP

Figure 23: Average pion and gamma multiplicity vs NP, (number
of observed protons). Data sample was all inelastic neon events
at 200 GeV/c.

0



If <pi+> at each NP is scaled Lty the overall average mul-
tiplicity, the data at 200 GeV/c can be compared with data
at 10.5 GeV/c (Figure 24y ., Striking agreement between the
data are seen. The increase in ©particle production in pi -
nucleus collisions is seen toc depend strongly on the nunber
of observed prﬁtons and very little if at all on the bean
enerqgy. Models of pion nucleus interactions in which the
collision parémeters' dependence on NP is eperéy independent

would te supported by these data.

Figure 25 shows the NMIN distribution (uncorrected) for
several cuts on the number cf protoﬁs. The most prominent
feature of the NP = 0 or 1 events are the large diffractive
peaks at 3,5 and 7 NMIN., These diffractive peaks are absent
for the NP>1 events which have broad central regions shift-
ing to higher NMIN as NP increases. The fraction of events
which can be attributed to diffraction processes decreases

dramatically as NP rises.

The dispersion (D) for each group of events was calcu-
lated (Table 8). As expected the dispersion increases with
NP. The ratio of D to <pi#> is seen to decrease with NP,

The dependence of the D/<pi+> on NP implies that the same
KNO scaling function will not describe events with differing
NP. When averaged over all NE KNO scaling behavior was shown
in section 3.1.1. Early versions of the Tube model (9)

predicted XNO scaling for all NP in contrast to our results.

- 80 -



|.4-" tk*

o ®
< 2
X 10k . & 7 Ne 105 GeV/c
Q.
| 42; %‘ o 7—Ne 200 GeV/c
~ T
0.6 1 I | S
| 0 2 4 6 8
Np

Figure 24: Scaled pion multiplicity vs NP. Data sample was all
inelastic events.



L

Later variatiomns (13,18) however, predict scaling only if

averaged over all NP values. -

TABLE 8
DISEERSICN
r
]
{ .
| Dispersion D/<pit>
|
| NP = 0,1 4,80 + 0.33 «59 *+ 0.04
| , .
| NP = 2,3,4 5.38 + 0.49 0.50 + 0.05
|
] NP> S 6.00 + 0,95 0.47 + 0.08
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3.2  SINGLE PARTICLE SPECTRA

The average pion, gamma and proton multiplicities of neon
events have béen shown to be significantly 1larger than the
corresponding multiplicities on hydrogen. Study of the sin-

gle particle distributions will define the kinematic proper-

ties of the increased particle production,

The single particle spectra of this experiment'é 200
GeV/c pi- neon interactions are compared to spectra fron
10.5 GeV/c pi- mneon and 206 GeV/c pi- p. Ideally ccmpari-
sons to the hydrogen data would ke supplemented by compari-
sons to pi- neutron data. No such data exist, however, at
comparable beam energies. Comparisons of the neon data to
hydrogen dapa show a pronounced dependence on the charge of
the pion. This dependence is due an large part to those

neonic interactions which resemble pi- neutron collisions.



3.2.1  Charged gions
In Figure 26 the PT2 distributions of pi- from 200 GeV/c
pi- neon and hydrogen are ccmpared. The distributions are
]p normalized by division of < pi- >. No appreciabtle differ-

ence is seen between the two distributions. The PT2 Jistri-
bution is insensitive to the exact néture of the target or
to whether the particles are produced by single collisioans
{hadron - nuclecn) or mdltiple collisions (hadron -

nucleus).

Fiqures 27 and 28 show the longitudinal momentunm (p” )
spectra of pi- and pi+ from neon amnd hydrogen interactions
at 200 GeV/c. The neon pi+ data were corrected for fast
protons (Appehdix E). Both ri+ and pi- show a strong excess
multiplicity (1.6 to 2.8 times) over the corresponding

> hydrogen data for Pi £ 0.2 GeV/c. Por p“ > 0.2 GeV/c the
comparison between neon and tydrogen is gquite different for
pi+ and pi- final state particles. The neon pi- are consis-

tently higher than the hydrogen pi- (p“ 2 0.2). Above p" =

~ 1 GeV/c the pi+ hydroygen and neon data are virtually indis-
tinguishakle. The ratio R

R = < pi+ > pi- neon

< pit > pi- hydrogen

, for the region -0.6 < Py < 9.0 beV/c
- R = _ 5 dg dg; neon
‘ d
- Py J do_ dp, hydrogen
apy
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was found to be 1.13¢ 0.02 for pi+, 1.42¢ 0.03 for pi-, and

1.26+ 0.02 averaged over all charges,

Figure 29 compares the pi- pll distributions at two bean
momenta, 200 GeV/c and 10.5 GeV/c. There are more pi- in
the region p € 0.4 GeV/c at 10.5 GeV/c than at 200 GeV/c
despite the much higher multiplicity of the higher energy
events. The increased multiplicity due to increased energy

is cnly apparent above p = 1,0 GeV/c.

The p behavior with seen in neon is very similar to that
found for pi+ and pi- proton collisions. Whitmore et al.
(23) have shown that limiting fragmentation in the target
region is only valid at the-high energy limit (s-1/2 = 0).
At beam energies of 100 GeV or less limiting fragmentation
is only approximately true. (Limiting fragmentation implies
that the particle production in the target or bean fragmen-
tation region is independent of the exact quantum numbers of

the beam or target.)

If the integrated cross section for the range =0.4 < pllg
0.2

ICR E 40 dp
Ty

for several different experiments (23) is plotted agaiast

s-1/2 (Figure 30). A linear dependence om s1/2 is seen.
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If the corresponding values for neon at 200 GeV/c and
10.5 GeV/c are plotted (FPigure 30) similar behavior is seen.
Linear extrapolatiohs to s-1/2 = 0 show that not only are
the cfoss sectidns insensitive to the charge of. the bean,
but they are also equivalent for pi+ and pi- final states.
This is in contrast to the hydrogen data where pi+ final
states have larger cross sections than pi-. This probably
reflects the equal numbers of protons and neutrons in the

neond hucleus.

Thé agymptotic (value {(s=-1/2 = 0.0) of the integrated
cross section in this p "range is 0.072i 0.006 for hoth.pi+
and pi-. The corresponding values for hydrogen are 0.024%*
0.002 for pi- and 0.042¢ 0.002 for pi+ final state parti-
cles. As noted previously the hydrogen asymptotic values

reflect the preferred fragmentation of the target proton

into slov pit, If the ratio of the asymptotic values is
calculated
R{-0.,4 < p ., < 0.2) (pi- neon)
I (pi- p)
= 3.0: O.Q Pi-Ne -—D pi-

pi-Ne --> pi+

1.7+ 0.2 pi-Ne --> pi+
pi-p --> pi+

2.2% 0.3 pi-Ne --> pis
pi-p ==> pit

The predictions of the Energy Flux Cascade(1) and the Parton
models (16) are B = ¥ = 1.55 in " the target fragmentation

region.
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The pi+ and pi- rapidity (lakb) distributions of botb
hydrogen and neop are seen in Figures 31 and 32, The neon
pi+ distributions are contaminated by minimum ionizing pro-
tons (20% of the tracks with vy < 3.0). As in the p dis-

tribﬁtioqs the pi+ and pi- comparisoné differ dramatically.

A more guantitative comparison of pion production in neon

interactions and hydrogen interaction is made through

r(yy = Zilhyd) ddilneon) /do (hyd)
T; (neon) dy dy

vhich is plotted in Figure 33. A charge dependence in R(y)
is seen except for y £ 0,5 and 2.0 £ y £ 5.0, The large
R(y) for y < 0;5 may be evidence for cascading of the Slow-
est pions. The R(y) for pi+ are still contaminated by pro-
tons with y < 3.0. The parton model predicts the R(y) func-
tion 1in the «central rapidity region (see Pigure 33).
Although close to the pi~ values the predicted RBR{y) is too

spall for y > 4.90.

The pi- rapidity distributions are conmpared to.pi- rapid-
ity spectra of 10.5 GeV/c pi- neon interactions (Figure 35).
The large 1increase in particle wmultiplicity at the higher
enerqy is evident as well as the shifting of the center of
the distribution to the new center of mass. As in the p”
distributions, energy independenpce has not been reached in
the target fragmentation region. The maximum particle den-
sity (in the ceﬁttal region) increases slightly with bean
energy as do. corresponding data for pi-p data (Figure 3).
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To compare thé R as a function of rapidity for the neon
targets at the two energies, the‘rapidity Yy is transferréd
to the center of mass frame and scaled by the maximum rapid-
ity y(max) (y(max) = y{(beam)). The resulting R(?) distfibu-
tions are shown in Pigure 34, Both R(?) have comparable
values in the extreme target fragmentation region (y < 0.5).
At 10.5 GeV/c R(Y) is a smoothly falling function goirng
through 1.0 at a value near the center of mass before
levelling off in the .beam fragmentation region. At 200
GeV/c R(¥) falls more quickly with increasing ¥, but reaches
a constant value in the central fragmentation region before

crossing 1.0 in the beam fragmentation region.
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Thé pi- rapidity distributions of 200 and 10.5 GeV/c pi-
neon interactions are shown in Fiqure 35. The shift in the
central paximum is readily apparent (ycm = 1.5 at 10.5; ycm
= 3,03 at 200 GeV/c). The target fragmentation reqion showvs
.signs of energy dependence (in contrast to predictions of
energy independence) with more pions  produced with y < 1.0

at 10.5.
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3.2.2 Protons

As discussed previously the protons fall into two catego-
‘'ries; the scan identified protons and the minimum ionizing
protons. The scan identified protons are seen with momenta
€ 1.4 GeV/c with the probability for scan jdentification
falling guickly abtove 0.8 GeV/c. The statistical method for
obtaining the minimum ionizing protons is covered in detail
in Appendix BE. This method estimated the 1longitudinal
momentun (P") distribntion of the fast protons. In order to
compare the 200 GeV/c data with the 10.5 GeV/c data, the
laboratory momentuﬁ distrikutions were needed. The same
subtraction procedure was used as in Appendix E but with
p{lakt) as the particle variable. The validity of this
procedure is supported by the fact that both procedures

yield the same number of fast protons.

In Figure 36a the laboratory momentum of the scan identi-
fied protons and the total proton sample are plotted. The
' scanned proton momentum distribution was corrected for mea-
suring losses by a track wveight which decreased with
increasing momentum. The pfoton nomentum spectrum is peaked
at momenta < 400 MeV/c. Protons of this or smaller momenta
are consistent ;ith the breakup of the neon nucleus after an

interaction.
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In Figure 36b the proton momentum distribations of 10.5
and 200 GeV/c. pi- neon iﬁteractions are compared. Below
0.4 GeV/c the number of protons at 200 GeV/c has incrgased
by a factor of two vhén comparéd gith the 1low energy data.
Above 0.4 GeV/c the number of ¢grotons at 200 GeV/c has
decreased by 20%. Given the experimentél difficulties asso-
ciated with the:proton measurements, it is probable that the
proton pomentum distribution is energy independent. The
near energy independence of - the proton distributions con-
trast sharply with the energy dependence seen in the pi+ and
pi- disttibutioﬁs. The energy independence in proton mul-
tiplicity could be explained in terms of the CTM, howvever,
an energy independent proton momentum distributiom is not

compatible with the assumpticns of the CTHM.
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3.2.3 Gammas

Gamma pomentum measurements were only attempted on gammas
vhose scan tatle estimated energy was greater than 50 MeV
and less than 3 GeV. Momentum measurepents of these gammas
wvere often of poor quality due to bremsstrahlung radiation
losses of the et, Thus the momentum measurements were of

limited range and utility.

For particles of zero mass the pseudo - rapidity

M = -1n[£a~n (8/2) )
(vhere 8 1is the angle between the 1line of flight and the
beam direction) is equal to the rapidity. The accurate mea-
surement of the angle ® is well within the capabilities of
the measuring system. The ©preferred variable therefore is

the rapidity for gammas.

The gammas are assumed to originate in the decays of pi®s
and it is the properties of the pi®s that are of principal
interest. Por experiments with sufficient data the pio®
spectra can be extracted from the gamma data. ‘Lacking that
possibility, the most useful prccedure is to compare the
gamma distributions to that of gammas generated by HMonte

Carlo simulated decays of known pi+ and pi- distributions.

The decay of the pi® to two gammas is isotropic in the
pi® rest frame. A pi® of rapidity y will decay to gammas

vhose rapidity spectrum will be several units wide but will
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be fairly sharply peaked at y. Thus the spectrum will be

generally similar to a pi® spectrum that has been smeared.

The gamma rapidity spectrum of neon and hydrogen events
at 200 GeV/c is shown in PFigure 37. The neon gammas are
more numerous in the central region and in the target frag-
mentation region. The increased gamma production is smaller
in the target hemisphere than one would naively expect fronm
the charged track data, but this is probably due to smearing

effect of the éio decay.

In Pigure 38 the gamma rapidity spectra are compared to
Monte Carlo generated gamma spectra of pi+ and pi- decays to
tvo gammas. Fach charged pion was alldved to decay twenty
times to gammas to minimize statistical fluctuations. The
real gamma rapidity distribution is bracketed by those of
the Monte Carlo gammas for all rapidities y > 0.5. The
gamnma data below y = 0.5 are consistent with the Monte Carlo
- gammas if corrections for the unmeasured gammas of energy <
50 MeV are made. The pio rapidity spectrum 1is similar to
the pi+ and pi- spectra with magnitude close to an average

of the charged pion data.
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3.2.4 Correlations

The strong correlétion between <pit> and NP found previ-
ously should be reflected in the rapidity distributions.
The average rapidity of pit+ and gammas for all events with
NP protons <y>NP was calculated and plotted ia Figure 40.
For comparison the average rapidity of <pit+> for 200 GeV/c

pi-p events was found to be <y> = 3.30. The lab rapidity of

the center of mass in 200 GeV/c pi- interactions is

pi-p = 3.03

pi- (2p)= 2.68

pi- (3p)= 2.48 =
The center of mass rapidity was also calculated for targets
"of effective mass double or triple the nucleon mass. The
decline of <y> with NP is evidence that the effective target
mass is incfeasing'vith NP as has been previously suggested.
Comparison of neon and hydrogen events of identical multipl-

icity show the average rapidity of the neon events is always

smaller than that of hydrogen., events.

In Figure 39, the rapidity distribution for pit+ are plot-
ted for events with NP = 0,1; NP = 2,3,4 and NP > 5. The
center of the rapidjty spectrum is seen to shift to lower y
as NP increases. The widths of the y disfributions also
seem to decrease as NP rises. The center of the respective
distributions are shown by the arrows in Figure 39 and are
shown below.
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min pit,©

3.27 3.47 NP

<y> = = 0,1
<y> = 2.92 3.04 NP = 2,3,4
<y> = 2.72 2.81 NP > 5

The rapidity distributions contain minimum ionizing protons.
<y> was calculated for all minimum tracks and then corrected
for the fast protcn contamination (assuming 0.44 proton per
event with <y> = 1.5{. The distributions in Figure 39 and
40 are consistent with increasing target mass as NP rises.
The NB> S events are consistent with collisions on two or

three nucleons.
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Chagpter IV

CONCLUSIONS

The wmultiplicity distributibﬁs of pi-neon interaétions
have been shown to be gquite similar to hydrogemn interactions
apart from a slight increase in the average multiplicity.
The R ratio of 1.21 *+ 0.05 is almost identical for charged
and neutral pions and is energy independent. After correc-
tions for undetected gamma conversions and minimum ionizing
protons were made, the topological cross sections exhibit
KNO scaling. Violations of KNO scaling are seen if only

events with a fixed number of protons are considered.

Monte Carlo studies of pi+ =-->7%"Y and pi- -=> 7)Y show
that the pi® rapidity spectra have approximately ‘the same
magnitude and shape as the charged pions. The < pi® > is
about 1/2 < pig >. Correlations betueen < pi2 > and < pit >
(NMIN) support two component models (diffractive and non-re-
sonance) of particle production. For large NMIN the <Y > is
independent of NMIN and about 1.5 times <)’> of hydrogen
interactions. The neon f%; moment was calculated to be 3;8
+ 1.1, Both the f%f and the large NMIN behavior of <Yy>
reflect the increased center of mass energy available to

pion - nucleus collisioss.
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The asymptotic behavior (é -=>00) of pion p distribu-
‘tions in the region -0.4 < "5 0.2 was shown to ye analo-
gous to that seen in hydfogen data. The leading particle
effect is significant even for team energies greater than
this experiment. The asymptotic ratio (R) of fhe neon mul-
tiplicity to ihe‘hydrogen multiplicity is in the range -0.4<
pns 0.2 is strongly charge erendent with an average value

of 2.2 + 0.4,

In contrast to the pi# distributions little energy depen-

dence is exhibited by the proton momentum distribution.

Studies of the rapidity distribution of the increased
particle production show sighificant production for 1lab
rapidities ¢ 5.0. For 2 < y < 5, R(y) is charge inderen-
dent. Comparisons_éith hydrocgen at small y show marked dif-
ferences in pit+ and pi~ production which can be attributed

to the neutron ~ like neon events.

[}

In the central region 1 < y < 5 R(y) has an average value
of 1.28 + 0,2 and agrees vwell with a partan model which
predicts R(y)= 1.27 at y=3.0. The data disagree with the
model prediction for the shape of the R(y) faunction. The
excess particle production in the team hemisphere would seen
to rule out the enerqgy flux cascade model. The lack of scal-
ing for events with fixed NP contradicts the simpler ver-
sions of the CTM, Ctm's wvhich restrict predictidns to

regions outside the target region are not tested. However,
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the CTM has difficulties in explaining the energy

independence of the proton momentum distributionm.
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Appendix A

INTERACTION LENGTHS

Using the conposition of the bLbutble chamber 1liquid and
pablished cross sections the interaction probabilities for
specific particles were calculated. These values were subse-
gueﬁtly used fo¥ constructing gamma weights or in predicting

the number of team interactions.

For a beam of N particles the number of interactions im

an interval dx is given by:

dN(x) ==Og*P*N(x)dx
Where N(x) is the number of bean particles at a position x,
P is the density of scattering centers per unit volume and
is the cross section (dimensions area/scattering center).
Integrating the above equation and then taking the exponen-

tial on both sides:

ln(N(x)) =-O0*p*x + C
N{x) = C*exp(-g*P*Xx)
If we set N(0)=NO then C=NO, Defining the interaction length

IL as

IL = 1.0/ (o*P)
then
N(x) = NO *exp(—x/IL{
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IL has the correct dimension of length., If a beam of NO par-
ticles tranverses a thickness I1 of material then it is
reduced 1/e imn intemsity. The number of interactions in a

thickness L is

N(L) - N(0) = NO (1.0 - exp(-L/IL))
If N0 is 1 then (1.0 - exp(-L/IL)) 1is the probability the

particle will interact in that distance.

For this experiment ve have a mixture of two types of

scattering centers, hydrogen and neon.

O *p = O (HYD) *P (HYD) + O (NEON) *P (NEON)

Where P(HYD) and P{NEON) are tke number of atoms/cc. Ve
éalculate the interaction 1length using the molar weight of
neon(20. 18 gn) and hydrogen{(2.01€ gm), the density of the
mixture(.2559m). and Avogadro's pumber{6.023%1023 atoms or
molecules per mole). One mole(M) of mixture veiéhs

M FT = 0.309M * 20.18 gm/M(Ne) +l0.691u * 2.016
gn/M

% Ne bty veight=.309 M * 20.18 gm/H

P(Ne) = 0.255gm/cc * %¥Ne * 6, 023*1023 atoms/n
P(Ne) = 6,21+ 0.3 *1021 atoms/cc
P(Hyd) = 27.8 +_ 1.8 *1021 atoms/cc
The density of hydrogen was similarly calculated. Using the
published cross sections of 200 GeV/c pi- on hydrogen and
neon | |
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(hydrogen)= 24,01 mb (18)
(neon) = 270 mb (8)
The interaction length is calculated to be:

.

IL = 427+ 17 cn.

éammas undergo several electromagnetic interactions, only
tvo of which are important at energies of interest. Conpton
scattering produces a gamma of reduced energy and an elec-
tron which is visible in the bubbkle chamber. In pair produc-
‘tion the ©positron and electron share the 1incident gamma's
enerqgy. Cross sections for toth processes are functions of
the gamma's energy. For the purgposes of calculafing ganma
weights the total interaction length (IL), +the Compton
interaction 1length{(Cl),and the pair coanversion 1length (PL)
are needed. The relationship betwveen them is expressed by

O} = Ob + OE
1.0/1L = 1,0/PL + 1.0/CL

As before each cross-section has contributions from neon amnd
hydrogen. The pair and total intefaction lengths are shown

in Figure 41.
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Appendix E

TOTAL CROSS SFCTION

Using the interaction 1length for 200 GeV/c 'pi- the
expected number of beam interactions was calculated. This
predicted value agrees within errors to the observed number
for events with greater than two minimum tracks. The scan-
ning efficiency for events with fewer than two nminimum
tracks. is shown to be .approximately 85%. The observed
events are normalized to the published cross sections giving
the sensitivity of this experiment as 63 events/mb for
hydrogen and 14 events/mb for neon. The fraction of events
that are attributable to hydrogen 1is calculated to be 25%

(inelastic only).

The distribution in the number of beam tracks per frame
is shown in Figure 42. There were 28,850 frames which satis-
fied the scan criteria of good quality beam tracks and no
interactions before the interaction region. The interaction
region is 25.4 +.2 cm. loﬁa. The probability for a track

interacting in this length is

The previously calculated interaction 1length for pi- (427

cm) was corrected for beam contamination. The probability

- 119 -



of a frame with ¥ beam tracks having one or more

interactions is

P(N) = N *p
Hovever, only  frames with a single interaction were

accepted. The probability for this occuring is

: N Nt * pM x(-)M-[_
B(N) = N *p — >  =—emee-—-ee PR
| M=2 (N-M)t * M1

Summing over all good frames the expected number of interac-

tions is
N(total) = 5466 s 190

The observed number of events 1is 5252 somewhat below the
predicted value. As events with 1 or 2 nminimum tracks are
easily missed‘on the scan tatle the events were divided into
those with greafer ~than 2 minimum tracks and those with
less. The hydiogen cross section for 0 and 2 prongs has been
wel} neasured (Table 9). The neon component has been esti-
mated by assuming KNO scaling for events with less than 3

pminimum tracks.

Number of events

Scan Predicted
<2 uay 522
>3 4808 4944 + 171

Since the experimental uncertainty in the predicted number

of events is 1larger than the errors caused by scan effici-
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ency or statistics the observed distribution of events was
normalized to published <cross sections for events with
greater than 2 wminimum tracks. The sensitivity of this

experiment is thus

63.06 events/mb hydrogen

14.09 evénts/mb neon
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TABLE 9

HYDROGEN MOUOLTIPLICITY DISTRIBUTION

PRONGS CROSS SECTION % CF EVENTS
IN MB WITH VISIBLE
PROTON
0 0.01 0
2 1.68 75
4 3.53 - 49
6 3.93 N
8 4,14 . 22
10 3.33 ' 19
12 | 2.21 14
14 1.12 12
16 0.62 11
18 0.31 10
20 0.1 6

total(inelastic) 21.01
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Appendix C

STRANGE PARTICLE CONVERSION WEIGHTS

The strange particles(K°, A ) decay by weak interactions
with well defined lifetimes(ML). The probability that a par-

ticle decays hetween t=t9 and t is

p = exp(—to/y*ML) - exp(—t/)*ML).
The Y maltiplying the 1lifetime properly accounts for the
relativistic time dilation if the particle is moving in the
lab frame. This probability 1is more conveniently expressed
in terms of the distance x the particle decays from its gpro-

duction point and the mean decay length (DL).

t/)f* ML --> x/DL
vhere '
DL = P{MeV/c) * ML
H(MeV/c?2)

The decay lengths for Ko and A are plotted in Piqure 43.

The conversion wéight for the strange particle is then
1.0/p times 1.0/B.R., the branching ratio for the decay of
interest. éince only charged tracks are visible in the bub-
ble chamber only decays to charged tracks are counted. The

tvo decays seen in the bubble chanmber are;

K—=7tm- BR. 69%
A—p 77— BR 65%
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Figure 43: Strange particle decay lengths.



Appendix D

NEUTRAL PARTICLE SCANNING EFFICIENCY

The scanning efficiency for neutral decays or interac-
tions is not constant over the chamber volume. Two effects
are dopinant. Particles converting near the edge of the
chamber or photograph are missed. The conversion or inter-
action vertex of neutrals near the primary vertex are often
obscured by charged tracks. The products. of such conver-
sions are then asummed to come frcm the primary vertex and
are included in the NMIN count. The loss of neutrals not
only éauses a underestimation of +the neutral cross sections

but is also likely to distort the inclusive distributioms.

Much experimentation went into defining a neutral conver-
sion region in vwhich the deteétion efficiency was high and
no type of particle was preferentially missed. A valuable
tool in the study of detection efficiencies is theAvariable

Q defined as

exp(S1/1I1) - exp(x/IL)

exp (S1/1I1) - exp(S2/1L)
Where x is the distance of the neutral decay from the pri-
mary vertex. S1 and S2 are the minimum and maximum allowed

conversion distances. I1 1is the interaction length for a
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gamma of that energy. For strange particles IL is replaced
by DL the mean decay length of the particle. If the detec-
tion efficiency is unbiased then it can be shown that the Q
plot will be uniformly populated tetween 0.0 and 1.0. A Q
plot of all measured gammas in the conversion region is
shovn in Piguré 44 a. A loss of gammas at small values of Q
is evident. If the allowed conversions are restricted'to
gammas converting farther than 10 c¢m from the primary vertex
(51=10.0) the Q plot is Figure 44 b. This plot is comsistent
with an unbiased detection efficiency over the entire con-

version region.

The expected number of gamma conversions <10 cm wvas cal-
- culated from the measured gamma population. The expected

number of conversions isg

‘:; 1.0 -exp(-10.0/1I1)
exp(~-10.0/I1L) - exp(-S2/1IL)

MG =

vhere the sum is over all gammas in the conversion region.
This expected number of conversions was calculated for each
set uf events of equal NMIN (minimae ionizing tracks). The
expected and the observed number of gamma conversions <10 cn

are seen in Pigure 45,

The number of events with NMIN scanned ¢racks camn be

written as:

S(NMIN) = R(NMIN) - X(NMIN) + X (NMIN - 2)



R{NMIN) is the true number of qvénfs with NMIN wminimum
tracks. X(NMIN) are the evehts with NMIN minimum trécks
vhich were %canned and measured to have NMIN + 2 miniomum
tracks because of an unseen -gamma conversion. If there is
at most one unrecognized gamma per event then X(NMIN) is
equal to the pumber of gammas not seen for‘the scan NMIN
sanple. The true NMIN distribution can then be calculated
using the scan NMIN .distribution and the predicted and

.observed number of gammas.
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Figure 44: Q plot for measured gammas.
See page 126 for details.
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Appendix E

FAST PROTCNS

Previous expériments(12,10) on nuclear targets have found
large numbers of minimum ionizing protoss. Nq method for
identifying these protons exists on an event by event basis
in the bubble chamber. However, the number of such fast pro-
tons ( momentum > 0.8 GeV/c) can Le estimated by statisfical
means, This procedure is based on the invariance of strong
~interactions under rotations in isospin sp;ce and the insen-
sitivity of single particle distributions in the target

fragmentation region to the projectile gquantum numbers.

The inclusive reaction
pi- neon -> pi-

with isospin values

I= 1 0 1
I3= -1 0 -1
becomes

pi+ neon =-> pi+

I3= +1 0 +1

under rotation of 1800 about the I2 axis. Since stromng

interactions. are invariant under this rotation the inclusive
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distributions of the produced pi- in reaction f1) should be
idéntical to those of the produced pi+ in reaction (2).
(This is true if the incident pi teams in reactions 1 and 2
are of the same energy.) If the positive minimum tracks of
reaction (2) have larger cross sections than ébe correspond-
ing negative miﬁimum tracks of reaction (1) then £hat dif-
ference can onlyl be attributed to fast protons being
included in the postive sample., The same argument holds for
the inclusive reactions
pi- neon => pi+
and

pi+ neon -> pi-.

This procedure has been used on neon data(12) at lower

energies to estimate the proton spectrun.

The above procedure utilizes experimental information of
both pi+ and pi- neon interactions. This experiment is lim-
ited to a pi- beam. An estirate of pi+ neon --> pi- data is
necessary if tﬁe minimum ionizing protons 'are to be
"extracted from the positive minimum data. Such an estimate
(valid in the target fragmentation region) can be made using
the pi- neon dJdata and several reasonable assumptions about

the behavior of high energy interactions.

That the inclusive particle distributions in the target
fragmentation region are 1independent of the beam charge at

s-1/2 = (0 (s is center of mass enerqgy) has been proposed by
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@

‘several theofists (24) . | Data at several beam energies with
pi+ and pi- beams are consistent with this assumptioh (see
Figure 30). Conplete independence; however, as not been
reached at the energy of this experiment (s-1/2 =~0.0516).
The residual dependence on the charge of the beam is demons-
..trated by the slightly higher cross sections for beam - like
particles when compared to nonbeam - like particles. The
excess of béam - 1like particles was found to be constant
through the 1longitudinal nmomentusm range =-0.4 to 1.6 GeV/c
for pi+p and pi-p interactiocns at 100 GeV/c by Whitmore et
al. (23) The reiationship between pion production by pi+ ana
pi- beams in the target fragmentation region is shown in

Figure 46.

A few definitions will aid the following discussions. We
will be interested in the invariant structure function

E a0
dpy

of pi+ and pi- produced by pi+ and pi- beams incident on

protouns.

E A0 ( + =) = pf(+ -)
gy

will refer to pi-'s produced by a pit+p interaction. Also,

L

9Py

E SCT(‘ <) = pf(- -)

will refer to pi-'s produced by a pi-p interaction. The -

ratio of two structure functions will be written as
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See text. Data are from reference (23).
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Edo(+ -)/dp = pf(+ -)
E d0 (- =)s4dp pf (- =)

For pi-'s produced by pi+ on a neutron or neon target nf(+
-) and Nef(+ -) will be used. The data of Figure U6 show
that the ratiés pf(+ -)/pf(+ #) apnd pf(- +)/pf(+ +) are con-
stant and equal to each other in the longitudinal'momentum

range -0.4 to 1.6 GeV/c.

The éverage value of pf(+ -)/pf(- -) can be taken fromnm

Fiqure 30 where

002 :
Sff(+ =) dp,

‘0. u
is plotted vs s-1/2, No experimental data for pi+p at 200
GeV/c exist. Linear or gquadratic fits were made to the data

in Figure 30 to calculate

pf(- +) = pf{+ =) = 0.91 #0.,05

PE(+ +) . PE(= =)

at 200 GeV/c.

To estimate the minimum ionizing protons we need to cal-
culate the relationship between Nef(+ +) and Nef (- +). A

reasonable approximation is
Nef(+ 4) — A2/3 * [pf(+ +) + nf(+ +)]
2
Our earlier work found

pE(+ +) = pf(- #)
0.91
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Again no experimental data exist for pi+n -> pi+. By

isospin symmetry

nf(+ +) = pf(- -)
And

pf(- =) = pf(+ =) = nf(- +)
0.91 0.91

Nef (+ +) can then be given by
Nef(+ +) = 32/3 * [pf(+ +) + nf(+ +)] =
' 2

A2/3 1 _[pf(- +) + nf(- +)]
2 0.91

i

1% Nef(- +)
0.91

The final relationship is

Nef (- =) = VNef (- +)
0.91

Nef (- +4) and Nef (- -) are plotted in Figure 847 The inte-
grated value of Nef(+ +)/Nef(- -) Lketween -0.4 GeV/c and 0.2
GeV/c is 0.91 + 0.08 in excellent agreement with the pred-
icted value of 0.9. Above 0.2 GeV/c the ratio is greater
than 0.91 indicating the presence of minimum ionizing pro-
tons. The estimated longitudinal wmomentum distribution of
the protons is given by
E do (protons) = VNef(~ +) - 0.91 * Nef (- -)
apy,
Integrating over the entire rroton excess the average

number of protons per event can be calculated to be
<minimom ionizing protons> = 0.44 + 0.14
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