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Target Design

Introduction

The Target Design program at LLL combines the efforts of the plasma, code develop-
ment, and design groups, in

® Developing theories of beam-plasma interaction, implosions, and thermonuclear
microexplosions.

e Building plasma and implosion-burn computer codes.

® Using these theoretical and computational tools to design targets and simulate ex-
periments.

In late 1979 a prototype of our high-density target design was irradiated at Shiva. and
achieved sufficiently high neutron yield to enable an experimental determination of density.
Preliminary measurements indicated that this target reached our prediction of approx-
imately 100 to 200 times liquid density—a several-fold increase over the 50 to 100 times den-
sity achieved earlier in the year. We have thus increased achieved density by two of the three
orders of magnitude (from normal density to 1000 times liquid density) required for high-
performance ICF-reactor targets. Inferred thermonuclear parameters associated with this
record density are nt &~ 5 X 10'* cm~*-s and an ion temperature of 0.5 keV.

During the last year we attained a record thermonuclear ion temperature of 13 keV
with an unusual type of exploding-pusher target irradiated at Shiva: with another type of
exploding pusher we equaled our record exploding-pusher neutron yield of 3 X 10'°,
achieved in 1978. The discrepancy between this neutron yield and our 1977-78 prediction of
10'* is due primarily tc our anticipation of a higher implosion symmetry and laser-light ab-
sorption efficiency than actually occurred, and secondarily to the effects of less laser power
and a longer pulse length that we assumed.

Advances in our modeling of energy transport and suprathermal electrons have greatly
improved the agreement between LASNEX calculations and our high-density experimental
data (x-ray microscope images, argon line images, and radiochemical measurements).
Several of our laser-plasma thecretical predictions have been confirmed experimentally. in-
cluding the behavior of Raman scattering in 2-ns disk experiments, improved coupling in
short-wavelength disk experiments, and delayed suprathermal electron generation in high-
density experiments, all of which play a key role in many of our ICF targets. On the other
hand, analysis of our gold disk data has turned up small discrepancies which might be due
to neglect of significant physical processes: experiments with more sophisticated diagnostics
(for measuring the Jdensity profile, for example) are required to explore these discrepancies.
Our plasma theorists have also formulated important noulinear corrections to inverse
bremsstrahlung, and improved our understanding of resonant absorption, filamentation.
and Brillouin scattering.

The newly developed Cray-1 version of our primary target design code LASNEX has
twice the computing capability of the old CDC 7600 version. LASNEX atomic physics.
Brillouin scattering, and multigroup diffusion physics have all been improved, and a Monte
Carlo photon-transport option has been added.

We have made advances in the design of targets for achieving 100 to 1000 times liquid
density with Shiva, for ignition with Nova, and for high gain with reactor drivers. Scaling
laws and analytic approximations for a number of critical phenomena are in good agree-
ment with the detailed experimental results.

31
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Parametar Consarvative Optimistic
Driver efficiency, % »>6 »1
Wavelength < 0.3 um < 2um
(or ian voltage) 10 GeV Uf5 MeVp 20 GeV U/20 MeVp
Energy, MJ 35 >1
Peak pawer, TW 200 >100
Pulse rate, 8 4

per second

Our predictions of fusion-reactor
driver requirements have not changed since
last year, nor did our calculated target gain
curves change in 1979 (Fig. 3-1). We expect
to achieve the conservative levels initially
and then follow a learning curve leading
toward the more optimistic levels. The

““conservative’ estimate in the figure is based on conservative assumptions about implosion
instabilities and thermonuclear ignition and burn, and assumes efficient beam-target cour!-
ing (with ions or short-wavelength lasers). Target designs based on these conservative
assumptions will achieve ignition at the LLL Nova laser facility (including frequency doubl-
ing) and at the Sandia Proton Beam Fusion Accelerator (PBFA II). Ignition is defined as
energy deposited in D-T by thermonuclear heating. which equals thermal energy in D-T due

to implosive heating.

Auttior: J. H. Nuckolls

High-Z Disk Modeling

In the past year we have continued our cefforts
at achieving classical (inverse hremsstrahlung) ah-
sorption of laser light incident on disk targets.
“Shiva 2-ns Disk Experiments™ in Section 6 of this
annual report describes in detail the highly suc-
cessful results of this effort, which has achieved 80
absorptions with goid disks hoth at Argus (using
0.53-um light, 600-ps pulses, and mid-1014 W ¢m?
intensities) and at Shiva (using .06-um light, 2-ns
pulses. and mid-10'* W/em< intensities). Thus we
have moved deep into the efficient inverse-
bremsstrahlung absorption regime.

These experimental data supplement basic
theoretical progress made in the past year on the
process of inverse bremsstrahtung and on its com-
petition with stimulated Brillouin scattering. (The
theory is described in detail in several articles in this
section that deal with laser-plasma theory and
simulation.) Some aspects of this theoretical work

were incorporated into our LASNEX modeling! of
the disk experiments, and the improved model has
heen tested by comparing its predictions  with
previous disk experiments! and with the abovemen-
tioned Argus and Shiva data. The data present a
formidable test for the model, as the experimental
parameters involve factors of 2 in laser wavelength,
10in pulse length and spot size, 20 in target Z, and
100 in intensity.

In this article we describe the effects of our
various additions to the modeling and show com-
parisons with our experimental data. We find the
model’s absorption predictions to be below the ex-
perimental results, implying less severe inhibited
clectron transport  or additional absorption
mechanisms such as ion acoustic turbulence. In ad-
dition, we consider some simple models of inverse
bremsstrahlung absorption and compare their scal-
ing predictions with the LASNEX simulations and
experimental data.

The Simulation Model. Before describing addi-
tions 1o the model. we briefly review the elements of
the standard disk calculational model, which has



been shown to give good agreement with previous
data.!

® A portion of the incident energy is com-
pletely discarded from the model’s calculations. to
account for stimulated scattering. The amount dis-
carded is determined from previous experiments;
thzoretical arguments are used to scale from one «x-
periment to another.

® The light is  absorbed
bremsstrahlung on its way to the critical-density
surface. where some 20% of what remains 1s ab-
sorbed into a hot-electron spectrum to simulate
resoniance absorption.

® The thermal-clectron heat conduction from
critical and below (the regions where the light is ab-
sorbed) to the overdense plasma is inhibited by the
2-stream mechanism: the inhibition factor varies
from 110 0.02 ay ZT, T, varies from 3 to 30 above
30 the fuctor remains at 0.02.

® Since conduction is inhibited, steep tem-
perature and density gradients form at critical. An
atom moving rapidly across these steep gradients is
out of equilibrium, so the model must use non-LTE
culculations of the meun atomic population levels
and of the egration of state.

One of the major improvements in this mode) is
the Langdon factor™ that reduces the classical ab-
sorption due to nonlinear effectz.- In inverse
bremsstrahiung the electrons oscillating coherently
ini the laser’s E-field collide with an ion and become
isotropic. Since collision frequency scales as v the
slowest electrons absorb most efficiently. thus
heating up and speeding up. depleting the distribu-
tion of the slow, efficient absorbers. Usually elec-
tron-electron collisions will restore a Maxwellian
distribution. thus repopulating the depleted low-
energy portions of the field. For high-Z targets.
however, electron-ion collisions (inverse brems-
strahlung) occur Z times faster than the elec-
tron-electron collisions, so the depletion of the
slow. efficient absorbers continues, thus reducing
the net absorption. The figure of merit for this
process is a = Z(vZy 'vin). Calculations by Langdon
show that for @ = 10. the inverse bremsstrahlung
absorption opacity should be reduced by half.” For
« < 0.1 there is no correction (the nonlinear effect is
negligible) and for intermediate values of « the mul-
tiplier varies smoothly from | to 0.5.

We have also changed the way a one-
dimensional problem is set up. Instead of a pure

by inverse

disk (rectangular LASNEX zoning) we now use a
portion of a sphere whose radius of curvature
equals the illuminated spot-size diameter. The
spherical divergence of the underdense plasma then
mocks up. in one dimens: ™, the two-dimensional
effect of large plusmu blow-off. Compurisons with
two-dimensional runs show that this one-
dimensional method of runping the code indeed
mimics major two-dimensional features.

Although considerable progress has been made
in understanding the competition between inverse
bremssirahlung and stimulated scaltering in large
underdense plasmas, the need for more sophis-
ticated rescarch remains an area for major improve-
ment in the model. Many physical effects determine
the umount ol scatter, including reinforcing effects
(such as light reflecting back off the critical surface)
and weakening cffects (such as convective damping
of the scattering in the presence of a density
gradient), These effects and others are sti'l being
studied theoretically before they can be incor-
poriated into the LASNEX code. The Brillouin scat-
tering model currently incorporited into LASNEX
(discussed later in this section in “Brillouin
Backscattering Model in LASNEX™) has shown
great prontise. Since this addition to the basic model
is still undergoing vigorous development, however,
the voork referred to in the remainder of this article
does not include this addition.

Simulation Results. On our [irst set of runs we
reinvestigated results for Au disks irradiated at
Argus for 1 as with 1.06-pm light. Figure 3-2 shows
absorption predictions vy intensity for these shots,
for two different inhibition models: classical con-
duction, and 2-stream inhibition of thermal elec-
trons. Recall that these results are not corrected for
scattering  losses.  As intensity increases the
background temperature rises, lowering collision
frequencies and thereby reducing inverse brems-
strahlung, The classical conduction model trans-
ports more energy into the overdense plasma and
blows out riore plasma into a shallow gradient, thus
increasing the absorption as compared to the in-
hibited model. In addition, the inbibited model bot-
tles up the energy in the absorption region, increas-
ing its temperature, which reduces the inverse
bremustrablung as compured to the classical model.

Figure 3-2 also shows the absorption predic-
tions with a correction for stimulated scattering,
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deduced from  experiments. Note that the ex-
perimental points lie between the two corrected
predictions; since previous modeling did not include
the Langdon factor, absorplion predictions were
higher. thus making the inhibited model maich the
experiment. The possible implications of these new
results are cither that the 0.02 inhibition factor is
too severe, or that we have not modeled other ab-
sorption processes (such as ion turbulence) which
would increase the absorption prediction and bring
the inhibited model back into agreement with ex-
perimental data. Despite the new absorption results,
though. the inhibited model does predict the correct
amount of energy that is radiated (in the range from
100 to 1500 eV) from the disk, whereas the classical
conduction model predicts too much. This effect is
due to the fact that the radiation is produced most
efficiently in denser material, which is heated more
efficientiv under classical conduction conditions.
As mentioned earlier, we now have a broader
data base with which to compare the model. Figure
3-3 also shows absorption predictions vs intensity

3-4

Fig. 3-3. Same as Fig. 3-2, but for 1.06-um Shiva laser light
at 2 ns. No corrections were made for stimulated Brillowin
scattering due to uncertainties in the actual amount of scat-
ter.
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for the classical and inhibited model, but for 2-ns
experiments at Shiva. Corrections for scaitering
have not been made and cannot be experimentally
estimated at this time. [t appears, as before, that the
uncorrected inhibited model matches the experi-



Fig. 34. Same as Fig. 3-3, but for CH disk targets.
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ments quite well, with the probable outcome that a
stimulated scattering correction would result in the
experimental point’s lying squarely between the two
models’ predictions. Figure 3-4 shows precisely the
same behavior for CH.

Figure 3-5 shows green-light results with CH
and Au at 3 X 10 W/cm? for 600 ps. The
LASNEX curves are uncorrected for stimulated
scattering. However, in this case there was ex-
perimental evidence that such scattering was
negligible. Thus, the inhibited model fits these data
better.

There are iwo surprises in these 2-ns data.
First, the longer pulse and scale length (compared

to the 1-ns data) slightly increased inverse
bremsstrahlung at lower intensitics (as =xpected)
but apparently did not increase the stimulated scat-
tering. Secondly, the parylene with mucii lower Z
absorbed nearly as well as the geld These questions
will be dealt with shortly.

Scaling Laws. As we sweep from low tc high in-
tensity we pass from the very strong inverse
bremsstrahlung regime {c the weak one (with
Brillouin scattering increasing all the way along). In
this section we present results of scaling laws for in-
verse bremsstrahlung (and stimulated scattering) in
both limits, by setting (f,,, ) equal rnT? 2

The v cak absorption limit, in which i, = 1~
exp(~¢)x e ~ uci(nc)(n/nc)zL‘ yields
0.6 04 ,-2.0 hH

fabs ~{Zr)

and
T~ a2t 2

These equations (and thos: that follow) were
derived assuming that the density scale length, L.
scales as C, 7 ~ T} 2 This assumption is somewhat
questionable {or at least two reasons. First, for very
long pulses spherical divergence disturbs this reia-
tion. Sccond, for high intensity there is a steepening
of the critical surface and a shoriening of scale
lengths.

Since the quality factor Q (a measure of the
amount of stimulated scattering) scales as (v ./ v,)*
(L/X), using Egs. (1) and (2} we find

Qcpe = Al 08 2702 3

SBS

In the strong absorption timit® fabs = | and the
absorption occurs at lower density [n, = ndL,/L,;
where ., is defined as ¢! fl[;” ra (ndn/nads = 1].
We find

T, ~ za1? y4H02 @)
and
C1,03,25,06 )

QSBS

We now consider the scaling with each
parameter individually. Shorter wavelengths lead to
greatly increased invetse bremsstrahlung [Eq. (1)]
and decreased scattering [Eqs. (3) or (5)]. These
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scalings were reflected in the high absorption results
in the green light experiments. Lower intensity leads
to higher inverse bremsstrahlung [Eq. (1)] and
decreased scattering [Egs. (3) or (§)]. This was also
seen in the low-intensity 2-ns Shiva data. In the low
intensity-high absorption regime, scattering de-
pends only weakly on pulse length [Eq. (5)]. In the
high intensity-low ahsorption regime, however,
both inverse bremsstrahlung [Eq. (1)] and stim-
ulated seattering [ Eq. (3)] are strongly dependent on
pulse iength, with stimulated scattering actually
scaling slightly stronger with . Indeed, there are ex-
perimental indications of this: for mid-1014 W /¢m?
irradiwtions, the 2-ns result on Au (60% absorption)
is barely above the I-ns result 150% absorption),
while for mid-1015 W/cm? irradiations, the 2-ns
result (257 absorption) is actually below the 1-ns
result (36% absorpnion). The lesson o be learned is
that if we wish 10 absorb cfficiently at long pulse
‘=ngths by aveiding stimulated scattering, we must
be sure to be in the strong inverse bremsstrahiung
regime (by having low I and/or short A) where Qggg
scales weakly with r.

The only mystery ihat remains is in the Z scal-
ing. Fquations (1) through (5) show that inverse
bremsstrahlung should increase with Z, wiie SBS
should decrease with Z, resulting in a higher-Z
target absorbing better. The experiments, however,
showed comparable CH and Au absorptions, as did
the LASNEX code model. Study of this prohlem is
underway, including the possibility that

® The Langdon factor acts more strongly on
Au (@« = Z v, /v than on CH, thus reducing the
inverse bremsstrablung for Au.

® Two-strcam inhibition is less effective for
low Z (figure of merit ZT./T;). which would render
the CH *‘uninhibited™; 1t would then absorb more
efficiently than in the inhibited situation (which
holds for Au).

Since both the experiments and simulations run
the full range from low to high inverse brems-
strahlung, we take as a global scaling law the
geometric mean of the two limits, resulting in

_,04.05
T, ~ A%

0.3 10'3 .

Z (6)

This scaling has been compared to LASNEX runs
for which we find

0.4 ,0.4 ZO.3 10.4 ,

T, (LASNEX) ~ A )
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in reasonzble agreement with Eq. (6).

Conclusion. Our improved LASNEX model
tracks many of the experimental trsnds which now
cover a wide parameter range. An improved
stimulated scattering package will help determine
how well the model really stands up quantitatively.
The nonlinear inverse bremsstrahlung correction
lowers absorption which under many conditions
implies the need for somewhat less inhibition or for
invoking additional absorption mechanisms such as
ion turhulence. On the other hand, LASNEX may
be underestimating the absorption due to its in-
cluding the average temperature (suprathermals and
thermals) in the basically nonlinear inverse
bremsstrahlung phenomenon. Ty is thus too high,
and reduces the calculated absorption. An ex-
perimental  determination of density and tem-
perature profiles would be extremely uselul in
snecifying the correct physics to apply to the model.
Finally, our simple scaling rules help to elucidate
the experimental and code results,

Author: M. D. Posen
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Electron Transport anu Preheat

One of the key requirements in the desigr: of a
high-gain target is keeping the fuel at a low adiabat
in order o facilitate very high compressions. When
laser light impinges on the outside of a pusher two
physical processes (diagramed in Fig. 3-6) may oc-
cur that could raise the adiabat and significantly
degrade the implosion:

® Laser-generated suprathermal electrons
penetrating deep into the pusher may cause the
preheated inside surface of the pusher to explode in-
ward, sending a shock wave ahead that preheats the
fuel.

® The large ablation pressure set up near the
outside of the pusher (which will ultimately implode


http://resi.lt

Fig. 3-6. Twn effects may set the fuel adiabat: First, preheat may cause the inner past of the pusher to explode into the fuel, sending 2
shock wave ahead of it that keats the fuel. Secondly, large ablation driven shock may arrive In the fuel too early and raise the adiabat,
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the capsule) sends a shock wave through the pusher
that propagates through the fuel as well. If the tim-
ing of this shock is premature, the fuel temperature
will be raised too soon, thus making high compres-
sion more difficult.

While our LASNEX code models these two
phenomena (both temporally and spatially) quite
accurately, it would nevertheless be useful to have
simple analytic expressions for these effects. Such
expressions would enable the target designer to pick
the right place in parameter space without spending
computer resources in a trial-and-error search for a
low-adiabat implosion. In this article we develop
such simple formulas, both for suprathermal
preheat temperatures and for adiabat settings duc to
shocks generated by the ablation process.

Suprathermal Preheat and Transport. In laser-
target experiments we usually monitor the high-
energy (20 to 100 keV) x rays produced when hot
electrons slow down in dense material and emit
bremsstrahlung. From the slope of that distribution

we deduce T}y, the suprathermal electron tem-
perature, and from its magnitude we find Ey, the
amount of energy in the hot electrons. Along with
actual measurements we can appeal to theoretical
predictions, since Ty can be related to laser inten-
sity through particle codes® and simple heories.>
For conditions in which inverse bremsstrahlung ab-
sorpton plays only a minor role (high intensity, a
short pulse, and a low-Z pusher), Ey has been
measured® (and theoretically predicted’) 10 be in the
range of 25 1o 30% of the incident energy (100% of
the absorbed energy). For longer-pulse, lower-
intensity irradiations we must rely on past
experiment58 and LASNEX simulations which
show- Ey to be only a few percent of the incident
energy.

How does a suprathermal distribution (charac-
terized by Ty and Ey) transport energy through and



deposit energy in a slab of material? What tem-
perature, Tey, does that material reach? Assuming
an ideal gas and applying the simplification A = 10p
(valid for glass and gold), we find that

T2+ 1) = 7% 10% eifem’) ®)

where ¢ is the internal energy per unit volume. Tak-
:ng jonization energy into account would slightly
lower Tt the ionization state Z can be approximated
Jor gold as 7 &~ 1.6 TH? and for glass as Z ~ 0.8
IL7 Fo find T we need to know

i dE]
c(x)=i— s 9)
A dxx

where A s the irradiated area. Thus, finding the
preheat tlemperature at a distance x within a supra-
thermally bombarded slab requires an expression
fur db dx as a function of x.

We begin by hypothesizing an expression for
the average dE/dx,

C S 10
dx  A(F) an

where A is the range” of an electron. (This equation
15 analogous to a conventional energy loss, where A
would be a mean free paih along the direction of
motion.) For energies between 10 and 100 keV, for
solid material.

2
2 T S\
L H 1
AMEY = —\ = 0.4 — — ) .
ACE) )«H(TH) 0 (ZN) "ZN(TH) (um) (11)

This expression fits the energy scaling and coef-
ficient presented for aluminum data in Ref. 9. The
sca irg of the expression with nuclear charge, Zn,
includes the transport effect of multiple-pitch-angle
scattering in high-Z material, which changes the
direction of the electron witliout changing its
energy. Thus the electron is taking a random walk,
scattering randomly Z times before losing its energy
to a collision with another electron. This is the
origin of v/Zy in Eq. (11), since in a random walk
the distance moved is the random step size times the
square root of the number of steps.

Substituting Eq. (11) into Eq. (10) yields the
Thomson-Whiddington law,
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SIS R
E(x) = EO [1 - ("(Eo)” f (12)

which gives the energy of a sample electron (which
had energy Eg at x = 0) as it proceeds through the
siab. In order to consider an entire distribution of
electrons, we define the following quantities:

1
Ty =5mvy

and

o0

(g(v))-‘-—f <41rv(2)) fM(VO) g(vo) d(vo) .

0

giving, for '1: = Ny,

mV(2) 3
By =& =\ =(5)N|1TH ; (3

thus, from Eq. (12),

o 1/2
2 mv(2) 2x v?{
(E(x) = 4mvg fM(vo) —2— 1- A dvo .
b MiYo

(14)

This gives an expression for the energy at some dis-
tance x within the slab when a suprathermal dis-
tribution has impinged on the slab at x = 0. For
convenience we define Y = v/vy and L = 2x/Ay.
Recall from Eq. (9) that we need to know dE/dx, so
performing the differentiation of Eq. (14) yields

g, [
dE! H _ _1/2 -y?
(3;)=_—2>\ f v Yot -u Ve . as)
H L1/

We have evaluated the integral analytically (using
the method of steepest descent) and checked the
resuits numerically, For 1 < L < 100, a simple fit to
the integral yields the elegant result,



dE _ EH

(16)
dx (3>\ |_0g
10

For thin samples (L « {) the right-hand side should
be E/2An. Substituting Eq. (16) into Eq. (9) and
then into Eq. (8) yields the final formula

2x 107 B, ()
ch(Z+l)w—T—— . un
Afcm H\”(cm) loglOL

where we recall the definitions

2x
L==
M
~ 1/2
Zglnss =08T,",

and

1']‘ 2
H > 14
}‘H = 0.4(ZN) ZN 1077 (em)

Thus, given Ty and Eyy we can find T.y. And, as the
pressure within ths preheated material is. in the
ideal gas approximation,

P= (O,I)TCV(Z + 1 MB, 18)

the pressure can be found as well.

Several refinements are required for this
theory:

® Supratherinals may be affected by electric
fields set up by resistive cold-electron return
currents and hence would not transport ‘“clas-
sically” as is assumed here.

® The temperature may be increased if
suprathermals exiting the cold end of the slab are
turned around by sheath potentials and redeposited.
On the other hand, the temperature may be
decreased since once the material is heated it ex-
pands, so that internal energy is converted into
hydrodynamic energy, lowering T.

@ Theoretical predictions for Ty and Ey
must take into account the losses of suprathermals
as they reflect of! the large corona in the underdense
plasma. This effect reduces the original soarce Ty

and Ey to that distribution Ey, Ty that actually
deposits in the slab. The experimental measure-
ment, on the other hand, is the actual Ty and Ey
depositing in the slab and emitting bremsstrahfung,
so that is exactly the relevant Ey and Ty for this
calculation.

While the treatment presented here is based on
the expression hypothesized in Eq. (10), a more
careful treatment has been carried out by Caporaso
and Wilson.'® where the full diffusion equation is
solved. The final result there is within 20% of Eq.
(17 for 1 < L < 100.

Thus far we have calculated how the inside of &
pusher is preheated. As far as preheating the fuel,
the reader is referred to Ref. 11, which relates
specific internal energy deposited in the pusher to
the shock it sends into the fuel as it explodes. Also
calculated is the useful fraction f of the absorbed
energy [in our case (Ey] that contributes to the
shock heating of the fuel, since as mentioned above
the hydromction (explosion) begins as soon as the
material begins to heat up.

Shock Propagation. The other contributor af-
fecting the fuel adiabat is the main shock from the
laser-driven ablation process. There are many
papers in the literature that relate the ablation
pressure, Pa. to the laser and target parameters; the
reader may choose his favorite. Given a pressure
wave of strength P, propagating through the
pusher, how will the fuel be shocked? Standard
hydrodynamic theory'” predicts that the shock
speed effectively doubles as it ieaves the heavy
pusher and propagates into the cold gas fuel. Strong
shock theory relates P to ;;(,vﬁ so that

r

P,
Pp=dp—, 19)

“p
where prand p), are the initial fuel and pusher den-
sities, respectively. Typically pr = 0.01 and pp = 2:
thus, the fuel is shocked with a pressure that is 1/50
the pusher pressure. The timing of the shock can be
approximated through the strong shock relations

2 (v+ I)PA
Y
p
AR 20)
At ==,

Y,
s
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where AR is the pusher thickness. The temperature
of the post-shock-heated pusher is roughly

Tev(Z+1)=2'5 PAfMB) : 21y

this is the same ideal equation as Eq. (18) except
that the density is assumed 1o be shocked to 4 times
its initial density [strong shock theory states that p.
=(y+ D/(y - o= dpgfory = 5/3]

Equations (21} and (17) should be compared in
practice 1o get a feel for what sets the adishat—does
the preheat dominate or does the shock?

We have done cxpcrimcnls” to measure both
preheat and shock at the backs of samples: Ty and
4y were also measured in the experimerts. Equa-
tion (17) successfully predicled the ohscrved preheat
temperatures: 1igs. (20) and (21). along with a
reasonable model for P4, successfully predicted the
strength and time of arrival of the shock signals.
Comparisons with the LASNEX code were also
quite favorable. These successes give us confidence
in the validity of our simple theories.

Qur ability to caleulate the fuel adiahat from
given laser and target parameters gives us the first
ingredient of a simple implosion model: work on
completing the model is under way.

Author: M. D. Rosen
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Nuclear Preheat Calcuiations for
Heavy-lon Fusion

Some of the energetic heavy ions incident on a
fusion target will produce nuclear reactions.
Typically the velocities of the reaction products are
comparable to the velocity of the beam. Thus the
energy of a reaction product is roughly proportional
o its mass: its charge. Z. is also roughly propor-
tional to its mass and to its energy.

At a given velocity, ion energy loss per unit
length is proportional to Z*. The energy of the beam
and reaction-product ions, though. is proportional
to Z. Thus the reaction fragments can penetrate
more deeply into the target than the beam ions. In
some cases these frugments may penetrate into and
preheat the fuel: it is therefore important to deter-
mine il this preheat is large enough to have a
deleterious effect on target performance.

A high-gain, ion-driven target of the type
shown in Fig. 3-7 can tolerate a fuel preheat of
about 107 J/g (Ref. 14). The beam energy required
to drive such a target is about 1 MJ per mg of fuel.
Thus the fuel can tolerate preheat corresponding to
about | part in 10° of the beam energy. Fortunately,
only | to !)% of the beam energy arrives early
enough to contribute to preheat, so that | part in
10" to 107 of the beam energy can be deposited in
the fuel without serious consequences. For more
complicated multishell target designs one must also
consider preheat in materials other than fuel. For
the designs we have considered, the allowable levels
are also on order of 10" J/g. but in some cases this
figure represents the total energy input and not just
that arriving in the first 1 to 10% of the pulse.

In order to investigate the nuclear preheat level
quantitatively we have written a computer code
which calculates the energy deposition of beam ions
and nuclear reaction products as a function of



Fig. 3-7. Section of a spherical ion-beam fusion target, Ad-
ditional details about this type of target are given in the 1976
Annual Report."
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penetration into a planar slab. consisting of layers
of different materials to simulate a target. The
angular distribution of the incident ions with
respect to the normal is chosen to approximate the
distribution expected with respect to the sphere
radii under plausible assumptions about target radii
and beam focusability. Since detailed differential
nuclear-reaction cross sections for the multitude of
possible fragments are not available at energies of
interest for heavy-ion fusion (~1 to 20 GeV), we
assume that

® The tetal cross section is geometric.

® About 20% of the nucleons are emitted as
neutrons or isotopes of light elements (H. He. or
Li).

® ‘i'he muitiplicity of other nuclear fragments
increases slowly with increasing atomic number,
with the muitiplicity values constrained by barvon
conservation.

Thus according to our simple model about 20
light nuclei are emitted per interaction. and the
probability of emission of any particular heavier
nucleus is on the order of 1%. All {ragments are
assumed to have the same velocity as the projectile.
The use of geometric cross sections is adequate for
aur purposes.I5 as long as we use an incident ion
beam that does not have a large cross section for
electromagnetically induced fission.

Figure 3-8 shows the results of a typical
calculation for 10-GeV heavy ions incident on a
typical high-gain, ion-driven target. Note the jump
in deposition at the interface between the high-Z
layer and the low-Z layer behind it: the interface
between the low-Z layer and the D-T fuel occurs at

Fig. 3-8. Energy deposition as a function of penetration. The
contribution of nuclear debris to energy deposition in the fuel
has been multiplied by 10* to make it visible. The fucl region
extends to 0.2 g/cmz in this calculation although it would be
much thinner in an actual target.

300 ]
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a penetration of 0.16 g,’cm:. We have ignored
statistical range straggling in  this calculation
because it is not important for calculating nuclear
preheat. (We do include straggling in our target
design codes.) Because straggling has been ignored.
all incident ion beam deposition stops at 0.158
g/’cmzz thus the energy deposition in the fuel repre-
sents only the nuclear preheat from the reaction
products. The product of density and thickness of
the fuel is about 107} g.cm™. so we can easily es-
timate from Fig. 3-8 that the energy deposited in the
fuel by nuclear debris is less than | part in 10% of the
total beam energy and is thus too smail (by 1 or 2
orders of magnitude) to be significant. It is not
possible to construct a multiplicity model that in-
creases the calculated preheat by an order of
magnitude without violating baryon conservation.

We conclude that the preheat produced by
nuclear reactions of 10-GeV heavy ions is not
significant for the target design considered.
Preliminary calculations show that this conclusion
is also true for multishell targets, and seems likely to
be true for neaily all types of targets. To verify this,
we plan to extend detailed calculations to a wider



range of ion kinetic energies and targets. The ac-
curacy of our energy-deposition code will be im-
proved by more realistic modeling and by com-
parison with experimental nuclear data as they
become available. Note, however, that while such
daty are useful for precise target design work, they
are et needed Lo establish the feasibility of heavy-

i fusion.

\uthor: R. . Bangerter
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Overview: Laser-Plasma
Theory and Simulation

in 1979 we continued to address critical laser-
plusma coupling issues which impact target design.
Particular attention was given to processes which
are operative in the large underdense plasmas that
chiractenize reactor targets: hot-electron generation
w1z the Raman and 2-plasmon-decay instabilities.
stimulated Brillouin scattering, and self-focusing
and filammentation of the laser beam. Based on an
examination of vptions for improving the coupling
we chose to wndertake experiments with shorter-
wavelength laser light. and measurements to date
confirm our predictions of improved absorption
and reduced hLot-electron temperature.

Progress in advancing our understanding of
laser-plasma coupling was made in many different
areas. The theory of inverse bremsstrahlung was ex-
tended to include the self-consistent modification of
the velocity distribution of the heated electrons. The
classical absorption rate was found to be reduced by
a factor of approximately two, by self-consistent
mnodification of the velocity distribution, for many
cases of practical interest in high-Z plasmas. Our
calculations of electron heating by Raman and 2-
plasmon-decay instabilities were extended to in-
clude large regions of underdense plasma: we subse-
quently found a sizable absorption into electrons

with a tempertrre of ~ S0 to 100 keV, provided
there is a large region of plasma with a density of
about one-fourth the critical density (0.25 ng). An
experimental search for the Raman instability was
initiated. and this instability was indeed observed.
Further investigations of electron heating via
resonance absorption were conducted with simula-
tions of a capacitor model: these simulations
allowed us to better assess the effect of the
background electron temperature on the tem-
perature of the resonantly-heated electrons, es-
pecially in the regime of a severe steepening of the
density profile.

Calculations of stimulated Brillouin scattering
were given a high priority:

® We developed an improved model for the
effect of self-consistent ion heating on the scatter-
ing. This model. which focuses on ion-tail forma-
tion, compares well with our computer simulations.

® We discovered a possible enhancement of
Brillouin scattering by light classically reflected
from the critical density surface.

® Qur LASNEX model of Brillouin scatter-
ing was extended to take into account both ion tail
formation and stabilization of the scattering by
gradients in the plasma density and expansion
velocity. Calculations using this model of the scat-
tering have been very promising, and are currently
in at least semi-quantitative agreement with the ex-
periment.

® In addition to calculating intensity profiles
for filamenied light. we developed a simple modcl
for the effect of filamentation on stimulated
Brillouin scattering.

Uncertainties in the plasma conditions and in
electron transport continued to receive attention.
Hydrodynamic calculations of steady-flow spherical
profiles in the presence of electron transport inhibi-
tion were found to be in good agreement with a
theory we had developed. We examined coronal
energy losses into fast ions, and developed an im-
proved description of these losses. The effect of ion
turbulence on enhancing the resistivity and reducing
the heat transport by electrons was further ex-
amined both theoretically and in microwave experi-
ments. Finally, all these developments strongly
recommend precise measurements of the plasma
conditions in laser-irradiated targets.

Author: W. L. Kruer
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Nonlinear Inverse Bremsstrahlung
and Heated-Electron Distributions

We have found that when Zv&/v% S 1 (where vg
is the peak velocity of oscillation of the electrons in
the high-frequency electric field of the laser. v, =
{Te/me)' *is the efectron thermal velocity. and Z is
the ionization state) laser-light absorption in a
plasma via inverse bremsstrahlung results in a non-
Maxwellian velocity distribution for which the ab-
sorption is reduced by up to a factor of two com-
pured to the absorption in a Maxwelliun plasma as
usually assumed. Transport and atomic processes
are also altered. Especially in materials with Z > 1,
but also for Z = 1. this is significant at intensities
lower than those for which another absorption
linearity (unalyzed muny times before!*"%) is im-
portant. for which the measure is vf,»f This ratio
muy be expressed as vi vi = 4 X 10710 A7 T
where I is the intensity in W ecm? A is the vacuum
wavelength in gm. and T, is the electron tem-
perature in keV.

Nonlinear inverse bremsstrahlung arises when
7_»'(3,, vg S I. as electron-electron (e-e) collisions ure
not rapid enough to evolve a Maxwellian distribu-
tion from the f{lat-topped velocity distribution
produced by inverse bremsstrahlung. Consider the
ratio of the e-folding time for electron heating to the
e-¢ equilibration time 7. required to reestablish a
Mauxwellian  distribution: the ratio is (thermal
energy)-J-E = 375\'5"\/(:)4 We have expressed the
uhsorplion”'z“ in terms of vy and 7. =
[42m)" 7 3]neZe? In A mavi the same as the stan-
durd Maxwell-weighted e-i scattering rate”! 2 (ex-
cept for a small modification®to In 1). The heating
time is shorter than re. (= 7.:Z) when Zvi,vi s 3.
in which case non-Maxwellian distributions are
possible.

In computer modeling of experiments in which
inverse bremsstrahiung is thought to be the domi-
nanl absorption mechanism. agreement with ex-
perimental data often requires that we invoke
mechanisms which reduce absorption. Perhaps the
effect described here has such a role in experiments
on high-Z-doped glass disks.*? In these experiments.
with intensities of ~10'* W/em? at wavelength
1.06 um. electron temperatures of ~400 ¢V and Z ~
10 ('a conservative choice tending not to
overestimate absorplion"”). we find v(z)/vf, =0.l.s0
the conventional nonlinearily"’“" makes only a

= |

1.5% reduction in opacity. Since Zvé/vg =

however, the nonlinearity described here results in a
40% reduction, comparable 1o other refinements”?
invoked to improve agreemenl with experiment.
The reduction in opacity found here has also been
helpful in recent modeling of high-Z disks (see
“High-Z Disk Modeling™ earlier in this section).

We derive the equation of evolution of the elec-
tron distrihution function, I, due to e-i scattering in
the presence of an oscillating electric field. For hr &
T, there is good agreement between quanium and
classical descriptions!719 except for modifications
to In A, so for clarity we use a simple classical
model. 32 Assuming uniform density and field, the
kinetic equation is

e o af ] v B
atom, < 9 ay v3 oy Y

where A = (2n.Ze* m3) In A in the usual notation:
Cye 1s the e-e collision operator. Expansion in
Legendre functions, l'(\\-_l) = Xf,(v.0P (). s:mplifies
the e-i collision operatar. The [irst two equations in
the expansion of Eq. (22) are

Y i 1 B(Zr):( 23
ot m, 3\2 9y 1 0 29

and

of af,

100 2 2A .
- L—'If*«—}'i(\"h) - '—/31‘]+(l .24y
at '“cld" sy3 M -

where eb(t) mw = vy cos wi. We have truncated the
expunsion by neglecting I'x: this implies \(3,\3 « 1.
Bul the effects of v§ > 1; for a Maxwellian distribu-
tion have been discussed extensively, anl since our
purpose is to demonstrate modifications that are
possible even when v « va. we are justified in mak-
ing this simplification.

At intensitics of ~ 10! the time-dependence of
f} is predominantly at the high frequency «: it is the
slow variation of f;, which is relevant. Cy is eval-
uated using only fy (Ref. 22, Eq. 7-71b). As e-e colli-
sions do not much affect the oscillating flux fi, ex-
cept indirectly through the slow variation of f, we
drop C;. We thus obtain
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where s = 24 Yis the electron scatterr - rale
and v s delined by wrg(v,) = 1 The rate of crange
ol hineuc energy caleulated from g (26) is consis-
tent with the ahsorption an by (250

The function g accounts for the changeover
from the primarily reactive response of the faster
clectrons 1o the resistive respomse of the slow,
stranghy scattered electrons, Gsualbly, collisions are
treated s o perturbation on the osallation of the
entire distribution '3 e w1 for all elec-
trons: w0 g = 1 and, from Eq. (26), absorption is
afgiv = 0) for vy v = 00 For Maxwellian fy, this
leads 1o the standard  lincar  absorption  re-
sl 13020 Here, we see that absorption is o fy,
evaluated where gincreases rapidly from =0 o =1,
et the velocity v for which seattering and light
frequencies are matched, wr(v,) = L Since v, K v,
in cases of nterest, the absorption is little changed
by this correction. ™

Numerical solutions illustrate the evolution of
fo and its effect on absorption and other
macroscopic properties. We use a numerical scheme
similar to one in Ref. 25, in which the
Fokker-Planck coefficients are calculated from f
without linearization, except that the energy con-
sistency between the finite difference forms of Eqgs.
(25) and (26) is preserved, and the rapidly decreas-
ing *1ail™ of the distribution is correctly represented

(at least in thermal equilibrium): both properties are
independent of the spacing of the velocity rones,
which are larger at higher velocities.

We consider first the effect of inverse
bremsstrahlung alone. corresponding to the limit
/G \f.>> 1. An initially monoenergetic distribution
diffuses and slows in balance so that no net gain in
kinetic energy results [curve (a) in Fig, 3-9]. When
clectrons reach low velocities [such that wreilv) 2 1)
their loss of energy is slowed while upward diffusion
ol faster particles continues. so net absorption
begins. This is the meaning of the result that the ab-
sorption rate depends on fyat v = v, By the time
the clectons hive gained only 109 in energy Jeurve
(hran g, 3-9)0 Ty is close Lo its Tate-time form.
deseribed by a similarity solution of the form ut
exp (v sut with o' = 5‘\\-,:,1 6. which is derived
from I-q. (26) with g = |. For this distribution. the

Fig. 3-9. Evolution of an initially ergetic distribution
f due to e-i collisiens in the presence of an oscillating field; e-
e collisions are neglected correspending to targe Zv,l,/vf. The
initial velecity, indicated by the dashed line, is 5.8 v . At
first, electrons diffuse both up and down in balance so that {
evolves greatly before it gains only 1% in energy (a).
Thereafter, the stowest electrons cannot lose more energy,
while others continue to diffuse upward, resulting in net ab-
sorption. When the energy has increased by 10% (b), f; is
clase to the self-similar solution (c), which is normalized to
the seme energy as (b). Both axes are linear. A change in ini-
tia) velocity or in the constant A scales the times cor-
responding to curves (a){(c}, but does not alter their shape.




absorption is only 45% of what it would be if elec-
tron-electron collisions enforced a Maxwetlian
distribution.

lora = /v vi 3 1. e-e collisions alter the
results only slightly. For example. with « = 6 the
absorption is still only 49% of its Maxwellian value.
and inverse bremsstruhlung contributes equally
with e-e¢ collisions to diffusion of suprathermals
into the “tail” of the distribution. With = 0.5, the
distribution is still depressed and flattened near s

= 0(tig. 3-10) and absorption is reduced 10 677 of

normal. When a is only (.03 the reduction is 127,
For any a. the reduction factor is ) - 0,333 |1 +
(© 27 )" 7% within £0.003; see abso Fig. 3-11.
Full quantitative evaluation of this effect re-
Juires incorporition  of  spatial  gradients  and
transport. In turn, the transport itself, and the
degree of ionization. Z, are themselves affected by
these distributions, Heat conductivity  and
collisional ionization are determined mainly by the
tail of the disiribution, which is truncated here. On
the other hand, atomic recombination is alfected by
the slow electrons where our distributions are abso
deficient compared 1o a Maxwellian, Enhanced ion
fluctuations (above thermal level) act similarly 10
the high-Z condition in increasing the absorption

Fig. 3-10. Distributions corresponding to various values of
Zv[z,/vi. where \rﬁ = fvz\/S. These are of course not steady-
state, but are distributions plotted as Zv(z,/vi decreases
througk specified values while the piasma heats up from a
much lower temperature. Zv/v2 > 1 corresponds to the scif-

similar solution, and Zvé/-.: <« Vis Maxwellian,
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Fig. 3-11. Comparisen of reduction in opacity by the non-
linear mechanisms of (a) this article, and (b) of Refs. 16-19.
The abscissa of (b) is rormalized to correspond to (a) for Z
= 1 and eual light intensity in circular polarization. If Z >
1, (b) would remain closer to 1. Thus, for any Z and v3/v <
1, the mechanism of this article dominates.
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rate relatne 1o the e-¢ collison rate™® therefore.
non-AMaswelhan  distributions again result. al-
though with & different dependence thun discussed
here. Vinally, we note that the nonlinear results in
Refs. 16 10 19 appear 1o be iapphcable to any in-
tensity or tonzation state. because for \(3, \i =1 we
lind o much Targer effect than they do. while for
\(:, \i ~ 1 the oscillating electron distribution is not
cven asotropie. much  fess Mawellian as they
assume. A correct treatment of the latter sitwation
remains 1o be done.

Author: A. B. Langdon
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Resenant Absorption

Bevause the dominant laser-plasma coupling
ccobamisms are enhanced in the relatively thin
sncal-density laser, it is essential to devel ip a self-
conistent deseription of the dvnamics these, Here
A show that even weak resonant absorption®” acts
~inonglv upon the hydrodynamice evolution of this
regtan, s as toenhanee resonant absorption and
suppress other mechanisms. The coronal rarefac-
fon exhibiis aostep in density including critical and
hat plasma below the suberitical density at which
the tlow emerges from the step.

Driven resonant electron oscillations transfer
ahsorbed energy to the plasma via wavebreaking,
ciecting particles toward low densily.” These hot
collisoniess electrons are confined by the elec-
trostatic potential. and subsequently pose two
challenges to laser {inertial confinement) fusion:

® To prevent them from preheating the

target.
® To use their associated energy to drive the
implosion.

Recent theoretical work**2® describes the scal-
wng of hot-electron temperature in the high-intensity
regime: briefly. the laser beam or driven wave
steepens the density profile from estimates based on
the usual coronal rarefaction and thereby slows the
increase of the hot-electron temperature with in-
creasing laser intensity. Here we present new and
improved scaling laws for the temperature of hot
electrons produced by resonant absorption in the
modest-intensity regime: we define the modest-
intensity regime as that in which the driven wave
pressure dominates the laser radiation pressure. We
can thus justifiably neglect electromagnetism, as the
laser’s primary contribution to the system is energy,
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while in the high-intensity regime it contributes
both energy and momentum.

We have derived our resulits from a study per-
formed with the one-dimensional electrostatic parti-
cle simulation code ES1.* with which we in-
vestigated the scaling of energy. momentum. and
charge balance of resonant electron oscillations in
driven expanding plasmas. Our simulation code
evolves the dynamics of an initially uniform slab of
electrons and ions which expand into the vacuum
under the influence of a high-frequency pump: the
pump strength is independent of position in the
critical region. This is the familiar infinite-
wavelength or capacitor model.”” The pump fre-
quency is chosen to be well below the plasma fre-
quency of the initial slab. By mapping the hot-
clectron heating rate onto absorbed laser intensity
we can cast our results into a form useful for
laboratory application and comparison 1o elec-
tromagnetic simulations.

Analysis. The critical-density region and driven
resonant wave are illustrated in Fig. 3-12. Momen-
tum balance on the underdense side of critical is es-
tablished by the wave pressure and the reaction
pressure of electrons ejected toward the vacuum. In
other words, the saturated energy density of the
wave is just that which balances the momentum flux
of the ejected hot electrons. such that EZ '8z ~
(w/2)' 2 11/vy. Here f is the absorption fraction of
laser intensity | into hot electrons of velocity vy ~
{Ty/m)' 2 and the factor (=-2)' 2 results from em-
ploying a half-Maxwellian distribution in com-
puting the hot-electron momentum flux in terms of
its exergy flux. The momentum flux of the hot elec-
trons exceeds that of the laser radiation whenever
(D' v > 2-N1/Cor

m
(¢ ot S (511—) {keV) . (28)
H’modest 2 2-0

Experience indicates that 0.3 is a useful estimate for
f. Eq. {28) then becomes Ty < 25 keV. Evidently
the modest-intensity regime in the laboratory3! is
IT{W /em DAL (1) ] mogest < 1016,

Momentum balance on the overdense side of
critical is established by the background cold-
electron pressure and the wave pressure. Thus
-v(nT¢) ~ -w(E?/87) ~ —v(x/2)! 2 f1/vy], so that
by crude integration we can estimate the upper den-
sity associated with resonant absorption, n}, to be



n* 1/2
—~1 +(§) ~L 29)
ne 2/ m vy

For the experimental parameters of Ref. 32 this
steepening s more than three times that associaed
with the radiation pressure.

In general the radiation pressure contribution
should be included in estimating the upper density.
An upper density greater than that given in Eq. (29).
however, should not be expected to change the
dynamics of the driven resonant wave qualitativeh
from what is described here. The longer seale length
(~¢ wp) over which the radiation pressure acts
suggests a doubly stepped profile in which the reso-
nant wave dominates locally but for which the max-
imum density is given by radiation pressure. In this
situation our results may be extended to the high-
Intensity regime,

Driven systems are characterized by the single
dimensionfess purameter, vy ve. This s the ratio of
the jitter velocity of an electron oscillating freely in
the pump field, vy = ¢Ey muy), and the initial (cold)
clectron thermal velocity, v = (T¢ m)' . The
space and time scales of the rarefaction and driven
resonant wave are determined sell-consistently

Our principal results are the vanation with
v v of the hot-electron temperature, the heating
rate. and the densities delimiting the step. In general
the stepped density profile dominates our results,
and while a description of the system in terms of a
single seale fength is not a futlure for certain pur-
poses, 1t is not appropriate. Even tor s v less than
(m M) 2 ~ 130 we find that wavehreaking
governs the system: convection, soliton formation.
ete. have never been seen.

In Fig. 3-13, the narmalized hot-¢lectron tem-
perature, Ty T, and the normalized hot-electron
heating rate. Qyy n T v, are plotted against vy v
Note the break in the data at vy v¢ ~ 1, Cold-
plasma maodeling is appropriate forvg v > 1, while
v Ve < 1 is the warm-plasma regime.

To identify the hot-clectron heating rate with
absorbed laser intensity, we begin with Qy n T
and Ty T as functions of vy ve: we identify Qy =
fI. and eliminate vy ve to obtain the data displayed
in Fig. 3-14. Note the role played by the
background temperature as Ty T varics agamst
(W em M u) T Y(eV). The break in the scaling
is clearly evident. In the wuarm-plasma limit,
fia’ Td 2 2 10, curves | and 2 have slopes of 2 5

Fig. 3-12. in the critical-density region the driven resonant
wave supports i*self against the background plasma pressure
on the overdense side by the reaction pressure associated with
the momentum flux of hot electrons ejected toward the under-
dense side. The curves are simulation data for vy/v. = 1 at¢
= 1200/ wp = “Pan/ S+
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Fig. 3-13. The hot-electron temperature, Ty, and the hot-
clectron heating rate, Q,,, increase with increasing pump
strength, vg. Note the break in the scaling at vy/v, = 1 which
separates the regimes of warm-plasma dynamics, v,/v, < 1,
and cold-plasma dynamics, vy/v. > 1. The points plotted at
vy/v, = 1 are runs of the same physical system with different
pump frequencies. The difference in results there represents
the uncertainty of our results throughout.
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and | 3. respectively. Curve | vields the preferred
sealing, TileV) ~ 9 X l()"‘ll'l,\:‘l'( . which com-
pares javorably with that given in Ref. 29: siill
within confidence limits, curve 2 vields Ty ~ 4 X
107 A S T *. which compares favorably with
the scating given in Ref. 28. Note that the scaling
with cold background temperature is as strong as
that with intensity. The cold-plasma Emit given in
Ref. 33 is recovered for fIA° T& 25 10 where Ty
~9x 1077(fIAH7 independent of T

Comparison of our results with the data of

Giovanelli®! suggests that the interaction in the
laboratory is governed by cold-plasmu dynamics for

1\ < 10'% where the 2,3 power obtains, and by
warm-plasma dynamics for 122 > 10'5 where the
2.5 or 13 power obtains.

The 2, 3-power scaling of hot-electron tem-
perature was suggested previously by flux-limit and
stochastic-beating estimates.™ We have confirmed
the 2 3-power scaling here via cold-plasma es-
timates for resonant absorption:

® Wavcebreaking occurs when electrons os-
cillate in the wave with a velocity, v,
which scales with the effective phase velocity of the
wave vooeo vy l. (2r w). The hot-eleetron tem-
perature seales with the encrgy an electron can gain
in riding the wave across the resonant region, Tyy «
ekl

® Combining these we find EX8r ~ n.Ty
dz recall that momentum balance on the under-
dense side of the wave requires E2 87 ~ (r 2V 2
vy

® Combiniag again vields Ty« (FIN) 3, ex-
actly the desired result,

Fina Iy, Fig. 3-15 shows the relative upper and
lower densities bounding the step at critical density.
ng ne and npone respectively. as functions of
na’ T(1 % the estimated upper density. ng, ne from
I-q. € 29). is also plotted. The width of the step region
decreases from some 25 local (cold) Debye lengths
at fIa® T T~ 0% about | as f1A° TS * exceeds
10" Typical values of the lower densily are seen to
be less than hall eritical. The agreement of we es-
timated upper density is quite good. except for the
strongest pumps: neglect of the flow contribution to
momentum } zlance in the step region’ may be the

~ ¢E;/mu.

major source of error.

Summary. We have shown that the dependence
of hot-electron temperature upon background cold-
clectron temperature is as strong as the dependence
upon laser intensity. We have also shown that the
self-consistent coronal rarefaction. including reso-
nant absorption, exhibits a stepped density profile.
We have demonstrated an equilibrium in which the
driven resonant wuve supports itsell against the
background plasma pressure by the momentum flux
of ejected hot electrons. This demonstration pro-
vides a first-principles model of profile modi-
fication in the modest-intensity regime. as the local
reaction of the flow to the momentum deposited at
the critical density surface by hot-electron produc-
tion. The upper density of the stepped density
profile may be much greater than critical density.
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Fig, 3-14. Identi’ .. heating by irot electron production, Qy,, with absorbed laser intensity, ﬂ - we two curves in Fig. 3-13 are
combined to obta _ang of hot-electron temperature with the laboratory obsesvables I, 1 (W/em?), A2 (u), and T¢-(eV). Curve 1
with stope 2/8§, ¢ with slope 1/3, and curve 3 with stope 2/3 are discussed in the text.
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Fig. 3-1S, The upper, n, and lower, n;, densitics dellmmng the step at critical density, n, increase and decrease respectively with increas-
ing pump strength. The estimated upper density, n of Eq. (2Y), is in apreement with chservations except in the most strongly driven
systems.
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and much greater than that associated with radia-
Linn pressure steepening; experimentai observations
of such structures have been reported recently.}?
Fhe associated lower density and the absence of a
wrmng region with L/Ag > 1 act to reduce the ef-
fects of parametric instabilities, classical collisions,
and enhanced turbulence. The jump in electrostatic
potential associated with the density jump con-
tributes to the formation of a hot corona.

suthors: . R. Albrittan and A, B, Langdon
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Heating by the Raman Instability

Stimulated Raman scattering is the parametric
decay of an incident photon into a scattered photon
plus a longtitudinal electron-plasma wave (epw).
The net gain scales with {(Ag/1.06 um):f//\(), where [
is the laser intensity (W/cmz). { is the length of the
underdense plusma in the decay region, and Agis the
laser wavelength: thus the process can be quite
significant for the long scale lengths expected in
reactor targets. The frequency matching conditions
are wg ~ wr + we, Where wp and w; are the angular
frequencies of the incideat and reflected light waves,
respectively, and w, is the frequency of the electron-
plasma wave. As can be seen from the frequency
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matching condition, this process can occur for den-
sities €0.25 n,, where ncis critical density.

Raman scattering is a resonant, absolute n-
stability for n = .25 n., and occurs most efficiently
at that density (with reflection and absorption up to
50%). As the density decreases, the epw wavelength
Ae becomes shorter with respect to the laser
wavelength and in particular with respect to the
Debye length Ay = [Tc/(47rn§)]”2. The electron
Landau damping becomes considerable for A, &
[0A ). which occurs for high electron temperutures
and low densities [n¢/n TdkeV) 3 30, where T, is
the electron temperature]. Here the instahility is a
variation of Raman scattering called stimulated
Compton scattering, There is also an intermediate
regime for dens/ties between about 0.1 and 0.25
(depending on T,) for which the instability is con-
vective, moderaicly damped, and can still absorb
and scatter a significant amouni of light.

Since w, is much greater than the frequency of
an ion sound wave, the Raman instability absorbs
much more than Brillouin scattering, but that ab-
sorption is typically into fast electrons which can
preheat a peliet core.

Theoretical Estimates of Raman Scattering.
Kinetic simulations show a rapid evolution of the
electron distribution function into the nonlinear
state in which the electron distribution is composed
of a cold thermal Maxwellian plus a self-consistent
tail of heated electrons?®*¥, which in turn damps
the plasma wave. The characteristic temperature
T o Of this tail is found from the simulations to be
about (m.,./2)v[2,. where v, is the phase velocity of the
epw. The electron density of the tail is determined
by balancing the energy absorbed by ciectrons via
the damped plasma wave with the heat flux carried
off by the electron tail. The epw damping is then es-
timated from the rate of Landau damping by the
heated electrons. This simple model is completed by
computing the reflection from the damped plasma
wave, The analysis is just like that for the reflection
due to a damped ion wave,?® and results in an
analogous expression for the reflectivity:

AlL-A)= B{exp [x( - A - A} s (30)

where
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Fig. 3-16. Reflectien duc to Ramen instability as a function
(a) of the density and (b) background temperature. The solid
lines are the theoretical estimate for noise level B = 3 X 107
&7 the circles are the simulation results for I(3,/1.06 ;um)2
= 25X 10%, M/m,_ = 100, ZT /T, = 5,(/3 = 127,
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Here r is the fraction of light reflected, kp, and k are
the wave numbers of the plasma wave and reflected
light wave, respectively, v is the Landau damping
rate, c is the velocity of light, ves is the oscillation

velocity of an electror in the electric field of the inci-
dent light wave aAg/I. and B is the initial noise
level of the reflected transverse wave.

Our theoretical estimates of the Raman reflec-
tivity are compared with sample simulation results
in Fig. 3-16. In these simulations a particle code was
used to propagate the laser light through a uniform
region of low-density plasma. Note that the varia-
tion with background density and temperature of
the computed Raman reflectivity of order 10% is in
reasonable agreement with the simple model. Note
alsa that rather large regions of plasma are needed
to give a significant refiectivity, even neglecting the
effect of gradients which are especially significant
for Raman scattering. Hence it is not surprising the
Raman scatlering has only recently been observed
in our experiments.

Hot Flectrons. Figure 3-17 shows the hot-
clectron distribution observed in a sample computer
simulation. Note the high-energy clectron tail which
is generated by the electron-plasma wave as it
damps. This tail is roughly Maxwellian in shape and
has a characteristic temperature of 1: keV. As a
first approximation. this temperature is indepen-
dent of intensity. and depends mainly on the denaity
and background temperature which determine the
phase velocity of the Raman-generated plasma
wave. This hot temperature is approximaltely

Fig. 3-17. Particle nunber vs energy, showing the Max-
wellian nature of the Raman-heated clectrons.
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Fig. 3-18. Raman-heated electron temperature, and scattered light frequency vs plasma density. The boxes are simulation results and the

fraction of the light absorbed is next to the box.
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(mc/Z)v;’,. Figure 3-18 plots the hot-electron tem-
perature vs background density for two background
temperatures: the theory is described in Ref. 37.
The density gradient threshold of Raman scat-
tering is determined by balancing the growth rate
and the convective loss of the electron-plasma wave
with the scattered electromagnetic wave across a
mismatch length.*0 The threshold is given at 0.25 n,
by I(Ag/1.06 um)2/1010 5 35 (\o/LY*3 arg?, where
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L=A(l/n dn/dx)". Raman is in natural competi-
tion with inverse bremsstrahlung and it is in-
teresting to calculate the inverse bremsstrahlung ab-
sorption before the light reaches 0.25 n¢. In a iinear
density gradient. the e-folding absorption length
from n/ne = 0to I /4is ~1.5 X 1093, T¥keV)/Z.
where Ag, is the vacuum wavelength in micromctsrs.
In the free-streaming flux limit, Te(keV) = (IAg,/5
x 10'%2/% (his is taster than the /\8“;'0'7 scaling
from LASNEX (see “High-Z Disk Modeling™
earlier in this section). We can now put the absorp-
tion length into the density gradient threshold with



the temperature scaling to estimate the intensity for
which Raman marginally occurs: I > 7 x 102
ZVTjA 3T for Z = 40 and Ag, = 1. the intensity is
5% 1013,

Raman absorption decreases with a large
bandwidth, as shown in Fig. 3-19. The bandwidth
was chosen to be the same as is projected for an ex-
periment on Cycleps: seven lines of equal intensity
separuted by 6%, for a total width of 36%. When the
growth rate is less than the line separation, we ex-
peet each line to behave independently. The linear
growth rate at 0.25 n¢ was 0.06 wg. which is about
equal to the line width for the higher intensity
shown. At early times the bandwidth does not help.
but luter, when the heating provides some damping.
there is a decrease in Raman absorption. I'or lower
intensity. where the line width is greater than the
growth rate. the bandwidth mostly drops the
Ramar below threshold. Raman and Brillouin act
to reduce each other somewhat, since Raman
heating partially reduces Brillouin and Brillouin
reflection partially reduces Raman.

Some processes self-consiste: tly decrease the
instability. Raman scattering occurs most strongly
and with the hottest electrons at quarter-critical
density. where the 2w instabitity® and Raman
sidescattering also occur. All three instabilities act
to steepen the density profile and hence drive it

Fig. 3-19, Percentage of the light absorbed by Raman vs
bandwidih of the laser for several total laser intensities. The
simulation plasma had 130 ), from densties 0.14 t0 0.37 n.
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below threshold. The hot electrons generated by all
these processes as well as by the other absorption
processes aiso help to damp Raman.

Conclusion. The heated-electron temperature
depends primarily on the phase velocity of the
electron-plasma wave and is roughly independent of
the light intensity. The heated-electron number does
depend on the 1(Ag/1.06 um)z. however. For every
joule of energy absorbed. 1 to 2 or more joules are
scattered (sce “Stimulated Raman Scattering Ex-
periments™ in Scction 6).

The characteristic dimensions of reactor targets
are in millimeters, which means that Raman has
thousunds of light wavelengths in which to grew.
FFurthermore, a laser hot spot. focus. or filament
could riaise the light intensity sufficiently to drive
Raman scattering vigorousty. One problem with a
filament is that if it pushes the density below
quarter-critical there will inherently be a region
where the density will always be at 0.25 n: this issue
is discussed in “Spatial Structure of Filamented
Light™ later in this section.
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Two-Dimensional Simulations of
Quarter-Critical-Density Heating
in Large Plasmas

Wiili a view toward planning and interpreting
long-pulse-length experiments. we have begun a
new ZOHAR?Y simulation study of the high-
frequency parametric instabilities which occur in
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the neighborheod of quarter-critical density. These
instabilities, which have been discussed previ-
ously’™ in the context of the steep density
gradients associated with short-pulse-length experi-
ments, are

® The 2wp instability in which the laser light
4t {requency wq decays into two electron-plasma
WOV

® The Raman instability in which the decay
waves are an electron-plasma wave and an elec-
sronntgnelic wave at ~wp/2.

in large regions of relatively flat underdense
piasma, these instabilities may ahsorh a significant
imount of the laser light into an unwelcome high-
energy clectron compenent. The Raman instabhility
may also scatter the light at frequency ~wp/2 before
it can be absorbed at higher densities.

To find upper bounds in this parameter regime,
we begin with a simulation in which the ion motion
s frozen. The saturation mechanism which we iden-
tified in our previous two-dimensional simula-
twons. ' ™ however, cannot then occur; that is, we
omit the process by which ion fluctuations driven
up by the beating of the instability decay waves cou-
ple these decay waves into shorter-wavelength
plasma waves whick are then damped. The results
we present here, then. confirm our understanding of
the linear theory and provide upper limits or a
worst-case scenario on the absorption, the electron
distribution. and half-harmonic emission.

We model in two dimensions (x,y) a plasma
slah 21 A long in (he x (laser) direction, at density
223 n.: ngis the critical density, at which the plasma
frequency equals the laser frequency. The os-
cillatory velocity is 0.03¢ and the thermal velocity is
0.077¢ (where c is the speed of light), corresponding
to 101° W/cm: for an Nd:glass laser and a 3-keV
background. At this high eleciron temperature,
koA ~ 0.13 at 0.25 nc (Ap is the electron Debye
length) and the decay plasma waves are long-
wavelength. Much of our work*>* on the linear
theory of the 2wn, instability in hot plasmas, when
ko S Kplasmae is then applicable. The expected
modes grow with ky/kg ~ 0.8, the most vigorous.
The analytically calculated growth rate™ for that
mode,

k.v k v
2. 00 1-3\/5 Y < 1-0.002 . a1
Wy 4 Yoo
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is in remarkably good agreement with the growth
rate in the model as determined from the elec-
trostatic energy.

The absorption fraction is 50 to 60% into a hot-
electron distribution which cuts off at 500 keV. This
generated distribution is not a simple Maxwellian
with a well-defined temperature. It is tempting to
characterize it as a sum of Maxwellians with the
temperature of each one corresponding to the phase
velocity of a plusma decay wave. Such a description,
with temperatures ranging from 40 to 130 keV and
more, is not unique. An alternative parametrization
is as a ~50-keV Maxwellian with a very high-energy
tail.

About 3% of the incident light is re-emitted at
frequency wq/2. If we assume that half of the ~w/2
light produced is reabsorbed at its critical surface,
then the Raman instability accounts for ~10% of
the absorption at most. Therefore, under the condi-
tions of this simulation, the 2w, instability is the
dominant absorption mechanism.

We stress again that the ion fluctuations and
their associated suturation mechanism are not in-
cluded in these results. Note also that the angular
spectrum of decay waves is too limited in one-
dimensional simulations of the Raman instability to
drive up ion fluctuations. In applying our results to
experimental conditicns, we then expect less ab-
sorption in a given length into a softer electron dis-
tribution than is reported here. More definitive
answers await the two-dimensional mobile-ion
simulations which are next on our agenda.

In applying our simulation results to experi-
ments in which high Z-disks are irradiated by
moderate-intensity laser light, collisional damping
of Raman and 2w, instability must be taken into
account. We find that

14ty 2132
Yrmax Tei = Z 32)
at 0.25 n¢. Here, ynuax = kovo/4. 114 is the intensity
in units of 104 W/cmz, Au is the laser wavelength in
micrometers, and T, is the background elcctron
temperature in keV. The growth rate found in the
simulation described above for 10'° W/em? and
3 keV was one-third the maximum, and if we
assume that Z = 50, then

YTy~ 1.7 . (33)
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In this parameter regime. collisional damping
would therefore play a central role.

Inverse bremsstrahlung is the dominant ab-
sorption mechanism in this parameter regime. and
we need 1o check whether the laser intensity left at
quarter-critical satisfies the 2wp threshold condi-
tion. To make a preliminary estimate, assume a
linear density gradient and note that the threshold
condition in Ref. 44 may be expressed as

|/4>>\T-L‘l 177 x 108 wiem? | 134)
[TE

where |} 4 is the intensity a1 0.25 ne. For <hort scale
lengths. as in exploding-pusher experiments, there is
little absorption but the intensity must be high
cnough to satisfy the gradient threshold. On the
other hund. for long density gradients, there may be
too much absorption below quarter-critical density
for this inequality 1o hold. Thus. there is some
minimum intensity as a function of scale length
below which Jwpe will not oceur. For [ixed
hackground temperature, this minimum incident in-
tensity occurs when the gradient scale length is ap-
proximately equal to an absorption length and is ~5§
X I()”\\"/’cm:/)\,f. Therefore, prior absorption by
inverse hremsstrahlung may reduce the potency of
the high-frequency instabilities at quarter-critical
density.
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The Effect of Reheating on
Hot-Electron Temperature

Theory and simulations of resonant absorption
have been described in the past few annual reports
and in the literature.**~*7 Briefly. resonant absorp-
tion is the direct conversion of the transverse laser

light to longitudinal electron-plasma waves (epw) at
the critical density [ 102 (1.06 um/Ag)? cm™]. The
oscillating longitudinal electric field of the epw
heats the electrons by accelerating them down the
density gradient to a temperature of approximately
21 T2 1w /em™)710"%)(A0/1.06 um)?} (Ref. 48).
This article extends the previous work by studying
the effects of magnetic fields and collisions (albedo)
which return the heated electrons for further
heating. We find that a magnetic field increases
their temperature and collisions do not (see also
“Resonant Absorption™ carlier in this section).

We studied the nonlinear processes of resonant
absorption with ZOHAR. our two-dimensional
relativistic. electromagnetic,  kinetic  simulation
code. ¥4 W exumined processes for forming
racroscopic magnetic fields. " modeling macro-
scopic. slowly (time) varying magnetic fields by
assuming the field to be an initial condition uni-
form in space over the simulation region. The time
scale of the simulation is less than a picosecond of
real time but is about 90 laser cycles. which is ade-
quate if the magnetic field is large enough for the
gyroradius of the suprathermal ¢lectrons not to run
into the boundary condition and for there to be
enough time for several gyro cycles [27/(eB/mc)].
Consequently, we chose u magnetic field of 10 MG
for laser intensity 10'". The magnetic lield is a factor
of 3 to 10 times lurger than that determined by two-
dimensional LASNEX calculations but this is
necessary to fit the problem into the computer in a
reasonable amount of computer time. We checked
the scaling by also running smaller simulated ficlds.

Figure 3-20 graphs the heated-electron tem-
perature vs time and shows about 4 20% increase in
temperature per electron gyvro period. The 20%
figure is uncertain by a factor of two, because the
plasmu is diamagnetic. reducing the external
magnetic field (Fig. 3-21). and because the am-
bipolar electric field expands with the hydro mo-
tion. Note that the heuating nears saturation at late
time: this is cuused by the reduced magnetic field.
and by an effect described by Morales and Lee™ in
which very fast electrons pass though the short
region of the epw too quickly to be affected by the
electric field.

Short-pulse experiments®! showed that THot
deduced from x-ray diagnostics increased with the

1
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Fig. 3-20. Resonant absorption Ty, vs time in laser cycles
for the case of a 10-MG magaetic field imposed upon the
simulation region as an initial condition (w, /uy = 0.1; laser
intensity = 9 X 10 W/cm’; Teg = 4 keV; saturation at
(1) may be due to diagmagnetic effect that reduced o, /oy to
0.05; heat rate ~20% per pass—or about 7 keV per pass;
4, does not increase, and the **hots’ become hatter).
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Fig. 3-21. The density profile and modified magnetic field as
a function of x/Ag.
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target Z02% it was suggested that perhaps the Z-
dependence might be due to collisions in the high-
density region which returned some of the hot elec-
trons to be heated again.*2 The collision frequency
is dominantly vei. which is proportional to Z. This
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“albedo™ effect has an extensive literature in sec-
ondary emission of electrons from vacuum tube
anodes. Typically, a beam of electrons lose about
half their number and 0.3 of their energy in the
high-collisional medium. We mocked this up in
ZOHAR with a boundary condition that analyzed
the dynamic electron distribution and returned half
the heated electrons with 0.7 of their energy. The
hot density increased but the hot temperature
remained about the sume, since the electrons lost
about as much energy in the mock high-density
region as they gained from the heating. Rosen®?
analyzed the asymptotic limit of nyjy and Ty
given the scattering material’s number atbedo g and
energy albedo x. and assuming the electrons receive
« of the original erergy per reheating pass through
the resonance absorption region:

Thot* Thorol? (1 1/ - 610 (35)

and

Mot = MHoto/(1 - B + (36)

where Ty and nyyn are the zero-alhedo hot-
clectron temperature and density. In the ZOHAR
simulation just described. g = 0.5.x = 0.7. and « =
0.3, which explains why Ty, remained the same
and nyjy increased. Since the number of electrons
returned vs energy is not a simple multiplier.
perhaps a more careful treatment of the alhedo
model might vield results closer to the experiment.

The 7 cffect may be due to the fact that the
drift velocity threshold for electron-ion instahilities
decreases  with increasing Z. and the resulting
transport inhihition increases both the density and
temperature gradient which can drive macroscopic
magnetic fields. Transport inhibition increases
T¢old which in turn increases Tio, but not enough
to explain the experiments. Valeo and Bernstein™
proposed that overdense collisions among the cold
electrons provide an increase in Ty at critical
density, since there would not be as much cooling
from the cold electrons from the overdense region.
Mason™* sugpested that the density dip from a
supersonic expanding plasma® with spherical ge-
ometry could inhibit cold-electron transport by its
electrostatic field.

Long-pulse-length experiments show niuch
more scattering in Ty, vs Z and no clear Z-
dependance, indicating there may also be a



geometric effect. For example, a low-Z target will
expand more into the laser, causing somewhat less
irradiance than a high-Z target. This effect has also
been investigated. but preliminary results show that
the effect is not strong enough.

In conclusion, we have found that Ty clearly
increases with macroscopic magnetic fields. since
the heated electrons are recycled by the magnetic
field to be reheated again. The experimentally ob-
served Tyyo ~ Z™25 for short pulse lengths has not
been clearly explained by the albedo effect because
the hot electrons cool as much by overdense colli

sions as they heat by resonance absorption. The Z-
dependence may be due to transport inhibition in-
creasing T¢qlg. OF by increasing magnetic fields
from vnXc T, or from geometric effects.
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Effects of Driver Bandwidth Upon
Rescnantly Heated Electrons

It is predicled that broadband or multiple-line
drivers can significantly lower the hot-electron tem-
perature due to resonant absorption in a
plusmu.'ﬁ‘SK To test the bandwidth-dependence of
the hot-electron temperature due to resonant ab-
sorption. we constructed an expernment which we
then performed at microwave frequencies using
bandwidths of A« « < 0.01. We were able to deter-
mine,. for the range of bandwidths available to us. a
scaling law for the hot-electron temperature as a
function of bandwidth.

The work was done on the PROMETHEUS 1
low-density. pulsed-discharge plasma deviee at UC
Davis. Microwaves (fg = 1.2 GHz) traveled down a
cylindrical waveguide in the TMg; mode and were
incident upon an inhomogencous, unmagnetized
pulsed-discharge plasma {ne < 3 X 1010 cm‘3). The
plasma was essentially collisionless so collisional
absorption was negligible. The electroimagnetic field
extended 1o critical density (ng = 1.8 x 10" em™)
where the electric field (E, parallel to Yne) resonant-
Iy drove clectrostatic waves. resulting in resonant
absarption of the microwaves. The broadband
signal was generated by mixing a Gaussian noise
source with the [.2-GHy center lrequency.

The heated-electron data were collected using
plunar-disk Langmuir probes placed in the over-
dense region to avoid rf interference. Over one hun-
dred samples of the probe signal were averaged by a
computerized dala acquisition system.

The result of driver bandwidth upon electron
heating is given in Iig. 3-22 (all data are taken at a
peak power ol 200 W, where vy ve = 0.13). We see
that increasing the microwave bandwidth decreases
the hot-electron temperature. We find that Ty o
(A -w) 77 Tor the range of bandwidths studied.
The temperature of the heated electrons changes
temporally as the density profile is modified by the
ponderomotive force. Heated electrons appear on
the same time scale as the rise time of the rf signal
(~50 ns). The temperatures shown in Fig. 3-22 are
the asymptotic values obtained ufter the density
profile has reached u steady state {(wpit > 100). We



Fig. 3-22. Hot-electron temperature and density as a function
of bandwidth.
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see that the increasing microwave bandwidth lowers
[y while increasing the hot-clectron density nyy.

By defining o heat flux proportional to the
classicil free-streaming value. oM « n”Tn‘ 2 we
nnd that the heat flux observed is nearly constant
over the range of bandwidths used. as is the absorp-
tion tas expected). Our results suggest that a broad-
band faser driver can reduce the hot-clectron tem-
perature produced by resonant absorption while not
sacnficing absorption
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Nonlinear Behavior Of Stimulated
Scattering In Large Underdense Plasmas

As lasers increase in energy and targets become
larger, longer-pulse-length laser light is used to
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irradiate them. Much larger underdense plasmas are
then created. and the size, L, of this plasma as seen
by the light with wavelength Ay becomes an impor-
tant parameter. This size parameter can be crudely
estimated as

(v, .7 R}
L
= >pin—<X2____ . (37)
*o %o

where veyp is a typical plasma expansion speed. 7 is
the pulse length of the light. and R is cither the
radius of the target or the focal spot radius. Note
that the characteristic size parameter scales as 7,/ Ag
and that it is sometimes set by geometrical con-
siderations.

The mix of laser-plasma coupling processes is
expected to be sensitive to the size of the underdense
plasma. When 1. 'Ag = 10. the coupling is primarily
determined by processes which oceur at or near the
steepened. rippled critical-density surface. When
LAy 3 10° processes such as inverse brems-
strahlung. stimulated Brillouin and Raman scatter-
ing. and filamentation can begin to play a sizable
role: for example. a significant fraction of the inci-
dent light may be scattered by the Brillouin in-
stability before it reaches the critical-density sur-
face.

We consider here several nonlinear effects
which limit Brillouin backscattering of intense light
in large underdense plusmas. After briefly consider-
ing ion trapping and harmonic generation. we focus
on the self-consistent ion heating which occurs as an
integral part of the Brillouin scattering process. In
the long-term nonlinear state. the ion wave am-
plitude is determined by damping on the self-
consistently formed heated ion tail. A simple model
of the scattering is presented and compared with
particle simulations.

Brillouin Scattering. Brillouin scattering
can be most simply described as the resonant decay
of an incident pboton into a scattered photon plus
an ion sound wave. Hence

59.60

wy = w + Wiy (38)

where wp and w are the frequencies of the incident
and reflected light waves and wj, is the frequency of
the ion sound wave. As is apparent from this fre-
quency maltching condition, this process occurs
throughout the underdense plasma. In addition,
since wp 3> wiy. nearly all of the energy of the inci-
dent light wave is transferred 10 the scattered wave.



w. Hence Brillouin scattering is a particularly
dangerous energy-loss mechanism.

It is easy to show that Brillouin scattering is
potentially an important effect in terms of decreas-
ing laser absorption as well. Consider a light wave
with electric vector E;incident on a uniform under-
dense plasma with density np. and let there be an ion
sound wave of amplitude én, with frequency and
wave number appropriate to scatter the incident
wave into a backscattered light wave with electric
vector k. Using Maxwell's equations and
separating out the fust time- and space-scale depen-
dences, we readily obtain coupled equations for the
slowly-varying amplitudes:

I én
- = —u—l]
BAN np
and
at,
i &n
= u'—l',r . 39
X np
Here

n n
(—l) —p/(l -P-> . @)
'\0/ e e

where Ag is the wavelength of the incident light and
n.is the critical density. These equations are readily
integrated to determine the reflectivity. r. If we con-
sider a plasma with size L. and neglect ELL.) com-
pared to E(L). we obtain

&n
r=tan Hz(cr'n‘ L> - 40
P

A simple example is very instructive. Consider
an underdense plasma with n, = C.1no. L = 107 Aq.
und an ion wave amplituce of only 1% of the plasma
density. Equation (41) then predicts that r >~ 0%,
showing wnat even a small density fluctuation can
lead to sizable scattering in a large underdense
plasma.

Given that Brillouin scattering can be a signifi-
cant effect. it is very imporiant to understand what
nonlinear effects serve to limit the amplitude of the
ion sound wave. We will first estimate the effzcts of
ion trapping and harmonic generation and then
concentrate on the important effect of self-
consistent ion heating. which produces a tail which

damps the ion wave. We will emphasize the non-
linear regime in which the light pressure is less than
or comparable to the pressure of the underdense
plasma. In the opposite regime. which obtains at
very high intensity. enhanced profile steepening will
clearly act to significantly reduce the scatlering."' In
order to focus on the nonlinear behavior. we will
neglect the effect of gradients and simply treat the
underdense plasma as an equivalent region of
plasma with uniform density.

lon Trapping. lon trapping is one effect com-
monly invoked to limit the ion wave amplitude. As
the ion wave amplitude increases. its potential
becomes lurge enough to nonlinearly bring ions into
resonance with the waves Since such ions ure ef-
ficieatly acceleruted by the vuve. a strong damping
results, which serves to restrict the ion wave am-
plitude from further increase. If the ions are cold.
the trupping condition is simply Ze¢ = MV%/Z.
where ¢ is the potential. M and Z are the jon mass
and charge. and v, is the phase velocity of the wave.
Neglecting Debye length corrections. the trapping
condition corresponds o dn.-np = egifl, = 172,
which is a large amplitude.

It is important to realize that even a small ion
temperature  significantly reduces the trapping
amplitude.® This temperature effect is readily es-
timated if one assumes a so-called “waterbag™
velocity distribution for the ions. In one dimension
such a distribution is constant with a velocity be-
tween £+4/34 (v, is the ion thermal velocity ) and zero
for other velocities. Since the majority of the jons in
a Maxwelliun distribution have velocities 2 2v,, the
waterbag distribution gives a reasonable first ap-
proximation {or the onset of strong trapping. which
now oceurs when the lastest ion is nonlinearly
brought into resonince with the v.ave: that is.

M 2
Zep=— (\ VE v,)' .
24P 1
2
sn Y %Y “
— 124l - -_ .
np Zac 8,

where #, is the ion temperature. Z is the ion charge
and #, is the electron temperature. For #;/Z8, = 0.1,
kg. (42) predicts 4 fluctuation amplitude of én/np =~
0.13. Clearly the ion temperature serves to
significantly reduce the amplitude, but note that the
trapping amplitude is still of order 10%. unless the



wons are quite hot [8,/76, ~ Ot1)]. Strong trapping
does not i general fimit the fluctuation amplitude
1o a small value.

Harmonic Generation. Harmonic generation is
anather effect which acts to limit the jon wave am-
phitude. provided the wave number times the elee-
sron Dehve dength (kApe) s small. If we negleet
Lt eflests, the frequency of anion sound wave iy

- .plv proportionald o its wave number. Such a
voo aill then steepen. sinee harmonics are res-
cly driven 11 we consider an ion sound wave
namphitude An. wave pumber k. and freguency

e compute the growth of its second harmonie

mearizimg the two-flnd equations, we obtain

5

Ltk ontky )

el ! IPRE “n
n,_y np 1

Ve estimate o chargetenistic steepening tme (1) by
“he condhition ane2ky ~ anik). vielding

ik

! 2/—"”" ) (44)
K s n
p

W hen kA, corrections are included. the reso-
nont couphing s sporled  In particular, we then hase

(45}

) B
where v s the 1on sound velocity and Aw > oy k-

\l‘;c 2 for kApe < 1. Significant harmonic genera-
ton then at least requires that 4 > 1 Aw. where Aa
1~ 1o be evaluated for the second harwonic. This
corresponds to the condition

batk) 1,\‘2)‘ . (46)
n, o

The esumate in Eq. (46) sufiices to show that
harmonic generation is pot very effective in the hot
underdense plasmas which are typical of recent
laser-irrudiated targets. For example. let us consider
the ion wave rroduced by Brillouin backscattering
in an anderdsuse plasma with np/ne = 0.33 and an
electron tempe-ature of 3 keV. Then kz)\,i. >~ 0.07:
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in this case. significant harmonic generation would
require that the ion wave reach a very sizable am-
plitude {ér(k)/np S 0.3 for this example].

lon Tail Formation. Let us now take a
somewhat different approach and focus on the im-
portant changes in the ion velocity distribution
which are a natural consequence of the Brillouin
reflection. As shown by computer simulations. the
long-term nonlinear state®™ is one in which the
Brillouin-generated ion wave is damped by a heated
ion tail. which indeed is necessary to carry off the
energy deposition into the won wave. The greater the
reflectivity. the larger the ion tail. and so the targer
is the 1on wave dumping. Hence the reflectivity is at
least partially self-correcting.

\ very simple model can be used to estimate
the reflectivity in the nonlinear state. Since the ton
tail is produced by an ion wave with phase velocity
vi. its characteristic temperature is approximately
iy = Mv2, an estimate within a factor of about two
of agreement with our simulation. The mugnitude
of the ion heating (the tail density. nyp) is then
readily determined by balancing the energy {lux
deposited in the damped ion wave with the flux
carnied off the il

“ik 1
== 08n, 0 .
Wi HOH W g

where 1 s the reflectivity, | and wq are the intensity
and frequeney of the incident light wave. and the
heat flux carried oft by the jon 1ail has been e¢s-
umated in the free-streaming limit. Having deter-
mined nyy. we can now describe the ion wave damp-
ing simply as l.andau damping on ine heated ion
tail. Le.. #, w, = 0.8 ny;.np: more sophisticated es-
timates. including for example resonance broaden-
ing. just enhance the damping.

We complete our simple model by computing
the reflection from the damped ion wave. The am-
plitude 1o which the wave is driven is esscntially the
ponderomotive (orce due to the beat between the in-
cident and reflected waves divided by the damping
rate:

47y

22
2z .
keEih[

bn_ (48)
n

p ZmMu% vy

where Z is the churge of the ions. wjand »; are the
ion wave frequency and e¢nergy damping rate. M



and m are the ion 4nd electron mass, and b and b
are the electric vectors of the incident and reflected
light waves. Substituting tyg (48) 1into Fy. (139) and
integrating ther gives the well-known result™ for

the reflectivity. r

rl n=ll{e\p|0(l 31| r}‘
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Here Tos agan the size of the plasmi np s the
plasma density s vy s the osallation velociy ot an
electron in the iaident light wave. voas the electron
thermal veloaty, wnd B s the noise level of the
reflected winve at v = 1, narmalized (o the intensity
of the inadent hght wave at v = 0

Fhe reflection s now deternuned as a function
of plasma conditons A an example. conader
R \Ciz = 04 twhich corresponds 10 NG = 3>
ot \\-u: em” and #.= VkeVMiand np o, = 032
twhich v a tpicad density, taking into account
maodest profile steepeming near the critical densiny .
assume dlvo o none kevel B = 10 *and anoimitial 1on-
ciectron tlemperature ratio ol 0 2 Our moded predic-
tons tor the reflectivities and tul density as o fune-
ton of plasma size lor this case are shown by the
solid hnes in big 3-23 These predicuions are 1n
reasonable agreement with simulation resuhts tor
companson. the open arcles denote the long-term
Britloutn  reffectivaty caleulated a4 one-
dimensional simulaton code which used particle
1ons and luid electrons Note that the reflectivny s
rather small (~ 10 )y when I Ay~ 10, and gradualh
ncreases to g value of ~S0% when 1Ay ~ 100
Note also the substantial ion twl which sell-
consistently forms  The mean 1on temperature
yuickly becomes of arder unity. Sell-consistent ion
heating s a very potent effect.

bigure 3-24 compares the model predictions
(solid hine) with simulation results for the reflec-
Livity as a function of plasma density, when the scale
length and ntensity are fixed: [ Ay = 20 and
(Vow Vel© = 1 3 The circles denote simulation
results using a code which treats both the electrons
and the ions as particles. For these runs. the initial
ion-electron temperature ratio was 0.2, and the ion-
electron mass ratio was 100. The result at n, ng =
0.33 provides a point of a comparison with the
numerical results using the hybrid code discussed in

Fig. 3-23, The reflection due to the Brillovin lnstability and
the ion tail density as a function of the size of the underdense
plasma. The paraineters are (v‘m/v,)z = 04, n/n, = 0.33,
and 8,/Z0, = 0.2 initially. The solid lines denote the model
predictions (B = 107). The circles denote simulstion results
using a hybrid code (m/M = 1/400),
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the previous heures and the agreement s guite
reasonahie Note that the retlectivty s rather sen-
stnve to the density of the plasma. as expected from
the 1on heating miodel The tewer the ions, the larger
i the heating corsistent with o piven reflectivily:
henee pratide steepemng near the critical density can
play animportant role m reducing the scattering. by
himimg it to lower densities

[ s particudarls instractive also 1o examine the
reflectivity as o funchon ol mtensity. keeping the
plasma density and size constant (np ng = 0.33.
I A = 3y brgure 3229 shows the simple mode!
prediction tor the reflectivity as a function of

0 v Note that the rellectivity increases with

s Ve

Viee & 1AG tor low ntensity. but then tends 1o
saturate as the 1on twil becomes sizable. As l,\a in-
creases. the sclf-consistent jon heating increases.
which acts to compensate for further increases 1n
refectivity



Fig. 3-24. The reflection due to the Brillouin instability as a
function of the background plasma density. Here ( vm/ve)z =
0.4, L/xg = 20, and 6,/Z0, = 0.2 initially. The solid line is
the simple model prediction (B = 107%), The open circles
denote simulation results using a particle code (m/M =
1/100).
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Fig. 3-25. The simple model prediction for the reflection due
to the Briflouin instability as a fur. .ion of (vm/v,)z. Here
a,'n, = 173, L/Ag = 50, B = 107 and /20, = 0.2 initially.
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A crude aialyiic estimate of the reflectivity on
the satvrated state is

2
1 lﬂ L 22
r 1 [ +wB /;—‘ . (50)
2 }\u n.

Note the dependence of the reflection on the size
parameter (1. Ag) and the plasma density (np nek
this result indicates that. Tor a given np n_and L.
long-wavelength lasers are fess sensitive o Brillouin
scatteriog at high intensity. simply because there are
fewer wavelengths of underdense plasma available
to reflect the light. OF course, tor a given npund [,
short-wavelength light vrdergoes less scattering
necause the plismais more underdense to the light.

We nete that simpler jon heating models"*0
give similar results as Jong as the reflectivity and ion
heating are sizable. For example. since the fraction
ol the ions in the heated tail is sizable. it s con-
venient to approximate the ion heating as a main
body heating. In this case. we simply balance the
energy flus deposited into ion waves with the energy
flux carried off by o heated Maxwellian distribution
with density e The effective temperature of this
distribution is then

5
] (v . 2 a3

-_ P== %L) 51
20, "p\ ve

and simudar reflectivities are obtained.

The fact that the numbers are not greatly sen-
sitive to the details of the fon heating is another
manilestation of the partially self-correcting teature
of the scattering in this stimple model. It should he
noted. however. that details of the ion heating may
be significant for undersianding the requency spec-
trum of the reflected light. The normal modes of a
multitemperature distribution differ in detail from
the normal modes ol a single-temperature distribu-
tion. Simulations show that when a heated tail
develops. that tail becomes heavily populated and
another higher-energy t2 is formed. We also note
that jon tails are less sensitive (o expansion
cooling.®® an effect which can compete with the ion
heating in an expanding plasma.

Finally we can crudely estimate the time re-
quired for the plasma to approach this nonlinear
state. The time. 4. to produce the heated tail is
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Assuming ny; ~ 0.2 np. (np nL.)vg Vose = lor=12,

fle =4 kev. and [ = 50 A\ Eq. (52) gives 13y ~ 20 ps.
Of course. in practice, it may be difficult 1o observe
a transient state in which the ions are initially
heated. since this heating can gradually accumulate
as the laser pulse increases from low 1o high inten-
sits. In addition, other effects such as shock heating
cun independently contribute to the ion heating.

The Effects of Gradients. It should be noted
that gradients are not necessanly as effechive in
reducing  Brillouin  scattering in the nonlinear
regime as they are in the linear regime. [t is well
known that gradients can greatly increase the
threshold intensity for the instability * Gradients
lLimit the region over v hich any givea three waves
can resonantly interact. Noting that the wave num-
bers of the three waves (ko with i = 1.2.3) are now
function of position. let us deline

K=kll\) kz(.\)~k3(\| . (53

AL some point. K = 0 (the waves are resonantly
coupledi. but away from this point 4 mismaich
develops which sponls the resonant caupling. Hence
the three waves can resonantly interact only over
yme interaction region which can be estimated by

vint

wdn 12 (54)

Faylor expanding about the point of resonance [a =
A0) + & NCwhere a(0) = 0] then gives

(55)

. 1
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Propagation of wave ¢nergy out of this interaction
region introduces an enhanced damping raie of ap-
proximately vy, Zint. where vy, is the group velocity
of the ith wave. Hence the threshold intensity is in-
creased.

Well above the threshold set by gradients.
however. the reflectivity from a given interaction
region is determined nonlinearly. and one must
further add up the contributions of the different in-
teraction regions. Hence the bulk of the plasma still

~ontributes to the net reflection. Note that non-
lineariy the reflectivity is not an exponential func-
tion of L (see Fig. 3-23). so the net contribution®
from a number of small~r regions need not be much
less than the cosiribution from one iarger region
(this assumes a distributed and ‘or broadband noise
source). Gradients will a0 doubt play a quan-
titatively significant role. but probably not the
crucial role which they often play in the linear
theory. Perhaps the most important aspect of allow-
ing for plasma expansion and inhomogeneity will be
in properly determining the various density regions
available for scattering. since the reflectivity de-
pends sensitively onnp, ne

Experimental Evidence; Options. Recent exper-
iments® %70 wity tonger-scale-length plasmas do
indicate that significant Brillouin scattering is possi-
ble. In these experiments. sizable underdense
plasmas (1. Ay 3 30) were formed in various ways:
Ly using a prepulse plasma. a long-pulse-longth
plasma in the sense of 7 “Aq. or a preformed plasma.
Table 3-1 shows a brief summary of some of the ex-
perimental results for 1the back-reflection of 1.06-um
and 10.6-um laser lignt. Note that a peak reflectivity
of about 30% has been observed with either
wavelength. Note also that the pulse lengths (or
prepulse delays) used in the experiments with 19.6-
um light are much longer than those used with 1.06-
win dight, reflecting the expected L Ag-dep=ndence.

linally.if Brillouin seattering does prove to be
a serious pre’ lem, there are some options for reduc-
ing the sca cring (shthough many more experiments
are needed to determine the intensity and wave-
length windows uppropriate for laser fusion ap-
plications):

© One option. of course. is Lo operate at
lower intensity {'Af). so that the plasma is more
collisional and the Brillouin instability is more
weakly driven. Indeed. recent cxperimcn!s7 *with
several-ns pulses of 1.06-pm light have shown u high
absorption (~70 Lo 80%%) at intensities of ~10** 10
10w em®

® increasing the bandwidth and. or reducing
the wavelength of the light are other effects” in the
same direction: the plasma absorbs more by inverse
bremsstrahlung and the instability is more weakly
driven.

® The complementary approach is to operate
at high intensity and try 10 minimize the scattering
by using its dependence on n. npand L/\p.
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Table 3-1. A brief
Refs. 63, 68-76).

y of recent experi

tat zesults for the peak reflectivity ('B) of laser light (for more details see

2
In<atution J\o(um) Target Puise length lw'—“2 Peak s
<m
NRL 1.06 disk pp +50ps 10151916 50%, /2
(~2ns)
LLL 1.06 disk, 200 ps—1ns 3x 1014 50%, /1
spheres 3x 1016 15%, £/2.6
UofR 1.06 spheres pp +50ps 10151016 25%, /2
(~2 ns) .
KMS 1.06 gasjot 100 ps 1014_1oi5 40%, /3.5
LASL 10.6 sphere pp +1lns ~10'7 10-50%, /2.5
(10- 35 ng)
U of Alberta 10.6 gas jet A5 ns ~10ls 60%, /2
©.IN)
UCLA 10.6 are 50 ns -2x 1013 5%, £/7.5
001N
U of Wash. 106 solenoid ~400 ns ~5x 101! 5%, £/6.6

Summary. The size of the underdense plasma in
units ol the laser-light wavelength is an important
parametes affecting the mix of coupling processes.
Stimulated scattering of the light in large under-
dense plasmas is a very real concern. We have con-
sidered several nonlinear effects which limit the
Brillouin scattering. Our calculations emphasize the
importance of the self-consistent changes in the
veiocity distribution which are produced when the
electrostatic waves damp into the particies. Simple
theoretical models. formulated and compared with
computer simulations. have shown that the reflec-
tivity is at least partially self-correcting. As the
reflectivity increases. the velocity distribution
becomes more distorted, enhancing the damping of
the electrostatic wave and acting to reduce the
reflectivity.

We emphasize that there are significant uncer-
tainties in our atlempts to quantitatively understand
the level of stimulated scattering: more quantitative
predictions will require a realistic treatment of the
effects of gradients in the underdense plasma. The
incorporation®-8% of 4 model for stimulated scatter-
ing in1o a hydrodynamic code is being actively pur-
sued. In general, even the zero-order plasma condi-
tions are rather poorly known, because of uncer-
tainties in the electron transport. More experiments
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to diagnose the underdense plasma conditions are
nceded, and the angular distribution®! of the
stimulated scattering also requires further investiga-
tion. Two-dimensional simulations suggest that the
scatlering occurs over a sizable range of angles: thus
the back-reflection through a high-f-number lens
can be a gross underestimate of the level of
stimulated scattering. Finally. the competition of
this scattering with other processes such as filamen-
tation is not well understood either theoretically or
experimentally.

Authors: W. L. Kruer and K. G. Estabrook
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Physical Processes Affecting
Stimulated Brillouin Scattering
at Different Laser Wavelengths

The relatively large targets appropriate for an
eventual laser fusion reactor are expected 10
produce substantial regions of underdense plasma.
Hence they are in a part of parameter space where
stimulated Brillouin scattering (SBS) is of concern.
due to its ability to cause premature reflection of the
incident laser light. We have investigated physical
processes which determine the level of SBS for
lasers having a variety of wavelengths, in an effort
to extend our understanding of wavelength
sculing.“ In particular, it is expected that inverse
bremsstrahlung absorption will limit SBS*? for
short-wavelength lasers, whereas ion heating™ or
ion lruppingl’45 will be more important for longer-
wavelength lasers.

To investigate these effects quantitatively we
have used a model describing SBS in the presence of
inverse biemssirahlung absorption und SBS-
induced ion hcating. The incident. scattered. and
reflected light waves are treated in the WKB limit,
and the ion-wave amplitude is determined either by
the ponderomotive force or by an ion-trapping

limit. whichever is smaller. The ion waves are
assumed 1o be at the strong damping limit, and ion
energv equations determine the ion lemperatures
parallel and perpendicular to the direction of
plasma expansion. Tj and T,. The background
plasma is taken te be spherical, with given steady-
state profiles of velocity and electron temperature
v(r) and T¢r). The background clectron number
density n{r) is then determined from mass conserva-
tion. To account lor profile-steepening at the
critical-density surface, the electron density profile
is assumed to rise steeply to critical as shown in Fig.
3-26. starting from an (adjustable) density ny < ng.

Within this model the equations describing the
light waves may be written as follows. We define in-
cident and Brillouin-scuattered dimensionless nor-
malized electric field amplitudes Ag and Ay respec-
tively, by,

w
I IpA, exple i e—odr (56)
7070 ) ¢ >

wheree = (1 - n.ng)’ 2 Egis the field amplitude in-
cident at large r (in vacuum), and E 4 (E_}is the elec-
tric field of the incident (reflected) light. We also
deline an inverse bremsstrahlung absorption factor
by

SN
vin ) 247
£, -exp ) —_— (ﬂ)(-c_c) A . (57)

Fig. 3-26. Schematic of clectron density profile, n(r}, and of
the three light waves: A, (incident), A, (Brillouin-scattere:*),
and Ag (reftected from the critical surface). Above a density
n < n,, the density profile is assumed to rise steeply to
critical.
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Then the incident. Brillouin-scattered. and reflected
light waves (see Fig. 3-26) obey

.‘2 Y
X min 140 AOAS (6n> (58)
)
8nn k1 (vi>( 3Ti> 0/ ax
—_ M —
we ZTc
12 2 2.
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2 n, s+ a““uldc _lll |+ﬂ-i. " Jnax
W ZT,
§ ¢ (59}
and

132 2,
~ ~—r c Ant,]=0 (60)
r2 dr( V_ R+)

where v(ng) is the classical electron-ion collision fre-
quency at the critical density, »j und w, are the
dumping and frequency of the ion waves, Z is the
tonic charge. kg = wp/c is the vacuum wave number
of the incident light wave. and (nj/n)n,x is the
maximum ion wave amplitude allowed by ion trap-
ping or wavebreaking.

lon temperature is found from {wo ion-energy
cquations:

9T ..
[PPSR TR S | (P
120y el (nil'“J 3 a“y) > (T“ l'l)

w
E SlLa 2
e (T - TP+ [2 a ')] @D
otr SBS

and
aT v,
L i £ _
v w2 Ty -TytegnT-T) . 62)

The terms on the right side of Eq. (61) represent, in
turn, expansion cooling, coupling between the
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Fig. 3-27. Profiles of background velocity and density to be
used in parameter study of Brillouin scattering at various
Iaser lengths, Other p s:r. = 0.24cm, I =2 X
104 W/em?, T, = 1.5 keV, Ty(r,) = 1%eV, Z = 2,and A =
4.
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parallel and perpendicular jon temperatures at a
rate vji, coupling of energy from electrons at 4 rate
vk, and parallel ion heating due to Brillouin scutter-
ing itsell where [ is the scattered light intensity. In
the direction perpendicular to the flow velocity v
[ Eqg. (62)]. only coupling 10 ions und electrons con-
trihutes to Ty directly.

We have written a small computer code called
SBS + IB. o numerically solve Egs. (58) through
(62) for fixed background profiles nyr). v(r) Tr).
and Ti(re). We shall present below results ol a
preliminary purameter study using SBS + 1B, which
kept the background profiles constant and studied
mechanisms determining the level of Brillouin for
different laser wavelengths. For this parameter
study we used profiles which might be typical of a
large spherical reactor-sized target: ro = 0.24 cm. [
= 2% 10" W/em? Tdr = 1.5keV. Tire) = 1 keV,
Z = 2.and A = 4. The velocity and density profiles
are shown in Fig. 3-27. Electron density rose
abruptly 1o criticaf above the density n; = 0.33 n,.

We can use Eq. (61) to estimate when ion
heating is expected to dominate over expansion
cooling. A dimensionless parameter, H. gives the
ratio of the Brillouin heating to the expansion-
cooling terms in Eq. (61):



Fig, 3.28. Profiles from code SBS + IB of ion temperature and ion-wave amplitude dn;/n, for two different laser wuvelengths. (a) long

wavelength, (b) short length. Laser is i

ident from right; the noise level of the scattered wave at critical is 10, For Ap = 2 um,ion

heating is strong in the low-density plasma and is responsible for the decrense in dny/n seen at large radii. For A) = 1/3 um, expansion

cooling dominates over ion heltlng.
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where Q is the number of Brillouin gain lengths in a
distance r characterizing the hydrodynamic flow. n,
is the critical electron density. and M = v/cqis the
Mach number. A rough measure of the importance
of ion heating in limiting the growth of Brillouin
scattering is the ratio H/Q. because the heating rate
is only relevant when Brillouin is substantial. This
ratio of heating rate to SBS growth is, according to

En. (63).

2
s 4( L )( A ) (1 kev)(f_c\ (Z_T_e) )
Q 1016 wjem2 / \L #m T, n ) \m,

Ton heating is thus seen to be an important
Brillouin limitation process for higher laser inten-
sities 1. longer laser wavelengths A, lower electron

ion heating with laser wavelength, showing strong
ion heating for A| = 2 um. bul only expansion cool-
ing for A; = [/3 um. [t is interesting that collisions
are frequent enough in the A, = 1/3 um cuase to
maintain good coupling between the parallel and
perpendicular components of ion temperature, and
even to provide a hit of collisional heating from the
hotter electrons near the critical surface. In contrast
the two components of the ion temperature are
decoupled when A}, = 2 um. In the A} = 2 um case,
ion heating at low density causes the size of the ion
density perturbation én;/n to decrease at large radii,
whereas when A\| = 173 um the ion density pertur-
bation amplitude is largest at large radii. Despite
this ion heating. however, the actual magnitude of
the ion perturbation is larger by about a factor of 50
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at Ap = 2 um than at A = 1/3 um. Thus according
10 our model the total amount of Brillouin reflec-
tivity at A; = 2 um exceeds that at 1/3 um, despite
the presence of ion heating.

In contrast to ion heating, which is most im-
portant at long laser wavelengths and high inten-
shes, inverse bremsstrahlur.g absorption can limit
SBS at short wavelengths or low intensities. Under
the latter conditions one can estimate the Brillouin
quality factor.™ Q. by calculating the number of
SHS gain lengths in one absorption length for in-
verse bremsstrahlung:

)

L
- ubs
; o \[%s Poan G0
i Ban I\ v n, ( B n(r)) '

to |

0
e

where Ip, is the distance over which the incident
ntensity is decreased by a factor | /e due to inverse
hremsstrahlung absorption {lo be more exact one
might want to use 2 Lyps or 3 Lypy as the upper limit
tor the integral). Reference 83 discusses this expres-
sion for a flat density profile n{r) = constant. For a
more general profile

\B
niry = n\,('t‘) > andg> 1 . (66)
\r

one obtains. in the strong-absorption limit.

;2 .

1,0 rc L(nc) 2
%l |

mte L ¢

so that the wavelength scaling of the SBS quality

(1-6/2p-1)
] 1

factor is

O = )‘(L4ﬁ_3/2ﬁ_”. 1< (:2—:?) <2. (68)

Thus when inverse bremsstrahlung is strong,
Brillouin scattering is predicted to decrease strongly
at short laser wavelengths. Figure 3-29 illustrates
this decrease, showing the wavelength-dependence
of electric field profiles for the incident and
Brillouin-scattered waves; the results were obtained
with the code SBS + IB. for the parameters
described in Fig. 3-27. The incident electric field
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Fig. 3-29. Wavelength dependence of electric field profiles
for the incident and Britloui d waves, for (a) A}, =
0.3 um, (b) Ay, = 0.5 um, (¢) A; = 1.0 um. Conditions of the
laser and background plasma are described in Fig. 3-27;
results are from code SBS + IB. Brillouin is predicted to be
much stronger at A; = 1 um than at A} = 0.3 um, according
to this model.
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amplitude at r = 6 mm is normalized to unity.
When Ay = 0.3 um. there is virtua' no SBS: the E-
field amplitude first swells due to spherical con-
vergence and then decreases a bit near r¢ due to in-
verse bremsstrahlung absorption. When the
wavelength is increased to Ay = 0.5 um. Brillouin
becomes stronger as predicted by Eq. (68). and ab-
sorption falls to 25%. Near critical density inverse
bremsstrahlung is present, but at a wsaker level
than for Ay = 0.3 gm. When the laser wavelength is
increased again to 1 um. Brillouin becomes stronger
still. and allows only 4% absorption Lo oceur. Figure
3-29(c} shows the incident wave so strongly depleted
by SBS that littte amplification of E due to spherical
convergence can occur. Qur calculations indicate
that for these laser and targe' parameters, ion
heating does not begin to limit SBS until the laser
wavelength has exceeded Aj = 1 um.

There are several important ways in which the
crude SBS model described here could be improved.
The Brillouin model developed recently® for use in
[LASNEX simulations incorporates the self-
consistent reaction of background conditions into
the presence of SBS. a feature crucial for quan-
titatively accurate modeling. A second important
improvement to SBS + 1B would be the inclusion of
density and velocity-gradient effects®” on SBS. and
a treatment which allowed some of the light reflect-
ed from critical to be a source for Brillouin
backscattering.*™ | inally, a parumeter study incor-
porating wavelength variation (as in Fig. 3-29)
should include the fact that the background profiles
of density and temperature are different at each
laser wavelength. We have examined the latter effect
by using some LASNEX-generated profiles for the
laser parameters of Fig. 3-29. More accurate plasma
profiles produced ever more severe Brillouin scat-
tering at long.  laser wavelengths, because the
plasma profiles tended to be much more extended
for long-wavelength lasers, thus providing more un-
derdense plasma wavelengths for SBS to grow in.
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Enhancement of Stimulated Brillouin
Scattering in the Presence of a
Critical Surface

Previous analyses of stimulated Brillouin scat-
tering (SBS) have not considered the effects of a
partially reflecting boundary. such as the critical-
density surface in a realistic plasma expansion.
Generally. these analyses have found that the in-
stability exponentiates from some small noise level,
o, usually taken to be in the range of 107 10 1072
(relative to the ircident power). Thus for S5S to be
appreciable. the effective interaction length. which
is set by the finite length of the plasma or by density
or velocity gradients. must be much greater than the
growth length. We discuss here @ mechanism by
which a reflecting surfuce can greatly increase the
effective noise level so that only o few growth
lengths are required for significant scullcring.“g

Consider & homogeneous slug of plasm.. of
length L (Fig. 3-30). moving with respect to a

Fig. 3-30. Schematic representation of simple model for
SBS: a homogeneous slug of plasma moving with respect to a
partially reflecting surface,
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reflecting surface at a speed v = Mc, toward the
laser. Here. M is the Mach number and ¢ is the
sound speed. In the rest frame of the plasma, the
left-going laser light. £y, is Doppler-shifted up to wy.
= wy + kg Mcy. where kg is the free-space wuve
number and wy is the laser frequency, while the
right-going (reflected) light, Eg. is Doppler-shified
down 10 wR = wp- ke (M - 2My). where M is the
Mach number of the reflecting surface. The beating
of these light waves drives an ion wave, n. with fre-
gueney wy; = wy - wr = 2 kgeg (M - M) The equa-
tions for the slowly varying amplitudes of these
waves are

i, ~
\[—=T"nﬂ;R, (69)

T
" 0 LY (70)
ax n. L

and

M- M\ M- M)
F C +| v U l .
\F 2k0CsVE V?
?ngt, Fg an
kLl
7 2
2mMc s <0

Here ny and n are the background density and
critical density, € is the plasma dielectric constant. v
is the ion wave damping rate, and m and M are the
electron and ion mass. We assume that the ion
waves are heavily ddmped and so have neglected

con /3x compar d to v in Eq. (71). Substituting for
7. we lind equations for | E | 2and | g2

2 s 2
a|[L| 3|1.LI nOE k0 |2|1-‘
. ‘R
ox A 4n wimMcyfe
c 0
v
—n
o

X ————— (72)

where n = (M - MJ//€ and ws = 2 kpes/€ The
boundary conditions are | EL| 2= Eﬁ/\/_ at the right
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end of the slab, where Eg is the incident vacuum
field, and |Er]| 2= MEy| 24t the feft end of the slab.
where f is the reflectivity of the boundary. Solving
Eq. (72). we find that the fractional transmissivity,
T, of the slab is given by

1-T( - 1) =fexp{Tii - NQ(n)] (73)
where
2 v
~—n
n, v kL w
O =L-2L2_0 s (14)
4 en, v2 3Tl 3
e ] =l - —
+Z1‘ -0 +( n)
< 5

and v8 = (e}i(,/mw())l‘

In deriving Eq. (73) we have neglected the light
scattered by plasma fluctuations (noise) relative to
the light reflected by the boundary, « K fT. If there
is no reflecting surface (f = 0) then this noise level
determines the transmissivity as shown previously.qn

T(1 - Ty =cexplTQm =D . 175)

There are two important new features in Egs.
(73) and (74). First, the quality factor, Q(n). has a
resonance function hehavior, reaching @ maximum
at the resonant Mach number M = M, + V&, and
falling of with characteristic width v/w, for other
Mach numbers. This behuvior is dcmonxlmlcd in
Fig. 3-31, which shows the calculated transmissivity
for AURUS®! simulations of the moving-slug
proh':m. Seccondly, the transmissivity in the
presence of a reflecting surface [Eq. (73)] is almost
always much less than that obtained without the

Fig. 3-31. AURUS results for transmissivity, T, vs relative
Mach number M - Mc, for thecase Q (n = 1) = 3.6,f = 0.7.
Curve (a), v, = ©.25; curve (b), », = 1. The transmis-
sivities are slightly lower than predicted by Eq. (73), because
of transient effects.
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Fig. 3-32. Transmissivity, T, vs Q for exact resonance, M -
M_ = . Curve (2) Is Eq. (75) with @ = 10™*. Curves (b)
and (¢) are Eq. (73) with f = 1, 0.27, respectively. The solid
circies represest AURUS simulations; squares represents
particle eimulations. Also shown are AURUS simulations of
partially overdense isothermal expansions (triangles).
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surface [Eq. (79)]. Only ifaT = tor Q) €K Q (n =
1) are these transmissivities comparable. In fact, for
the case of a perfectly reflecting boundary (I = 1)
Eq. (73) becomes particulacly simple: T = (I +
Q) (Ref. 89), Figure 3-32 demonstrates this
strong enhancement of SBS for various boundary
reflectivities,

Our simple moving-slug model (Fig. 3-30) is a
good approximation of the case where the critical
surface is steepened, either due to the pon-
deromotive force or to localized heating in a
strongly flux-limited plasma.®? We now consider
simulations of SBS in an isothermal expansion,
which is appropriate for plasma heating with
classical heat transport. Part of the plasma is over-
dense, so that total reflection takes place at the
critical surface (f = 1). We allow various damping
rates and scale lengths. Even though the resonance
condition, M ~ M, = /€, is satisfied only al a single
point, the width of the resonance is rather lurge, as
can be seen from Fig. 3-31; essentially, a scale length
of plasma participates in the scattering. Figure 3-32
shows the transmissivity points from the AURUS
simulations. It can be seen that they fit the
theoretical curve T = (1 + Q) very well.

Finally, we consider a simulation that includes
ablation from solid density. The target was a glass
disk. irradiated with I-gm light at an intensity 10'5
W/cm2, Of the light reaching the critical surace,
30% was absorbed (f = 0.7); this corresponds to ab-
sorption due to collective plasma effects (parametric
decay, resonance absorption, etc.), and agrees with
experimental measurements.?® We allowed classical
heat transport, but self-consistent ion heating was

Fig. 3-33, Plot of electron density for a fluid simulation in-
cluding ablation from solid density. Density fluctuations
imize near the point M - M, = /€.
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not allowed. Rather, we set v = w,. Figure 3-33

shows the density profile ny/n; at a time 100 ps into
the caleulation, The SBS-active region is 0.1 <
n,/ne < 1. The position of maximum scattering is at
the point predicted by the resonance condition.
Evaluating Q at this time we find Q = 1.25. From
Eq. (75). for f = 0.7 the predicted transmissivity is T
= (.51, whereas the simulation gives T = 0.48—cer-
tainly adequate agreement.
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Calculations of Stimulated
Brillouin Scattering with LASNEX

Last year’s annual report outlined the fun-
damentals of our Brillouin model in LASNEX, and
results of the laser wavelength scaling of an
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Fig. 3-34. Absorption and Brillonin refl vs Jaser

length for several intensities, The mumber above the line is the intensity in

W /cm?. (Because light that has been refiected by Brillouin may be subsequently absorbed, the fractions of Brillouln scatter and nbaorp-

tion may total more than 1.) The experi ) triangles correspond to the absorption of the LASNEX result neatest io it at the same
taser wavelength. Note that the density and velocity gradients have essentially pushed Brillouin below threshold for the 3 X 10 green-
light runs.
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exploding-pusher model.™ In the last year, we have
incorporated and done test runs of a number of im-
provements (described in detail in “'Brillouin
Backscattering Model in LASNEX™ later in this
section).

All simulations were run on a gold disk. with
laser pulse length of 1ns FWHM and spot
diameters corresponding to experiments where
available (shown in triangles). LASNEX has mul-
tipliers on the vn. vv. the heated ion density. and the
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saturated ion density amplitude: all these were set at
1 in these runs. For consistency, transport inhibi-
tion was used in all runs, such that heat was
transported no faster than the ion sound speed for
ZT./T;>» |, which is the case of interest. For 1Ay <
3 X 10", however, there is experimental evidence
that perhaps this is not necessary, as less transport
inhibition would mean more absorption.

The generators for these runs were modifica-
tions of the one discussed above (in “High-Z Disk
Modeling™) and were adapted to a treadmill rezoner



between 0.1 and | critical density. giving 10 zones in
all. The absorption and Brillouin scattering changed
less than 2% from the coarse-zoned examples.

Figure 3-34 shows the absorption due to in-
verse bremsstrahlung and resonant absorption
(solid lines). and reflection due to Brillouin scatter-
ing for light on the way to the target. After the light
is reflected by Brillouin, it may

@ Beabsorbed by inverse bremsstrahlung.

® Be lost due to Brillouin again.

® Escape the target without being affected by
either Brillouin or any absorption mechanism.

Conelusion. We have developed a model which
predicts the fraction of light absorbed (£10%) hy
pold disks over a wide runge of intensities and a fac-
tor of two in laser wavelength, We point out,
however, that though the model is close to the
short-pulse, green-light, French experiments, it un-
derestimates (by 10 to 15%) the absorption on CH
disks as found by the long-pulse Shiva experiments.
We have self-consistently included @ new inverse
bremsstrahlung multiplier®” in LASNEX and lound
that the absorption is then too low, Absorption by
ion acoustic turbulence is now being incorporated
into LASNEX to find out if we can more clearly
resobve the reason why CH and gold absorb about
the same fraction and recover some of the absorp-
tion lost to inverse bremsstrahlung
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Steepening of Ion Acoustic Waves

The nonlinear evolution of ion acoustic wir 25
is a subject of both theoretical and practical impor-
tance. An interesting characteristic of a long-
wavelength ion acoustic wave is its tendency to
steepen. i.e., to gencrate harmonics, Simple
arguments®?% indicate that this harmonic genera-
tion is efficient when the amplitude of the density
fluctuation, én. associated with an ion wave with
wave number, k., satisfies the condition «'m/np 3
4k3Al§e, where n, is the background plasma density
and Ap, is the electron Debye length, This condition

is easily satisfied, for example, by the ion waves
generated via Brillouin scattering in microwave
simulation experiments, %1% or by the ion waves
associated with the electron-ion decay instability in
laser-produced plasmas.

We have examined harmonic generation by an
ion acoustic wave in a one-dimensional approxima-
ton via numerical solutions of the wo-fluid
description of a plasma. The ion MNuid is described
by the continuity and loree equations

on,
N
—1+le1.11.)=()
a ax 11
and
B} du .
el

—+u.-“l‘="l' U, (76}
at iay oM 1

where nj and u; are the density and velocity of the
ion Muid. E is the electric field, Z and M are the ion
charge and mass. and »; is a collision frequency
which models Landau damping of the ion waves. If
we neglect electron inertia und include a small pon-
deromotive force on the clectrons. the analogous
equations for the electron fluid reduce to

ey _
n,=n_exp{—=+a] .| (77
¢ P ae

where ne and #e are the electron density and tem-
perature. ny is the unperturbed electron density. ¢ is
the electrical potential (E = -a¢.ax). and « is the
ponderomotive potential (normalized to #e,¢) that
drives the jon acoustic waves. We complete the
model v.ith Poisson’s equation:

L2

0—(:=4m‘(n n} . t78)

an" vl

To investipa‘e the harmonic generation, we ex-
pand these equations to second order in the poten-
tial ¢. and then Fourier-transform: this results in a
set of nonlinear coupled-mode equations. By ap-
propriately choosing . we can excite an ion
acouslic wave and compute the steady-state spec-
trum which results.

In the present example. an ion acoustic wave
with wave number kA, = 0.06 is driven by a pon-
deromotive force. As the amplitude of this wave in-
creases. energy is nonlinearly coupled with its har-
monics. Finally, the wave reaches the steady-state
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spectrum shown in Fig. 3-35. in which the energy
Nowing into the driven wave is balanced by the
energy damped from the entire spectrum of waves.
Note that a rich spectrum of harmenics is produced.
Indeed. the ronl-mean-square fluctuation amplitude
1es hecome nearly twice as large as the amplitude of
he directly driven ion wave.

Since the harmonics are supported by the
directly driven 1on wave. their generation represents
anenbanced dumping of this wave. This is shown by
“he resalis i bage 32360 where the steady-state am-
ot ade of the driven waves plotted as a function of
te mphitude of the ponderomotive foree () that
cwites the wave The open cireles are results from
e nomerical caleulations, and the solid line
denates o simple theoretical estimate that includes
the ctlects of enhanced damping (a caleulation
without the enhanced damping predicts larger
steidy -state amplitudes). To obtain this estimate.
we first define an effective energy damping rate v, as

1. where tors a steepening time. As shown in Ref.
9% 1. =t 2n4n np). where @ is the ion acoustic
frequency  The steady-state amplitude is then
predicted 1o be

T ———— 79

“emie sgreement with the numencal

S o N e Rarmonie generation can be more

Fig. 3-35. The steady-state spectrum of ion acoustic waves
found in numerical calculations in which one wave is driven
by a ponderomotive force. In this example, the driven wave
hat 1 wave number kghy, = 0.06, v/w; = 0.05 and o =
5x 1077,
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Fig. 3-36. The steady-state amplitude of a driven ion acoustic
wave as a fi of the p ive p inl that drives
it. Im these calculations, v;/w; = 0.05 and the wave number of
the driven wave is koA, = 0.06.
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important than the damping of the driven wave
whenin ny > w,

In summary, we have investigated harmonic
generation by an jon acoustic wave. Our pre-
liminary results show that this harmonic generation
can act like enhanced damping and significantly
reduce the amplitude to which a Jong-wavelength
ion wane can be driven. We need to extend our
caleutations to further explore the efficiency of the
harmonic generation as a function of the
wanelength of the driven wave, and to allow for
other ion waves with wave numbers which are not
an integral multiple of the wave number of the
driven wave. An imporiant yuestion to he addressed
is the role of nonlinear frequency shifts on the har-
monic generation. We also plan to deseribe the ions
as particles, in order to explore the effect of har-
monic generation on ion trapping.
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Simultaneous Self-Focusing and
Brillouin Backscattering of Gaussian
Laser Beams

lon heating is probably the major saturation
mechanism for stimulated Brillouin scattering (SBS)
for long, moderate-intensity Taser pulses, 'V If the
ons are heated 10 T, ~ ZT.. the spatiul growth
length for self-locusing becomes comparable to that
of SBS (Rel. 102), so these two processes should he
considered simultaneously. Here we carry out an
analysis of their interaction for azimuthally ssm-
metric Laser beams in steady state. We assume that
the heams are approximately Gaussian. (A discus-
ston of the validity of the Gaussian beam approx-
imution for pure self-focusing may be Tound in the
next article.) We find that 4 small amount of SBS
can cause o self-trapped laser beam o diverge after
undergoing @ single focusing event,

We begin with the equations for the slowly
varving {(in r and 7) envelopes of the left-goim - and
right-going light waves, E_ and E,. the ime-
independent plasma densits, n. and the SBS jon

wave, n:

2 2
Coatr 1o foar:) Yo n 0
2ikz T A= (1o e L=t =
3. 1 oOr a1 ¢ n Pt
Q(‘)
x=—=1_ =0, 80
n 1
B
2 2
—c'(ll +:’+.l'_'2)
n=ne\p = . (30
4mw0(le+3li/7)
and
~ - ~ 2
N "s_ fiafra 2ze*nk
SR 2(LAN), ek . g,
2 r ar\n ar M +
s m. uOL

In these equations ny and n; are the background and
critical plausma density, ¢ and «_ are the ion-wasve
damping rute and frequency. wg and k are the laser
frequency and lo_al wave numher, and ¢ and ¢  are
the speeds of light and sound, respectively: in Eq.
(80). (*) means “conjugate” for the + eguation

only. Appropriate to T, ~ ZT, we take the heavy
damping limit of Ey. (82), neglecting the convection
and diffraction terms:

fzehl 1z

N = mln\ 7 'b\\'li NI
mMuU"ws *

where we have included an upper limit on the SBS
ion wave amphtude, dy . 1o model (o trapping.
Combiming Egs. (80) (81), and (831 we obtain

(83)

al i &l . u-ﬁl)
Ak —— =l 4 +l 1w
s 1 oar\ 2
2
“h .
'A’ZL m)n((ljl'w ! 'h“")l_l‘:“. 84
<¢ .

where &= exp - atlbL 17 4+ 1 1w = whly N .
ao= g R+ o and o= 200+ o) [+
Ve w)]. We have normalized by to the incident
field B¢ with quiver velocity vy, The electron ther-
mal seloaity s and - = T, ZT, s the normualized
won temperature. This equation can describe the
simultaneous SBS and self-focusimg of laser beams
with arhitrary radial intensity distributions.

W diseuss nent aoset of moment equations
deserihing some averaged proper.aes of the nicident
and scattered beams. In deriving these equations we
make the approvmation of replacing the SBS scat-
tering coelficient with s mtensity-averaged value,

ol 5 ol \.4.21“ uJ)U
UK == [ L u-x—L,;l =0 .
a8/ roar\ oar 2 3.2
1Y
185)
where
R Itl
rl,T e |n|n|(pl+ 1 'h\\BI rdr
0
g = — . (86)
2
nt, “dr
0

Taking the first two radial moments of Eq. (83)
vields equations for power and meuan square radius

3-45



nt the beams We close this set of moment equations
kg s Gaussian beam approximation,
A 3 10
| T ‘\Ttllc\p[r_’u'tll] . &7

mghtforward talthough tedious) to

e wang eguations for Ay and

v po h}
\;).—’,_,\j 0. (88)
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0
with o= 0 A7 4+ A and Xgg = min(h.
wi AL

Fquation «X8) deseribes the decay (growth) of
the anadent oseattered) beam as 1t propagites
through the ¢ sma. Eguation (89) is an equation of
motion for tb root mean square beam radius: this
cquation has cen derived previously, 1Y neglecting
SBS. The ime ~ion of SBS has added an explicit /-
deporatence v the potential function Vi), and it
iv this new feature which allows prestously trapped
beitmis to hecome untrapped in the presence of $8S.

This phenomenon is apparent in the first in-
weegral of Eq. (91)

.
CR LCTA I At 3 [unen) Lady o
dz{2 d:) 9z hzkz dap P aZ dz
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Fig. 3-37. Numerical solation of Eq. (103) (neglecting SBS).
Plotted is rms beam radius, a, vs axia! distance, z.
Parameters are V3/V2 = 0.1, ny/n_ = 0.2, 7 = 1, ka(z = 0)
= &0, da/dz(z = 0) = 0.
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In the absence of SBS, «°P is a constant. Thus the
total “energy” of the beam k= 1 2(da ds)* + Vis
conserved. I a beam enters the plsmia with E < 0
then E will always be negative and the beam will be
trapped, with its rms radius oscillating nonlinearly
ws shown in Fig, 3-37. In the presence of SBS,
however,aV as = dE-dz > 0, so that the beam must
cventually escape, ie.. diverge indefinitel as E
becomes positive.

An example of this behavior is shown in Fig.
3-38 Phasically. the scuttered light beam helps o
deplete the plasma density so that the incident beam
acquires more inward radial momentum per unit in-
tensity then it would in the absence of SBS. Then. as
the incident light approaches the focus, scattering
rises rapidly due to the increase in intensity. After
passing through the focus the incident light inteasity
is decreased due to SBS. The incident beam does not
deplete the plasma density enough for refraction to
overcome the large radial momentum it acquired



Fig. 3-38. Same parameters as Fig. 3-37, except that SBS is
allowed; 5yp = 0.1, v/w, = 1, A¥(kz = o000) = 107 A, (kz
T = 6000).
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during its flight towards the focus. As a result the
beam diverges indefinitely after a single focus.

The simple moment equations derived above
suggest a qualitatively new feature of seif-focusing
when SBS is included. Thew equations. however,
give only very approximate descriptions of the
system’'s true behavior: more quantitative results re-
quire full numerical solution of Lq. (84).

Author: €. J. Randall
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Spatial Structure of Filamented
Light

Self-focusing. or filamentation. may become an
increasingly dominant effect in present-day and
future experiments. In contrast to modeling of
earlier short-pulse experiments. we now envision
beams traversing 10" o 10° frec-space wavelengths
of underdense plasma. and reactor targets as large
as a centimeter n diameter

To investigate the spatial structure of self-
focused light, we solve numerically a Schrodinger

equation in cvlindrical (r.7) geometry with an ex-
ponential nonlinearity. which describes the filamen-
tation of laser light in underdense plasmas due to
the punderomotive lorce. This work complements
and extends previous analvtic descriptions ™19 of
self-focusmg in underdense plasmas.

To derive the equation we want to solve. we

start with the wave equation

>
TiThr v 94)

tfor the laser-hight electric field vector | opropagating

i plasma of frequeney wp. et
1 rur./l;'\p[l(k“/ L"(IIJ . (95)

where -y s the free-spaee Laser frequencey and kg is
the wive vector corresponding to propagation i a
plasma of unperturbed density N I n, (assumed
here tor simplicity to be g constant) s small enough,
then spaee charge effects may be neglected: that s,
wemay imtore To b Alsos we assume that % a7
sinall with respect 1o kzy - a0 a0 Fguation (94

then hecomes

2 3
“ha %
Zik, — -~ - k; g 96
0,, \2 0 \3

The plasinag density is determned by balaneing the
isothermal  pressure ageinst the ponderomoune

foree: then

- 97

where ¢ and moare the churge and mass of the clec-
tron. respectivavo v s the osallatory sveloaity ol the
clectron m the luser clecrnie field. with v | =
¢ Ol magand vy, s the electron thermal velocity,
with (it the umits used herey vy, = 3T, 511y where
T. 15 the electron plasma temperature expressed in
keV,

The ditferencing scheme we use to sohve kg,
(96) und (97) is chosen to preserve the conseryation
propertizs of the Schridinger equation. Variable



zoning in both r and z leads 1o economy in code size
and running time. The Crank-Nicholson scheme is
used to advance €(r,2) in z, and the nonlinearity is
obtained by iteration. The flux is monitored as a
check of the numerical scheme. The validity of the
paraxial approximation as the beam focuses is
checked by comparing the magnitude of the second
derivative, 8Z¢/a22, 1o the first derivative,
[kol -« [a€ /az].

To compare to carlier wor we [irst
discuss the self-focusing of an initial Gaussian
pulse. In order to solve Eas. (96) and (97)
analyticully, the assumption is made that the beam
remains a Gaussian as it fo. uses. An advantage of
the numerical solution is tha no such assumption is
necessury.

Although different methods of solution are
used in Refs. 104 to 106, the qualitative description
is the same. Above a rather low threshold power, P,
there are self-trapped solutios: for stationary self-
trapped solutions the filament radius may be as
small as several free-space wavelengths. Num-
erically. we find that for a given P, our work verifies
the expression for the radius of the stationary self-
trapped filament given in Ref. 106. For powers
ubove this critical power, however, the numerical
solution predicts very different behavior than that
obtained in the analytic solution. The beam does
not retain its Gaussian slape, and focuses in a shor-
ter distance than predicted analstically.

As an example, we describe a numerical
simulation for P/P. ~ 11. Here, vo/vy, = 0.1 and, il
Vi, desceribes a 10-keV plasma, then the
corresponding laser intensity is 2.4 X 1014 W /em?
for 1.06-gm laser light. The initial shape is €(r,.=0)
= ¢(r=0.,=0) exp(-r’;a7) and kgo = 700, Also, n =
0.1 n.. where n is the critical density (the density at
which the plasma frequency equals the laser fre-

k 104-106

quency).

Our results are illustrated by the flux contours
of Fig. 3-39, These contours are chosen to give
cqual spacing for a Gaussian beam. This shape is
lost as the inner portion of the beam focuses down
to a very narrow filament. The power contained in
this central inner portion is approximately the
critical power—an intuitively pleasing result.

After this first focus, rings begin to appear
beyond the central inner portion. The second max-
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Fig. 3-39. Flux cortours for an initial Gaussian profile with
1%/¥ul = 0.1 and koo = 700. If the beam ~ad retained its
Gaussian shape, these contours would have remanied equally
spaced.
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ima at 100 < kyr < 200 is evident in these flux con-
tours. (The appearance of rings beyond the first
focus was first found in numerical work by Mar-
burger and Dawes!" for a nonlincarity of the form
TEI%/(1+ | E/E)]

A snapshot of 1vg/vypl Tvs kor be yond tbe first
focus is shown in Fig. 3-40. Note the evident non-
Caussian nature: the maximum intensity is not on
the beam axis at this point in z. Similar snapshots at
any point in z always show this well-defined central
portion and a long tail: the Gaussian initial shape is
nol maintained during the beam evolution. Figure
3-41 shows |vo/vpl Tatr=0.vsz Notice that after
first focus at kgz = 26 700, the intensity oscillates
about a large value, never returning to its initial low
value.

We ccmpared our results with those of the
analytical theory with the Gaussian shape ansatz by
numerically integrating Eq. (26) of Ref. 106. The
results for [vo/vinl 2 as a function of z are indicated



Fig. 3-40. Plot of 1¥ o/ ! Zys kor at k gz = 29 000 for the
initial Gaussian of Fig. 3-39. This snapshot is taken beyond
the first intensity maximum.
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Fig. 3-42. Plot of initial lv(,/\rmﬁl vs kgr for the ring beam
(solid curve) and a Gaussian of the same flux (dotted curve).
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Fig. 341, Plot of Jvg/vy,|* at r = 0 as a function of kyz for
the initial Gaussian of Fig, 3-39. The solid curve is the code
result with first focus at kyz = 26 700. The dotted line is the
analytic result with the Gaussian shape assumption.
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by the dotiec line in Fig. 3-41. These analytic results
are much too low and the resulting distance to first
focus is more than twice that found without the
Gaussian  shape assumption. At first focus.
however, the :nalytic model has even sharper
behavior than e numerical solution. The peak
value of |vg/vip, 2 is 1.5 X 102 and the resulting
beam radius is less than the beam wavelength. Ac-
cording to the analytic model. the beam then os-
cillates by continually relaxing to its original state
and refocusing. Thus the analytic model as
developed in Ref. 106, with its Gaussian-shape an-
satz, does not reproduce even the qualitative
behavior found in the numerical solution. whether

well before first focus. at first focus, or beyond the
focus.

We should add @ note of caution about the
sharp behavior at first focus in our numerical
results, There are several simplifications and
assumptions in the derivation of Egs. (96) and (97):
steady state, cylindrical symmetry, slow variation
with respect to 7, scalar rather than vector optics,
and no back-reflected light,

Ar sivious advantage of the numerical solu-
tion is the case with which we can study the
propagation of initial pulse shapes other thun Gaus-
sian. To date we have tried “super-Gaussians™
Jeee o) and “ring™ beams; we find rather similar
behavior for both. For the initial profile of Fig.
3-42,

' 2 . 2'|
e(rz=0)=elr=0|1 + 2(") ]cxp[—(-) ' (98)
o g J

with kge = 500 and the central intensity
corresponding to vy/vy, = 0.12, or 3.4 x 104
W/em?2 at 10 keV for Nd:glass. The flux contours
are shown in Fig. 3-43. Again, these flux contours
were chosen to give equal spacing for a Gaussian
beam, but there is little evidence of Gaussian-like
propagation.

The ring beam reaches (irst intensity maximum
at kgz ~ 16000. A Gaussian beam with the same
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Fig. 3-43. Fiux contours for the ring beam described in
Fig, 342,
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power (volvy, = 0.146, kgo = 922) reaches first
focus further downstream, at kyz ~ 21 000. Also,
the maximum intensity at first focus is a factor of
five larger for the Gaussian beam,

After the **first focus™ of the ring beam other
rings appear, and these maxima slam into the cen-
ter. This singularity at r = 0 is a consequence of the
cylindrical-symmetry assumption used in deriving
Eq. (96). If azimuthally-dependent behavior were
included, we would expect these rings to break off
o small-scale filaments.

A central issue in the study of filamentatior in
1+ 7t to Jaser fusion applications is its competition
with other processes in the underdense plasma. As a
start toward understanding this competition, we
have included the effects of inverse bremsstrahlung
absorption with its density-dependence in our code.
The absorption length is assumed to be larger than
the distance 1o first focus without absorption,

Nol surprisingly, this finite absorption lergth
results in longer distances to first focus and lower
maximum intensities. But note also that as the beam
focuses, the density is lowered and the absorption
rate decreases. Therefore, the behavior of the most
intense part of the beam is qualitatively unaffected
by the inclusion of an absorption length greater
than the distance 1o first focus.

To apply these results to laser-plasma experi-
ments, we point out the scaling properties of Eqg.
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(95). If the density changes by a factor of «, then ad-
justing the radial size by «-2 and changing the
propagation distance, z, by kg(n)/ako(an) ~ 1/a
regains the original equation. Thus one numerical
example encompasses a family of results.

Authors: B, F. Lasinski and A. B. Langdon
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Update of Model for Ablative
Laser Fusion Implosions

A few years ago'® we described our pre-

liminary work on a model for ablative laser fusion
implosions. Here we present an updated and ex-
panded version of that model. which includes a
more detailed description of the density jump at the
critical surface.

There is now a rather complete literature
describing scaling laws for laser fusion targets of the
exploding-pusher variety, 10%in which heat is carried
dominantly by hot suprathermal electrons. [n the
present section we derive scaling laws for a different
type of laser fusion target, called an *‘ablative™
target. In ablative implosions hot electrons are not
important to the overall energy flow. Rather, the in-
ward flow of energy is via thermal conduction, and
is roughly balanced by the outward flux of plasma
energy and PdV work from the ablation surface. To
conserve momentum the remaining cold material
must be accelerated inward, or implode.

We shall present simple expressions describing
the ablation pressure, critical radius, and ablation
rate for spherical ablative targets. These quantities
are functions of the laser intensity, laser wavelength,
and target size. Effects of inhibited heat transport of
a magnitude inferred from a large body of ex-
perimental data!!? are explicitly included. Previous
work on spherical laser-driven ablation was largely
computational rather than analytic,'"! exploring the
regime where heat transport inhibition is not
imporlanl.”z'”3



Although 1the present model has been
developed for spherical geometry, Ref. 114 shows
that it may be applied with some success to planar
largets. by setting the effective ablation radius
roughly equal to the spot diameter in a planar
irradiation.

The Ablative Flow. Classical exprcssions”S for
conductivity, «, and heat flux, g. are valid when the
scale length for temperature variations, L. is much
longer than the electron-ion mean free path. When
gradients are so steep that Ly becomes less than
mean free path. the classical expression for g implies
that the characteristic speed for heat flow is much
faster than the clectron thermal speed. This seems
physically unreasonable, at least for electron dis-
tribution functions close to Maxwellian. A common
remedy has been to postulate an upper limit on the
heat flux in this regime. Frequertly one expresses
this “saturated™ magnitude of the heat flux. g, in
terms  of the electron thermal speed v =

N
(kTe/me)' =

= - 3
Qg = FOKT Jvy, = Sope” . (99)

sat

Here ng is tiic number density of electrons. ' is the
flux limit as usually defined. ¢ is the flux limit scaled
to hydrodynamic variables. and ¢ = (p//»)l Zis the
isothermal sound speed. where p and p are the
pressure and density.

At present the appropriate value for the flux
limit. f, is uncertain. Interpretation of a variety of
laser-plasma interaction experiments'™ hus been
possible only when { is assumed to be approximately
0.03. Work is in progress to understand the size of
the flux limit [ and the mechanisms responsihle for
inhibited energy transport.

In the work below, we will take the electron-
heat flux to be the minimum of the classical and
saturated values. We leave  as a parameter in our
solutions: our only restrictions are that f be constant
in space, and. for the analytic work, that { & 0.4 lor
a D-T plasma.

A typical temperature profile. T(r). for a laser
fusion target has a high temperature at the critical
radius. and a low temperature at the ablation sur-
face. As a result, one can show that conduction is
typically classical near the cold pellet surface, Ry,
whereas it may be saturated near the critical surface.

The overall flow is obtained by solving
separately in the classical and saturated regimes,
and then matching the solutions at the point where

the classical and saturated heat flows are equal
(details of the derivation not presented here are dis-
cussed in Refs. 111 and 116). The equations to be
solved are mass conservation,

m= 47rr2 pv = constant (10
the equation of motion for the gas.
2

pv(dv/dr) = -dp/dr, p=pc” | (1oh

and the enerpy equation,

r 2(d/dr)r2 [pv(v2/2+502/2j+i‘?]=lh(r 1) -
(1om

In these equitions v is the radial flow velocity and 1
is the ahsorhed laser intensity at the critical surfuace.
For this work we assume the clectron and jon tem-
peratures to be equal: extension to separate values
of T, and T;is straightforwurd."'® The pressure is
given by p = nekTe + nkT, = nkT/u. The mean
mass per particle is y = Amp/A7 + 1). where the jon
mass and charge are Amp and Ze. The critical sur-
face Tor a laser of frequency w lies at the radius r
where the electron density is ne = |11L.m3/(41rc:). It is
assumed that the laser deposits its energy at re. We
are thus neglecting absorption in the underdense
plasma (r > ry). We also assume that the laser light
pressure is negligible. Finally, we assume a quasi-
steady state. We discuss the validity of these
assumptions helow and in the following article.

tnside the pellet surface g, (102) may be in-
tegrated to ohtain

(5/2)m c:"(l + .\12/5) + 4nr23-F= A = constant . (103)
where i = 4171':[)\' is the mass loss rate und M = v/¢
is the isothermal Mach numhber. The constant of in-
tegration A is the difference hetween the outward
enthalpy flux and the inward conductive heat flux.
IFor subsonic ahlation of an unpreheated puiet.
both terms are very small at the pellet surface, so
that A = 0. Reference 111 shows that this approx-
imation is an excellent one in the regime in question.

In the classical region close to the peller sur-
face. Eq. (103) can be solved analytically in the limit
M5 & I

2/5 2/s

T/Tc = (m,’mc) (1- Ru/r) . (104)



Fig. 3-44, Dependence on - limit, ¢, of M,, the Mach
number in the saturated regin; and r,, the radius where the
saturated region begins. The ablation radiusis R,
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where m, = 16 muc(rdR 25k is the adlation rats
that would obtain if the classical region extended
out to the critical surface. In fact. the heat flux
reaches the saturated value in Eq. (99) at some
radius r, < re.

In the saturated region (r, < r< rgj, the energy
equation is simply Ml + Mi/ﬁ) = 2¢ where ¢ is
the renormalized flux limit defined by q 4 = 5</mc3.
We conclude that the Mach number in th ¢ saturated
zone, M, is constant and depends only on the flux
limit ¢ (see Fig. 3-344). The flow is supersonic in the
saturated zone for ¢ 3 0.6. The monmentum and
continuity equations yield

T I
=T (= o=p (=
) et

in the saturated region, where p| = p(r¢- 6r).

The dynamics in the classical zo1e are dis-
cussed in Ref. 115. Briefly, the Mach number in-
creases monotonically, reaching M, at the point ty;
hence the assumption that M2« 5 made in deriving
Eq. (104) is approximately valid for 2 { (M2 2).
For larger values of ¢ the energy and momentum
equations do not decouple, and they must be solved
simultaneously''% there is a family of subsonic
solutions (Mg < 1. ¢ Z 0.6) and a unique trans-
sonic solution.

The ablation rate m can be obtained if the
above equations are supplemented by the jump con-
ditions at the critical surface. Mass, momentum,

2 2 2
4/1+MS 2!2+Msll+Ms]

(105)
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and energy conservation impiy [pv] = 0, v + pc?]
= 0. and

<ﬁ1/41rr§)[v2/2+502/2| +lal =1, (106)

where {y] = y{r.+ 8r) - y(r. - br) for any variable y.
Since the temperature is a maximum at r. where the
laser energy is deposited, the jump in the heat flux at
reis (g1 Selp) + ng)cf., provided the heat flux is
saturated on both sides of critical (the case of
classical heat flow for r > ris analyzed in Ref. 111).
Here pi2 = plre & 6r), ¢ = ¢fry and T is assumed
continnons, Equation (106) then gives

KT = u/10sp ) 123

(¢ (107)
where the function U is derived in Ref. 111 and is
plotted in Fig. 3-45. and | is the laser intensity at the
critical surface.

Scaling L.aws. We have now described solutions
in the classical zone near the ablation surface. and
in the flux-limited region inside the critical surface.
Next the global structure of the flow and its
macroscopic properties are lound by matching these
separate regions together.

The classical and saturated solutions within r,
must match onto each other at the point ry where
the classical and saturated heat flows are first
equal. '8 For subsonic Mow (Mg < 1, ¢ Z 0.6)
one finds ry = Ry{11 + Mi)/]O. For ¢ > 0.6. 14
that radius where the trans-sonic solution for M(r)
passes through Mg M(rJ = My The resulting func-
tionry¢)/Ryis plotted in Fig. 3-44.

Fig. 3-45. Dependence on Rux limit, ¢, of (a) the function
H(#) deflned in Eq. (107), and of (b) the ratio p, /p_, which
represents the size of the density jump at critical. Herz p; =
(v, - 8r),and p _is the critical density.
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The ablation rate and pressure may be
expressed”I in terms of a numerical parameter, o,
that corresponds roughly to the ratio of the mean
free path at rcto the ablation radius R

4/3 413 ,14/3 413 /6
L TS Wier A WA

3=0.11 X (——) . (108)
(R f0.1 em 13,113 74 )12 enA

Here €b7 is a function of Z (defined in Ref. 115).
Pyw is the laser power in units of 107w, Aumis the
laser wavelength in micrometers, and InA is the
Coulomh logarithm. ''$

The ablation rate m is then given by

4/3

R 2/3

= 4. ~ A 1/3

m=8.2x 107 G(p) x x (z) Py
um

z[(1+MZ)/(22+7M2)]
X3 $ REFTIIN (109)

where M(¢) and G(¢) are shown in Figs. 3-44 and
3-46. and Amyand Z are the mass and charge of the
ions.

The ablation pressure p, (in cgs units) is

2 2
-{(2-m )/(22+7M )I
p, =600’ 1235 K s 1, o

where () is shown in Fig. 3-45 and Iy is the laser
intensity (in cgs units) at the ablation surface R,.
Similarly. the temperature at the critical surface is

23
TN A—z[(umz)/(zzwmf)]
Y I § ergs . (111)

10 ¢o P,

ch=u

For simplicity we now specialize to the flux
iimit value ¢ = 0.3, { = 0.03, which to date seems
most closely supported by 1.06-um experiments. We
also assume A ~ 2Z > [. Then the ablation rate m
and pressure p, are given by’ 12

1.9

0.5
1 R
1= a| g (e
m=23x10 }\8.0 \0'1 pt gls (112)
um
and

0.07

4 ( 7R,

=72 Mbar ,

P A 0.lcm) ar a3
um

Fig. 3-46. The functions a(¢), 5(¢), and G(¢) appearing in
Eqs. (109){111).
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where R, is the ablation radius of the pellet, 14 is
the absorbed laser intensity at R, in units of 10"
W/em”. Aum is the laser wavelength in micrometers,
and Z is the ionic charge. Similarly. the radius and
temperature of the critical-density surface are

N 0.1 0.4) 0.
T = 1.6 Ra(l]4 }‘,_,m (0.1 cm/ZRaJ

i

08 (114)

and

- 0.5,0.8 0.1
T.= 1.7(]14 }\“m>(ZRa/D.1 cm) " keV . (115)

Figure 3-47 illustrates these scaling relations, and
compares them with LASNEX simulation results
(described in Ref. 111 and the next article). Figure
3-48 illustrates typical density and temperature
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Fig. 3-47. Parameter study showing (a) temperature at
criticat T, (b) critical radius r , and (c) ablation pressure p,
as g function of absorbed laser power Py in terawatts (1 TW
= 10'2 W), Other parameters are A, = 2.65 um, R, = 0.1
em, ¢ = 3.3, Z = 6, A = 12, The solid line is theoretica}
prediction; points are results of computer hydrodynamics
caleulations described in the following articles.

L B A B B
20 |- a} . —
= L
g an
e 10 —
o1 Y I R
T L T T —I—'T] T
251 () * ~
< 20 j
o i
15" —
jol Lo i
DL N B 0 e A
_ 20 |- {c) . |
= /
3 " |
=} .
= 10— -
j=R
0 o el g
1 10 100 1000
P (TW)

proliles from the present theory, for laser power P
= 78.5TW. These compare quite well with the
LASNEX caleulations.,

These results of our model show that shorter-
wavelength lasers should produce higher ahlation
rates and pressures for the same laser inlensity and
target parameters. Alternatively, to produce a given
ablation pressure. ie.. a given targel implosion, a
higher intensity required at longer
wavelengths, From bkq. (113) with p,. Z. and R,
fixed. the scaling is | « M A T-um laser would
thus have to be 3.3 times as intense as a 1/2-um
laser (o drive the same implosion. Collective effects

faser is
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Fig. 3-48. Spatial profiles of density and temperature, for
laser power Py = 78,5 TW und other parameters as in
Fig. 347, Solid lines show theoretical predictions; dashed
lines are numerical results described in the following acticle
from the hydrodynamics code LASNEX. The two agree quite
well.
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ol hot-electron production and stimulated scatter-
ing not included in our model would tend to exacer-
bate this already strong wavelength scaling.

W e conclude with a brief discussion of limita-
tions on the validity of our theory. due 1o various
assumptions we have made. These limits are con-
sidered in detail in the next article and Ref. 111

® Negleet ol inverse bremsstrahlung absorp-
tion i the underdense plasma places a lower bound
on the laser power or a lower bound on the laser
wavelength,

® An upper limit on the allowable laser
power arises from our assumption that an electron
heated at the critical surface will not be able to
penetrate to the classical zone without suffering a
collision.

®  Our neglect of hot electrons is valid when
the fraction of suprathermals is 2 10% at the critical
surfree, as is seen in long-pulse or short-wavelength

experiments.

& The steady-tlow hypothesis meuns that our
theory is valid only when the laser parameters vary
slowly, compared to the time it takes a fluid element
to travel from the ablation surface to the critical
surface. For laser powers near a few hundred TW,
wavelengths near 1 um. and target sizes near | mm,
this means quunlimlivcl)/'” that our theory should
apply to portions of a laser pulse where the power is
roughly constant over time scales of 1 to 2 ns.

Within these limitations. extensive com-
parisons with computational hydrodynamics



calculations have shown the present theory to be ac-
curate to better than 10%.

Authors: C. E. Max, C. F. McKee, and W. (. Mead
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Hydrodynamic Calculations of
Steady-Flow Spherical Profiles

During the gestation of the theory discussed in
the preceding article. we  performed  extensive
numerical simulations using the fluid-dynamics
computer code LASNEX.! 7 We sought consistency
and accuracy checks to evaluate important aspects
of both the theory und the code. In the process we
discovered and corrected several inconsistencies and
inaccuracies in both. The theory benefitted from
tests of many of the simplifying assumptions in-
volved in obtaining the analytic solutions. The code
benefitted from the use of theoretical profiles as a

“est case.” to evaluate the numerical art of solving
simple fluid-dynamics and heat-flow problems.

In this section. we

® Present a description of the numerical
modeling.

® Discuss issues involving the algorithm used
to caleulate heat flow,

® Compare the results of parameter studies
with theory.

® Show dynamical caleulations performed to
test the validity of two of the theoretical hypotheses.

Notation used throughout corresponds to that
used in the preceding article.

The Computational Model. The fluid-dynamics
code LASNEX has been used for the work pre-
sented here. but with simplified physies in order to
be consistent with the assumptions of the theory.

Hydrodvnamies were modeled in ane-
dimensional spherical coordinates using a standard
lLagrangian explicit  differencing  scheme. 7113
Zonal coordinates and velocities are interface-
centered. Density and temperature are zone-
centered. The artificial viscosity used had the form
developed by White. " The equation of state of a
fully jonized. ideal gas (« = 5 3) was used. with
pressure and specific enerpy (in ¢ps units) given by

_ 14(2+ 1
Pegs = 901 x 1005 (F— o 10y

cp
P
34
8 (116
o

=
cps

1o |w

The computer-code  thermodynamies were wm-
plified to agree with the assumptions of the theory:

® Al radiation physics and 10on conduction
were turned off.

® The electrons and ions were described as
single-temperature Maxwellians with electron-ion
collisional coupling increased by a lactor of 10°
ahove the Spitzer M value to ensure T = T,

We present here our LASNEX algorithms used
to numerically solve the one-dimensional flux-
limited diffusion of thermal ¢lectrons. fotlowed by a
brief description of an older version of the code with
which we encountered some numerical difficulties.
The notation used to represent plasma purameters
in the code is illustrated in 1ig. 3-49. For the discus-
sion to follow. temperatures are in keV, and the
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Fig. 3-49. Terminology for discussion of numerical heat-flux
algorithm, Successive zones are indicated by index K. Den-
sity, temy e In keV, p , and volume V are Zone-
centered, whereas radius and velocity ave interface-centered.

Interface (K)

Center
{K-1/2)
Ne r
T v
P
\
Zone: K-1 K K+1

physical quantities will be tagged, as required for
clarity, with

® The zonal index K.

® The time step index n. which indicates a
quantity evaluated at the end of cycle n. In certain
expressions mixtures of cycle-n and cycle-(n - 1)
quantities are involved: quantities composed of
variables from such mixed time-steps will be in-
dicated by the cycle number ©*M

® A superscript C or 1 as a reminder of cell-
or interface-centering.

The heat-flux crossing boundary K during cy-
cle n is obtained by solving

i (117
a0l = bk y T )

implicitly. with .y (evaluated as described below)
held fixed. The temperature gradient is defined as

I T= T(K+1/2,n)-T(K-1/2,n) Coate

Kn® 05x K+ 1,n)-nvY-1,m)]

Since the conductivity depends strongly on tem-
perature, the solution for AQ is actually explicit and
the time-step is controlled by limiting the relative
change in temperature, AT /T, to a maximum value
&1 for every zone.

The effective conductivity is determined as

1 1 I 1 (119)
Kofp = MAX ["MIN' MIN("CLAS"‘F.L.)] :
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The minimum conductivity is normally set to & N}IN
= 1o" erg/s-cm-keV, and has no impact on this
work.

The classical conductivity at a cell center is
well-determined in terms of cell-centered quantities
at the end of the previous time-step:

C -
KCIHS(K -12,n-1)=
52
0\ ([T - 1/2,n er,
3.066 x 1019 (-2} (LK U2n D) Ve )
Z A s cm keV
b0 (120)
asin Bmginskii":' llere
_0.9067 +4».4»[)8 + 5.4053 +1.20
YT ; eV (121)
ZJ Z2 Z
~1.3008  1.5956 0.7778
by T+—Z—2—+ Z +0.0961 , (1223

and we take [n\ = 10 to agree with the theoreticul
model. In our parameter studies we have assumed a

fully ionized plasma, Z = 6, for which yp/ép =
%.068. The averaging to obtain an interface-centered
classical conductivity is performed using

| -
*Clas KM =
p ¢ 2
MAX |« (I (K 1/2, nf]lx(ls(l\+1/2,n~l) X
(A 12,0t Yg+1/2, 0

C
[ArK 1/2,n K(‘las”\ ~1/2,n - l)l +

! C
!ArK+l/2,n"Clas(K+1/2‘"_” R (123)

where

ArK,llzvr‘:r(K. n) r(K-1,n) . (124)

This averaging scheme was chosen historically to
apply 10 k¢ in order 10 satisfy the requirement that
diagonal flux-limited transport in two-dimensional
calculations not exceed transport along the mesh
directions. In the code used for this work, however,
averaging of this form was used for k(s only. This
thermal-conduction averaging scheme reported ade-
quately for the calculations reported here.

The flux-limited *“‘conductivity™ s computed
using
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In order to calculate an interface-centered quantity,
the three terms in Eq. (125) are “averaged”

sepa.ately:

Kl (KM)=2120fx

V(K - l/2.n)nc(K S 12+ VIK+1/2,mn (K + t/2,n)
VK- 1/2.n)+ VK +1/2,n)

1
X MAX [T(K - 1/2,n 1) TK+1/2.n 1)]3/2<v‘KM'r)
(126)

Here. the mixed gradient is defined as in Eq. (118).
but with coordinates from cycle n and temperatures
from cycle (n - 1).

We next briefly discuss a previous numerical
scheme which presented some difficulties (discussed
later in this article). The “'old™ heat-flow algorithm
differed primarily in the evaluation of xp and the
sequence in which the averaging to obtain interface-
centered quantities occurred. First, the value of x$;
at zone center K-1/2 was computed from Eqg. (125}
by taking n(T* *)x_; sand MAX (1,/T) between the
interfaces K and K - 1. Next. a ceil-centered effec-
tive conductivity was obtained using Eqg. (119) for
cetl-centered quantities. Finally. a weighted averape
of cell-centered repf's of the form of Eg. (122) was
used to obtain interface-centered conductivities. As
mentioned above. this algorithm had been chosen to
prevent faster flux-limited heat-flow diagonal to the
mesh in two dimensions. The effect in one dimen-
sion, however. was, in cases of strong gradients, to
have T in Eq. (117 and (1/¢T) in Eq. (125} com-
puted on opposite sides of a cell. yielding «
systematic error of significant magnitude.

Calculational Methods, As shown in the
previous article. the profiles obtained theoretically
have two regions where velocity. density. and tem-
perature gradients are steep: the ablation surface.
and the critical surface where the laser energy
deposition is localized. The latter. particularly at
low flux limits. is the most demanding for the code
numerics.

In order to resolve the profiles around the
critical surface. u treadmill rezoner was used.
Relatively coarse zones were used above a density

10 to 50 times the laser critical density. As the mat-
ter ablated and flowed to lower density. it crossed a
threshold density where the treadmill rezoner split
the zones in half. as required to maintain a transi-
tion in zone mass down to a fine-zoned region in the
outer part of the profile. Typically a ratio of coarse
1o fine zone mass of between 3 and 10 was found Lo
be the best overall compromise in resolving the
ablation and critical surfaces.

The initial conditions for the caleulations were
set up by numerically solving for the theoretical
profiles. and then transferring them to the
Lagrangian mesh. The cones were chosen to have
constant mass in the coarse- and fine-zoned regions.
with a transition of a few zones, varying mass by a
factor of about two, between the two regions. The
initial velocity at each vertex was set ta the
theoretical value at that spatial location. The zone
temperature was chosen to conserve internal energy.
Typically. the transfer from theoretical profiles to a
roughly 200-zone mesh conserved momentum to
about 1% and energy to about 0.1%.

The calculations were run for 0.5 10 5 times the
flow time (the time for a uid element to flow from
the ablation surfuce to (he critical surface). The
shorter runs could be zoned more finely than the
longer. since less mass was ablated. The detailed
comparisons presented in this and the preceding ar-
ticle were made after 32 flow times. A dual-
treadmill scheme could perhaps be employed to give
improved resolution at bhoth the ablation and
critical surfaces for longer runs. within the con-
straints imposed by reasonabie number of zones.

Issues in the Choice of Algorithms for Heat
Flow. One of the “artistic™ features of numerical
problem-solving is the development of suitable dif-
ferencing algorithms. In the use of a fluid-code, it is
frequently necessary to perform repeated caleuia-
tions. applying both quantitative criteria and “*com-
mon sense’ tests to assess the adequacy of a given
algorithm. In the following discussion. we present
as an example a numerical algorithm which turned
out 1o be inadequate for caleulating strongly in-
hibited heat transport, yet which produced such suf-
ficiently “reasonahle™ results that its quantitative
failures took a long time to isoiate. In fact. its
shortcomings would have tuken considerably longer
to identify had we .ot been comparing our



numerical results with the theoretical profiles
presented in the preceding section. Our motivation
in describing our experience with this algorithm is
1o rHustrate the kind of subtle warning signs that
. appear when a numerical algorithm begins to
ol
trgure 3-50 shows fluid-code calculations of
jensity and temperature profiles for flux limit ¢ =
tn computed using two different flux-limit
eonthms, as described above (for the relation be-
sveraoand fLsee L. (99) in the previous article).
“ie old alporithm, which uses a local maximum
‘o henter. produced interesting density and tem-
nerature structures near the critical surface. These

Fig. 3-50. Fluid-code-calculated density and temperature
profiles using **0ld** (solid lines) and “‘new*” (dashed lines)
flux-limit algorithms for the ¢ = 0.6 case. Several calcula-
tions were required to show that the density and temperature
structures seen using the ‘‘old’’ flux limit algorithm (see
““The Computational Model,” and *‘Issues in the Choice of
Algorithms for Heat Flow”’) changed qualitatively with dif-
ferent time steps and zonmings, suggesting numerical
problems.
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seemed physically reasonable, but calculations per-
formed using different zoning patterns and time-
step controllers showed that these structures were
very sensitive to simple changes in the details of the
calculations. This suggested numerical trouble. but
the origin of the problem was very unclear.
Figure 3-51 shows similar profiles calculated
for the case ¢ = 0.3. Here the “old” flux-limit
algorithm, when zoned sufficiently finely near
critical, exhibited a large temperature jump (a factor
of two or three between adjacent zones). At this
point, direct calculation of the code-generated heat
flux inward from critical clearly showed a reduction
by a factor of two to three from the expected value.
This was traced to the old flux-limit algorithm
which used the maximum value of ¢T from adjacent
zones. and which could thus systematically un-

Fig. 3-51. Fluid-code calculations of density and temperature
profiles for old and new flux-limit algorithms, for the ¢ = 0.3
case, Here the old algorithm produced a temperature jump at
critical which behaved quite physically and systematically
modified the calculated plasma p The size of the

perature jump was iderably reduced when an im-
proved heat-flow algorithm was employed.
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derestimate the heat flow through a given zone in
certain steep-gradient situaiions.

This flux-limit algorithm was replaced by a
simpler one which never displaced the temperature
gradient used to compute the flux limit by one
zone's width. The result was instantly gratifying:
numerical behavior was vastly improved. sensitivity
to zoning declined. and agreement between the
fluid-code results and the theory was greatly en-
hanced.

Using the new algorithm. the temperature
jump at the critical-density surface. which had
previously been significant, became quite small.
This fact has led us to wonder about the physical
reality of the large temperature jumps frequently
seen in computer hydro-calculations of strongly in-
hibited heat flow. Qur experience emphasizes that
such temperature jumps can sometimes be artifuacts
of the heat flow algorithm.

In reality. the existence and size of any tem-
perature jump at critical density would be deter-
mined by microscopic physical processes occurring
within the discontinuity. Neither our present
theoretical model nor our hydrodynamics code in-
cludes such detailed physics. What our present
hydro calculations do show is that it is at least
dynamically self-consistent to have no temperature
jump across the critical-density surface. for ¢ > 0.3

In summary. strong transport inhibition places
considerable stress on numerical algorithms used to
calculate flux-limited heat flow. Our cexperience
suggests that extensive screening by numerical.
analytical, or experimental cross-checks is necessary
to establish the trustworthiness of a given heat-flow
algorithm. The theoretical profiles developed in the
present work may be useful for future investigators
as a test-case for the adequacy of various heat-flow
algorithms.

Results of Fluid-Code Calculations. Two
parameter studies were performed using the im-
proved algorithm: one varying the flux limit ¢ and
the other varving the laser power Py

In the first parameter study. the flux limit ¢
was varied from 0.3 to 1.4, Laser and target condi-
tions were: A) = 2.65 um, absorbed laser power Py
= 785X 1012 W, A = (2. Z = 6(fully ionized car-
bon), and a solid pellet of initial radius Ryt = 0) =
0.1 cm. The results are depicted as circles or
triangles in Figs. 3-32 to 3-55. for comparison with
the solid lines which represent predictions of our

Fig. 3-52. Varistiom of the critical radius, r_, and the radius
where heat flow becames saturated, r,, with flux fimit, &.
Solid lines are predictions of theory with absorbed laser
power P, = 7.85% 10° W, )\, = 2.65um,R, = 0.1em, A =
12, Z = 6. Points are results of computer hydrodynamics
calculations described in the text, The saturated region
becomes smaller and r, larger os ¢ increases.
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Fig. 3-53. Temperature ut the critical surface as n function of
flux limit, ¢, for absorbed power P, = 7.85 X 10 W, A, =
2.65 um, R, = 0.1 ecm, A = 12, Z = 6. The solid line is
theoretical prediction; paints are result of hydrodynamics
calculations. To the right of the maximum in T (4), laser
energy deposited at the critical radius is dominuntly carried
away by [award heat flaw; to the left, by outward kinetic-
energy flow,
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theory. The code values of m shown in Fig. 3-55
represent spatial averages over all r > R, In general
the hydro calculations showed the Mach number in
the saturated zone to be constant to a few percent
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Fig, 3-54. Ablation pressure, p,, as a function of the flux
limit, ¢. Solid line is prediction of theory with absorbed
power P, = 7.85X 10° W, ) = 2.65;m,R, = 0.1¢em, A =
12, Z = 6. Points are results of computer hydrodynamics
calculations described in the text. For fixed laser and target
par. the ablation p falls ngly as port
becomes more inhibited.

0 T T |

P, {Mbar)

Fig. 3-55. Mass loss rate m as a function of flux limit, ¢, for
the same conditions as Fig. 3-54. Solid line is theoretical
prediction. Points are results of hydrodynamics calculations;
error bars represent +2 o at a given time in the computer
run, and give a feel for the degree of spatial variation in .
(In a strict steady state, m would be constant in space.)
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across the region. In contrast, m showed more
spatial variation at each given time. The error bars
in Fig. 3-55. which represent &2 o are an attempt to
illustrate the magnitude of this spatial variation of
m due to the lack of exact steady flow. The
parameters m. r., T and p, show excellent agree-
ment between theoretical and hydrodynamics
results.

The second parameter study varied the ab-
sorbed laser power over a factor of 100. from 2.35 X
1012 W t0 2.35 X 10'* W. Other conditions we e ¢ =
03 Rt =0)=01cecm Z =6 A=12 A =
2.65 um. Above the upper limit of Py = 2,35 X 1o’
W, & was oo large to satisfy the validity conditions
for the theoretical model. As in the previous study.
theoretical profiles were used as initial conditions
and the calculations were compared with theory af-
ter at least one or two flow times. Figure 3-47 (in the
previous article) shows the very good agreement
between theory and dynamical calculations for T,
re. and p, versus absorbed laser power P .

We conclude that when the laser and target
parameters are within the range where our theory
should apply. the steady-state model developed in
this work agrees very well with numerical fluid code
calculations.

Examples of Validity Checks. In this section we
illustrate calculations which delineate the regions of
parameter space where our theory should be ap-
plied. Predictions of the analytic model are com-
pared with the numerical results. to explore what
happens as the model is rushed to the edge of its
region of validity. We consider here two examples:
the steady-state hypothesis, and the neglect of radia-
tion pressure. More complete results are presented
in Ref. 122.

A fundamental assumption of our steady-state
ablation model is that characteristics such as the
laser intensity and the density and velocity profiles
do not change by large amounts in the time it takes
a fiuid element to flow from the ablation surface to
the critical surface. In reality of course, laser pulses
often have rise times shorter than the hydrodynamic
flow times. For reactor-scale targets, several classes
of target designs use laser pulses which start at low,
fairly constant power. then rise quickly compared to
a flow time, and finally stay at relatively constant
power for several flow times. We would like to be
able to apply our quasi-steady state theory to such
laser pulses during the constant-power intervals.



Fig. 3-56, To test itivity to severe transi the laser power in a fluid code calculation was given the temporal profile shown in (2).
Target parameters are R, = 0.1 em, A = 12, Z = 6, ¢ = 0.6, \; = 285 zum. Density profiles (b) are shown at four times during the
evolution. At t = 0,16 ns, the profile has not yet begun to recpond to the higher incident laser power. The profiles at t = 2.4 and 4.0 ns
show a density bulge around p = 10~ gm, /cm’, which is due to the increased ablation of material in response to higher laser power. By t =
6.7 ns, the density bulge has propagated outward to the critical surface and the code’s profile agrees quite well with the steady-state

theory.
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To test whether such a use of our model is
likely 1o be valid. we performed a computer calculu-
tion using the laser power temporal profile shown in
Fig. 3-56(u). The power was increased by a factor of
10 in less than 1 flow time, and was held constant
thereafier. We found that after 1.5 flow times had
elupsed after the power transient. the dynamical
code results converged to the steudy-state theory
within better than 10% agreement.

Figure 3-36(b) illustrates in more detail how
this convergence occurred. When the laser power
was first increased. the critical radius was driven in-
ward because the inner part of the target had not vet
ablated enough material to maintain a larger critical
surface. As the ablation pressure and ablation rate
increased and the newly ablated material began to
reach the critical surface, huwever. r; increased
quite quickly. The evolving density profiles shown
in Fig. 3-36(b) show this “bump™ of newly ablated
material moving outward. In the last profile shown,
the computed density has reluxed to excellent agree-
ment with the theory.

We conclude that the quasi-steady model can
probably be reliably applied to situations where the
laser power remains roughly steady for more than
one or two flow times, independent of increases or
decreases in transient power which may have
preceded such a steady-power regime.

To test the validity of our assumption that
i~ 8an.T, is not large in the theoretical model, we
performed a hydrodynamics calculation in which

the ponderomotive force was included in the hydro
code in the WK B limit.'!” We chose a value of ¢
large enough that M would be greater than unity (¢
= 0.9. M; = 1.33). in the hopes of seeing a steady-
state “'shock plus D-Front™ of the type predicted in
Refs. 123 and 124, This structure arises when super-
sonic plasma approaching the critical density sur-
face encounters a Jow restriction produced by the
laser radiation pressure: the resulting shock raises
the sound speed to permit a subsonic rarefaction
wave (D-front) at the critical surface.

Our results are shown by the solid line in Fig.
3-57. illustrating the density profile. As expected.
for these parameters the ponderomotive force
makes only a small and localized perturbation to
the overall plasma density profile. With the excep-
tion of the immediate vicinity of the ¢ritical surface,
the profile from the hvdro code is in excelient agree-
ment with the theory developed neglecting the pon-
deromotive force.

A second issue addressed .n Fig. 3-37 is the ex-
istence of a steady shock plus D-front for My > 1.
The figare shows that a steady compressional struc-
ture did indeed form in the critical surface region. as
predicted. An entargement of this critical region ap-
pears it the inset (b), and numerical study of this
structure showed it to be a shock plus D-front. This
structure persisted in the same ferm for the entire
duration of the computer run. We believe this is the
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Fig. 3-57. Fluidcode-generated density profiles included ef-
fects of 1 (sofid line) and 10 (dotted line) times the WKB pon-
deromotive force. Leser and target paiameters are absorbed
power Py = 78.5 1W, A, = 2.65 um, ¢ = 0.9, R, = 0.1
em, Z = 6, A = 12, This figure supports the result thai
(within the context of our model) the ponderomotive force
daes not cause any significant modification of the global den-
sity profile (a). The inset (b) is a magnification of the
critical-surface region, and shows the supercritical density
.onipression, or shock plus D-front, expected in this case,
since M, > L
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first computational confirmation that steady den-
sity structures abave the critical density can persist
for significant times. for laser pulses whose power is
roughly constant in time.

Conclusion. We have presented salient methods
and results from numerical simulation of steady-
state spherical hydrodynamic flows. We find quan-
titative agreement to better than ~10% between
theory and simulation, over a wide parameter range
tor which the theoretical model assumptions hold.
We have also explored some examples showing the
nature and extent of our model's applicability to
situations near its limits of validity,
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Electron Heating Due to
Resonant Absorption

Hot-electron production and electron-heat
transport inhibition are studied experimentally with
the PROMETHEUS | device at the University of
California at Davis. This device madels laser ab-
sorption due to resonant absorption and parametric
instabilities. and electron-heat transport inhibition
due to ion «coustic turbulence and a dc magnetic
field. Intense. p-polarized microwaves are incident
onto an inhomogeneous. essentially collisionless
plasma. The microwave field is mainly parallel to
the density gradient so that electrostatic waves are
driven near the critica! surface, resulting in electron
heating and resonant absorption of the microwaves.

The time history of the electron energy dis-
tribution at high power (vos/Veo = 0.7) is illustrated
in Fig. 3-58. The current vs voltage (I-V) charac-
teristic of a one-sided Langmuir probe is shown in
Fig. 3-59. This probe is in the overdense region near
the critical surface. and pointed so that electrons
moving up the density gradient are measured

® Just before the microwave pulse begins (t =
0 us). the electrons have a Maxwellian distribution
(shown by the exponential shape of the current-
voltage curve) with a relatively cold temperature
(Teo = 1.3eV).

® After a short time (0.1 gs, longer than the
estimated wave-breaking time). high-energy elec-
trons are observed (E. > 30 T,,). These must be
clectrons accelerated by the resonantly driven elec-
trostatic waves, because the ions have not moved
significantly. Also, the thermal electrons {those elec-



Fig, 3-58. Time evolution of the electron current-voltage
curve.
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trons with energies near the plasma potential) s .1
have a relatively low temperature.

® A little later (0.2 ps), however, significant
thermal-electron heating (and a higher current of
high-eneray electrons) is observed. In addition, the
plasma potential becomes more positive.

® Still later {0.3 ps), the thermal electrons
have been significantly heated. The electron energy
distribution is bi-Maxwellian'? as shown in Fig.
3-59,

Notice that the thermal electrons are strongly
heated. The hot electrons in a previous

experiment.m’ where s-polarized microwaves
decayed 1o electron-plasma waves and ion acoustic
waves, were hotter [Ty(s-polarization) = 4TH(p-
polarization)]. The suprathermal electron tem-
perature, Ty, agrees well (within 40%) with a scaling
law'?* which was derived from particle simulation
calculations for laser parameters. This agreement is
remarkable, because no normalization is used in the
comparison: that is, the values of vyse/Veo, Te angle
of incidence. and absorption from the microwave
experiments are directly substituted into the scaling
law. In fact, the agreement would be within 10% in
absolute value if the initial electron temperature
were used.

The key difference between the simulalion
results and the results from microwave experiments
is that the thermal electrons are strongly heated at
high power in the microwave experiments. As
shown in Fig. 3-60. the thermal electrons in the
overdense region are heated as they approach the
critical surface (at 10 cm). The estimated thermal-
electron drift velocity at high power is much larger
than the threshold value for the jon acoustic drift in-
5lﬂhilil}'- Ve (Teo/Tio = 10, 50 that V,_-/Vc() = 0.05).

Strong ion acoustic turbulence (6n/n < 20%)
and a dc electric field are observed in the overdense
region where the thermal electrons are heated. The

Fig. 3-60, Temperature of thermal electrons traveling toward
the critical surface in the overdense region, The critical sur-
face is at 10 cm.
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waves travel down the density gradient and have a
broad spectrum in angle and frequency. Our
measurements imply that effective electron collision
[requencies due to the ion turbulence are as high as
refffwpe = 0.04 (= 300 times the electron collision
frequency). This value agrees with theory [refr/wpe
= (én/n)", with the measured value on/n = 0.2]. We
also observed large-amplitude ion waves (dn/n <
20°%) in the underdense region which propagate up
and down the density gradient. These waves are
probably excited by parametric instabilities.

With such large levels of jon turbulence near
the critical surfuce. thermal and even some
suprathermal electrons should be scattered and con-
fined near the eritical surlace. We have verified that
thermal electrons are confined near the eritical sur-
face. by measuring the decay of the thermal-electron
temperature after the end of the microwave pulse.
As predicted by diffusion theory, the thermal-
clectron temperature  decays  exponentially: the
decay time gives reyape = 0.03, in agreement with
the above estimates. We also lind that the de electrie
field is increased by a localized. weak magnetic field
lwee 'wn < 117). The magnetic field is transverse to
the electron flow and localized so that thermal (but
not suprathermal) electrons are confined. The de
clectric field must then be increased so that the
return current is maintained.

Authors: K. Mizuno, R. B. Spiclman, J. S. DeGroot,
and W. M. Bollen (Al University of California at
Davis)

References

123 K Gl bstabrook and WL Kruer. Phys. Rev. Len. 40,42
1197%).

126 K Mizane and S0 DeGroot, Phivs. Rev Lett 38, 219
(1975

127, K. \Mizuno, RoB. Spielman. ), S, DeGroot. and W, M.
Bollen. Budl Am Phys. Sec 24, 980 (1979).

Electron-Heat Flux Inhibition
Due to Ion Acoustic Turbulence

Electron-heat conductivity in a plasma must be
high enough so that the absorbed laser energv iz
transported to the ablation surface. There are
strong indications .hat the electron-heat flux is
severely inhibited in some laser experiments:
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mechanisms which could inhibit the electron-heat
flux are thus under intense investigation.

One commonly invoked mechanism is drift-
driven ion acoustic turbulence. Thermal electrons
must drift towards the absorption surface to com-
pensate for the flux of suprathermal electrons which
carry the absorbed laser energy to the ablation sur-
face. These drifting thermal electrons drive ion
acoustic turbulence, if the electron drift velocity. Vg,
is large enough (for example, Vg 3 C, il ZT/T; »
1). The ion turbulence (in clumps, rather than in-
dividual jons) then scatters the electrons. Thus, the
clectron mean free path can be shorter than the
collisional value, and the heat flux is inhibited.

The key unsolved problem is the level of inhibi-
tion directly connected to the level of ion acoustic
turbulence (the electron mean free path due to the
turbulence is Ay = M)c/(én/n)z. where Ape is the
electron Debye length). We are performing model-
ing experiments' 2 and calculations'?® with the ob-
jective of finding the level of electron-heat flux in-
hibition for laser-driven pellet parameters. Qur
previous results, reported in last year’s annual
report,' ¥ showed large de electric fields, thermal-
electron heating (T, & 10T,,). and large-amplitude
ion acoustic turbulence (dn/n < 0.2, or Ay = 2§
Ayl in the overdense region just above critical den-
sity. btven at the highest power (v /veo = 0.7,
where v 5 = eEg/mwg and Eqis the electric field of
the incident microwaves), however, the de electric
field did not significantly inhibit the hot-electron
heat flux: flux inhibition was fj; 2 0.5, where f}; is
the factor of heat-flux reduction from free stream-
ing. Nevertheless, our calculations indicate that
thermal-electron heat flux is strongly inhibited (f,
0.06, Aeir S SO M)c),‘zq and for some conditions the
thermal-heat flux is reversed (q, ~ v T instead of g,
~ =vT). This strong inhibition is in apparent agree-
ment with the inhibition factors which are required
in the hydrodynamic calculations of some laser ex-
periments.

The reason that the thermal electrons cun be so
strongly inhibited by ion acoustic turbulence is that
the heat flux of the thermal electrens is made up of
two terms (i.e., q; ~ ¥4~ B vT¢) which tend to can-
cel in laser-driven pellets. Thus, under conditions
where Vyis large enough to compensate for the hot-
electron heat flux, q, ® 0 or even -vT¢. The ion
acoustic waves are driven by an effective drift (vepp =
YV4 + vTe) however, so that verrcan be large; the



ion acoustic turbulence is strongly driven, but the
heat flux is strongly inhibited.

We have made detailed measurements'?! of the
ion turbulence, and improved our computational
model.'*® Our measurements show that the spectra
of ion acoustic turbulence peaks at a lower fre-
quency than the frequency of the fastest-growing
mode. This indicates that mode-coupling is shifting
the turbulence to lower frequencies. We have
therefore incorporated a model of mode-coupling
due to induced scattering from the ions'** and
electrons'™ in our calculations. We find good
agreement between the calculated und measured ion
acoustic spectra. Thus we can understand why the
mean free path implied by the measurements is in
fairly close ugreement with the Sagdeev formula, vy
= IO"E(ZTL-/Ti)(Vd/vc)wpc()\crfz Ve/veirh which was
derived ' assuming that induced scattering is the
dominant mode-coupling mechanism.

We have also constructed'™ a computational
model of the effect of the dc electric field driven by
the ion acoustic turbulence on the plasma density
profile near the eritical density. We have included
hot ions in this model. since ion acoustic turbulence
levels seen in the microwave experiments should
resultin strongly heated ions. Preliminary results in-
dicate that the dc electric field in the overdense
region can be large enough to reflect the ions before
they get to the critical surface. The importance of
this discovery is that the density in the critical
region must decrease so that the density profile is
not in steady state. When the density has decreased
to the point that the critical density is near the point
of ion reflection, then a new cycle starts, with the
ion reflection point moving farther in the plasma.
This suggests that the density profile near the
critical density would not have a steady state. but
rather that a relaxation oscillation would be set up.
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Plasma Code Development

Much of the code development effort this year
was spent converting codes to run on the Cray-1
computer. and tuning them to run efficiently. The
vectorized Cray version of the ESI code P was used
for the studies described in *Resonant Absorption™
carlier in this section. The ZOHAR code, ¥ used in
many plasma studies. now runs about four times
laster on the Cray than on the CDC 7600: much of
this speed is due to the reprogramming for the Cray
of the 7600 machine-linguage particle integrators.
In order to achieve similar economies, new physics
codes will be written only lor the Cray-1. bypassing
the CDC 7600. FFor example, two extensions of the
one-dimensional  hydrodynamics code AURUS
(Rel. 137) are being implemented on the Cray. In
one, a PIC medel for the ions provides a fully
kinetic description of their dynamics. In the second.
t WKB treatment of the light allows efficient
simulation of stimulated Brillouin scattering over
very large plasmit regions.
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1.LASNEX and Atomic Theory
Overview

During 1979 we completely restructured and
rewrole the LASNEX code for the Cray-1 com-
sufer Several physics improvements were made in
the ende as a natural consequence of this translation
srovess  and other improvements were made in
veas where experiments had pointed out obvious
Sotioeitaes mour models or where new capabilities
coreneeded to carry out current design work.

Fhe atomic physies package, XSN. was
seedihied o mclude electron degeneracy and a for-
sl theory ol shell-pressure ionization, and screen-
e coctiicents were adjusted Lo reduce the average
crror noonzation potentials. These improvements
imade only small changes in the caleulated
frequency-dependent opacities: however, pressures
and energies, which are needed for non-111-
caleulations, have improved significantly. and they
are now thermodynamically consistent. We have
begun to use XSN as well as @ Thomas-Fermi-
Dirae model 1o caleulate jon-heam deposition in

dense plasmas,

I'he Brillouin backscatiering model that limits
the amount of faser light available for absorption
his been modified 1o self-consistently calculate
saturation by density gradients and ion damping.
Acecordingly. caleulated laser-light absorption on
gold disks is now more in agreement with experi-
ments.

Additional terms have been included in the
multigroup diffusion cquations used to transport
churged particles from L hermonuelear reactians.
Compared with standard diffusion models. the new
methods are less sensitive to zone size and Lime step
and provide better agreement with Monte Carlo
calculations.

In translerring LASNEX to the Cray-1 com-
puter. we have made niany improvements to the
structure. reliability. and speed of the code. By
automating the management of memory. we have
climinated many kinds of programming errors and
made it possible for as many as eight people to work
an the code simultaneously without interfering with
one another. Also, we have found that it is now
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much easier to add new physics puckages and user
conveniences.

Most of LASNEX has been rewritten to take
advantage of the fast vector instructions on the
Cray-1. For some procedures, such as matrix inver-
sion, this capability required us to develop totally
new methods.

Currently, LASNEX is running about twice as
fast on the Cray-1 as it does on the 7600. Compiler
enhancements expected in the next few months
should allow us to realize vector speeds for mest of
the coding. We anticipate further improvement in
speed by a factor of two.

Author: ;. B. Zimmerman

Improvements in the LASNEX
Atomic-Physics Package

The LASNEX in-line atomic physies package
XSNQ has been revised to improve its treatment of
heavy atoms in dense plasmas. The changes give a
signilicant improvement in the physical description
of atomic tunization, equation of state, und opacity.
The revised code provides a unified atomic model
useful for the entire range from low densities (in-
cluding non-1 TE conditions) to very dense.
degenerate matter.

XSNQ Subroutine. The LASNEX code uses
XSNQ. originally developed by W. lLokke. for
calculations of hot plasmas at low densities.!*® The
pitckage s a convenient source ol atomic data—in-
cluding ionization state, energy levels, populations.
cquation of state. and optical-absorption coef-
ficients (opacity)—and it calculates both equili-
brium and nonequilibrivm problems. We are mak-
ing a continuing ¢lfort to improve this package with
respect  to computational  speed and  physical
(lccur'.lc),.'w"“”

Inertial confinement [usion research is unique-
ly interested in plasmas of high density (» > 0.1
g/em™): however, normal atomic-ionization calcula-
tions encounter dilficuitics when applied to atoms
in such a dense plasma. These difficulties, which oc-
cur for dense plasmas and are associated with
continuum-lowering and pressure ionijzation. in-
clude

® |urge regions where the ionization state Z
is constant and independent of aensity and tem-
perature.
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® Pressure ionization occurring as discon-
tinuous jumps of ionization state.

® Slow computational convergence near
these jumps.

® Disagreement with the statistical-atom
(Thomus-Fermi. Thomas-Fermi-Dirac) calcula-
tions by as much as a fuctor of two.

Similar problems uarise in other atomic-
ionization calculations for dense plusmas, including
those based on the Saha equation. An additional
difficulty specific to the XSNQ screened-hydrogenic
model is produced by inaccurate ionizution poten-
tials for heavy elements; this problem is most evi-
dent at relatively low plasma temperatures {i.e..
<100 eV). Tuble 3-2 gives a comparison that il-
lustrates this problem for gold (Z = 79).

Finally, there has been a continuing difficulty
with thermodynamic consistency of LTL and non-
[.TE equations of state.

We have developed practical solutions to these
difficulties. Our changes retiin the XSNQ energy-
level scheme and preserve compatibility with the
opacity calculation and non-LTE equations. The
modified code is faster than the original because it
achieves self-consistency in fewer iterations.

Screening Coefficients. The ionization poten-
tials are obtained from a screening model originally
developed by 1L Mayer. ™2 For electrons of any
shell. n (n = principal quantum number = 1.2.3.),
a screened nuclear charge, 7, 1s computed as

y = 7 i > b i R
/‘n 7 z S(n.l)li Inln . t127)
i<n
where 7 is the nuclear charge. S(n.i) is the matrix of

screening constants, Ty = 1 2[1 - (I Zn:)l S(n.n) is
the screening within the nth shell, and Ppis the num-

Table 3-2. A comparison of calculational models, for the
first few ionization potentials of gold.

Original XSNQ New XSNQ Scofield
Ionization [MayerS(n,i)] {New S(n,i)] Hartree-Fock-

stage V) V) Slater (eV)
1 698 134 9.2
2 826 23.0 205
3 95.7 33.1 32.2
4 109.3 43.6 46.2
s 1234 546 61.1

ber of electrons in the nth shell for the ioni in gques-
tion. (In thermodynamic equilibrium. P, is the
average shell population.)

From the screened nuclear charges, a total won
energy. bjon. is constructed by use of relatinvisu,
hydrogenic energy levels, and this ion energy (v Uit
ferenced to produce the ionization potentials. I'h.
procedure predicts the ionization potentials o
the elements in terms of a single 10-by-10 matein o
screening constants. Mayer caleulated the serec. e
constants S(n.i} by applving first-order perturbua o
theory to hydrogenic wave fanctions

To test Minver's screening constants. we o
pared the predicted jomzation potentidls weh
large data base ™ caleulated with the Hhaee
Fuck-Slater theory
anization petentials for 30 elements

The data base contains s

The root mean square frachonal deviatior
the Marver-XSNOQ ionization potentnids frops th
Scofield dati base exceeds 1007 —an averape oo
of a factor of (o inonization potential tsee 1w
3-61). The large disagreements occur for the fow
ionization states of heavy atoms, however, and
therefore are important only for cold plisma ol -
100 eV).

Because the screemng constants enter the
theary as fined parameters. we are able to apuinie
the results by adpisting the screenmmg constanis
This has been done by o feast squares procedure
Fhe rms devintion of the new ronzation petentiads
from the Scofield data base s reduced 1o 250 this
appears 10 be the best that can be ichieved without
adopting a more detnled description ot subshell
sphttings. 1t has been vertbied that the new sereenimg
matriv does not predict negatine omzation poten-
tiads for any element ¢ hanacteristies of the new
sereenmyg conmstants are summarized as follows

€ 1hey vicld o factor-ot-tour reducton inahe
average error ol jonization potentials,

® 1 he new matrin retains the important ssm-
melry properiy ISS(i.J) = .!:S(_j.x).

® [ he matrix-elements are smooth monotone
functions of shell indices i) (see g, 3-62).

@ 1he largest alteration in any se, sening con-
stant is less than 1049,

Figure 3-63 compares iomzation  potentials
caleulated from the new sereening constants with
the Scofield data-base for aluminum. iron. barium,
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Fig. 3-61. I ials of four

1 sre plotted as functions of the number of bound electrons. The solid line interpolates be-

tween the HarlreeFo::k-Slaterm values; the points are produced by the XSNQ package with the original (Mayer) screening. Note the

substantial disagreement for nearly neutral heavy atoms.
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and gold. The fiest lew jonization patentials are
significantly improved. Clearly. these new screening
constants will improve the ability of LASNEX to
describe low-temperature material properties.
Pressure lonization Vodel. When atoms press
together at high density, bound electrons are
released into the free-clectron continuum, a process
called pressure ionization. In our pproach, the
pressure ionization is phenomenologically described
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by introducing a shell degeneroey D) that en-
forces the removal of the nth shell as the atom is
compressed. The electrons of the nth shell are
assigned an approximate orbit radius

)

r=10.529 % 1078 emp{2)
n Zﬂ

(128)

where n is the principal quantum number and Z, is
the screened nuclear charge in nth shell: the shell
merges smoothly into the continuum when the



Fig. 3-62. The pew screening constants S(i,}).
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average atomic spacing drops below 2 In this
model. the shell degeneracy is taken o be

2n2

1+ (amn>

where p 1s the material density. The coefficients a.b
are adjusted to produce approximate agreement
with the Thomas-Fermi-Dirac theory.

Thermodynamic Formulation. The Helmholts
free energy of the ion is constructed as

® Iree Energy: F.‘Qn = Eion- TSion

® Fnergy: Fion=TénPn

D (129)

® Intropy Sn = A [Pylog (M + (D - Py
log 1 :
/,‘: n:). fy = PPy Dy = occupation = number of ¢lee-
trons per quantum state. and & = Boltzmann —on-
stant.
The total free energy F is F oy plus contribu-
from and from continuum
lowering. The {ree clectrons are allowed arbitrary
degeneracy. All thermodynamic averages (f,. 7.
pressure. energy) are derived from this free energy.

fad] where 5 = one-electron energy 113.6 ¢\

tions free clectrons



Fig. 3-63. 1 ion p as calculated with the new screening model agree more closely with the Hartree-Fock-Slater values.

Fig. 3-64. Numerical test of thermodynamic consistency for the modified XSNQ. The quantity shown is A = [T(bp/2T) ~P]/[2e/5V],
which should be unity, The slight deviations from unity ave caused by mumerical differcntintion on a finite (50 X 50) grid.
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I The procedure guarantees thermodynamic con-
sisteney. which v important lor hydrodynamic ap-
pheations: the numencal results show excellent ther-
mody namic consistency (see Fig, 3-64).

The pressure obtained from this free-cnergy
model contains three terms: free-clectron pressure.
including degeneracy effects: an electrostatic con-
tribution obtained from the continuum lowering:
and a shell-compression pressure not considered by
previous workers. The latter term is given by

. n
Foney = ¥ z T leed =T (130
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This term contributes when an occupied shell is
squeezed into the continuum. The pressure and
energy are plotted in Fig. 3-65 for aluminum. (This
is the electronic pressure: solid-state bonding and
ion kinetic contributions are omitted.) The ioniza-
tion state. Z. is plotted in Fig. 3-66.

Addition of pressure ionization (in the form
described here) and free-electron degeneracy has re-
auired several changes in the opacity and non-LTE
portions of the XSNQ code. With these changes in-
stalled. the computed results appear to give a more
realistic description of very dense plasmas.

The theory described here gives an immediate
practical description of pressure ionization in dense
plasmas. Efforts are underway to employ more



Fig. 3-65. Modified ionization model results for aluminum: (a) electronic pressure, and (b) electronic energy.
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Fig. 3-6G, The ionization state Z(n,T) of aluminum: (a) as calculated by the original average atom model and (b) as calculated from the
new model. In (a) the density range from 1064 to 16° g/cm’; the temperature from 1 to 10 keV. Note the following unsatisfactury
features: MNat shelves where Z = constant; very abrupt jumps betwecn shelves; wrinkied extensions of the jumps that continue up to high

P All these f are iated with the pr ioni model. The calculation in (b) has been adjusted to give ap-
proximate agreement with the Thomss-Fermi-Dirac theory in the range of pressure ionization. The Z(n,T) surface is considerably
smoother.

\‘;-.:?"'\.\'
e “:,"“\,

.,

lonization ——»




rigorous quantum-statistical calculations to supply
more detailed information about spectroscopic
phenomena encountered in pressure ionization.

Authors: R. M. More and G. B. Zimmerman
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Energy Deposition by Fast lons

Widespread interest in heavy-ion fusion has
prompted us to re-examine the LASNEX modet for
ion energy-deposition in hot dense plasmas. The ex-
isting LASNEX deposition package follows text-
book theory. " separately calculating energy loss to
bound and free clectrons. The average ionization
potential required for energy loss to bound elec-
trons is calculated by a plausible scaling formula
that is correct in the two limits of cold matier and
fully jonized plasma. However, we believe that ab
initio energy-deposition calculations give a more
convincing basis for heavy-ion target design. Dur-
ing 1979, we began development of two theoretical
models that will be used to calculate heavy-ion
cnergy loss. In the future. we hope to incorporate
the results of our development effort into the
LASNEX code.

The practical problem concerning heavy-ion
energy loss is that all existing experimental informa-
tion refers to cold matter. but ICF target plasmas
reach high temperatures und pressures. The actual
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rate of energy loss is expected to change drama-
tically with the thermodynamic state of the
targer, 4516
To briefly describe our caleulations. it is useful
Lo write the energy loss per unit of path length in the
general form
=1 = ﬂ:t—“ NL (13
dx 2

m VO

where /Z is the current charge of the fast ion, v is its
velocity, m s the electron mass. and N is the ion
number density in the target plasma. 1 is the stop-
ping number per Larget atom. often cateulated as a
logarithm of a ratio of lengths {¢.g.. maximum and
minimum impact parameters). The important un-
known quantities are / and 1.

For fast ions. the charge stale /7 depends
mainly on the ion veloeity vgand is believed to de-
pend weakly on the plusma thermodynamic state.
For this case. we currently use the empirical
formula given by Betz. ™7 For slow ions. Z cunnol
fall below the thermal ionization state of an impu-
ny ion in the plasma: this is calculated by
‘ihomas-Fermi theory. The XSNQ code contains 4
uselul set of rate equations and cross sections that
can be modified to caleulate the charge state of
moving ions: this caleulation is under way and will
provide a better estimate of Z(vy).

The stopping number. L. can be calculated
by two methods. In one approach. the ions of
the target plasma are described by Thomas-
Fermi-Dirac theory.”™ This theory includes many
cffects of high pressure und temperature, including
thermal ionization, electron degeneracy, and strong
ion-pair correlation. The theory is not completely
quantum mechanical and omits effects of bound-
electron cnergy quantization. To be certain that the
omitted elfects do not significantly alter the stop-
ping power. we intend to verify our results by using
the screened hydrogenic ionization model (XSNQ).

To calculate the stopping number per atom.
L atom. from the statistical model, we have adopted
the local-density approximation of Lindhard and
Winther 4%

Zev

)
L a() Lyinm, T vl 1 - a3, a3

Atom

In this equation. Lo[n(r). T. v is the stopping num-
ber per electron in a uniform electron gas having
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density n and temperature T (for fast ions of
velocity vo). A similar theory is widely used to
calculate energy loss in cold matter.'*® We have
modified the Lindhard-Winther approximation in
the following ways:

® The electron density n(r) is calculated from
a finite-temperature theory (i.e., TFD theory).

® The stopping number Lgis obtained from
the finite-temperature dielectric function.

® The fuctor in heavy brackets in Eq. (132} is
a correction for curved orbits followed by heavy
ions traversing the volume of a target atom. The
term vy(r) is the ion-pair potcmiul.ISI and E is the
energy of relative motion of projectile and target
ions.

® The classical Bohr minimum-impact
parameter is used where appropriate (heavy-ion
projectiles).

We have applied this formalism to calculute
stopping of helium ions (alpha particles) in gold at
several densities: the results are shown in Fig. 3-67.
The normal density results are (generally) within
about 20% of experimental data.

A second approach uses the XSNQ ionization-
equilibrium model to provide detailed populations
and energy levels for the target plasma. The average
ionization potential of bound electrons is then
formed directly by using hydrogenic oscillator
strengths. The usual stopping theory ™ is used to

Fig. 3-67. Energy loss per atom for helium ions in gold at
thyee densities calculated from the TFD model. The units of
S(E) are eV-cm® per 10'5 atoms; dE/dx is S(E) times the
target ion number density.
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obtain the free-electron contribution. The advan-
tage of this secoad approach is that it will provide
an independent check on the validity of results ob-
tained from the statistical model.
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Brillouin Backscattering Model
in LASNEX

In the 1978 ann .| report!>? we described our
stimulated Brilloui scattering (SBS) model for
LASNEX. In the p ~t year ve have made many im-
provements and additions, to more accurately
model the Brillowin backscattering in underdense
plasmas. We have changed the densiti-'-dependence
of our model: included the effects of in-
homogeneous media: added a self-consistent
calculation of e hot-ion contribution to ion damp-
ing: improve the saturation calculation: improved
the calculat »n of backscattering when a very small
fruction is reflected: and considerably expanded the
treatment of backscattered light. Below, we describe
these choaiges to our SBS model.

The fraction of light reflected in each zone by
Brillou'n backscattering is obtained by the follow-
ing equation [compare with Eq. (54) on page 3-63 of
Ref. . 52J;

Reflection =1 - exp




where
c v\ H
Ay /- 4
K, =_O(L) i /(_1)/ 134
“on ax
n A.\\nc Cs n.
ind
Agav n 1/2 CS+V 2
K =2=——{1-= —_— . (135)
Ty Ax n, C2

§

Ihe gradiznts are taken along the direction of the
incident tight and will be explained below. A is a
cunstant except in the case of very small backscat-
tering. ds discussed below: vogc/ve is the ratio of the
ascillation velocity of an electron in the laser electric
field o the electron thermal velocity: n/n¢ is the
ratio ¢l the electron number density to the electron
number density at the critical suriace (where wg =
wpek £7hg is the ratio of the pain length to the
vacuum laser wavelength: wj/wy is the ratio of the
ion damping to the ion acoustic frequency: Te, T;,
and Z are the electron and ion temperatures and the
ionization state. respectively: Cs is the ion sound
speed: kg = 2w /Ag v is the material expansion
velocity. and Ax is zone length.

New Features of the SBS Model. We have
thoroughly investigated the density-dependence of
the Q factor. and we have now settled on the dcpen-
dence shown in Eq. (133); this dependence gives the
best {it to the simulation data, and is theoretically
justified. '

Both density and velocity gradients affect the
stimulated Brillouin scattering instability. [~ the
presence of inhomogeneities of the plasma proper-
ties, the resonance conditions are satisfied only in a
finite region of space. Thus the instability is effec-
tively damped if the waves propagate out of the
resonant interaction region before significant
growth occurs. In Eqs. (133) to (135), we show how
the gradient terins are included in Q, the exponen-
tiation length of SBS. The effects of inhomogeneous
media on three-wave parametric instabilities were
first derived by Rosenbluth.!5* The form we have
employed is derived by replacing Nishikawa's'3% in-
tegration length in his Eq. 111-57 by the mismatch
length, 1> as suggested by Kruer. 156 As a diagnostic
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check, the code calculates the threshold conditions
for density-gradient saturation,

n N
2 (V—)RO
Tosc) 4N/ R (136)
Ve L (i) Cs

II‘C

and velocity-gradient saturation,

n
v 72 (vv} \0(1 —;]-)
(ﬁ) <255 < (137)

and monitors the number of times that these condi-
tions are satisifed.

In last year's annual report!*? we mentioned
tiat the ions heated by SBS are optimally located in
position and velocity space to do the most damping.
and that the ion-ion equilibration time is usually
large enough to make this nonequilibrium effect
visible. [nitially, we simply mocked up this
phenomenon by a multiplier on the ion temperature
in the {wj/w,) calculation. Now the contribution of
the hot ions to the damping is caiculated seif-
conststently. This improvement is indicated in Eq.
(133) by the subscript “Tot™ on (wi/w/).

We now use the following equation to calculate
ion damping:

S @) Mot M) Ticou
w w n; w n, (138)
1|0t T|Hot 17Ot Toold  iTot

where njjo and njcold are the number densities of
the hot and cold ions, 2nd njTe is the total ion den-
sity. The damping frequency of the cold ion is
calculated as described in Ref. 152. The wijwHot
calculation is simplified by assuming ZT¢/Tijor =
2:i.e., the hot ions are accelerated by SBS to a tem-
perat ire { /2 MiCE,

In our new self-consistent calculation, the den-
sity of the hot ions must be found to evaluate
wi/wrTor. fons are heated by the SBS; they remain
hot for the ion-ion equilibration time, 73 which
may be long compared to the other time scales of in-
terest. Thus time histories of the fraction of hot ions
as a function of electron density. ne, are required to
calculate njyo. We have divided the underdense



plasma into the following five sections so that the
ratio of electron density to critical density, n/nc
ranges from 0 to 0.6625, from 0.0625 to 0.125, from
0.125 to 0.25, from 0.25 to 0.5, and from G.5 to 1.0.
The total run time is divided equally into 20 time
blocks. For each of these 100 points in (t.n.) space,
the fraction of hot ions is stored and, of course. up-
dated at each time step. Finally, we obtain the
current njHet.ne) where

t

MiHot{hne = [ Dot (Fomp) 8 (139)

o7y

by the appropriate summation.

We found that our nonlinear saturation state-
ment was not suitable for a probiem with zones that
were greater in width than a few vacuum wave-
lengths. This is, of course, the usual situation in
hydrodynamic calculations. In the old model, the
maximum saturated backscattering occurred
throughout the entire zone in which the saturation
limit was reached. irrespective of the zone size,
resulting in nonphysically large amounts of
backscattering. In the .cal world. the maximum
backscattering would not occur over many wave-
lengths: instead, SBS would be self-limiting through
the intensity dependence, (Vosc/Ve)Z- of the Q factor.
The backscattering reduces the light intensity
reaching A further into the plasma.

To include this natural self-limitation in our
SBS package, we wrote a saturation loop that is
short and fast. Each zone in which saturation occurs
is treated in pieces of length Ag. The proper light in-
tensity, with the backscattered part deleted. is used
for each plasma slab of thickness Ag. We have found
that this technique works very well to correct the
overestimate of scattering that occurred in the sim-
pler model.

For quite small reflection. the iotal backscat-
tering is smaller than the pump-depietion regime
described by Eq. (133). The code monitors the
space-integrated Q from the previous time step and
sets A so that the total reflection agrees with the
more compleie description of Ref. 157 for a noise
fevel of 1074,

Finally, we have expanded the options
available for monitoring backscattered light. Last
year, we reported chat all of the backscattered light
was assumed to be scattered out of the target and

was lost from the problem. Now, ihe user may select
any of the following four options:

® All of the backscattered light is lost, as
before.

® None of the backscatiered light is lost ex-
cept that scattered into vacuum. Instead, the light
backscattered on the way up the density gradient
into the material is added back into the light ray at
the scattering location, as the ray propagates back
down the density gradient. Likewise, on the way
back out of the material, the backscattered light will
augment the ingoing ray on the next time step. This
model is one-dimensional and allows only one laser.

® Some of the backscattered light is lost, but
the rest is traced. This is a combination of the first
two op:ions: the user defines a certain fraction of
the backscattered light to be tracked, as in the
second option: the rest of the light is then lost, as in
the first option. This medel may be thought of as
allowing a fraction of the scattered light to be
sidescattered and lost: the rest of the light is
backscattered and trazked.

® The user may track the light that is
backscattered as the laser goes up the density ramp.
but not the light that is backscattered as the light
propagates down the density ramp. Again. this is a
combination of the first 1wo options. using the
second option on the way into the target and the
first option on the way out.

In conclusion. the Brillouin backscatter model
has been extensively expanded and improved. and
this model now predicts o within 10% the absorp-
Lions seen in gold-disk experimerts. The results of
these predictions are discussed in “Calculations of
Stimulated Brillouin Scattering with LASNEX.”
earlier in this sc.tion.
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( harged-Particle Multigroup
Diffusion

During the past year we completely rewrote the
termonuclear-burn-product transport routines in
CASNENL We undertook this praject in order to

wooadvantage of fast vector operations on the
-1 mputer. but many physics improvements
aote eorparated at the same time. These improve-

enty include:

@ Consistent isotope production and deple-
qon for all reactions.

® The ability to transport any reuaclion
product o1 knock-on from elastic scattering.

® Inclusion of all important in-flight reac-
uons and nuclear elastic scattering involving
i~otopes of hydrogen and helium.

@ The ability to use completely arhitrary
energy-group structures for all charged particles.

® Inclusion of inertial terms in the flux equa-
tion for all charged particies.

The most important improvements have been
the last two items of this list. In this article we
discuss the importance of including the inertial
lerms.

Starting from the l-okker-Planck equation.
Ref. 158 takes the sero and first moments to obtain

an,.
AT NI | ARG 125 T |
R l-Tcal_',|:1+u,0/|.) ]l.nH (140)
and
aly T,
i S IO I A V5 Y 1 B
—vEig == l[uu-,ou.; Jery e e

14D

!n these equations ny is the density of particles at
energy k. v is their velocity. .T;. is their flux. 7¢is the
slowing-down ume considering only electron colli-
sions. Epis the energy at which energy losses to elec-
trons and ions are equal. T is the stress tensor. and
a3 is the scattering cross section. The bracketed
term in cach equation represents the effects of
energy loss: in Eq. (141) we can identify it as an iner-
tial term. since it accounts for the fact that charged
particles remember their direction as they lose
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energy. Previously. we had followed Ref. 158 and
simplified Eq. (141) by assuming

3l

T:_= 0 (steady-state) ,

1 . .
a5 = 3"]-‘. (isotropic) ,

i = (; (noninertial} .

at] |

For comparison. the current LASNEX charged-
particle diffusion model can be characterized by

vy
=~ = () (steady sta’e) ,
at

a

.= D{w) ny (asymptotic angular distribution) ,
and

3
al.

retained (inertial) .

|

To test these modifications. we ran a problem
in which 3.5-MeV « particles were emitted from the
center of a4 uniform D-T sphere held at a tem-
perature of 50 keV. Under these conditions the o
particles deliver energy to thermal ions only near
the end of their range, and thus the deposition to
ions as a function of distance from the « source is a
critical measure of the «-particle transport. In Fig.
3-68 we compare 1LASNEX calculations with and
without the inertial term to a Monte Carlo calcula-
tion of the same problem. We sec that the improve-

Fig. 3-68, Charged-particle inertial term produces a peaked
deposition profile, in agreement with Monte Carlo calcula-
tions.

I I
~— LASNEX with irertial term
2 |-= = Monte Carls m
{=}
a = « LASNEX without 50-keV
& inertial term D-T sphere
sr ]
X
@
&
o 4
& NG
é N
0 0.1 0.2 0.3 04
I'/Ascat




ments made to LASNEX's charged-particle diffu-
sion method have greatly increased its ability to
track the accurate Monte Carlo simulation.

Author: . B. Zimmerman
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Solving Tridiagonal Linear
Systems on the Cray-1 . mputer
at Vector Speeds

When we examine the wumerical algorithms
used to solve the physics equations in LASNEX, we
find that a large number of subroutines require the
solution of tridiagonal linear systems of equations.
Radiation transport, thermal- and suprathermal-
electron transport, ion thermal conduction.
charged-particle and neutron transport, all require
the solution of tridiagonal systems of equations.
The standard algorithm that has been used in the
past on CDC 7600's will not vectorize and so cannot
take advantage of the large speed increases possible
on the Cray-1 through vectorization. There is.
however. an alternate algorithm for solving
tridiagonal systems. called cyclic reduction, which
allows for vectorization, and which is optimal for
the Cray-1. Software based on this algorithm is now
being used in LASNEX to solve tridiagonal linear
systems in the subroutines mentioned above. The
new algorithm runs as much as five times faster than
the standard algorithm on the Cray-1.

The Basic Algerithm. Consider a tridiagonal
linear system of equations

bi—lXiAl +uiXi+ cixi+1 = Yi' i=12,..n, (142)
with bp = ¢, = 0. The standard algorithm for solv-
ing these equations is:

a= o=ty 7 fori=12..n  (143)
and

U bidi fori=1,2,.,n-1, (144)

followed by

Wi=Y,-¢ W, i=12,.n (145)

1

and

)(i = di(wi - cixi+l » i=a(n-1)..321 . (146)
This algorithm is recursive and cannot be vec-
torized. and therefore will only run abou* twice as
fast on the Cray-1 as it did on the CDC 7600.

But note that the standard scalar algorithm is
just 1. Jccomposilion.liq If our original equation
is written in matrix notation as MX = Y. with

then we may decompose M as a lower-triangular-
matrix | with unit diagonal elements and an upper-
triangular-matrix U, ic.. M = LU, Here

1 0 0 0
¢ 1 0 0
(148
L= ! )
0 w1 0
00 1
and
a' ¢ 0 o0
19
o ale 0
e 2 9 (149)
= o
0 0 d3 3

Then we solve LW = Y und UX = W to find X.

To obtain an algorithm which allows some vee-
torization we reorder the rows and columns of our
matrix so that first we take all the odd multiples of
1. then all the odd multiples of 2. then all the odd
multiples of 2% ete. Thus we apply a permutation P
which takes the original ordering. 1.2.3.....n. into
the new ordering

1,3,5,7,...,2,6,10,14,...,4,12,20,28.....8,24,40,56,...,

293.995.297.24 2P | (150)

Here p is the highest power of 2 with 2P < n.
Our original matrix equation now becomes
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(PMP 25Xy = (PY) .
decomposition on this reordered
matnis we obtain a new algonithm called cyclic
reduction [ his algonithm s vectoricahie because we
are chiminating ali the odd variubles first (which are
not coupled 1o cach other). then all the odd-
muluple-of-2 varnsbles (which are not coupled to

i we pertorm 11

and so on Vurthermore. the fact that
the wparthm o qust 11 decomposition on a per-
muted metee tells us that g s just as stable as the
stenddard sealie algarithim, a virtue not shared hy
ather methods for vectanzimg tridiagonal systems

cich other),

vt s reeursive doubling

Vpplving the standard formulas for LU
decompasition. and climmating those terms which
are zeto because of the purticular sparsity pattern of
our reordered matrix, we oblain

O ) J .
- Seand d] - g -
b Al - en d' ap lefn 1pn . (152)

[ken for cach g = 9.1.2.3,....p we tuke
d w21 < .
dtli R "d(Zi 1y 120 1 «<rig.n)
q cud q a2 1<
YT P NUC ! VISP A B
Xt .74 .2 )
‘O ‘2” 2 «. 28 << 1(qg,n}

a2 ) iriqm .

ll . ~(
Ye2i 1y ”42; W
where r(g.nj is ib2 largest integer. r. such thatr - 24
< n.

fror the solve, we let

L) =549 g, < 2i
Yap TRty 2RA ST,

i g B q ol
& =dy Cointai-n T et
1 <i<rg+l,n},

~(q+l) 4 i

"’MZI&(ZWH 1 <i<rq+ln),,
-\q+l)_ q i -
LT = wfuiny Pi<ilonty
-2 «n.
W? =Y i=12...n (153)

Then for each q = 0.1,2,....(p - 1) we take

AQ+L) | q q q g
i Way i ¥ 1 Sog¥ain
lori=1.2,.q+l n) . (154)
We set X§ = dfwf. und then foreach q = (p- 13, (p
- 25....4.3.2.1.0 we take
q “MJ ;
Xn,, . 2<2i<rtan) (155)
and
q g q q q
Xhe 1y Y p[Wi 1, i 20Xt 2
(I (l . .
ufh; ”xm'], 1<2i 1~rlgn) . (156)

Finally, X, = X(,', fori= 1,..n.

Clearly all the above operations at the g level of
reduct:on are vectorizable with vector length riq +
I, n). Thus we now have a vectorizable algorithm
with vectorization on lengths n/2, n/4, n/8,....1.

Implementation on the Cray-1. The numbers
r(y,n) are casily calculated trom r(0.n) = n and

r(g+l,ny = SHIFTR{rq.n), 1) (157)
where SINFTR(n.ny is ny (in binary notation)
shifted right n positions with the rightmost n» bits
of ny lost off the end.

Itis important to give consideration 10 storage
layout and possible memory bank conflicts. Con-
sider for example the forward sweep of thc solvc
The “natural™ storage fayout is to store W, g
the [i-2G* 1Y ckm«.m of lht. Y array and just keep
overwriting w 1 with Wy > Th«. prehlem with
this is that vector reads from and writes to memory
in increments of 29 on the Cray-1 cause bank con-
flicts und loss of speed if g > 2. Forq = 0,1.2 we can
read or write one word per clock period. For g = 3
this dcgrudes 1o one word every two clock periods
and for q = 4 the performance degrades to one
ward every four clock periods. To eliminate this
problem we use the following storage scheme.

W{ = Yjis stored in the first n = r(0.n) ele-
ments of the Y array. Wl, is stored in the next r(1,n)
elements of the Y array, and so on. Thus

wi

i Ystnpi) (158)

where s(0.n) =0ands(q+ 1, n) = s(q n) + r{q.n).
X is stored in the same Jocations as W} + The matnx
elements ¢9 and 74 ¢} are stored in b(;(cl a4 ip U ,and

u? are stored in c(s(q.n) + il ¢ 1 and 4l | are stored in



Fig. 3-69. Ratio of scalar (o vector execution times for the solution of a tridiagonal matrix of leagth N. For both symmetric (a) and
asymmetric (b) matrices, the asymptotic rate of the vector cyclic reduction algorithm is more than six times the scalar rate, but this

speedop can e achiered only with selatively loag vectors.
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Afsrgnr + 1) With this storage scheme all memory

reads and writes are done inincrements of 1 and 2.
und all bank conthets are climinated. Since

(159}

the arrays a.b.e. and ¥y must now be 2n clements
long instead of n clements long, and so we need
twice as much storage as is required for the standard
scalar agorithm.

Performance. This algorithm wus hand-coded
for the Cray-1 by R. . von Holdt for both the sym-
metric and nonsymmetric matrix cases. In Fig. 3-69
the hand-coded vector cyclic reduction algorithm is
compared with the Cray-1 FORTRAN CFT-
compiled standard scalar algorithm. N is the
problem dimension and (,/t.) is the relative excecu-
tion time of the scalar and vector algorithms. The
cyclic reduction algorithm was also coded with CFT
and it was asymptotically about 4.5 times faster
than the CFT scalar algorithm: tbus the hand
coding made only a4 50% improvement over CFT.

Author: D). S. Kershaw

Reference
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A Vectorizable Incomplete Cholesky-
Conjugate Gradient (1CCG)
Algorithm for the Cray-1 Computer

In T ASND N the two-dimensional radiation
transport. clectron thermal cond: aden thermal
conduction and neutron transport all use 1CCG o
solve the transport equations. We have been using
the 1€ C G method " 1o solve the diffusion equation
with a nine-point coupling'™" scheme on the CDC
7600. In going from the CDC 7600 to the Cray-1. a
large part ol the algorithm consists ol solving
tridiagonal linear systems on cach 1. line of the
Lagrangian mesh in a manner which is not vee-
torizable. Therefore a direet translavon from the
7600 10 the Cray would not give much increase in
running speed because the vectorization potential of
the Cray cannot be used. We have developed an
alternate 1CCG algorithm for the Cray-1 which
utilizes the vector tri-iagonal solver described in the
previous article. This new algorithm allows (ull vec-
torization and runs as much as seven times faster
than the old algorithm on the Cray-1. It is now be-
ing used in Cruy LASNEX to solve the two-
dimensional diffusion equation in all the physics
subroutines mentioned above.

Thus we have an equation, MX = Y, where M
is positive definite and symmetric, and the sparsity
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pattern is such that My Mgt MuisKMAX)y
Minsraaxzg) are the only nonzero elements.
The [CCG method consists in finding an ap-
provimate Cholesky decomposition for M = LDLY,
and then using the conjugate gradient algorithm.
Perrn= Y - MXgand po= (LDL N g, then

[ri.(l.nl,l) lri]/(pi.Mpii .

Ny N tap .
N 1 ]
i rooaMp,o.
i 1 1 1
11 T,-1
" »[rm]'.(ll)l ) r“+“]/[ri.(l,l)L } ri] .
11 ;
g D Ty by
[ERTA 0120 .

Pius wlgorithm s all trivially vectorizable ex-
.ept for the evaluation of the approximate inverse
o the residual, (1D N Te, With the choiee for the
approvimate Cholesky decompuosition given in Ref.
6l this is a recursive operation which can only go
At scilar speeds on the Cray-1. To vectorize it we
must use a different approximate decomposition
which allows for vectorization. .

o see how this is done we first write the exact
Cholesky decomposition in block fornm. in which
our matrix Al can be written

AL B0 0
T
Bl A, By 0
i T
M=l 0 By Ay 133 ’

$ 0 B§A4'

where the A, and B, are tridiagonal natrices of

dimension KMAX, and 1 = 1.2.3. .. I.MAX. The
Cholesky decomposition may now be written in
block form. M = 1.DL " where

3-80

and

by 0 0 O \
0 D2 [

D=]0 0 l)3 0 .
n 0 0 D

Here the L, are lower triangular matrices whose
diagonal elements are all 1, the Dj are diagonal
matrices, and L., C,, Djare given recursively by
C=D B (160
and
= A, (16})
1

I T N
l.il)iLi = A ((i I)D(i l)((i T

fori = 1.23... . LMAX.
If we write the unknown and right-hand-side
vectors in block form,

X Yy

X, P

X3 Y3
X = Y=

where X;Y; are vectors of length KMAX, then
LoLIx = v may be solved by a forward sweep.

-l 1 T -l

W= - B / t162)
Vl 1‘1 [Yl H(| I)l'(i ]ll)(i I)\\li l)] '

fori = 1.23....1.MAX, and a backward sweep.

X=1; by l[“’i’ L lhix(iﬂJ] ' aen

for i = LMAXU(IMAX-1)....3.200.
Now let us examine th> sparsity pattern of the
I oand € for the case of exact Cholesky decomposi-
tion. Ay is tridiagonal so 1y will be lower
tridiagonal. Since By is tridiagonal, Eq. (160) im-
plies that Cyq, will be nonzero for j < i + | and
¢ero for ) > i+ 1. Lquation (161) thus implies that
Aais i dense matrix (all elements nonzero) and so



L2 is dense lower triangular. Thus in general we find

0,k>j
Ligk) = o
’ nonzero, k < j

and

O k>j+1
Cigxy = :
G.k) nonzero, k <j+1

Thus we have extensive fill-in: that is. many ele-
ments which were zero in Ajand Bjbecome nonsero
in [yand C,. This greatly increases both storage re-
yuirements and the amount ol computation.

We seck an approximate 1L.DL! decomposition
which has no {ill-in. To accomplish this, in 1g. (160°
we throw away (i.e.. neither compule nor awore} al,
but the tridiagonal part of Ci. Then in 1-q. (161) we
throw away all but the tridiagonal part of ("l, 1
Do) Cpie1p thus making K, and L tridiagonal. We
thus obtain an incomplete block decomposition. M
=~ 1.DL T, where Liand C, have the same sparsity
pattern as A, und B, Note that the solve [Egs. (162)
and (163)] does not use Cjexplicitly. and so the C,
need not be saved once the R(,+ 1) have been
calculated. Only the 1 and i need be stored. Now
we have reduced vur incomplete decomposition and
solve to a series of tridiagonal decompositions and
solves,

In the previous article we have shown how to
vectorize tridiagonal decompositions and solves on
the Cray-1 using cyclic reduction. Here we simply
apply this algorithm to the incomplete version of
kgs. (160) through (163) and we have a fully vec-
torizable [CCG algorithm.

In detail the algorithm is as follows:

® If KMMAX < E.MAX we transpose our grid
(interchange KMAX and LMAX) so that LMAX
becomes the inner loop and KMAX the outer loop.
Thus our block matrices will have the largest possi-
ble dimension and our vector tridiagonal solves will
veclorize as well as possible.

® The incompleteness of the decomposition is
accomplished in Eq. (160) by performing only the
first two levels of cyclic reduction in evaluating E, =
DCi = E5'B;. and isnoring elements outside the
tridiagonal band. Al higher levels of reduction cou-
ple only elements inside the tridiagonal band with
(zero) elements outside the band and so have no ef-
fect. If we use the notation of the previous article for

the Lj and Dj matrices and suppress the block sub-
seript it for clarity. we then have explicitly:

Eig-1 = Big 1 1
1. =B.. .

1] JJ l
Lgen T Bgen

forall odd j. I < j £ KMAX,

0y Dy

I(J Ly i D 1i (el ®

lor all even j, 2 - KMAXN,

i
s S
‘J'.(j 1) “m 1 ‘(,-Ulu SEERE
. (1
Lot " Bogen Y B

forall j = 2k with k odd. 2 € 1< KNAX, 4l

iy
- i
Haoo %g o Tan®g o
th
1(,1/2 liln 20t by
N T
lj.‘jﬂ) I;i.le) Il Bt
[(11

(3/2) ! graatly

forall j = 2k with k even. 2 € 5 & KMAN
To specily Eq. (160) in detatl we let 6, -
where j =k - 29with k odd. Ther

~ A 2
A I T TR LA
2
bml»”wu'
l\j(,l Il:"\].u 1) h|||||;.|| 1
] |

G bhin l;,;'u T by s

for | = 1...KMAX. and since \ 1s symmetric,
Agayy = ALgenyr Once we have determined AL we

simply use cyclic rednction decomposition 10 solve
LDl = A, for L and D,

We must make one modification of the decom-
position alrorithm given in the previous article. A
negative pivot would destroy the positive definite-
ness of our approximate identity, (1.D1 M = 1.
so we must modify any negative pivot to a positive
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value. We do this by changing dt(‘gi_” = 1/&‘}2i_,)ror
I < (2i - 1) < r{q,n), from the previous article, to
dbi-n=1/13%01

® We now solve for X using Eqs. (160) and
(161). 1f Z is any vector (of length KMAX). then
B;Z and BTiZ are trivially vectorizable and 13'Z and
Lﬂ 13;'Z are the forward sweep and the backward
sweep of the cyclic reduction solve as described in
the previous article.

We now have a completely vectorizable
algorithm for finding an approximate Cholesky
decomposition, LDLT = M. of our matrix +ad for
caleulating, (.DLNY I the approxinuite inverse ap-
plicd 1o the residual. Thus we have completely vee-
torieed the 1CCG algorithm.

The new vector algorithm has been imple-
mented on the Cray-1 using Cray-1 FORTRAN
and is about 10 to 15 times faster than the standard
1CCG algorithm coded in FORTRAN on the CDC
7600.

Author: D. S, Kershaw
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YHot-Electron Mome -‘um
Deposition in LASNEX

Theory and simulations of resonant absorption
have been described in past annual reports and in
the literature. '*2'% Briefly, resonant absorption is
the direct conversion of the transverse laser light to
longitudinal electron-plasma waves (epw) at the
critical density [10ZI (1.06 /,xm/)\())2 cm'J]. The os-
cillating longitudinal electric field of the epw heats
the electrons by accelerating them down the density
gradient to a temperature of approximately 21
TdkeV)" 2 [I(W /em /10" 0/1.06 um3]® The
momentum of the accelerated elcctrons acts with
the ponderomotive pressure of the transverse and
.ongitudinal electric field to steepen up the density
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gradient at critical. The consequences of this
steepening are:

@ Resonant absorption becomes accessible to
a wide range of anglcs”’z"63 (LASNEX users can
use an absorption-vs-angle mode).

® The (TyothHoy helps to push back critical
density. n, which helps to explain why gold disk ex-
periments have a red shift in the backscattered
light.'6*

® The vsteepening  affects inverse brems-
strahlung absorption.

® Brillouin scattering.

LLASNEX models resonant absorption in a
very simple way. A user-defined fraction, | -
XLRFLFR, of the laser energy reaching or ex-
ceeding a given density, XLTHRESO*ng, is depos-
ited at the ray turning point. The energy dumped
is deposited in the electron bins (if they are present)
at a temperature specified (XLALPHA) or deter-
mined by a semi-empirical formula (LTHOT).
LLASNEX has no knowledge of the resonant field
nor of the dirccted motion of the heated clestions.

The momentum imparted by the resonant elec-
trons may be calculated by energy flux conserva-
tion. Therefore the force exerted by the hot elec-
trons at n¢ can be included in the **dump-all”
(resonance absorption) model in LASNEX. A
calculation of the time rate of change of momentum
due to the hot electrons created by resonance ab-
sorption is given below with an equation ap-
propriate for inclusion in LASNEX.

This model assumes that all of the laser energy
deposited by resonance absorption is transferred to
the hot electrons which are ejected from n, and
stream down the density gradient. Thus, the conser-
vation of energy density flux gives

: 7ot 1 2
1(%%_3_0_ o el 2. on
n V¥iot A v

Hot

which may be solved for njjen the numbe: density of
hot electrons. In this equation, E and B are the laser
field quantities, f is the fraction absorbed by
resonance absorption, me is the election mass and
VHot = (2T“m/m¢)'/2 is the thermal velocity of the
hot electrons. Equation (164) gives
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2 2

Aot . 1/2 o m,C
—_— - fl— — s (165)

e 2 ¢/ \THot

where c is the speed of light and vg is the peak os-
cillation velocity of electrons in the laser electric
field. The total flux of hot-electron momentum
flowing down the density gradient is then

ng, 2
ot v
G = ———— dvm vZ expf-—— Y. (166)
V;v e 2
Hot v
Hot

Combining Eqgs. (165) and (166), one finds

Vo) . (167)

VHot

Thus the force due to the hot electrons is the rate of
change of momentum as the hot electrons are
created at nc and flow away down the density
gradient. So. for a zone of cross section A.

. Vifia
Fhot =~ . {168)
Hot
or, in LASNEX units,
f1a (169)

‘: = 0095 ——————
I
fot \/THot(keV)

where Fp is directed up the density gradient. In
deriving Eg. (167) we have used

2 AY
c ¢ 2
mec HC
. 2 2
0.082 I(jerks/sh/em?)(r/1.06 um} 1. ao

where | is the light intensity with vacuum
wavelength Ag.

lacluding Eq. (169) in LASNEX will improve
the resonance absorption model. LASNEX does
not know, however, that the hot electrons are all
moving down the density gradient, so that the total
problem momentum will not be conserved. But the
Tocal affect near critical density should be correct,

The importance of the hot-electron force may
be estimated by comparing it with the pon-
deromotive force. The ratio of the two forces is

T =84 a7y

so for a plasma with £ = 0.3 and T = 25 keV, the
two forces are equal: whereas for a lower Ty =
3keV, o is almost three times Fpyy, (T is also
discussed in “"Resonant Absorption™ earlier in this
section).

Authors: K. G. Estabrook and J. A. Harte
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Target Fabrication

Int¢roduction

Our primary task in target fabrication continues to be the development anc application
of techniques for producing and characterizing targets used in current experiments. In addi-
tion, we must carry out the research and development that will make it possibie to produce
the advanced targets required for future ICF studies.

The complexity of the targets, the diversity of materials used, and the variety of charac-
terization methods required in our work all require expertise in a large number of technical
fields. Materials science, plasma physics, optics, electron microscopy, analytical chemistry,
and cryogenics are only a few of the scientific fields in which the staff must be proficient in
order to solve the problems of target fabrication.

The past year has seen several particularly noteworthy achievements in the area of
target fabrication:

o The yield of target-quality glass shells from the high-temperature furnaces has in-
creased to 99% in some batches.

e Special diagnostic gases have been put into the glass shells during their formation.

e lligh-Z gluss shells have been developed: these include fead glass { 5070 fead oxide,
and tantalum glass (~50% tantalum oxide).

o Target-quality coatings of hydrocarbon (CH) polymers more than 100 gm thick
have been deposited on glass shells.

@ Layers of beryllium. platinum, and other metals have been applied to glass shells.

® By using modern highly sophisticated micromachining techniques, we have
produced hemishells of CH polvmers with microinch surface finishes (on the order of
250 A).

® A powder or “‘sand” of
frozen hydrogen spheres (iC
pm diameter) has been pro-
duced as a potential method of
filling cryogenic fusion targets
to high densities.

® We have assembled
multiple shell targets that have
exceptionally good geometrical
tolerances. (In Fig. 4-1, the
components of a double-shell
target oriented for assembly are
shown suspended from a
human hair.)

Detailed descriptions of
these and many other advances
in target fabrication are in-
cluded in subsequent articles.

As target designs change
and become more complex,
both materials research and the
development of characteriza-

4-1



tion and assembly techniques must provide the means for producing these advanced targets.
Creative, highly competent, and hardworking scientists, engineers, and technical support
personnel will continue to be needed to achieve our goals.

The continued support of “outside’ coutractors will also be a necessary and highly
valued part of our program. The contributions of such organizations as the Rockwell Inter-
national Rocky Flats Plant, the University of illinois Charged Particie Research
Laboratory. and the National Bureau of Standards Laboratory at Boulder huave beea in-
vajuable to the success of the target fabrication effort.

Author: C. D. Hendricks

Glass Sphere Development and
Production

During the past year we continued both to
meet the needs of the Laser Fusion Program for
quality glass microspheres and 1o improve and ex-
tend the scope of our technigues. Our fabrication
processes are now refined w the point where we can
tune our droplet system to produce microspheres
wiers and wull thickneses. Cur
dried-gel capabilities are enhanced by density- and
diameter-sieve-cutting the resultant microspheres to
narrow the mass distribution. We showed that fill-
ing the microspheres during fabrication with such
highly reactive gases as bromine is feasible. We used
our droplet systems to make lead oxide micro-
spheres: we also began developing tantalum glass
spheres using the dried-gel technique. In addition,
we initiated a study of sol-gel and pelletizing tech-
niques as possible improvements to our dried-gel
processes. Finally, based on studies of the working
strengths and permeability of the glass micro-
spheres, we developed improved techniques for fill-
ing the spheres with D-T. These advances are dis-
cussed in more detail in the articles that follow.

Sphere Fabrication Processes

We have continued to refine our understandin,
of the liquid-droplet process.! In this process. we
use acoustic disintegration of a liquid jet to procuce
uniform drops of an aqueous solution of glass-
forming compounds. The size of the liguid drop is
affected by the solids content in the glass-formimg
solution, the feed pressure of the solution. the
orifice size. and the acoustic driving frequency. The
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uniformity of th~ drops is evidence that the resul-
tant microspheres all have the sume mass. In the
pust. we obtained batches of spheres with uniform
wall thickness by sieve-cutting over a narrow diam-
eter range.

We now obtain directly from the furnace
narrow-diameter distrivutions tunable to  the
desired sphere sizes. This advance is directly at-
teibutable to our understanding of the interplay
among the size of the droplet. the temncerature

proiife of tae drvie cand dee fTow raee af the
furnace air. A key aid 1o this understanding is our
use of a fast and accurate device for measuring
sphere diameters that enabled us to develop an ex-
naustive statistical model of the liquid droplet
process. A diameter distribution of a batch from ¢
furnace tuned to produce 140-um-diam spheres ap-
pears in Fig. 4-2(a). The spheres cantinue to have
narrow thickness distributions as well as excellent
concentricity [sece Fig. 4-2(b)]. The capability of
tuning the diameter of the sphere has greatly en-
hanced our yield, so that only a couple of hours of
running time are needed to produce a batch large
enough to be processed through the fill and coating
stages of target fabrication.

We also produce microspheres by using a
dried-gel process.! Although more flexible in terms
of available sizes, the dried-gel process has the dis-
advantage that the microsphercs produced have a
broad range of wall thicknesses, which means that
simple diameter-sieving will not result in a batch
with a narrow wall-thickness distribution.

To narvow the wall-thickness distribution. we
developed a density-sieve-cutting procedure to use
in conjunction with diameter-sieve cuts. For spheres
with densities between 0.6 and 1.5 g/cm? we suc-
cessively sink and float the sphercs in liquids such as
pentane and chloreform to separate the desired wall



Fig. 4-2, Droplet production: (a) diameter distribution of droplet batch and (b) interference picture of spheres showing excelleut concen-

tricity and narrow-thickness distributicn.
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90% of the spheres
have the same diameter
-sithin ¥10%

thicknesses for given diameter ranges. An example
of a resulting dried-gel batch is shown in Fig. 4-3.

Such batches obtuined from the dried-gel
process can be useful for coating. By combining
spheres produced by the liquid-droplet and dried-
gel techniques. we can tailar the thickness distribu-
tion of sr+ s in a coating batch such as shown in
Fig. 4-4. vius gives us the flexibility to match target
fabrical: .n resources to the target requirements.
Consider the request fora 100 um i.d. X 10 gm glass
sphere coated with 100 ym of CH. Although
calculations indicate that 10 wm is the optimum
glass thickness. there is a reasonable likelihcod that
spheres between 5 and 20 um thick will also be
desired. Rather than coating batches with a variety
of rarrow thickness distributions (which would take
months if done sequentially). it is more efficient to
coal micraspheres having the tailored distribution
shown in Fig. 4-4. The spike guarantees a
reasonable probability of obtairing 10-um spheres
und the broad background covers the range of otber
potentially useful sizes.

Although a few more days of sorting time i~ re-
guired Lo separate the spheres after coating. st s webi

Fig. 4-3. Broad-thickness-distribution batch for coating
spheres approximately 100 um in diameter with thicknesses
ranging from 6 to t7 um. This Latch was obtained by both
density- and diaineter-sieve cutting a batch that was produced
by the dried-ge! method and that initially had a much broader
distributzon. Note the excellent concentricity.
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Fig. 4-4. Tatlored thickeess distribution of spheres ‘Tor. ef-
ficient costing with hydrocarbon poly N

L
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worth the effort in view of the time that would
otherwise be spent making and coating separate
batches of spheres. When target requirements are
more well-defined. as in the past with 140-um X 5-
um spheres, we can use just the narrow distribution
batch produced by the liquid-droplet process.
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Diagnostic Gas Fills

Adding special gases to the D-T fuel in fusion
targets provides the capability of making measure-
ments to determine the D-T fuel density attained
during implosions.2 At present, imaging and
broadening of the x-ray lines emitted by argon seed
gas is used. However, this technique is limited to
relatively thin-walled targets because of the attenua-
tion of the x-ray lines.

For the thicker-wall targets (i.e., ablative
targets), we would like to extend the nei.tron-
activation techniques® used on the glass pusher to
find the pR of a diagnostic seed gas; "“Br has been
proposed as the best choice for a gas from the
standpoint of diagrostics.

Although we routinely use simple permeation
to fill glass spheres with D-T, this method is not
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practical for the desirable diagnostic gases. By in-
troducing argon into the furnace atmosphere, we
have been able to trap up to 0.2 atmospheres (at
room lemperature) of argon in the microspheres
during the fabrication process.* Bromine is highly
reactive and therefore much more difficult to han-
dle. During the latter part of 1979, we began a series
of experiments to determine the feasibility of adding
bromin: to the internal atmosphere of the
microspheres.

Using a dried-gel system, we produced glass
microspheres with up to 0.31 atmospheres of
bromine irapped inside. The bromine is probably
present as HBr and Br. The small experimental fur-
nace used for this experiment is capable of produc-
ing target-quality spheres 70 to 300 um in diameter
with wells 1.5 io 3 um thick on a selection basis (i.e.,
by sorting through batches to find acceptable
spheres). A major effort is still required to adapt
this process to a liquid-droplet system for producing
batches of acceptable spheres.

In our experiment, we used two furnaces, one
located above the other. The upper furn.ce was
operated at 1440°C and produced the spheres in a
static air atmosphere. Below the upper furnace,
separated by a cooled 12-in. zone, is a second fur-
nace containing a bromine atmosphere. This fur-
nace is operated at 1200°C. The 12-in. cooled zone
prevents the bromine from rising to the upper fur-
nace. If too much bromine is present in the upper
furnace the glass material and bromine react violen-
tly, preventing glass spheres from forming.
However, if the spheres are first produced and then
immediately passed through a bromine atmosphere,
the bromine does not react with the glass but ap-
pears simply to permeate through it.
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High-Z Glass Spheres

We have continued development of lead-glass
spheres, which we began last year using the dried-
gel process.® By extending the process to the liquid-
droplet system, we produced several batches of thin-
walled, lead-glass microspheres that contzin about
30 mole % of lead oxide. Since these microspheres
were produced at an oven temperature below the
critical evaporation temperature of lead oxide in the
glass, the percentage of lead oxide in these
microspheres is uniform and approximately equal
to the oxide percentage in the aqueous solution.
This was verified by secondary x-ray emission data
together with index-of-refraction measurements. At
300°C the characteristic D-T fill time for these
spheres was several hundred hours.

In an attempt to decrease the fill time constant
and aid permeation studies, we reduced the lead
content. Spheres with diameters of ~i50 um and
walls 0.5 um thick and containing 25 mole % lead
were filled at 400°C. The measured permeability in-
dicates that similar composition spheres 100 um in
diameter and 10 um thick would take approx-
imately 100 hours 1o fill. The concentricity of the
thir, 25 mole % spheres needs to be improved.

We also produced lead-oxide glass spheres with
reasonably thick walls (5 10 13 um). Some spheres
were concentric, but problems remain in controlling
the geometry and composition of the spheres.

The wash used for the alkali-silicate glasses® is
unsuitable for our high-Pb content glasses because
of excessive surface deterioration. All the Pb-glass
spheres washed with this technique showed some
degree of cracking with subsequent uniform strip-
ping ol the surface.

We found that hydrogen peroxide was the best
wash solution of those we examined. At all ranges
of temperature and concentration, the surface ap-
pearance was enhanced. and we obtained the
quality shown in Fig. 4-5. (An ethanol rinse follows
the H,0, wash in all cases.)

Additionally, we have developed a very prom-
ising new tantalum glass that may well provide all
the characteristics required of high-Z glasses. We
have blown a glass containing 50 wt% tantalum into
good quality microspheres by the dried-gel produc-
tion method.

The dried gel is produced by using organo-
metallic compounds in an ethanol solution. The gel
forms very rapidly and can dry overnight because of

Fig. 4-5. Typical Pb-glass micmlpheré surface after H,0,
wash. - '

-——I |.'_ 4 um

the high volatility of the alcohol. 7e spheres
produced from this gel show good sur ¢ charac-
Leristics and can be filled with D-T by prc :ntly used
methods. We have also demonstrited good concen-
tricity in these spheres.

Further experiments with this glass will be
devoted to controlling the diameter and wall
thickness. If we can achieve this control, tantalum
glass will very likely replace lead glass in satisfying
our high-Z glass requirements. In future experi-
ments. we will develop production of tantalum glass
by the lijuid-droplet technique. This method of
production is important because it permits us to
manufacture batches ol very narrow diameter and
wall-thickness distribution.
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D-T Fili Techniques

During attempts to fill glass microspheres for
botb the low-density thermonuclear-burn Shiva
targets and the argon-diagnosed intermediate-
density experiments, a high proportion of the
desired thin spheres broke. We reviewed the



available data from past fills and precrush studies to
determine whether the breakage could be correlated
with the expected mechanical properties of the glass
spheres. It appears that the spheres are failing under
compression that is due to buckling.

We avoided this problem by combining our
present unouerstanding of the mechanical properties
of the spheres with the known permeation rates for
D-T and He to prescribe the appropriate fill-
pressure steps and times for the various aspect-ratio
spheres.” More experiments are required Lo confirm
and refine our knowledge of the mechunical
strength and permeability of the spheres.

When a sphere is subjected 1o a uniform ex-
ternul pressure, the sphere wall undergoes a

Fig. 4-6. Strength limits of glass microspheres, Curve I
(hoop ) indl the pressive p limit that
applies to spheres with aspect ratios, /¢ < ~65 and, since o,
~ g, (~10 kbar), the ive limit for all spis [Here,
Py = da/(/1).] Cuive I (elastic buckling) indicates the
compressive limit for spheres with d/¢ ~ 65. The points

p the thi; ph known to have survived the
various {1 pressures. During fill (700 K), 20 mg/cm® = 233
bar; after fill (300K), 20mg/cm’ = 100 bar. (Py =
[BE/N3(1-)H (1 /(6/t)).)
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compressive-hoop stress. The failure limit for
compressive-hoop stress is indicated by Curve | in
Fig. 4-6, where we have used a compressive stress
limit of 10 kbar (10° Pa). This value is probably ac-
curate to within £ 15%: it was chosen on the basis
of the measured value for bulk samples of mul-
ticomponent glass systems that are reasonably close
to the glass sphere composition.

Because of buckling, however, thin spheres will
fail at much lower pressures than indicated by
Curve |. In Fig. 4-6, Curve 11 1s a plot of the elastic
buckling pressure limit of the microspheres; it is
also based on the measured values for bulk saumples
of similar multicompornent glass.

The expression for the elastic buckling limit is
valid as long as the stress remains less than the
elastic limit or—since there is no well-defined elastic
limit for glass—(at most) less than the yield point.
As seen from Fig. 4-6, this is the case for micro-
spheres with aspect ratios greater than about 65.
For smalier aspect ratics, inelastic buckling is the
failure mode, and it oceurs at pressure values lower
than predicted for elustic buckling. For spheres with
aspect ratios less than 65, the compressive-hoop-
stress curve serves as an upper limit. The unsafe
region above both limits is indicated in Fig. 4-6.

Along with the estimated curves for the
strength limits of the microspheres, we have also
plotted some rough data from various D-T {ills. The
points represent the thinnest sphere known to have
survived the various fill pressures. The results are
quite consistent with elastic buckling as the failure
mode, even though the limit curves are approxima-
tions for ideal spheres, and concentricity and other
structure defects greatly reduce the buckling
pressure and provide scatter in the data. To be safe,
the external overpressure on the spheres should be
kept a factor of 5 to 10 less than the failure limit in-
dicated in Fig. 4-6.

How large a fill pressure the spheres can hold is
governed by the tensile strength, oy, of the sphere
material. Unfortunately, it is difficult to estimate
accurately the tensile strength of glass. Unlike com-
pressive strength, the tensile strength is unpredict-
able and highly dependent on cross section.
Measurements of o for some glass compositions
have varied from as low as 0.7 kbar for bulk sam-
ples to as much as 100 kbar for thin fibers. Ad-
ditional factors, such as surface imperfections, also
produce wide scatter in the data. Because the
microspheres are relatively thin in cross section (I to



10 um), 10 kbar is a reasonable estimate for oy. Thus
Curve [ in Fig. 4-6 can also represent the bursting
limit of the spheres.

As seen from comparing Curves I and Il in
Fig. 4-6, the glass microspheres will buckle under
compression at a lower pressure than they are
capable of containing under exiension. If we wish to
fill a sphere to a pressure higher than its buckling
point, we can simply ramp-fill the sphere. This is
done by applying the maximum allowable pressure
difference and subsequently increasing the external
pressure at the same rate as the pressure increases in
the microspheres, thus maximizing the pressure dif-
ferential and minimizing the fill time.

The time, At, needed 1o ramp-fill a sphere to a
final pressure, Py. is given by At = 7Pp/APp.
where AP, is the maximum overpressure thal can
be applied. Current fII times are typically 35 to

50 fiours. The time constant, 7, depends on the
geometry of the sphere and the permeability of the
sphere material. Based on preliminary experiments,
we use Tp_1 = 2 X 1072 (¢r; 2/r0)(h//.¢m2) where r;
and r, are the internal and external radii and ¢ the
wall thickness of the sphere. A more accurate value
for t remains to be established, especially for
spheres with walls less than 3 pm thick, many of
which lose their fili at a faster rate than anticipated.

To supply the ramped pressure, we have
developed a vanadium D-T hydride gas generator.
Vanadium will form a hydride at room temperature,
but will release the hydrogen at high pressure when
heated. A pressure of 10,000 psi can be obtained at
less than 300°C. The generator consists of a high-
pressure chumber filled with vanadium granules
that is connected to two transducers (one for con-
trol and the other connected to a recorder). These

Fig. 4-7. Schematic for vanadium hydride D-T ramp-filling system.
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are connected through two high-pressure valves to
the sphere-loading system (Fig. 4-7). A heater sur-
rounds the vanadium chamber, and two thermocou-
ples are also connected to the chamber. (One con-
neets to a recorder and the other to an oven-
temperature cutoff.) This entire unit is placed in a
secondary container to prevent the loss of tritium in
the evenl the chamber, or a transducer, or other
cquipment should rupture. Because there is no con-
sistent relationship  between pressure and tem-
perature, we used the voltage signal from the
pressure transducer to control the heater power.
This signal is compared to a voltage that represents
the desired pressure at a given time. This power-
required voltage signal notifies a power controller
1w supply the power for the heaters. Oven tem-
perature and overpressure safety cutoffs are
connected to this unit.
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Coatings and Layers

The performance of many laser fusion targets
can be improved by the addition of one or more
layers around the microsphere fuel container.
Coating these layers onto targets, whether the sim-
ple D-T filled glass shells or the double-shell assem-
blies described in "*Assembled Second Shells,” is a
difficult. two-step effort. We must first develop the
coating processes to deposit materials with the
desired properties, and then we must coat the
microspheres and assemblies with extremely smooth
and uniform layers of these materials.

Low-Z coatings have been formed by plasma-
polymerization of hydrocarbons as well as by sput-
tering beryllium. High-Z coatings have also been
formed by sputtering platinum. For both plasma
polymerization and the sputtering process, the ex-
acting surface-finish requirements (<0.1 um) con-
strain the choice of coating material, the deposition
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rate, and the energy deposition at the coating sur-
face. The processes must virtually eliminate all
defect-causing particles greater than 0.1 um (these
particles originate from a number of sources). With
D-T filled microspheres, the processes are further
constrained: they must not heat the microspheres
above 100°C, a temperature that could cause loss of
the fill gas by diffusion.

We must provide continuous, random motion
of the microspheres during these processes to ensure
a uniform coating. Strong electrostatic forces,
however, cause these moving microspheres to
adhere to one another, forming clumps. Further, in
coating soft meials or coating with high fluxes, the
shells additionally tend to clump or cold weld to
each other or to the coating apparatus as a conse-
quence of complex, poorly understood processes.

Microsphere adhesion and many of the
problems with particulate contamination can be
overcome by levitating single glass spheres in a
coating process. One successful levitation scheme
reiles on a molecular beam support for the spheres.
a process that we describe in detail under
“*Molecular Beam Levitation During Coating.”
below,

An entirely different approach to depositing
metallic layers is electroplating. Intrinsically a low
temperature process, electroplating provides low
mechanical stress for the shells during coating, and
it is versatile in the materials it can deposit. Soft
metals are the first coating that electroplating can
add to our coating capability.

Our first article, “Hydrocarbon Coatings.”
describes advances in the plasma polymerization of
hydrocarbons, which we initiated last year and
which we now use in current production. There-
after, “Beryllium Coatings™ describes progress in
sputtering beryllium. We discuss platinum sputter-
ing used for a high-Z, high-density tamper layer on
microspheres in “*Sputtered High-Atomic Number
Coatings.” Finally. we review our progress toward
electroplating metallic layers in the article “‘Elec-
troplating.”

Authors: S. F. Meyer and W. L. Johnson

Hydrocarbon Coatings

During 1979, we continued development of a
plasma polymerization process to produce ultra-
smooth hydrocarbon coatings in response to the



need of the Laser Fusion Program for an inter-
mediate-density target. The coating for this target
must be far thicker than any ultrasmooth coating
previously deposited on microshells by plasma
polymerization. The specifications require a coating
thickness greater than 100 um with a density of
1.0 g/em” and a finish better than 0.2 um over the
entire surface.

A number of factors enabled us to provide
hydrocarbon coul‘ings that satisfy the specifications:

® Improved krowledge of and control over
defect growth in the plasma polymerization process.

® Completion of an automated plasma
coater.

@ Rupid and accurate characterization of the
developed coatings provided by the Surface
Analysis and Target Characterization Groups.

& Improved glass microshell quality provided
by the Glass Shell Group.

As a consequence. we are now able to produce
hydrocarbon coatings up to 135 um thick. while
maintaining a surface smoothness of better than
0.1 pm.

Plasma Coating Process. Plasma polymeriza-
tion of hydrocarbon gases has been studied exten-
sively by others.* "2 Our own process is very similar
to the process we used 1o form fluorocarbon
coatings. We have described that process—as well
as associated hardware—in the 1978 Annual
Report.!! Briefly. the plasma-polymerization
process activates a hydrocarbon monomer gas as it
passes through an electrical discharge formed in a
helical resonator. The activated molecules then con-
dense to form a polymer on a substrate. The plasma
is formed inside a quartz discharge tuhe covering a
piezoelectrically driven vibrator pan that holds the
glass microshells. Vibrating the microshells into
continuous random motion allows a uniform
coating of polymer to be deposited.

The parameters that must be carefully con-
trolled 1o give good reproducible cotings with the
desired surface finishes include the total gas
pressure in the discharge tube. the flow rates of the
monomer gas that forms the plasma. hydrogen. and
a possible third gas that helps control polymeriza-
tion. Coating rates are typically 1 um:h, and it is
impractical to hand-control these parameters for
the 100 h needed to produce a 100-um coating. We
have overcome this difficulty by constructing an
automated coater with prevision for self-protection
in case of system failure. Gas-flow rates and total

system pressure are independently controlled. and
the coater is capable of unattended operation in
excess of 100 h.

Coating Defects. Early efforts at coating
microshells produced surfaces that were completely
covered with dome-shaped defects. (When magni-
fled. a target would resemble a caulifiower.) Such
coatings have heen traced to the presence of smail
particles that can nucleate defects any time they set-
tle on the surface being coated. The sources of these
particles are atmosphere-borne dirt and particles
formed during the palymerization process itself.

We minimize intrusion of atmosphere-borne
dirt hy shiclding the apparatus «hen it is open for
loading. We also clean the quarts discharge tuhes
for two hours m an argon discharge that further
reduces particulates introduced 1o the system. The
Glass Shell Group maintains a high standard of sur-
face cleanliness on the glass spheres themselves hy
using a series of washes.!?

Polymer. of course. forms on any surface in
contact with the plasma. The coating deposited on
the interior walls of the quarts discharge tube
becomes a source of particulate contamination
because tensile stress in the deposited coating causes
the coating to crack and peel. The intrinsic stress
leading to the contamination is neutralized by con-
trolling the system gas composition and thus the
coating properties We huave found that a combina-
tion of trans-2-hutene and hydrogen (flowing at 0.3
and 1.9 scem. respectively) maintained at a total
system pressure of 75 mTorr produces @ minimum
stress coating. In addition. it is necessary to sur-
round the gas-discharge section of the plasma
coater with a water jacket. This dielectric layer
reduces the electric field at the quarty reaction vessel
wall and consequently decreases electron and ion
bombardment that in part cause intrinsic stress in
the film. Reduced discharge-power levels also
reduces this sputtering effect. We have found that
20-W discharge power is optimal.

Finally. thick polymer coatings are typically
deposited in 1wo separate steps with a change of dis-
charge tube between the steps. This prevents thick
coatings from developing on the wall. Neutraliza-
tion of intrinsic stress huas increased coaling
thickness from a maximum of 2 um (the thickness at
which the first flake contamination appears) to over
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100 gm. which makes it possible to deposit thick
coatings on targets in a single batch run. (As an
aside, in contrast to tensile stress, a large com-
pressive stress in the polymer coating on the dis-
charge tube wall can cause the tube to explode after
several hours of coating. This problem is also solved
by the remedies discussed above.)

A second source of particulate contamination
arising from the coating process itself is generation
of particles in the gas phase.!? These particles. rang-
ing in size from a few hundred angstroms to several
micrometres. are created by gas-phase polymeriza-
tion. The extent of gas-phase polymerization is
limited by turning the discharge off for one second
every ten seconds. This allows growing particles,
which are levitated in the electrostatic fields of the
discharge, 10 be swept out of the coating region.

kven after eliminating all these sources of par-
ticies, we: found that defects were still appearing in
the microsphere coatings. We suspected the cause of
these defects to be irregularities present on the glass
microshell itself.

The effect of a surface irregularity on coating
quality is shown in Figs. 4-8 and 4-9. The surface
guality over most of the microshell surface is better
than 0.1 um. The target quality of the coating.
however, was destroyed by a substrate irregularity

Fig. 4-8, SEM photomicrograph of a defect in & 41-um-thick
ing that origh

d at the microshell surfy
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which. when covered by the growing coating,
became a dome-shaped defect. We now have a clear
understanding of the growth behavior of these
defects and can predict the aspect ratio of defects
based on a knowledge of substrate irregularities. We
quantitatively studied the effect of coating substrate
surface irregularities on coating defects and found
that. to achieve target quality coatings, it is
necessary to eliminate not only particles in the
coater environment but also irregularities larger
thun 0.1 um on the glass microshell.

Known surface irregularities (polymer latex
beuds) were dispersed on a clean glass substrate. We
masked the beads in a way that permitted us to
produce a pradient of polymer coating. In the
foreground of Fig. 4-10, the coating is less than
| um thick. while further back the couating grows to
20 um thick. We found that the size of the defect ex-
pands laterally as the film thickness increases.
However. the aspect ratio {the ratio of height to
width} diminishes as the film thickness increases.
Close examination of a thinly coated latex bead
reveals that the coating has increased the width of
the particle as well as its height. This can happen
only with an omnidirectional coating flux.

Fig. 4-9. Optical photomicrograph obtained by oil immersion
showing the profile of a defect growing from = swbstrate
irregularity in a 135-zm-thick coating.




Fig. 4-10. Known surface irregularities (1.1-ym-dinm Iatex Fig. 411. Microshell mounted on a stalk coated with
spheres) coated with a gradient of plasma yolymer wp to polymer. The mifority of the coating indicates an om-
20 um thick. idirectional coatk (Ball di = 144 um;

coating thickness = 24.6 um top, 23.4 1w side.)

Large defects, low aspect ratio

Small defects, high aspect ratio

—=|  |=—10 um

To further measure the spatial distribution of
the coating flux, we mounted a single microshell on
a stalk in the plasma discharge. Figure $-11 is a
radiograph of the coated ball: the outside diameter
of the glass ball is 144 um, and 2 portion of the
mounting stalk is still visible. The coating 15 neany

uniform over the entire surface, indicating a uni- Fig. 412. Defects in piasma polymerized coatings grow by
form spatial distribution of the coating flux. replication of the original irregularity. The defect radius is &
function of the ing thick and irregularity radius.

If an omnidirectional coating flux is assumed.
the topology of defect growth becomes a simple
geometric problem. lFor a hemispherical surface
irregularity. successive layers of coating will
replicate the contour of the original. forming a
spherical defect that is concentric with the original
(Fig. 4-12). The locus of the intersection of the
defect with the smooth, unaffected surface can then
be geometrically determined. Thus the defect size
grows laterally as the film thickness increases:
however. its height remains constant. Similar
geometrical arguments for defect growth have also
been made for spherical irregularities and defect

growth on spherical substrates. Rp 2 | 2 T
To investigate the growth rate of defects and to (—R—> = Aspert =14+ 2?
check the model. we plasma coated a range of sizes ! ratio !

of latex beads. Figure 4-13 shows a normal view of
the film defects resulting from coating over 1.1-um-.
0.3-um-, and O0.1-um-diam latex spheres. The
smallest sphere produced the smallest defects with
the lowest aspect ratio. This shows that small
defects produce disproportionately large defects

411



Fig, 4-14. Reduced defect dismeter ns a function of reduced
film thickness. Data points are weasuic2 defects, The solid
lines show the growth behavi pected for spherical and
hemispherical irregularities ss predicted by the g ical

growth model,
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when the defect size is normalized o the size of the
starting irregularity.

The data are summarized graphically in Fig.
4-14. where reduced defect diameter (normalized by
the latex sphere diameter) is plotted against reduced
film thickness. The two solid lines show the
behavior expected for the geometric growth models
for films growing on hemispherical und spherical
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Fig, 4-15, Hydrocarbon coating (110 um thick ) on & 140-by-
S-um ginss mictoshel)l broken for inspection.

irregularities. Most of the experimental points lie
between the expected curves. The close fit shows
that the physical behavior is fairly well-modeled as

in omnidirectional coating flux.

Preduction Results. Figure 4-15, u scanning
clectron microscope (SEM) photomicrograph of a
target broken for examination. shows the coating to
be concentric, homogeneous, and smooth. The
coating thickness (measured from the photomicro-
graph)is 110 um. and it took 106 h to deposit. The
clean fracture displays the typically homogencous.,
void-free coating. Inspection of the interface be-
tween the glass and the hydrocarbon coating shows
it to be also void-free. The surface finish shown in
Fig. 4-15 is better than | um. which is still not ade-
quate for target use. Further improvements in per-
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Fig. 4-16. Hydrocarbon conting (135-um-thick) with a sur-
face finish better than 0.2 um.

ticulate elimination and glass-shell quality resulted
in surface finishes better than 0.1 um on coatings
135 um thick (Fig. 3-16).

Thick hydrocarbon coatings require different
thickness characterization techniques than are used
for the thin fluorocarbon coatings. Coatings thicker
than 30 um are beyond the range of the Zeiss inter-
ferometer. The Target Characterization Group in-
stead applied x-ray microradiography to the non-
destructive measurzment of the thick coated targets.
Vigure 4-17. an x-ray microradiograph of a hyvdro-
carbon coated microshell. shows that the coating is
concentric with the substrate and measures 110 um
thick. Volumes caiculated from the measured
thickness were combined with coating weights
(determined on a quartz fiber balance) to vield
coating densities of 1.00 £ 0.05 g em?.

Immersing the targets in an oil having nearly
the sance index of refraction as the coating reduces

Fig. 4-17. X-ray radiomicrograph of = 110-um-thick
hydrocarbon-coated target.

—| 100 um |=—

diffraction effects and allows a penctrating view of
the internal structure of the coating. Figure 3-9
shows a glass shell (130-um outside diameter. 12-um
wall thickness) that s coated with hydrocarbon
polymer (hydrogen:carbon ratio averages 1.3:1:
shorthand notation: CHya) o a total thickness of
135 um. A nondefected coatng is shown in Fig.
4-65 (n Materals Analysis Developments and
Surface Studies.” this section). The polyvmer coating
is typically deposited in two sepurate steps to pre-
vent ntrinsic stress buildup 1 ine coating that
deposits on the discharge tube. The change ol dis-
chitrge tube to present highiy stressed thick coetings
causes a definite color change in the coating. Other
rings ire also visible within the coating that corres-
pond to shght variations in process conditions.

Oil immersion also allows us to exaniine the
glass imicroshell surface after coating. Through this
technique we have venified the relationship between
coating defects and substrate irregularities. The
result 1s that we have set quanutative quality stan-
dards on microsrell surface contamination.

Author: S, AL Letts

Major Contributors: R. J. Hayes, C. W. Jordan.
R. M. Krenick. S. E. Mayo, ). W. Myers, and L. A.
W iet
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Beryllium Ablator Coatings

In 1979 we continued development work on
coating thick, dense, smooth Be on both micre-
spheres and  hemispherical mandrels for second-
shell applications. The target shown in Fig, 4-43
tsee “Douhle-Shell Targets,™ this section) is a
tpical  Be  second-shell design.  Hemispherical
sevond-shell Be fayers may be up to 200 um thick
and should be dense, smocth, and have low im-
purity content. We use a hemispherically shaped
copper mandrel as the Be substrate. The Be coating
should also be machinable because the critical con-
centricity {(<2%) and surfuce finish (<1 gm) re-
quirements of these shells may require precision
machiming  after deposition. The recentering
wlerance (1 um) for remachining the coated man-
drel to the required concentricity rules out an_ high-
temperature (3100°C)  deposition  process  that
waould thermaily strain or deform the mandrel. As
one solution, we have developed room-temperature
deposition techniques using rf sputtering with a
evlindricat magnetron sputtergun to coat thick,
adherent. dense Be onto water-cooled, Cu hemi-
sphencal mandrels.

The cvhindrical magnetron rf sputtering system
Is capable of depositing Be on @ water-cooled man-
drel at a rate of S um ‘h-k'W rf using a 0.4-Pa (~ 3 X
1073 Tarr) argon plasma. A schematic of the cylin-
drical sputtergun and water-cooled mandrel block is

414

shown in Fig.4-18. We have described our ex-
perimental procedures in detail elsewhere. 415

The morphology of beryllium growth on cop-
ner mandrels held at 15°C during sputtering de-
pends on the argon gas pressure, sputtering power
(rate), and impurity-gas doping. A rough, open,
low-density structure grows at high pressure and
low power (3.3 Pa and 300 W), as shown in Fig.
4-19(a). This film also has an unusual {101} texture
orientation. Low-pressure and higher power
(0.49 Pa and 1000 W) sputtering results in thick Be
coatings with a fine-grained, polycrystalline surface
structure, bulk density, and {100} orientation. An
example is the 22-um-thick film surface shown in
Fig. 4-19(h). We can further improve the surface
finish on thick Be coatings at 15°C hy gas-impurity
doping during sputiering. With a 0.5 at.% oxygen
and 0.3 at.% mitrogen content in the Be coating, the
surface finish is very fine-structured, as shown in
Fig. 4-20. Analysis hy x-ray diffraction indicates
only a very weak Be {100} line, suggesting the Be
film is nearly amorphous. These low-temperature,
hiah-rate deposition techniques produce very-fine-
grained, dense, smooth Be coatings that we believe
are suitahle for the precision machining operations
necesse Ty in constructing the Be second-shell layer
of the proposed double-shell targets.

Thick (>10 um) Be coatings exhibit large
crystal facets and unacceptably rough surfaces when
deposited at high power onto uncooled. mechan-
ically floating substrates. This is unfortunately the
environment of a thermally isolated. moving-glass
microsphere, during any physical vapor deposition
{PVD) coating process. We have conducted ad-
ditionai work with rf sputtering of Be onto fToating
planar glass substrates that are allowed 1o reach
about 200°C during the sputtering process.

We have successfully suppressed the high-
temperature grain growth such as the rough-faceted
002 crystallite surface shown in Fig. 4-21 to the
much smoother. cone-free surfaces of Figs. 4-22 and
4-23 by gas doping of oxygen or nitrogen. The sur-
face structure in Fig. 4-21 is polycrystalline with a
- 110} orientation. presumably resulting from the
0.5 at.% of N> and O» contained in the Be. Heavier
doping levels. up to 14 at.% oxygen, produced the
amorphous structure shown in Fig. 4-23. From
these results. we are optimistic that low-pressure.
high-energy rf sputtering with controlled. low levels
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Fig. 4-19. SEM photomicrographs of Be fiims deposited at 15°C and 0.5 Pa on Ca: (a). ﬁéwlng rowgh growth from kigh-pre~sure sput-
tering (3.3 Pa, {101} orientation), and (D) the surface oh _highurity, 22-gm-tkick m-, {00} ork lon. Note the replicated Cu
mandre! polishing lcntcbuhliennerrl;h .

—] | |=—1um | | ‘ f=—1um

Fig, 4-20. SEM photomicrographs of a Be flim deposited at Fig. 421. SEM photomicrograph of a high-purity Be film
15°C, showing an improved surfsce finish with a impurity deposked on a hot glass substrate skowing faceted {002}
doping of 1.5 at.%. crystaliites growing from a substrate area.

Fig. 4-22. SEM photomicrograph of the surface of a BE film Fig, 423. SEM ph icrograph of an impurity-stabilized,
deposited on a kot glass substrate with {110} orlentation and smorphous Be Mlm deposited on hot glass sub tai

2 at.% total impurity. ing 14at.% oxygen.
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Fig. 4-24. SEM photomicrograph of the surface finish of a
Be-coated glass microsphere after Be sputter deposition in a
cooled vibrating cage: (a) 2-um-thick Be coating (b) 7-um-
thick Be coating.

of gaseous impurities is a promising technique to
refine the surface finish of thick Be coatings on
hollow glass microspheres.

We have sputtered thin Be coatings on glass
microspheres using the water-cooled vibrating cage
techniques described in detail in the next article,
“Sputtered High-Atomic-Mumber Coatings.”
These Be coatings required no gas-impurity doping
to produce smooth, cone-free surfaces. Two rf-
sputtered Be coatings on 140-um glass microspheres
with thicknesses of 2 um and 7 um are shown in
Figs. 4-24(a) and 4-24(b). respectively.

Authors: R. J. Burt and S. F. Meyer
Vviajor Contributors: F. J. Wittmayer and K. L.
Montgomery
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Sputtered High-Atomic-Number
Coatings

High-Z, high-density coatings on glass micro-
spheres are needed as the tamper layer in the
proposed double-shell target shown in Fig. 4-43 (see
“Double-Shell Targets,” this section). The tamper
specifications are 30-nm surface smoothness, 100-
nm thickness uniformity, and thicknesses in the 5-
to 10-um range. The spherical nature of these sub-
strates—coupled with the small dimensions
(~100 ugm o.d.)—makes it difficult to achieve the re-
quired uniformity and surface finish by using con-
ventional physical vapor deposition processes.

Previous attempts at spultering onto meving
microspheres with a batch process at LLL, at Los
Alamos.'%and at KMS Fusion, Inc..'” have suffered
from severe sticking problems, thereby preventing
the continuous motion needed for ccating unifor-
mity. Only the Molecular Beam Levitator moving a
single ball (described in **Molecular Beam Levita-
tion During Coating,” this section) has been suc-
cessful in a sputtering environment.'® Qur intro-
duction of the vibrating screened cage reported
previously!® greatly reduced the sticking problems
and allowed the first practical batch application of
sputtering on microspheres.

We have successfully batch-coated micro-
spheres with up to 6 um of Pt, with a surface
roughness of 100 nm, thickness nonconcentricity of
less than 300 nm. and density greater than 98% of
bulk Pt. In the remainder of this article we outline
the screened-cage batch process technique, the dif-
ficulties in microsphere coating, and our vari s
solutions to these difficulties.

Screened (‘age and Fixturing. We¢ conduct our
microspbere coating experiments in a stainless steel,
diffusion-pumiped vacuum system equipped with a
gas-flow controller and a Sloan S-310 Sputtergun
with a custom matching network. Dataloggers and
chart recorders monitor the deposition parameters
during runs. The sputtergun and screened cage are
illustrated schematically in Fig. 4-25.

The screened cage for bouncing and confining
the microspheres consists of a piezoelectric crystal
compressed between a massive steel base and a low-
mass copper block. An axial bolt picv  ; the com-
pression and acts as the spring in the mechanical
spring-and-mass system. Three copper rings bolted

417



Fig. 4-25. Schematic illustration of sputtergun and screened cage sh

g their relative ori and major components,
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to the copper block clamp the screen and thin cop-
per pan lo form the cage. The pan acts like a
mechanical amplifier to bounce the balls, since the
pan amplitude is much larger than the displacement
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of the block and crystal. The block is electrically
isnlated from the crystal electrodes and the ground-
ed base to allow independent biasing of ihe cage. Of
course, the microspheres are not in continuous con-
tact with the cage, so the biasing effect is rather in-
determinate. Cooling for the cage is provided by



channels in the copper block for circulating water or
liquid nitrogen, and by conduction through the
screen and copper pan.

Our initial method for driving the crystal used
a frequency-modulated oscillator running at the
crystal resonance and swept over a range of paa
resonances. Unfortunately, as the cage temperature
and mass changed during coating, the drive system
required continual tuning to maintain optimum mo-
tion, and encountered problems with repeatability.
To improve the reproducibility, we switched to a
“white noise™ drive. Since all frequency compo-
nents are present, the cage tuning has little effect on
the microsphere motion, and the drive can be
calibrated with a simple rms voltage measurement.

To confine 70-um microspheres, we need to use
4 300-mesh screen with an initial transmission of
only 65%. which is steadily reduced during coating.
This small screen mesh restricts both the visibility
and coating rate of the microspheres. The micro-
sphere visibility is further restricted by the shallow
angle of the side viewport shown in Fig. 4-25, and
by the omnidirectional plasma glow. Improved
iighting and better optics are highly desirable for
reproducible results.

Microsphere Sticking Problem. Two clean
metal surfaces, such as those produced in vacuum
deposition, can cold-weld together by deforming
slightly and bonding under impact.'® The cold-
welding tendency depends directly on hardness and
is worst for the soft metuls, such as Cu, Au, and Al
The severity of the vactum welding problem with
gold is graphically visible in the SEM micrograph in
Fig. 4-26. The thin gold coatings on the two
microspheres have stuck together to form a patch
which has almost separated from the two spheres. A
large number of roughly circular patches where the
coating was completely torn away are visible here
and on otker spheres from the coating run. Such
welding either produces unacceptable defects or
prevents a uniform coating.

The hard metals, such as Ta, Mo, and W, do
not cold-weld easily: however, they present a nearly
impossible stress-failure problem. Coatings of these
metals flake off the system walls and rip the cage
screen as a result of stress buildup, making a thick
defect-free coating very difficult to deposit. By con-
trast, Pt is a nearly ideal metal because of its duc-
tility, high Z and high density, and relative
resistance to vacuum welding.

Fig. 426. SEM photomicrograph of two gold-coated
h + T 23 wolding 4

g ge spots aud torn

sp 8
flap of cold-welded coating.

—] f=— 10 um

In addition to the rigid clumping of vacuum
welding, a second type of sticking—believed to be
electrostatic in origin—produces clumping of the
microspheres to each other, to the pan. and to the
screen. This sticking action is intermittent and
usually reversible when the coating conditions are
changed. This sticking usually takes the form of
microspheres moving up to the underside of the
screen and either adhering motionless to it, or mov-
ing intermittently around oxn it. Sometimes the
microspheres c'ump together and stick to the pan
without motio1. Increasing the bouncer drive or
reducing the sputtering power releases the
microspheres, which then return to normal bounc-
ing in the pan. If the operator does not intervene
during sticking. the microspheres will either be
coated nonuniformly. or will become attached to
the screen, pan. or other microspheres. Driving the
cage too hard. on the other hand. can cause crack-
ing and breakage in the Pt coating. Keeping the
microspheres in constunt motion without brecakage
is 4 major problem.

We do not yet fully understand the exact
mechanism of this sticking process. However, it
seems (o be caused by microsphere charging from
the difference in electron and ion mobility in the
sputtering plasma. The evidence for an electrostatic
mechanism includes the following:
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® The screened cage reduces the sticking
relative to an open pan.

® A bias voltage on the cage reduces the
sticking.

© Rf sputtering has less sticking than dc sput-
tering at similar power levels.

® Addition of an electronegative gas such as
oxygen to the plasma atmosphere minimizes stick-
ing.

® The degree of sticking is proportional to
the plasma power density.

® Closing the shutter relieves the sticking
(and stops the coating).

Adding oxygen as a dopant gas in our sputter-
ing process is one of the most etfective methods for
preventing sticking. We still do not fully understand
why oxygen helps, hut its effect is clearly es-
tablished. Once oxygen is iniroduced into the
plasma during coating, the microspheres im-

mediately become unstuck, and bounce freely. As
the oxygen flow is gradually reduced, at a criticai
level the microspheres clump back together again.
The clumping and unclumping actions are reversi-
bie and controlled strictly by the oxygen.

Platinum Deposition Process. As with beryllium
coating reported in the previous article, we found
that coating parameters such as operating pressure.
cage bias, temperature, and impurity-gas doping
have a substantial influence on the Pt coating that is
in good agreement with Thornton’s Structure Zone
Model?” shown in Fig. 4-27. The transition region,
Zone T, produced by low deposition pressure and
low substrate temperature, is the desired region for
the very smooth, uniform coatings needed on laser
fusion targets.

Our best coatings were achieved with a water-
cooled cage using 300-mesh screen. The deposition
parameters included total pressure in the vicinity of

Fig, 4-27. Coating-growth structure zone mode! of Thornton?” showing how sputtcred-coating structures change with temperature and in-

ert gas pressure,

Argon
pressure {um)

Substrate
temperature
{T/Tm)
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Fig. 4-28. Smooth platirum coating (100-nm surface flaish, bulk platinum density) grown os microaphere under best spimrln comdi-
tioss. Cone defects visible rqreselt 300-nm defects.

—] 20 um jo—

—] 2um |—

Fig. 4-29. Low-demsity, porows, Zone 1 structure of Class I platinum coating on microsphere. Sputtering pressure above 1Pa

(7.5 mTorr) promotes this growth.

[~—20 ym

0.8 Pa (6 mTorr), with oxygen flow of 0.5 scem.
argon gas flow of 30 scem, bias of -160 V, and «f
sputtergun power of 300 W. The white-aoise-driven
bouncing action was set for minimum motion
without high-speed impact with the cage walls and
screen. A typical Pt-coated microsphere that was
coated with these parameters (shown in Fig. 4-28) is
~98% bulk Pt density and has a ~100-nmn surface
finish. Deposition pressures of 0.8 Pa and lower
typically produce dense, smooth coatings which are
typical of Zone-T growth. However, the deposition
rate of 1 um/h appears to decrease monotonically
with decreasing pressure, so operating at the lowest

possible pressure is not necessarily desirable. Dif-
ferent deposition parameters produce coatings with
characteristics that fall predominately into three
other classes. Below, we discuss in g=reral terms
how each coating parameter influences the coating
structure.

The quality of the Pt coating decreases with in-
creasing deposition pressure, in agreement with the
Structure Zone Model. Pressures above about | Pa
(7.5 mTorr) produce the Class 1 coating shown in
Fig. 4-29. which is indicative of Zone | growth.



These Zene } coatings appedr grainy, porous, or
loosely packed. and they are of low density. The in-
ert gas pressure during sputtering and the degree of
oblique incidence appear to be the dominant
processes responsible for Zone | structure forma-
ion
I'he oxygen dopant also affects the Pt-coating
churacteristics. The addition uf about 2% oxygen to
the argon sputtering gas (which is the amount
provided by the 0.5-scem oxygen flow rate that
produced the coating of Fig. 4-28), refines the grain
structure in the growing Pt coating, and hardens the
metal against cold welding. With a large amount
~ 1oy of oxygen, the Pt coating becomes hard and
brittle. with evidence of platinum oxide formation.
Ihe resulting Class 11 structure shown in Fig. 4-30

Fig. 4-30. Class 11 platinnm coating broken by impzct with
cage. Coating was hardened with i of ox-

vgen doping during: sputtering,

18 brittie, extremely fine-grained, and characierized
by cracks and broken layers from impact damage.
On the other hand, when we use insufficient oxygen
(K1%), th= Pt coating is soft and forms the Class 11
structure shown in Fig. 4-31. Accretion of loose
particles within the cage by cold welding probably
accounts for the patchy surface. The impact of the
bouncing action “*hammered™ the soft Pt particles
into a semismooth surface. Tre desired oxygen dop-
ant level falls between these two extremes and de-
pends, of course, on both sputtering rate and system
throughput.

The bouncing acticn is the third most impor-
tant parameter (afler total pressure and oxygen
dopant) in controlling Pt-coating characteristics.
The gross nonuniformity seen in some depositions is
obviously the result of inadequate bouncing action.
On the other hand. too vigorous a bouncing action
causes cracking and breakage of the Pt coating. An
effect of vigorous bouncing action that is not so ob-
vious is that the impact of the microspheres onto the
cape parts—the Ni screen in particular—can trigger
the release of micrometre-sized particles. On im-
pact, the small particles adhere to the Pt coating.
producing “‘cone defect” nuclei. We achieved our
cleanest coatings by reducing the bouncing action to
to a level where the microspheres barely moved
around, with minimum collisions with the screen.
We need an improved optical observation system,
however, Lo monitor this bouncing action ade-
quately.

Traditionally, substrate bias voltage is used to
increase the argon ion bombardment of the sub-
strate to yield a cleaner and denser coating. With

conted microsphere showing
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our cage configuration, it is not clear how well the
ion flux penetrates the screen. In any case. the
microspkeres are not at bias potential most of the
time because of the bouncing action. We do not ob-
serve in the coating a pronounced diffcrence be-
tween biased and unbiased runs. However. as noted
above. the bias definitely helps prevent sticking.

We have been unable te directly monitor the
actual microsphere temperature during coating. We
have inferred from measurements on isolated ther-
mocouples that with a water-cooled cage the
probable microsphere temperature is on the order
of 150°C. considerably lower than the onset tem-
perature for diffusion-dominated grain growth in
platinum (Zones 2 and 3 in Fig. 4-27). This coating
lemperature appears acceptable for all but very
thin-walled microspheres, where some evidence in-
dicates that the D-T fill can leak out during the
coating process. Preliminary experiments with
liquid-nitrogen cage cooling and with magnetic
deflection of the plasma electrons have shown some
reduction in thermocouple temperature. We will in-
vestigate the magnetic deflection coating method
further before reaching a conclusion. Efforts are
continuing 1o fine-tune the set of coating param-
eters to achieve a smoother surface finish and to
achieve a higher degree of repeatability.

Authors: S. F. Mevyer and E. J. Hsieh
Major Contributors: R. J. Burt, ;. T. Jameson. and
A. L. Plake
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Electroplating

High-atomic-number elements required in ad-
vanced target designs can be deposited by elec-
troplating under conditions that preserve fragile
laser fusion targets. We have therefore begun : proj-
ect to produce coatings by the use of electroplating,
a method that offers unique advantages. It is a well
established coating method that can be applied to
deposit a wide variety of metals. Figure 4-32 shows
the elements that can be electroplated from aqueous
solutions. Other elements may be deposited from
nonaqueous organic solvents at low temperatures or
from fused salts at high temperatures. The solution-
plating techniques (electroless. electroplating. and
immersion plating) are also complementary 1o sput-
tering. It has been found very difficult to sputter
smooth coatings of very soft metals such as gold or

Fig. 4-32. The highlighted elements can all be electrodepasited from nquecus solution. {Almaost all el

with the proper choice of solvent.)

can be electrodi
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copper.”! Solution plating is well suited to deposi-
tion of these metals in a low-temperature. low-stress
environment.

Two major problems arise in the plating of
glass microsphere fusion targets: First the ul-
trasmooth nonconductive glass surface must be
treated to achieve a very smooth, adherent and con-
ductive surface (called a strike) for plating. Then,
the conductive microspheres must be sustained in
random motion while electrical contact with the
cathode of the plating cell is retained. (The motion
is essential to achieve a uniform coatiag thickness.)

Fig. 4-33. The typical silver strike surface deposited from an
acal AgNO, salti

Most industrial processes for plating glass in-
volve a chemical or mechanical etching of the glass
1o obtain a rough. high-surface-area substrate for
plating.==~ This is, however. unacceptable for use
with fusion targets. Sputtering can produce smooth.
relatively hard. thin metallic coatings on glass that
accept overcoats of electrodeposited metal, as
Fig. 4-33 shows. These sputtered coatings are oflen
strained. however, and this can lead to plating dif-
ficulties. We have therefore developed an alternate
method for the deposition of a strike layer.

Modifications to ancient mirror silvering
technigues (Brashear) allowed us 1o produce a 0.14-
um-thick silver strike with the surface shown in
Fig. 4-34. The silver coating is adhesive and
cohesive, and it readily accepts overplates of gold or
copper. The nodular silver growths on the surface
have formed at the solution-containe: interface. We
can remove most nodules by washing and ultrasonic
treatments. Other strikes we investigated—--such as
colloidal PdCl» or precipitated metal sulfides—were
completely unsatisfactory. Tin deposited by the
thermal decomposition of SnCly coated unevenly.
We expect further charges in the silver process to
result in far better surface finishes. We may also
find it advantageous to follow the exampie of target
builders at L.os Alamos and make a nickel strike by
the decomposition of Ni(CO)4 at the surface of glass
micrespheres. ™

The second major impediment to uniform elec-
troplated surfaces is the plating tank or cell in which

Fig. 4-34. The surface finish of & thin (~1000 4) sputtered Pt strike. The utility of this smooth Pt conting is marred by tensile stress in

the coating.
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the plating occurs. To achieve the random contact
of the cathode necessary for electroplating. we
found the cells shown in Figs. 4-34 and 4-35 10 be
acceptable, The cells we have designed and
developed also are capable of dispersing gas bubbles
on the surface of the target (a problem that disrupts
the plating of very small objects). >

The cell in Figure 4-35 has a cathode which is
vibrated by an eleciromechanical transducer 10 im-
part motion to the miciospheres. Solution is also
pumped through the screen to further aid micro-
sphere motion and to replace depleted solution. An
even more gentle motion can be achieved with the
cell shown in Fig. 4-36. Mass flow, viscous forces,
buoyznt and gravitational forces all can be balanced
1o produce a rolling motion along the tapering wails
of the cell. The result is uniform plating with very

Fig. 4-35. Vibrating cathode electroplating ceil.
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small loss of microspheres due to breakage or
because they become plated to the cathode.

Although electroless and immersion plating
would have allowed us to use simple plating cells.
each of these processes was unsatisfactory. Immer-
sion plating (also called displacement deposition) is
the deposition of a metallic coating by chemical
replacement of suhstrate atoms from a solution of a
salt of the coating metal. The thickness of immer-
sion coatings is limited. Once a continuous layer of
coating is established. substrate atoms can no
longer be replaced by the coating metal. Typically.
gold can be immersion-plated only to about
0.625 pm thick.**

Electroless plating uses the electrons provided
by oxidation of a chemical reagent present in the
solution 10 deposit metal atoms on a catalytic sur-
face. For the electroless process to be useful. it must
be autocatalytic. Once the initial catalytic surface is
completely covered with coating atoms, the newly
produced coating must itself catalyze the deposition
of more coating atoms. ldeally. the process should
continue until all the coating atoms are removed or
the supply of reducing agent is exhausted.

We found that the appurent benefits of the elec-
troless system. simple containers, no external reduc-
ing potential. near-perfect throwing power and low

Fig. 4-36, Electroplating flow cell.

Pt Brass

cathode A
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Fig. 4-37. Grain structure in an electroless Au deposit.

porosity were offset hy the need for the strike to
serve as d catalyst and by the poor surface
snioothness caused by the relatively large grain sizes
310 S any shown in Fig, 4-37. In addinion, in elec-
troless plating—as in electroplating—the solution
and nucrosphere motion must always be maintained
1o replenish the coating species present in the active
plating volume adjacent to the microsphere.

Although clectroplating is welt developed as an
engineering technique, only the gross features of the
chemistry ot the solutions is understood. These
detinis become very important in the plating of tiny
laser Tusion targets, whose uniformity and surfuce
finish must be so extremely well controtled. The use
of well-developed commercial plating haths has
been an aid to producing a consistent plated
product. We have found that a commercially
availuble gold-plating solution, BDT-510, offers
smiall grain size (40 10 60 A), good leveling and high
brightness. Figure 4-38 shows a cross section of a
gold coating plated on a glass microsphere from
BDT-510. We have also plated copper from a com-
mercial pyrophosphate bath.

Author: J. D. Nlige
Major Contributors: C. M. Yu, C. W, Jordan, G. R.
Korbel, D. J. Lenz, and B. Krenick
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Fig. 4-38. Cross section of electroplated Aw 15 um thick on a
140-um-diam glasa sphere.
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Molecular Beam Levitation
During Coating

One attractive possibility for producing the
ahlative, outer shell of the double-shell targets
(Fig. 4-43, next article) is to support them using
molecular beam levitation during a coating process.
This technique provides a unique means of support
for these delicate turgets which allows them to
rotate frecly in a contactless environment while be-
ing coated. This method of supporting individual
microspheres is also advantageous because it
minimizes particulate contamination, which pro-
vides nucleation sites for surfuce defects.”> Of the
various levitation schemes previously proposed
(e.g., electrostatic, magnetic, optical, acoustic, etc.),
molecular beam levitation appears to be the most
easily adaptable to discharge coating tech-
niques.26.27

Beams of argon atoms can be formed by flow-
ing argon gas through very small capillary tubes



(10-15 um diameter) at Jow pressures.™ An in-
dividual microsphere can be supporied on these
beurms and coated in a plasma.

To understand the physics of this levitation
device, we have made careful measurements of flow
and pressure of the levitation gas. It is import» .t to
identify the gas flow regmme in which levitation
lakes place (viscous or free moleculur), because the
associated forces are quite different.

The data from one such measurement are
shown in the graph in Fig. 4-39, where the rise in
chamber pressure, Pa(1), was monitored as a func-
tion ol different, fixzd values of levitator back
pressure, Py, for a 30-um capillary array. The graph
shows that for back pressures less than 1 Torr, the
data full ulong the same straight line, corresponding
to a constant, pressure-independent vatue for con-
ductance. At a back pressure of 10 Torr, the data
deviate significantly, andicating that the conduce-
tence of the levitator has changed. Free meiceular
flow through cvlindrical tubes s describea by
Knudsen's equation.® which can he rew ritten in the
fora:

L‘mol
sz=Fl I expl- v t

where Vs the volume of the chamber, and C,,,,,
the cenductance. Conductance in @ eviindnical tube
is given by

g B

¢ 28D oKD
mol 3 M

and r and ¢ are the tube dimensions. In the case of

3 describes Tow

viscous flow, Poiseuille’s equation
through cvlindrical tubes, and it can be rewritten in

the form:
¢Plx

PZ(” = P] mnh? .

where

and 7 is the constant of viscosity for argon. On the

basis of these 1wo ¢quations, we infer from the data
in Fig. 4-39 that the levitator vperates in the free

Fig. 4-39. Graph showing the rise in chamber pressure, Py(t),

as 1 function of Tevi back p! , Py
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molecular Mow regime 1or back pressures Jess than
I Forrsath @ 30-um capdlary array . A 140 by 5-pm
ghiss microsphere levitates at a buck pressure of
100 mTorr using the S0-um capsfliry array —well
within the free-molecular-flow regime.

Severai problems are assoctated with mofecular
beam Jevitation of wotny sphese moa coaimg dis-
charge: stability of the warget durnme coatimg, elec-
trastatic farces that resalt trom the target charging,
and continual adjpustment of the lesitanion low 1o
compensate for the werght added 1o the sphere by
the coating process

We ive solved the problem of stabilits by
placing a specially beveled. contening ring over the
capitlary arrav. The bevel acts as a circular deflec-
tor, providimg o radiadiy directed  force on the
microsphere. This dorce s spring-like in nature,
creating @ potentead mimmum at the center of the
ring. The levitated nucrosphere is therefore held
very firmly an place at the center oi the ring in
Fig. 4-40.

A second problem, that of electrostatic force, is
especially severe whenever a metallic sphere is
levitated ahove a metallic substrate in a plasma. The
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metal sphere charges to the floating potential of the
plasma and is consequently atiracted to the con-
ducting olane of the levitator by its own image
force. This image force attraction cun be avercome
by producing an opposing field using a d.c.-biased
sereen placed above the levitated sphere.

In the course of placing thick plastic or other
low-Z coatings on spheres, we may have to operate

Fig. 4-40. A levitated microsphere Is held firmly at the ceater
of the ring by efTusive Mow from the lip.

Effusive flow
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Centering
ring
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7 -«—.@An

Capitlary
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i

7

the levitation-couting system for several tens of
hours. For this reason, we need a fully automatic
levitator-coating svstem. Schemes lor such a system
are currently under development. One such scheme
consists of imaging the levitated microsphere on a
position-sensing detector. Then, as the microsphere
lowers because ol the increased coating weight,
change in height is detected, and a signal is fed back
to the valve that controls the levitator gas flow. This
systenm is shown in Fig, 4-4 1

We  currently manually operated,
molecular-beam,  levitator-coating The
function of this system is 1o evaluate special
problems such as coating double-shell arpets or
multiple-coating  targets, Figure 4-42 shows 4
microsphere that was coated with copper by elec-
tropliting, then with C-F plastic coating in the

use a
syslem,

levittor-coating  wvstem. Levitation-coaling may
well be the on's alternative for tabricating future
generation, multiple shell targets, such as discussed
m “Double-Shelt Targets™ (the next article).

Author: J. K. Crane
Major Contributors: R. ). Smith, G. R. Korbel, and
C. W, Jordan

Fig, 4-41. A levitated spheve is imaged on & special detecior, producing a signal based on the height of the ball. This signs) can then be

used to control the flow of levitation pas.
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Fig. 4-42, Muitiple shell tm,
um Cu by electroplating; av
sphere.

Jduced with the aid of molecular beam [.:vitation: (2) 140-by-5-um glass sphere coated with 1
4y-5~um glass spkere with 1 ym Cu—plus an additional 2 um CF plastic—coated on levitated

"_ 10 pn
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Double-Shell Targets

One method proposed for obtaining better per-
formance in fusion implosion experiments is the use
of a double-shell target cesign similar to that shown
schematieally in Fig. 4-43. Double-shell targets
make use of the principic of “velocity muitiplica-
tion™: The outer shell is imploded like an ordinary
ablatively driven target. accelerating the relatively
massive outer shell pusher to a high velocity. When
the outer shell pusher strikes the inner tamner, the
less massive tamper recoils and implodes with a
higher velocity.

in the first versions of these double-shell
targets, the outer shell consists of a single layer of
CH polvmer. In “Mauachined Hemishells,” we

deseribe the micromachining and asiembly tech-
nigues that have been most suceessful for producing
these targets. In “Alternate Approaches,” we
describe alternative processes that we hope will im-
prove target qualitn and reduce fabrication time.

Machined Hemishells

The simplest procedure for fabricating double-
shell targets is to assemble tw o hemispherical shells
(**hemishelis™) around the inner target sphere. So
far the most successful method for producing CH
hemishelis has heen machining with an ultrapreci-
sion single-point diaiond Jathe, Two versions of
this process have been developed, one at LLL and
ane at Rackwell Tnternational,

The steps in the LLL process are shown in
Fig. 4-44: First a copper mandrel is cut with a
hemispherical tip whose radius is the desired inner
rudius of the hemishell. The mandrel is removed
from the lathe and a hydrocarbon coating is ap-
plied. The mandrel is then replaced in the lathe, and
the outer suriace of the hemisphere s cut.

In developing this process. we were required to
solve a number ol difficult machining and materials
problems. To ensure that the hemishell wali
thickness will be umform, the mandrel must bhe
repositioned in the lathe with an accuracy better
than 0.1 um. We wccomplish this by holding the
mandrel in a4 massive chuck assembly that has been
machined to exacting tolerances. This chuck
assembly can be replaced in the lathe rapidly with
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Fig. 4-43. General doubie-shell target design with a high-Z, high-density tamper coating on the glass micrcspherz, and a separate low-Z

ablator shell.

Low-Z ablator — CH or Be
Mixed organometallic pusher

Void

High-£, high-density tamper
Pt, Au, or Cu

Glass microshell

D-T fuel

the required accuracy: in addition, it provides a con-
venient means for holding and transporting the
mandrel.

Another problem we encountered was obtain-
ing suitable mandrel material. Ordinary oxygen-
free, high-conductivity (OFHC) copper has grain
irregularities that cause imperfections in the
machined mandrels. To alieviate this problem, we
clectroplate a tayer of high-quality copper onto cach
mandrel before machining. The machining is done
in the fine grained electroplated material, providing
a smeoth mandrel and, therefore, a smooth inner
surface on the hemishells.

One of our most difficult problems was cutting
a amooth, flat rim with sharp corners. Conventional
diamond-cutting tocls bave a radius of ubout
25 pm. These tools tend to push the CH material in
front of them, often forming a *lip” of material on
the inner edge of the hemishell. This problem was
solved by using an extremely sharp diamond tool
with a radius of about 0.02 um.
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The hydrocarbon material used for the
hem.sphere must satisfy several requirements:

® It must not contain any voids or other
defects.

® It must he hard enough to be ecasily
machinable but elastic enough that it dues not
develop cracks.

@ The cure cycle must be at less than about
150°C to avoid any distortion of the mandrel and
chuck assembly.

® The material must adhere to the mandrel
sufficiently that the hemisphere does not come off
during machining of the outer surface.

Our best results were obtained with a
polybutadiene/vinyl toluene monomer mixture
cured with 3% Lupersol 101 peroxide. The polymer
cures at 125°C for 16 h. An attractive feature of this
material is that by varying the amount of curing
agent, we can control the hardness to suit machin-
ing demands. We found that a thin coating of
polyvinyl alcohol (PVA) over the butadiene im-
proves the curing process. The PVA reduces
volatilization of monom:. and peroxide and ex-
cludes oxygen, which would inhibit polymerization.



Fig. 4-44. Sequence for producing 8 CH second skell by micromachining: (a) A copper drel is hined with a hemisph

! tip.

1b) The mandrel is coated with CH polymer and remachined to form the outer surface of the hemisphere. The copper mandrel is dissolved
away, jeaving the hemisphere shown in (c).

After the CH layer has been applied to the The hemishell is then ready for final inspection and
mandrel and the outer surface of the hemisphere has assembly.
been cut, the machined hemisphere and mandrel are Rockwell International has developed an alter-
cleaned by ultrasonic agitation in a series of baths. nate process for making hemishells that provides
The copper mandrel is dissoived away and the more rapid processing. The copper mandrel is left in
hemishell is cleaned in another sequence of baths. the lathe during tne entire machining, coating, and
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remachining sequence. Because the mandrel
remains in position throughout the process, the
problems of repositioning are eliminated. However,
the coating processes and materials that can be used
are somewhat restricted. The mandrel cannot be
placed in a special environment for curing, and the
coating must be applied rapidly because the lathe is
unavailable while coating is under way. The
machining and materials problems encountered in
the Rockwell process are similar to those described
for the LLL method. The best rest:'ts have been ob-
tained with a molten polystyrene coating applied to
a heated, slowly rotating mandrel. The composition
ol the polystyrene was carefully chosen to minimize
stress caused by thermal shrinkage,

The two methods are complementary. The
LLL process allows more flexibility because the
mandrel and chuck assembly can be readily moved
<bout for a complicated coating and curing
procedure. Also, the lathe is not in use during the
coating process. The Rockwell procedure provides
more rapid processing and simpler fixturing. Han-
dling is minimized, and there is no need for ul-
traprecise realignment after coating. Both processes
have successfully produced target-quality hemi-
spheres.

Assembly Procedure

A highly skilled operator assembles these
double-shell targets under a high-power optical
microscope using tiny glass vacuum chucks and
precision, hand-operated micromanipulators (sce
Fig. 4-1).

The inner sphere is placed at the center of a
plastic support film stretched aver a wire loop. The
sphere is covered with a second support film on a
smaller wire loop. The two films adhere on contact,
trapping the sphere. Severing the first film between
the two concentric support rings leaves the
sandwiched inner sphere supported by the smaller
loop. We apply hydrostatic pressure to force the
two films into ¢ivse contact with the sphere. The
CH hemispheres arc now bonded around the inner
sphere. One hemishell is held in position with a
vacuum chuck. Through a fine glass capillary, held
in a second manipulator, we extrude a minute bead
of fast-curing adhesive on the edge of the hemishell.
Then we center the sundwiched inner sphere over
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the hemisphere and press it onto the adhesive-
coated rim, When the adhesive has cured, we repeat
the process with the other hemisphere. This
procedure requires a great deal of skill. Precise
alignment must be maintained, and each sequence
must be completed in three to five minutes before
the adhesive cures.

The target can be held in position for the laser
by using the film sandwich on its wire loop for sup-
port. Alternatively, the completed target can be cut
out of the support film with a laser machining
facility3! and mounted on a support stalk.

Alternate Approaches

Cleaved Coatings. Onc alternate approach for
making hemishells for multishell targets is to coat a
spherical mandrel with hydrocarbon polymer, split
the coating into two halves, and then remove the
mandrcl. The advantages of this method are that
many mandrels can be coated simultaneously with
the same methods used 1o deposit CH ablator layers
on single-shell targets,2 and that the two
hemispheres will he an exact match for each other,
even il the fracture is not smooth or located exactly
on the equator. Figure 4-45 shows a coating frac-
tured by this method.

The problem with the method is that it is dif-
ficult to propagate a controlled fracture to con-
sistently producc two ncarly hemispherical parts
with no pieces missing. Also, because neither of the
two pieces is ever exactly a hemisphere, problems
arise in assemhling the target. The two non-
hemispherical pieces distort the support films for
the inner capsule, causing misalignment. We can
overcome this, however, by using a small stalk or
several small, hollow plastic spheres for supperting
the inner sphere.

Molded Hemishells. Another approach being
explored for making hemishells for multishell
targets is molding. If successful, such a process
would provide reproducible hemishells much faster
and more cheaply than precision machining can.

Preparation of a mold cavity for fabrication of
these tiny hemispheres is a challenging problem.
With the newly developed “zero raqius™ diamond
machining tools, it is possible to cut the male mold
section. However there are no tools small enough to
allow direct machining of the female half of the
mold. We solved this problem by machining a male
mandrel from which the female mold section could



Fig. 445, Au sl
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be replicated. By using nickel for the mandrel and
electroplating it with copper, we were able to use the
differential thermal expansion of the two materials
to separate the female mold section from the man-
drel. Figure 4-46 shows the mold confiruration.

Initial experiments used a room-temperature-
cure silicone rubber (0 avoid damaging the delicate
mold. Several hemishells were made with this
material, demonstrating the feasibility of the con-
cept. However, when we attempted 10 polymerize a
hydrocarbon monomer (styrene) in the mold,
shrinkage and volatilization during cure resulted in
voids.

We then tried several epoxies, wiich are non-
volatile and cure at low temperatures with little
shrinkage. Partial cure was achieved, but removing
the hemispheres from ihe mold proved difficult, We
found that mold release agents on both the male
and female mold sections, along with differential
cooling, were required to allow demolding.
Scanning-electron microscope photography reveal-
ed that great care had to be exercised to prevent sur-
face irregularities tbat stem from buildup of the
mold release agent. Mold cleaning has proved to be
quite difficult.

We also tried thermoforming in the mold.
Preserving the dimensional accuracy of the mold re-
quired us 1o observe an upper temperature limit of
75°C. We formulated a special polystyrene with an
unusually low glass-transition temperature, and it
appeared 10 be quite moldable. We obtained im-
proved surfaces by using a preformed, very smooth
sheet of polymer, slightly thicker than the ultimate

hemishell wall thickness. This sheet was pressed in
the mold to form a hemisphere. The first hemi-
spheres made by this process deformed to a partially
flat'ened state in several weeks due to plastic
memory effects, Hemispheres made more recently
with different thermal treatment appear 1o be
stahle. These initial results are promising: however,
much additional development is required to es-
tablish a viable molding procedure.

Molecular Beam levitation and Coating. A
third possibility for producing the outer shell of the
double-shell targets is to assemble a pair of thin
hemispheres around the inner capsule, support this
preassembly in a levitator (described in “Molecular
Beam Levitation During Coating,” above), and
coat it with CH ablator material. The advantage of
this procedure is that the ablator layer contains no
seam that would disrupt the symmetry of the implo-
sion. Also, plasma-discharge coating techniques
developed for single-shell targets®? can be used to
apply the ablator.

The substrate hemishells are produced by
coating a hemispherical mandrel with parylene. In
this process, dimer gas is pyrolyzed and gaseous
monomer is allowed to condense on the cold man-
drel. Polymerization takes place during condensa-
tion. This process produces a uniform coating about
5 um thick. The coated mandrel is placed in an air-
bearing spindle lathe and the polymeric coating is
cut at its equator using a diamond tool. The man-
drel is removed by dissolving in an acid, leaving a
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Fig. 4-46. Mold for forming hemispheres: (a) the overall mold .onfiguration (The large shank with “S*’ cuzves provides centering of the
two mold pieces without binding.); (b) close up of the mold cavity itself; (c) the extremely sma!l inside radius obtained on the male man-
drel with ““zero radius” diamond machining tools.

(a)

Fig. 4-47. Double-shell target produced by coating CH onto a levitated subassembly of two thin parylene hemispheres. Currently, defects
in the subassembly seam produce large defects in the coating. However if these defects can be controlled, this process will provide
seamless second shelis.
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free-standing, thin-wall hemishell. Two of these
hemishells are assembled around the inner fuel cap-
sule by the procedure described in the preceding ar-
ticle.

We have successfully levitated and coated
several subassemblies using the molecular beam
levitator and plasma discharge coating process.
Coatings as thick as 50 um have been achieved. Un-
fortunately, the seam in the subassembly serves as a
nucleation point for defect growth, resulting in a
continuous bund of thick, rough coating around the
target. Figure 4-47 shows un example of a target
produced by this lechnique.

Future work in this area will conceatrate on
climinating the defect caused by the scam. With im-
proved assemhly procedures, we can reduce the
magnitude of the initial defect. By controlling the
couling parameters, we can increase the abilitv of
the coating process to “bury™ small defects, iuther
than having these small defects nucleate the growth
of larger ones.

Author: B. W, Weinstuin

Major Contributors: J, B. Bryan, J. K. Crane, C. W.
Hatcher, T. D. Jones, L. L. Lorensen, and W. L.
Ramer
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Analysis and Characterization

Physical, chemical, and structural characteriza-
tion of targets is necessary both to provide feedhack
for the continued development of fabrication tech-
niques and (or measurement of each target prepared
for laser experiments. Development of new target
designs requires constant improvement of our
measurement capabilities.

In **Production Characterization,”™ we describe
the role of characterization in the target production
sequence. Most of the measurement techniques used
routinely in target production have been described
in previous annual reports.?3-%% However the

Fig. 4-48, Fusion target fabrication sequence. Characteriza-
tion plays a key roie: batches of iarget spireres must be in-
pected after cach fabrication step. The same characteriza-
tion technicues are also used to select and individually
measure eacw target sphere that is sent to the Iaser.
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development of new targets, such as those using
nontransparent coatings (metals and thick polymer
layers) and double-shell designs, has resulted in
changes in emphasis and in the development of
several new procedures.

In “Development of Automated Characteriza-
tion Techniques™ and “*Materials Analysis Develop-
ments and Surface Studies.”™ we describe new mea-
surement svstems that have been developed 1o meet
the need for increasingly rapid and accurate target
characterization, as well as materials analysis.

Production Characterization

Figure 4-48 illustrates the typical sequence for
target production and characterization. Batches of
microspheres must be inspected at each step in the
fabrication sequence. We measure the size distribu-
tion, thickness and uniformity of each layer, surface
finish, and the amount of fuel and tracer gas fill 10
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Fig. 449. Schematic of semiawtomated reflection interfe . The
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cvaluate whether the spheres meet target specifica-
tions, We combine these results with measurement
of the relevant material parameters such as density,
refractive  index, chemical composition, crystal
structure, and surface containination to provide
feedback about each fabrication process.

Once the batch of spheres has passed through
the final fabrication stage, the target-quality spheres
must be selected from the batch. This selection is
generally a multistep process tailored to each par-
ticular batch. Depending on the most prevalent
defects and the speed of the various measurement
techniques, the order of the sorting steps is chosen
to eliminale unacceptable spheres as rapidly as
possible. For example, if the batch consists of glass
spheres with a narrow wall thickness distribution
that received a very uniform, transparent ccating,
the first sorting process will be interferometric in-
spection for wall thickness nonuniformities. If, on
the other hand, the batch of glass spheres has a
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broad thickness distribution, the first sorting step
will be to look for spheres with the proper wall
thick ness.

Spheres that have no defects discernible in the
batch-sorting processes are removed for individual
examination. The thickness of each layer, as well as
the amount of D-T fuel and tracer gas fill, is
measured. The target sphere is examined ir one of
our manipulation systems that allow systematic ex-
amination of the entire sphere for surface defects
and contamination, and measurement of wall thick-
ness variations of transparent targets. As with batch
sorting, the order of the measurements is arranged
to reject defective spheres as rapidly as possible.

The development of new targets and fabrica-
tion processes during the year has resulted in
changes in emphasis and the implementation of
several new procedures. Microspheres coated with
metals or with thick polymer layers (~50 um) re-
quire radiographic measurements to determine wall
thickness and uniformity. These radiographic mea-
surements are much slower than optical measure-



Fig. 4-50. The rims of hemispheres for dowble-shell targets are inspected by Interfercnce mi y amd
of the height of the machine marks (20 to 50 nm) snd " a 0.3-um-high “hp”

(a) The Interference picture provik -

on the jamer rim. (b) the SEM photomicrcgraph shows detailed defect structwre below the limite of optical resulution.

~| 50um |~—

110 pum |~

menls, so an optical inspection for surface defects is
emploved us a screening procedure prior to
radiography.

These opague targets also require an inter-
ferometric inspection of the entire surface for small
defects that are not measured by radiography. We
have modified TOPO I, our semiautomated inter-
ferometric inspection system?430 10 provide these
measurcments. Figure 4-49 shows a schematic of
the modified arrangement. We are able to change
from reflection to transmission measurements or
back in a few minutes.

Production of hemispheres for multishelled
targets has also prompted the development of new
measurement procedures. To measure the thickness
and refractive index of these hemispheres, we use
interferometric techniques similar to those used for
measuring  glass  microspheres.?3  However,
because of the large wall thickness of these
hemispheres, fringe counting under monochramatic
light is no longer practical for measuring optical
paths. Instead, we use accurate, position-sensitive
probes Lo record the position of the sample relative
to the optics of an interference micrescope, while a
white light interference pattern is used to locate
each surface or interface.3*

A particularly important feature for these
hemispheres is the condition of the rim, which must
be very flat and smooth to permit accurate

assembly, We use reflection interferometry to
measure the flatness of the rim within 0.05 um
[Fig. 4-50{a)]. We also use an SEM to obtain high-
resolution pictures of the machined surface and to
determine the shape of the corners [Fig. 4-50(b)].

Author: B. W. Weinstein
Major Contributors: J. T. Weir, C. M. Mazuch,
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Fig, 4-51. Impravement in esolution from 1977 (a) to 1979 (b). The curve is the approximate upper liw4t of acceptable defects for a 600-

um-diam, 40-um-thick target sphere. Our witimate goal is both swrface and integrated-density meascrement (fodr) of all unaccepiable
defects for cither transparent or opsque targets.
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Development of Automated
Characterization Techniques

To meet the target characterization needs of
laser fusion rescarch, constant improvement is
neeessary in both the resolution and speed of
measurement. Such improvements are, for the most
part, gained by automation and on-line data
analysis. During the year, we added automated
digitization and processing of microradiographic
images to our capabilities. This has improved the
speed and accuracy of our measurements of non-
transparent targets. New x-ray sources improve the
quality of the images themselves and reduce the
processing time. An automated interferometric
measurement and sorting system has been devel-

4-38

oped that reduces by a tactor of five the time re-
quired to characterize a batch of transparent
microspheres. A fully automated system for map-
ping the surface of a target with 0.0l-um accuracy is
under development. We discuss each ot these im-
provements in detail in this article,

The effect they have made on our target
measuring and sorting abilities is shown in Fig.
4-51. which compares the resolution presently
available with that of two years ago: and Table 4-1,
which shows the improvements in measurement
speed that we have achieved in the same time.

Automatic X-ray Image Analysis and Sorting
System. We have started the development of a
microcomputer-based system to automatically ex-
tract measurements of opaque targets from their
respective x-ray film images. The microradiographic
techniques for recording these x-ray images have



Fig. 4-52. Automatic x-ray image analysis and sorting system {AXIAS). This system provides rapid digitization of microradiograph im-
ages amd on-line » lysis. Image p ing time is less than one minute (vs turnaround times of a day or more for ordimary
digitization and subsequent analysis on a large time-sharing compater).
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Table 4-1. Imprc in speed from
1977 to 1979. Both the time to measure and sort large
numbers of spheres and the time required to completely
map a preselected sphere have been reduced by factors of
between § and 10.

@ lurge, timesharing computer system. ™ was re-
yuired. These technigues are time-consuming and,
espectlly i the latier case, not well suited for large
numbers of targets. Thus, we were motivated to
develop a rapid and accurate x-ray image measure-
ment system. Specificatly. the Automatic X-ray Im-

1977 1979 .
age Analysis and Sorting (AXIAS) svstem was
Transparent targets 5 min 305 designed 1o accomplish the following:
Opaque targets 15 min 3 min ® Reduce measurement time for 100 spheres
Trzit:ak:seps::::tpmget) § min 1 min to a few hours,
Surface map - 15 min ® Provide accuracy comparable to the CDC-

(transparent or opaque)
Thickness map - -
(opaque target)

been described in the 1977 and 1978 Laser Annual
Reports. 3% Previously, the examination of the x-
ray images has required manual inspection with an
imuge-splitting microscope for couarse measure-
ments. For precision measurements, microden-
sitometry and computer analysis on the CDC-7600,

7600 analysis,

®  Allow several options for speed vs accuracy
in order to provide automatic sorting of a large
array of images.
This system is shown schematically in Fig. 4-32. A
film plate with un x-ray image of an array of targets
(»ee Fig. +53) is examined by a television camera
through a high-power optical microscope. One in-
dividual taiget image is in view at a time (four ex-
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Fig. 4-53. Centact of m armay of fasien

tazgets. In its floal form, the AXIAS system will
automatically sert threngh such sa array, selecting these of
‘target quality,

amples are shown in Fig. 4-54). The video image is
digitized at high speed into a special-purpose ran-
dom access memory from which the computer
processes the image.

Once the image has been transferred o
compuler memory, image progessing can be used to
make precise, rapid measurements. The system
currently provides noise-reduced scans and
operator-controlled cursors for making measure-
ments. Provisions for high-accuracy, lully-
automated measurement and sorting are under
development.

The lilm plate, camera, and microscope system
are shown in Fig, 4-55. The camera (manufactured
by Image Technology Methods, Inc.) incorporates a
logarithmic amplifier to detect optical densities in
linear fashion. By contrast, most commercially
available cameras are linear devices, and they detect
optical densities in logarithmic fashion. Because of
very high signal-to-noise characteristics, the ITM
camera can detect an optical density range of 3
(dvnamic range of 1000). A very bright xenon
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source illuminates the image through the micro-
scope, which enables the camera to be set so that
shading error and latent image of the vidicon are ex-
tremely small. The microscope uses several objec-
tives of different powers to enable ¢xamination of
different size targets with maximum resolution. The
system is capable of viewing target images up to
700 um in diameter with the lowest magnification,
At high magnification, the spatial resolution is less
than 0.5 pm.

The video image is digitized by an 8-bit A/D
converter in | 30s and stored directly into a 512-
by-512-by-12-bit random access memory. This
digitizer ‘processor  (mancfactured by Quantex,
Inc.) is capable of summing and averaging sequen-
tial frames of video images so that the electronic
noise is reduced significantly. Shading error from
the light source can be subtracted directhy from the
image, sinee this error is additive in Jogarithmic
mode,

We have developed a very high speed data
channel from the digitizer memory to the DEC LSI-
11 2 microcomputer, so that the computer can read
or write image data either point by point, iine by
line (hoth horizontal and vertical), or block by
block. The transfer rate is 5.33 ps pixel {a pixel is a
picture clemem), and an entire image can be
transfered in 1ds. We have also developed the
software to control the video image digitizer
processor 1o control such functions as digitize,
frame average, und subtract. This enables the com-
puter to directly and rapidly digitize noise-reduced
images in the video processor und then to transfer
the images for analysis.

In a measurement. we extract a horizontal
cross-sectional scan through the center of the
sphere. We determine diameter and wall thickness
by locating the edges in the cross-section. Our ac-
x:unzucy in locating these edges is limited by [ilm-
grain noise, as shown in Fig. 4-56(a). We can reduce
the grain noise by averaging several successive
horizontal lines [Fig. 4-56(b)]. However this
procedure reduces our resolution because the adja-
cent lines do not all pass through the center of the
sphere and are therefore not identical. We can
reduce the grain noise without a loss of resolution
by averaging along an arc. This method of averag-
ing, which we refer to as a “wedge scan,” is il-
lustrated in Fig. 4-56(c). The resulting cross section,



Fig. 4-54, Miicroradiogroph images of typical fusion targets: (=) glass

2 .
s

S j1m thick; (b) thin glnss microsphere with & 5-:m-

thick platioum conting; (¢, 5-pax-thick giass micresphere conted with 50 . m of hydrocarbon polymer; and (d) multiayered target coa-

sisting of & S-um-thick glass micvosphare conted wich 15 um of fiaerocarben polymer and 20 um of hydrocarkon polymer.

—

=100 pm

shown in Fig. 4-56(d), is very significantly noise-
reduced compared with the unaveraged cross sec-
tion shown in Fig. 4-56(a). Edge measurements are
much more accurate after this averaging.

In the present system, an operator measures
thickness by positioning cursors, using fast interac-
tive software. These measurements are usually ac-
curate to 0.5 to 1.0 um and can be made in a few

minutes [or cach sphere. In the next development
stage, the computer will be programmed to
recognize these edges and make the measurement
automatically, reducing measurement time pe-
sphere to o lew seconds. We also plan to implement
a least-squares fitting analysis similar to that used
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Fig. 4-55. Camera and microscope for the AXIAS system.
The fim plates in the foreground are placed on the
microscope stage for examination and digitization.

on the € DC-7600.Y This method has been found
accurate to L3l em in diameter measurements,
0.3 gm i wall-thickness measurements, and 0.1 um

N nonconcentricity measurements. In i preliminary
test, we have found that this more detailed analysis
takes about 70~ on the LSI-11 I microcomputer.
The final development that we have planned at pres-
ent i o provide totally automated sorting of an
array ol images. The computer wiil control the
positioning of the film plate and will recognize and
measure cach target image. Based on iset of criterta
provided by the operator, tne system will progress
from rapid. coarse measurement and selection Lo
more accurate. slower measurement of the better
images.

The AXIAS system (Fig. 4-57) is convenient to
use, and it pro.ides data that have important im-
plications for 1 acrosphere production. One of the
main advantages of the AXIAS system is that it is
very easily upsraded. Computericed small-scale
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defect measurement or fusion targets has been
demonstrated by Whitman et al ¥ This analysis
could be easily implemented on the AXIAS system,
using a4 fast floating-point  processor.  Another
future use of this system would be to directly
analyze images as they are recorded by o realtime x-
ray system. This tvpe of system would provide even
more rapid turnaround in the characterization of
opaque largets,

Automated Sphere-Mapping System. During
the year, we reached the final design stage of un
automited  sphere-mapping  system (ASM). The
ASM system will provide capabilities sinnlar to the
TOPO 1l interlerometric mapping  system?*4142
already in use, but with the significant added ability
to map opaque as well as transparent target spheres.
tn addition, the systeim optics have been totally
redesigned for much simpler operation, and solid-
state phase-shift generation has been incorporated
to improve measurement speed and accuriey.

The ASM sastem is diagrammed in Fig. 4-38.
A microcomputer will control the sphere-rotator
system and will coordinate the rotation with inter-
ferometric  phase measurement ol the surface
topography. The topographic data can be stored on
a computer disk and displayed in real time on o
graphics display. A permanent copy of the graphics
display can be made for comparison with other
target spheres. The system will be last enough (0
map a 150-um-diam sphere in less than | pinute
with S-nm amplitude resolution and 1-um spatial
resolution.

The ASM optics consist of an optical phase-
shift generator. a phase-shift interferometer. and an
optical viewing system. The optical phase-shift
generator is diagrammed in Fig. 4-59. A linearly
polarized. single-longitudinal-mode HeNe laser is
pas.rd through a spatial filter to reduce phase-front
distortions. The linearly polarized output beam is
passed through a quarter-wave plate and then split
by « 50-30 beam splitter. The resulting beams are
passed through flint glass aceustooptic modulators
that are driven by rf signals with a small, very well
defined frequency differense Typical frequencies
are 40 and 39 MH¢.. Each beam exits the acoustoop-
tic modulator with the frequencies of the first-order
diffraction component shifted by the rf driving fre-
quencies. The [irst-order diffraclion components
are passed through orthogonal polarizers and then
recombined by a beam combiner. In this output
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Fig. 4-56. Significant imp in ion are achieved by

digitized image. Identifying the boundaries between different layers is almost impossible. Averaging
the scans do not all lie along a dismeter of the spher» A *‘wedge scan®® (c)—in which the
the high-resotation, noise-reduced image shown in ().

d noise, but Juti
data are

islost b

ged along arcs—p.

beam. the frequencies of the transverse clec-
tromagnetic (te) und transverse magnetic (um) com-
ponents differ by 1 Milz. The resulting beam passes
through constantly changing states of elliptical
pola ‘zation at a frequency of 1 Mz, This 1-NHy
“rotation” can be detected simply by placing @
polarizer at 453° 1o the te or tm modes. then viewing
the resujting 1-MHz intensity variation by using a
photodiode detector. Any phase shift between the te
and tm polarizations will cause & corresponding
shift in the phase of the 1-MHz intensity variation.
The ASM interferometer optics [shown in Fig.
4-60(a)] cause the relative phase of the te and tm

to remove grain noise. Trace (a) is a siagle line from the
i ive lines [as shown in (b))

path length
defects on the

components to be
introduced by
targets. One polarization component is used as a

mo.lulated by
chanipes urfuce
probe beam. while the other serves as a reference.
I'he probe beawin iy first tocused o @ paint on the
face of the target sphere. The reflected probe beam
1s then directed around the target onto the reverse
side. On the side. the beant is focused
towards the center of the target sphere so it stoikes
the sphere over a tairly broad area and is refiected
directly back on itself. After refleciion from the

reverse

4-43


file:///ariation

Fig. 4-57. Computer and dispiay hardware for the AXIAS system.

reverse side of the target, the probe beam is recom-
bined with the reference beam.

This output beam is directed through a
polarizer at 45° and onto a photodiode detector. As
the target sphere is rotated, any changes in
diameter. either from nonsphericity or from small
surface perturbations on the front surface, will
cause a change in optical path of the probe beam
and, therefore. a shift in the relative phase of the te
and tm components of the output beam. This will,
in turn, cause a shift in the phase of the 1-MHz in-
tensity variations seen by the photodiode detector.
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An electronic phase detector
compares the phase of this output
signal with the phase of a reference
signal taken directly from the
phase-shift generator. This
measurement can be very rapid
and accurate (easily to 1/100 of a
cycle in | us, corresponding to a
resolution of better than 5 nm for
detecting defects on the target).

The primary advantage of the
interferometer arrangement shown
in Fig. 4-60(a) is that it is insen-
sitive to changes in position of the
target sphere. Small translations of
the target along the beam axis
cause no change in path for the
probe beam. In an ordinary inter-
ferometer, where the probe beam is
simply focused on one point on the
sphere, any motion of the sphere
along the beam axis has the same
effect as a defect on the surface.
Because our interest lies in defect
amplitudes of 10 nm, we would
need a manipulator able to main-
tain the sphere position to 10-nm
accuracy. (Such a manipuiator
would be extremely expensive.)
With the ASM interferometer, the
manipulator is required to main-
tain the sphere position only within
~1 um. Another advantage is that
we can make minor modifications
to the optics of the same system
[see Fig. 4-60(b}] to measure wall-
thickness variations of transparent
spheres.

To measure the surface irregulaniies of a target
in the ASM system, we must place the target be-
tween the target rotator tips in accurate coincidence
with the optical axis of the measuring branch of the
interferometer. To accomplish this, a target-viewing
and alignment instrument {shown schematically in
Fig. 4-61) has been designed and integrated into the
ASM system.

To precisely locate the target in the inter-
ferometer, we view the target simultaneously along
two orthogonal axes. One viewing arm is coincident



Fig. 4-58, Schematic disgram of the automated surface mapping system. The controlling microcomputer correlates high-speed phase-
measurement data from the optics with position data from the target sphere to generate a map of the sphere surface. The apparatus can

resolve a defect with a: amplitude of 10 nm.
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with the interferometer axis and uses the inter-
ferometer focusing objective as an imaging objec-
tive. The othcr arm uses an identical objective
placed at 90° to the interferometer axis. As Fig. 4-61
shows, the image formed by each of these two objec-
tives is projected onto an alignment reticle. The two
targets and reticle images are combined in a central
beam splitter so that both images can be seen in the
same field of view. The beam-splitter output is
directed to both an eyepiece and a TV camera. Once
the reticles have been aligned on the interferometer
axis, they serve as a reference for positioning the
target on the rotator tips. The target is centered on
each reference reticle as it is viewed by either the eye
piece or TV screen. This system has been tested in

an optical bench setup, and the measured resolution
limit is 1.5 um.

Automated Sorting Interferometer. We have
automated a white-light Mach-Zehnder inter-
ferometer that was originally developed for
cryogenic targets’* 10 provide quick diameter and
thickness measurcinents of microspheres (Fig.
4-62). This computer-interfaced interference micro-
scope aids the production of glass and transparent
coated glass spheres. and it accelerates the
presorting of targets.

The Mach-Zehnder interferometer is par-
ticularly well suited to this application. The long-
working-distance objectives (13 mm, 10-power)
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Fig. 4-59. Optical phase-shift generator for the surface-mapping system. This device generates a light beam in which the te and tm com-

p chunge in relative phase at a frequency of 1 MHz. The resulting beam passes continuously through different states of elliptical
polarization. .
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Fig. 4-60. Ph: aptics for d surface mapping. One polarization component is directed onto the sphere, while the
other serves as a reference (defects in the sphere cause changes in the optical path of the probe beam, resulting in a relative phase shift
between the te and tm components): (&) optics in a reflection mode; (b) changes y for a i of
transparent targets.
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Fig. 4-61, Viewing optics for aligning a target in the automated surface-mapping system. The target is viewed along two orthogonal axes.
Each arm includes a reference reticle for target alignment (all dimensions in mm: M = maguification).
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allow ample room for handling the targets and the stage. The objective in the stage arm magnifies and
essentially arbitrary long arm length provides space focuses the microsphere image, while the compen-
for phase-measurement hardware. sating objective in the reference arm provides in-
The spheres 1o be inspected are placed on a dependent control of the interference pattern.

transparent window atiached to a molor driven x-y
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Fig. 4-62. Automuted interference microscope diagram. The system sutomaticaily the thick of each mi oh lected
by the operator. ‘The data sre stored in computer memory and can be plotted as histograms of wall thickwess a3d ‘ll-etcr.
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We detect the interference pattern with a
photodiode array (a 1024-linear-clement Reticon
array) interfaced to an LSI-11 computer that also
controls path-length adjustments. To measure a
sphere, we roughly center the image of the ball over
the photo-diode array by viewing a television
monitor. The sphere diameter is deterined by the
number of reticon zlements subtended by the sphere
image.

Thickness measurements are made by finding
the wedge positions for the white-light interference
maximum in the background and in the center of
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the ball.4} The change in wedge position corre-
sponds to a change in wedge thickness, and from it
we can calculate the thickness of the sphere wall.
The system is calibrated by counting fringes of laser
light vs wedge r.osition, System accuracy is 5 um for
the diametey measurement and 0.1 um for
thickness. Focusing effects in the single-pass
Mach-Zehnder interferometer are only half as
severe as in our double pass Twyman-Green inter-
ferometers. This allows us to measure very thick,
high-aspect-ratio targets. We have successfully
measured targets with CH coatings of more than
100 m on a microsphere with an inside diameter of
100 um,

In addition to measuring target diameter and
thickness, the computer also controls the x-y stage



and remembers sphere positions and sizes for later
retrieval of the spheres. This, coupled w 1 the short
measurement time, enables us to rapidly charac-
terize and sort large batches of spheres,
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Materials Analysis Developments
and Surface Studies

The Surface and Materials Analysis Group
concentrated in three new areas this year: optical
analysis, surface analysis, and microlopography
mapping by SEM.

Optical Microscany. We have added a Zeiss
Axiomat optical microscope to our complement of
tools (Fig. 4-63). It is a polarized light instrument
capable of magnifications from 10 to 3200X using
both transmitted and reflected light, and it is
coupled with a temperature-controlled stage for ex-
amining objects immersed in index-of-refraction-
matching liquids. Figure 4-64 demonstrates the
ability of the microscope to see through an im-
mersed, thick plastic-coated ball. The various levels
that we have previously observed only by examining
a fractured coating on the SEM are now visible,
along with defects at the glass-to-plastic interface.
Crossed polarizers are used to further enhunce
detail and locate birefringent particles.

Fig. 4-63. Zeiss Axiomat microscope

Microtopography by SEM. We routinely use an
SEM to examine the surface of target inaterial. The
simplest way of measuring defect heights is in
profile, but this method suffers from two major
problems: we can see only a small portion of the
surface at one time, and depressions can be
obscured by their edges. We are developing o new
SEM system that is bused on the backseattered-
electron technique of Lebiedsik* which directly
measures height and has a spatial resolution of less
than 0.5 um.

The system is composed of a conventional
SEM with solid-siate diode detectors for backscat-
tered electrans placed radially about the beam a1 0°,
90°, 180°, and 270° to the clectron collector, In a
plane containing the heam and the sample, these
detectors form w 90° cone angle with the sample, as
shown i Figs, 4-65 and 4-66. Backscatlered elee-
tron (BSE) fluxes are strongly dependent on the
take-off angle, hence we can use them to determine
a locul slope by taking differences between the
signals seen by two opposing detectors. Because we
are using two detector sets, we are able (o measure
slope in any direction. Since the backscattered
signal is also a function of atomic number of the
scattering surface, we normalize our data by

Lo hiso ‘

B
lg* 1180
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Fig, 4-64. CH 4 coatings examined in a 1.50 index-of-refraction liquid showing the ability of the optical microscope to see through a

thick sample: (a) transmitted light and (b) crossed Polaroids,

where Ig = the normalized difference of BSE
signals,
Iy = BSE signal from the 0° detector,
and
I\ = BSE signal from the 180° detec-
tor.

The slope, «, of the surface in our geometry is then
given by

o = arcsin lg.

This is valid only for slopes up to £45°,

The computer controlling the SEM receives the
slope data and processes them by calculating first a
baseline between the detectors and then the height
differences, displaying them on a graphics terminal.
By scanning a raster pattern over the sample, the
computer builds up a topographical image.
Figure 4-67 is a topographic plot of aluminum
metallization on a silicon wafer; the letters
measured 2.5 um high and are clearly resolved.

Initial tests show good correspondence with
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Fig. 4-65. Ori ion of back ed d to the sam-
ple for height measurement.
Primary electron beam ¢

Four silicon&

diode detectors
arranged radially
around the electron

Backscattered
electrons to
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Sample {not to scale)

both a roughness standard and surface height
resolutions on a sphere better than 0.5 um. Qur next
steps will be to create microstandards for calibra-
tions at 5000X magnification, establish optimum
operating conditions, and evaluate the accuracy of



the system on glass- and metal-coated spheres.
When complete, the instrument will be used
routinely for surfuce measurements.

Surface Analysis. Analysis ¢f the composition
of surfaces is important for solving problems en-
countered in developing new coating techniques or
new high-Z glasses. We have, therefore, installed
Physical Electronics Industries 590, high-resoluti. n

Fig. 4-66. Fixture to hold the bac) de |
around the electron beam, (The fixture mounts on the final
lens of the SEM.,)

scanning Auger spectrometer for surface-
composition analysis. (The system is shown in
Fig. 4-68.) It has a 0.2-um spatial resolution and
allows studies of the top 5 to 20 A of a surface,
detecting all elements except hydrogen and helium.
Figure 4-69 indicates the mean escape depth of
Auger electrons for various elements as a function
of the energy of the exciting electron beam. The sen-
sitivity of our instrument is typically 0.5 at.% and a
S-keV argon ion gun is available to make sputter-
cteh depth profiles. Sample exchange can be made
in 15 min through an air-lock system.

The simplest application of Auger spec-
trometry is for planar surfaces such as metal films
and multilayer composites. We have profiled @ gold
surface cleaned in an oxygen plasma. The result,
shown in Fig. 4-70, reveals that the surface con-
tamination layer on regular-production gold discs is
less than 30 4 thick. Most target applications are
not this simple and can be severely limited by
damage from the exciting electron beam that
decomposes SiOs, evaporates polymers, and causes
mobile ions such as Na*t to move. To minimize the
exciting-beam current, we use pulse-counting elec-

Fig. 4-67, SEM topographical plot of an aluminum metallized silicon wafer. The metallization is 2.5 um thick. The inset is an SEM pic-

ture of the same area.

Micrometres

Micrometres

Micrometres
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Fig. 4-68. PHI 590 scanning Auger.

"lllll’f' —

tronics to reduce noise and allow analysis at 1 nA of
beam current.

Analysis of metal-coated spheres is more dif-
ficult than analysis of planar surfaces. Because the
argon-ion etch rate is a function of incicence aagle,
it varies with location on the sphere. In addition. the
etch beam is larger than a single target sphere. hence
it sputters substrate material from areas outside the
sphere. Some of this material is deposited on the
sphere. contaminating the surface and complicating
the analysis. To overcome this problem, we use thin
silver epoxy as a nonsputtering mounting material.
We are also working to calibrate the etch rate as a
function of incidence angle so that we can correctly
interpret the results of sputtering through the
coating on a microsphere. Figure 4-71 shows a 500-
A platinum coating on a glass sphere that is ad-
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ditionally covered by a large number of white parti-
cles and holes. Analysis with a 0.2-um electron
beam reveals these particles to be pure platinum and
not a contaminant. (Elsctron-beam-induced x-ray
fluorescence cannot make this measurement
because the area where x rays are generated is larger
than the particles we wish to sample.)

Auger electron energies are affected by the
chemical environment of a materi:l, Oxides and
carbides appear as peak shifts; they can be used to
determine not only the elemental composition of a
sample but also to gain information about chemical
compounding. Figure 4.72 shows a comparison of
beryllium in an oxidized film with pure Be; the shift
from BeO to Be is quite evident. Similar effects ex-
isting with 8i0; and PbO are used 1o analyze glass
spheres.

Glass and plastic are the most difficult samples
for surface analysis. Not only do they decompose



Fig. 4-69. Mean escape depth of Auger electrons.
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Fig. 4-70. Auger depth profile of an oxygen-plasmg-ashed
gold surface,

Fig. 4-71, Flatinum coating 500 A thick on a glass sphere.
Auger spectroscopy showed the small particles to be com-
posed of pure platinum.
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with carbon and nitrogen, which leads to large
crystalline  defects. Quantitative analysis is not
possihle on this sample because the intensity of the

under the electron bexm, but they also become
charged, causing instabilities in the measured
energics. We can, however, reduce charging by
lightly gold-coating before analysis, adjusting the
electron-beam voltage, and taking data on an edge
(see Fig. 4-73). These precautions make analysis of
a crystal growing on a glass surface possible. As Fig.
4-74 shows, potassium and sodium form complexes

sodium peak is rapidly reduced by ion migration
caused by electron-beam heating and charge im-
plantation, Experiments are underway with lower
clectron-beam currents and cooler samples that
should improve our ability to handle such analyses.
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Fig. 4-72. Auger spectra of oxidized and wmoxidized beryllium. A promownced Be skift from BeO to Be Is visible.

! [ T T T I T T T
High-purity Be, 300 nm in bulk
Ar
B¢
Be - 3 at. % O, 300 nm (n bulk
w v
T
E Ar o
©
Be
As received surface, Be -9 at. % O
C
BeQ o]
'l l i l 1 l 1 l 1
20 220 420 620 820 1020

Electron energy {eV)

Fig. 4-73. Auger spectrum of a crystal on a glass spherc after sputtering off the surface contamination,
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Fig. 4-74. SIMS spectram of & washed 4-um-wall glass
sphere showing alkali depiction near the surface.
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An alternate technique we have used is secondary
1on muss spectroscops (SIMS). which involves
stmfar sputtening of a sample and using @ mass
spectrometer o detect the 1ons produced. We are
currently adding SIMS to the Auger. Before now we
have used an on-probe mass analyzer at Applhed
Research Laboratories (Los Angeles) 10 obtam
these data. Figure 4-74 s o SIMS profile that shows
surlace alkal depletion from washing, The instru-
muent s highly sensitive to alkalis but has only a 200-
am spatial resolution and vanes widels in sen-
sttivities to other elements. Combined with Auger
spectroscopy, however, SIMS con be used to give
accurate matertals analysis oi a sample.

As with all target [abrication work, surfuce
analysis of spherical samples is more complicated
than analysis of planar samples. We are developing
new technigues to handle these probiems and are
further exploring the applications of Auger spec-
troscopy to glasses and metals.

Author: C. M, Ward

Major Contributors: E. A. Austin, V. K. Chen, D. F.
DelGuidice, C. L. McCaffrey, E. A. Pyle, K. L.
Montgomery, and D. L. Willenborg
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Cryogenic Targets

The Cryvogenies Group has responsibility for
fubricating targets that contain liguid or solid D-T
fuel and for developing the technology for placing
these tatgets for irradiation in the laser target cham-
ber. To these ends. with the participation of NBS,
Boulder, we hiave continued work on a cryogenic
mlon (for holding and  positioning  cryogenic
targetsy and have bult and tested a prototype ap-
paratus for ramidly removing eryogenic shields lrom
around the targets, Additionally, we have initiated
mvestigations of technigues for fabricating more
advanced targets with ligher fuel tills or more com-
pheated geomerries than simple glass fuel
microspheres. These techmiques involve making,
charactenizing, and using solid D-T pellets, and us-
g N tubes i forming thick D-T Tavers. Finally,
stal and theoretical

we have undertaken onexperin
amadvsis of the formanion of hgquid layers on the in-
terior of glass spheres. Understanding the profiles
and stabthiies of such layers isimportant in the con-
tinumg deselopment of techniques for producing
thin unifarm fuel lavers in multiluyered targets.

Solid Hydrogen Spherical Pellets

Some advanced hgh-gain target designs are
mululayered: one ol the Loyers is a spherical annular
space filled with solid D-T fuel, and a central
sphencal core s also filled with solid D-T3
(schemanicadls shown i Fig, 4-75), Such targets
might be required lor power reactors. {See also
Fig. 4-83) Targets with thick annular Jaxers of solid
D-T tuel, but with no fucel core, will probably be in-
vestigated with the Nova laser facility. Solutions to
the problems of forming thick annular fuel lavers or
voidless cores are difficult. We are investigating two
possible approaches: the use of solid spherical fuel
pellets, which we discuss here, and the use of fill
tubes, which s described in “*Condensed D-T Laver
Formation.”” our next article,

Thick annular spaces in multilayered targets
might possibly be filled with a “*powder™ of very
smull close-packed D-T spheres whose diameters
are much less than the thickness of the annulus.
Such close packing necessitutes uniform sphere size
in the powder. We have developed a hydrogen
isutope spherical pellet generator to investigate and
develop these technigues.
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Fig. 4-75. Sector of a spherical inertial confinement fusion
target having = central ignitor and an outer solid fuel layer.
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< owctured soematically n el 42760 We liguehy
purdied hvdn sen gas (to avold the complications
of hendling 1Y T atthis stage ol our development) i
vorvaorenie ndenser held on the cold end of
dosed-evele chume refrigerator. The  hguefied
Bodrogen as then foreed through an S-pm-nd.
drawn-glass nozzle to form a jet. We are uble to
hreak the qointo a stream ol umform hgud
spheres, ciach thout 10 gm in diameter, by driving
the piesoclecinie ceramic that surrounids the nosele
Al o frequence of several hundred kilz. By main-
tunmy the tooal pressure in the jet chamber just
helow the trig ¢ point pressure (34 Tare lor Ha o we
are able 1o cause the liguid drops 1o rapidly
evaporate, the chy cooting and freezing. The roszen
pellets will b mately fall into a cryogenic catcher
maintained n .4 K. For this reason, we use helium
gas to maint 1 the jet-chamber pressure, since Ha
vould rapidl freese out on the cold catcher and
weld the pedlets together,

In order to produce a stable liquid hydropen
jet, we Tound that the condenser temperature must
be maintained between 14 and 18 K. Temperature is
controlled by feeding back an electrical signal from
a sensor to a heater on the refrigerator, It is also
necessary 10 maintain  the jel pressure above
150 Torr absolute and the j~t chamber pressure be-
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Fig. 4-76. Ten-um hydrogen powder generator.
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tween ST u 34 Torr. We have designed and cen-
structed agas control system for purifying control
gases and maintiining control pressures,

Muntaning the jet issue from the nossle re-
quires a pood deal ol attention to keeping small par-
tddes or dreezable gas contaminants out of the
sestem. We therefore inciuded liquid nitrogen traps
i the gas and vacuum lines of the gas control
system. Additionally, the noszle system was cleaned
and wssembled in g class 100 clean room. With these
precautions, we were able to repeatedly produce a
liquid-hydrogen jet, and break up the jet by means
ol the piczoclectiie trunsducer. Our opiics, however,
were incapable of resolving individual spheres.

In the future, we plan to upgrade our optics for
single-particle characterization. In addition, we will
incorporate the cryogenic catcher into the system to
bepin characterizing the agpregate character of the
solid hydrogen powder, and study its close-packing
properties. We will also increase the pellet diameters
for possible use as central cores.

Author: T. P. Bernat
Major Centributors: B. H. Ives, B. C. Borman, and
K. Kim (University of Illinois)



Fig. 477, Schematic of apparatus to study cryogenic fill tubes and fue! layers.
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Condensed D-T Layer Formation

Layers Condensed Through Fill Tubes. A
second method for forming thick, uniform annular
javers in the multilayer target shown in Fig. 47505
1o conderse the fuel through a small fill tube. Such
an approach overcomes the probiem of the very
high pressure fills necessary if the fuel were diifused
into the glass ball prior Lo assembly and freezing. It
also allows the fuel (o be intreduced at a convenient
time in target assembly. It is difticult to imagine
how such u target would be assembled without this
or a similar method of introducing the fuel. Fill
tubes might also be useful in void-free filling of czn-
tral cures.

fill tubes by mechantcal. materials, and fabrication
probicms,

e To learn technigues for heeping il tubes
clear during fuel fill.

¢ To study the formation
thick favers solidified from the gas phase

® Tolormvoid-free central cores,

To achicve these objectives, we have designed

and structure of

and built a varieble-temperdatare eryostat capable of
temperature control in the range 2 1o 40 K, shown
schematically i Fig, 4-77. Temperature is con-
trolled by halancing the liquid-helium flow —from
the main reserveir to the celd Minge through which
it circulates—-against electrical heating produced in
a resistance wire wound on the cold flange. We
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determine liquid helium flow by setting a needle
valve that is located in the helium rescrvoir. Tem-
perature is sensed by a germanium resistance ther-
mometer and the sensing signal is fed back to the
heater, The optical windows on the cryogenic shield
and chamber are made of sapphire, a material with
good thermal conductivity that absorbs well in the
intrared, As a result, room-temperature radiation is
presented from reaching the experimental cell in the
interior of the chamber, Helium  exchange-gas
provides thermal contact between the cell and
chamber. We can introducee purified hydrogen gas
mto the cell through a vacu m-jucketed capillary
that passes through the liguid- elium reservoir, The
pas iv couvled by radiation and by “spring fingers™
that establish thermal transfer between the lower
portion of the capillary and the liguid helium. To
prevent  frozen hvdrogen ‘rom clogging the
capillary, which would result from the temperature
oi liquid helium (4.2 K: hydrogen freezes below
14 K). we have installed a coaxial, small-radius
heating wire through the capillary. An additional
heater below the cold Nange presents clogging in the
vicinity of the flange. By controliing the two
heaters, we can control the temperature of the
hyvdrogen gas entering the cell.

As in any cryogenic experiment, all gases in-
troduced to the cryostat must be free of dirt or con-
denzible impurities. We have constructed the gas-
handling system shown in Fig. 4-77 10 provide
purified helium and hydrogen. We can accurately
measure and control gas pressures and can control
the hydrogen-gas flow rate.

At the time of this writing, we are just begin-
ning experiments on layering and voidless filhing of
a l-mm-diam blown glass sphere cquipped with a
0.05-mm-i.d. fill tube. After gaining cxperience, we
will attempt smaller spheres with approximatcly
0.01-mm-diam fill tubes. Technigques must be
developed for fabricating these spheres for
cryogenic survival,

Liquid Layers on the Interior of Glass Spheres.
Current laser fusion targets are fabricated by
coating diffusion-filled glass microspheres with one
or more layers of organic or inorganic materials.
The glass microspheres range in size from 70 to
140 um and contain only a few tens of micrograms
of D-T fuel. When such targets are cryogenic, the
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D-T fuel must form a thin, uniform, and smooth
layer on the interior of the glass microsphere. These
layers will typically be | to 5um thick. Two
methods for forming the frozen D-T layers on the
interior of uncoated glass microspheres developed
at LLL and LASL?7 a:.. reviewed in the 1977 An-
nual Report.*¥ Briefly, the irregular frozen fuel in a
cooled target is vaporized by a heat pulse and
allowed to rapidly refreeze on the interior wall
directly f.om the vapor. This process consistently
produces uniform frozen layers in these thin-walled
(I to 3 um) bare-glass microspheres, The process
relies on rapid heat removal from the vaporized
D-T fuel, however, and the extrapolation of the
technique to layered, multishelled targets may not
be simple. 1t is possible that in thickly coated targets
the D-T fuel may condense out as a liquid that then
freezes. While liquid, the fuel can flow to the bot-
tom of the sphere. In designing specifically
cryogenic ICF targets, it is important to know the
time- and temperature-dependence of the liguid D-T
layer structure, so that the maximum permissible
time in the liquid state for a given layer sphericity
can be Jetermined. The thermal transfer properties
of the target must then be designed to ensure that
the liquid freezes before this time, With this con-
sideration in mind, we huve begun a theoretical and
experimental study of the structure and stability of
the liguid fuel layer. Our objective 1s to develop a
quaniitative, physical model of such layers that will
be useful in the design of cryogenic ICF targets.

An carlier, unpublished liguid layer model by
Cumphcll"" is available, but it is not consistent with
the hehavior of D liquid layers observed in recent
experiments  performed  at  the  Uiversity  of
1llinois. "% In these experiments (see Fig. 4-78), initial
liquefaction produced—far ubove the triple
point—a uniform layer of D, that became thicker as
the temperature of the sphere was decreased [ Fig.
4-78(b)]. Below a certain temperature, the thick
layer became unstable and collapsed into a localized
droplet that collected at the coldest part of the
sphere when a temperatnre gradient was present
[Fig. 4-78(¢)], and in the bottom of the sphere when
the temperature was uniform. Increasing the tem-
perature reversed the behavior of the liquid laver.
Similar behavior has been observed by other
groups.!

The thick uniform layer of Fig. 4-78(b) is not
indicated by Campbell's model, which instead
predicts that the layers will always have zero



Fig. 4-78. Mach-Zehnder interferograms cf liquid I, behavior formed from 186 standard atmospheres in a 200-by-7-um gllss sphere:
() no D, liguefied; (b) a S-zm uniform liquid Iayer far above the triple point; and (c) collapse of the layer to a droplet.

thickness at the top of the sphere. Campbell's model
includes the cohesive attraction between the liguid
and gla. < substrate only through the contact angle.
The model therefore prectudes continuous liquid
layers, since, in such layers, contact angle plays no
role.

We include the cohesive substrate attraction
explicitly in our model, because it is the only possi-
ble explanation for the continuous layer of Fig.
4-78(b). We express the attraction through a surface
potential of the form V(r} = - ar?, where « is a con-
stant that depends on the substrate material, and r is
the distance between the substrate and the liquid
surface. This form for the potential is taken from
the literature that deals with superfluid helium film
profiles on vertical substrates.’2 A simple balance
between this surface potential and gravitational
energy, with no bulk surface tension effects included
{appropriate near the critical point). yields the lig-
uid profile on the intesior of a sphere shown in
Fig. 4-79. To continue this work. we will include the
effects of surface :ension, which must lead to the
collapse of the lay. - to a spheroid [Fig. 4-78(c)]. We
will also study the dynamics of the instability
leading to the coliapse in order to predict the
collapse time scale.

Author: T. P. Bernat
Major Contributors: K. Kim (University of Iilinois)
and B. H. Ives
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Fig. 4-79, ‘Thickness profile of liguid D , 1ayer on the inteslor
of a sptere for a substrate potential V(r) = - ar ™, The layer
is thickest at the bottom (180 degrees down from vertical).
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Cryogenic Target Systems for
Shiva Target Chamber

Cryogenic Pylon. In our last Annual Report. 3

we described a cryogenic pylon that has two
capabilities: It can transpori « cryogenic target con-
taining a preformed solid D-T layer to the Shiva
target chamber. It can also form the layer after the
target has been placed in the target chamber at
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room temperature. Workers at the NBS, Boulder,
have tested several components of this original
design.

They tested the electromagnetic repulsion
svstem for the cryogenic target cell at room tem-
perature. The electromagnet inductance was
150 uH: discharging a 160-uF capacitor at 435V
through it gave an average velocity of 259 cm/sto a
3. 1-gm aluminum test cell with a 3.6-cm-diam repul-
ston flange. The flange would thus clear the target in
less than 10 ms. This performance should be im-
proved with both the repulsion coil and the cell at
Lryogenic temperalures.

NBS. Boulder, also tested the thermal perfor-
mance of the intermediate cryogenic shield sur-
rounding the target cell (the shield is held to the
cryogenie tip of the pylon by gold-plated spring
fingers). When the point of attachment of the shield
to the pylon was at 20 K, the temperature of the
shield itself was 40 K at the attachment and 43 K at
the free end. No other cryogenic shields were
located between the test shield and the room-
temperature vacuum chamber, hence the heat load
was due only to radiation. We conclude that this in-
termediate shield arrangement would be more than
adequate in actual use.

As we discussed in the last Annual Report,*
firing any cryogenic target in the target chamber
will require the presence of a cold, light, rapidly
removable cryogenic cell to maintain the target dur-
ing final positioning. The cell must be coolable to
10 K or below while exposed to ambient radiation
and must contain several hundred millitorr of
belium exchange gas to provide thermal contact
with the target. The exchange-gas escape rate must
be less than 0.5 scerm to prevent the target chumber
pressure from rising above 10-* Torr. The cell seal
must, however, be completely dry and easily broken
o ensure that the target will not be jarred by the cell
remaoval,

\we are developing two types of seal, which are
shown schematically in Fig. 4-80. The lapped flange
seal can be cooled by u cryogenic target mount
flange. Thermal transport occurs by means of the
exchange gas in the seal gap. whose pressure must
be high enough to fall in the gas-conduction regime.
For a 10-um gap, this pressure is above 300 mTorr.
In preliminary work, we measured a leakage rate of
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Fig. 4-80. Schematic of two types of dry, demountable
cryogenic seals: (a) lapped flange and (b) laycred mylar,
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0.3 scem with a cell-gas pressure of about
500 mTorr. The mounting flange was cooled to
about 10K, and the 12.7-mm-o.d., 6.4-mm-i.d.
flange was lapped to a 10-um finish. These results
are encouraging. However, the lowest cell tem-
perature obtained was only about 20 K, and in con-
tinuing work we will attempt te 'ower this by sur-
face treatment of the mating flanges and by varying
the geometry of these surfaces.

The layered mylur seal provides thermal insula-
tion, as well as a slow leak rate, and it is very useful
when the target is held by the sort of noncryogenic
pylons that are currently in use. In this case, all
cooling must be provided by the cell retraction
mechanism. In our initial tests with the cell around
20 K the seal leak rate was 0.018 sccm with 1 Torr
cell pressure. The leak rate for this type of seal is a
strong function of sealing force.

We have embarked on the development of a
cell retractor capable of providing cryogenic cooling
to the target and target cell. Figure 4-81 is a
schematic of the cryogenic cell retractor. The
cryogenic shield is thermally coupled to the cold
finger by helium exchange gas. This shield can act as
the freezing cell for a target held on a room tem-
perature mount using the layered mylar seal (as
shown in Fig. 4-81). Alternatively, it can completely



Fig. 4-81. Sch
mount.

ic of cryogenic r

. Cooling is provided by the refractor mechanism, but can 2lso be supplied by the target

Seal gap —\

Electromagnet —\

Bellows

N

gas

Target mount —/ Freezing cell —/

Exchange—/

Cryogenic
cold finger
Eddy current

repulsion plate

cover u (reezing cell held on a cryogenic mount,
thereby providing a radiation shield. Again, NBS,
Boulder, is participating in this work.

In operation, the cryogenic shield is retracted
from the target by an electromagnet repulsion
scheme similar to that used in our earlier retractor
designs. The retraction compresses the soft bellows,
which thus absorbs the impulse from the elec-
tromagnet. NBS, Boulder measured the shield posi-
tion vs time of a prototype retractor at room tem-
perature to obtain the results shown in Fig. 4-82.
The time for the tip of the shield to clear a target is
about 3 ms. This is at least an order of magnitude
faster than the fuel vaporization time in the
presence of radiation.

They have also tested the thermal performance
of the prototype and found that the cryogenic shield
varied between 5 and 14 K. depending on radiant
heat load, even though the temperature of the thin
sleeve around the cold finger remained at 5 K. This
indicates a high thermal resistance between the
shield and the sleeve, probably due to an epoxy
layer between the two. We will replace this epoxy
with a more highly thermal conductive solder.

Author: T. P. Bernat
Major Contributors: R. Q. Voth (NBS, Boulder) and
D. H. Roberts
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Fig. 4-82. Results of tests on cryogenic retractor: shield posi-

tion vs time d In air at ambi p es.
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High-Rate Manipulation,
Coating, and Transport in
Target Production

To continue our efforts of 1977 and (978, we
are studying the problem of producing ICF targets
at a high rate and with high yield in a “Target Fac-
tory.” In this article, we evaluate possible incor-
poration into a factory scenario of some techniques
developed or perfected during 1979: we also attempt
to identify areas where further work is needed. In
what follows, we consider the double-shelled target
shown in Fig. 4-83, which has many of the features
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Fig. 4-83. The target designed for use in

i+ 2 0.5-cm-diam nested multishell (each shell consists of several layers.)

LiH ablfator

High-Z polymer shield

Frozen D-T -main fuel

Low-density D-T gas

Au pusher

D-T-ignitor fuel

of the complex. reactor-type targets that must be
built in an automated processing system. We discuss
the production processes for each of the elements of
the target in the paragraphs that follow.

Inner Shell Production. The inner high-Z, high-
density coated shell can be fabricated with a system
that we outlined in the 1977 Annual Report.™ In
this system, the shells are formed. filled, charac-
terized, and coated with several layers.

Second Shell Production. The technique of
nesting a multilayer shell inside a larger second shell
with centering tolerances of +1 um has been
demonstrated (described in ‘‘Double-Shell
Targets,” this section). Considerable development is
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needed to bring this Lechnique to production rates.
The inner shell could be delivered to the thin fitms
at high rates and sandwiched between two films in
much the sume way that small parts are packaged.
The lower film would constitute a conveyer beltl
upon which the shells are deposited, and the upper
film is pressed over it in a compression system that
is shown in Fig. 4-84. The success of this approach
would depend on the development of noncontact
suspension techniques of very thin films (0.1 um).
With this technique of inner-shell suspension, the
second shell must be assembled about the inner sheil
from hemishells. (Several techniques of forming tne
hemishells are described in ‘‘Double-Shell
Targets.”) Machining complete hemishells is a
process that could extend to a production system



but may be very expensive and may preclude our
trying to provide these targets for a few cents each.
There are other approaches. such as molding, that
offer the possihility of reducing the cost of complete
hemishells.

Assembling hemishells accurately about a
sandwiched shell has a comparable analog in
current production technology. Mask alignment in
the semiconductor industry is routinely accurate to
well within S um. Probably an automated optical
feedback manipulator system could align
hemishells, though the expense of such a process
could again be prohibitive.

Assemhling these hemishells in a high-pressure
D-T chamber can provide the fuel inside the outer
shell that is later frozen to a uniform layer. as dis-
cussed in “Condensed D-T Layer Formation,™ this
section. Since the bulk of the fuel in these targets is
contained in this layer, filling towards the end of a
target process minimizes the tritium inventory in the
target factory. The tritium inventory will then he es-
sentially the fuel in those targets stockpiled against
an interruption in target factory output.

The last technique for forming the outer shell is
an cxtension of the technique discussed in
“Molecular Beam [evitation During Coating.”
above. An assembly consisting of the inner coated
shell and webbing is nested in a mandrel shell
formed from thin hemishells. These hemishells are
very thin and are onlv a small fraction of the
thickness of the ablator layer. This complete
assembly is then coated as a shell o provide a
seamless second shell.

Because the mandrel is very thin, it cannot con-
tain the fill at noncryogenic temperatures, The
coating process is then constrained to couat with op-
timum surface finish at cryogenic temperatures.
Physical vapor-deposition coating techniques would
be required at low coaling rates to minimize
heating, as well as in the presence of an exchange
gas. These constraints make the coating process
very difficult. The resuitant low coating rates would
require that the targets spend a much longer time in
processing. The extended processing time can boost
the tritium inventory to an unaceceptable level. A
better option may be 10 coat targets unfilled except
for the fuel in the inner high-Z coated shell and
develop drill and plug techniques to fuel the 1arget
late in the processing sequence.

Transport Levitator. Projected laser fusion
targets for power reactors will require surface

Fig. 4-84, The shells ate placed on a thin plastic film and then
sandwiched by the addition of a second fllm.

Air flow

l Diraction

-
of film travel
-9 [ ] [ ]
Air flow

finishes on the order of 100 1o 1000 A: further, the
targets must be delivered with reliabilities ap-
proaching 100%. One concept for providing these
targets is to sequentially lead a single target through
several well-characterized processes.™ Contaci-free
support. manipulation, and transport of these
targets case contamination problems and should
improve the controllability of any process. Several
levitation schemes seem capable of this task, but
none is universal. The suitability of any scheme is
specific 1o the material of the target and the coating
process.

Optical levitation™ uses photon momentum to
support and move shells. The photon flux capable
of supporting targets will heat the target to a few
hundred degrees Centigrade in the vacuum environ-
ment required in many processing steps. This
heating may be unacceptable. Acoustic levitators
fail to operate in a vacuum, but they may find use
for transport between processes because of their
simplicity and reliability. This is true even though
the target must be brought to near atmospheric
pressure before transport and must be returned to a
vacuum environment before a subsequent vacuum
process could proceed.

Our efforts in developing the molecular beam
levitator®®*7 show it is capable of providing support
in the range 10710 10™* Torr, which is sufficient for
many processes. One possible drawback to the
molecular beam levitator is that advanced
manipulation systems could require elaborate, very
low-pressure pneumatic systems.

Magnetic levitators®® require some process to
provide a high-quality ferric coating before the shell
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Fig. 4-85. The transport levi ists of a quadrupole rail, each of whose el

force.

a4

d to provide the propelling or lifting

L__1%
19

could be injected into the general handling system.
The use of ferric material could also be detrimental
to the wargetl design.

Electrostatic and  clectrodynamic  levitutors
(shown in Fig. 4-85) apply a foree to the charged
shell by controlling the electric fields at its surface.™
This type of levitator is independent of pressure.
material. and temperature. but the shell must
remain reliably charged during processing. We
carlier demonstrated this type of levitator in a
quadrupole ring configuration™ that was unable to
transport charged targets: it could only support
them. We have now extended this effort to incor-
porate transport.

We have again constructed a prototype lincar
electrostatic levitator around a basic quadrupole
rail that is segmented, as shown in Fig. 4-85. As in
any quadrupole, the opposite electrodes A + C are
driven 180° out of phase from electrodes B + D. In
addition. a dc¢ potential is applied between the ver-
tical electrodes A + C 1o offset gravity. With the
currently used charge-to-mass ratio of 1074 C/Kg.
this offset potential is 300 to 500 V. Impressed on
these electric fields are the fields to transport. The
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schematic in Fig, 4-86 shows the: voltages delivered
to the transport rail. Every thivd segment of cach
rail ts drivea in phase from a source of three-phase
ac at 1 kV peak to peak. Tnis voltage (whose fre-
quency is variable [rom 0.008 to 1000 Hz) provides
possible target velocities of 0.03cm/s to 3.8 X
10} em s, allowing a wide runge of transport
velogities to be investigated.

With the levitator operated horizontally in air.
we have demonstrated that velocities of 4.87 cm/s
can be reached before the air drip exceeds the
transport fields. In the vertical or li't position, the
system has been capable of velocities of 3.6 cm/s.

Production Rate. We anticipate that any target
factory will incorporate a number of sequential
processing steps, some of which we can identify
already. and some that may lie in the future. Both
target production rute and target inventory (in-
cluding the very important consideration of tritium
inventory) will be determined by types of processes
and their sequence. We have begun a parametric
study of how production rate and inventories are af-
fected by proposed processing systems. A study of
this type will lead to an understanding of the factors
that have a major influence on the operation and
cost of a target factory. By recognizing the produc-
tion processes that may have difficully in meeting



Fig. 4-86. The potentials are applied to the transport levitator with a very simple system operating at 60 Hz.
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larget production criteria. we can focus our research

cfforts or emphasize more favorable processing
sy

stems. This study is now in its infancy. but we un-

ticipate its completion during 1980.

Author: W. L. Johnson
Major Contributor: J. W. Sherohman
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Diagnostics Technology

Introduction

The mandate of the Laser Fusion Program’s diagnostics effort is to provide ap-
propriate measurement technology at a pace consistent with our rapidly evolving interac-
tion and implosion experiments. At the same time, we must perform diagnastics on target
physics and dynamics whose parameters vary on the scale of micrometers and picoseconds
To meet these twin goals of extreme accuracy and rapid evolution, our diagnostics progrin.
is necessarily both sophisticated and developmental.

In general we approach diagnostic problems in two ways:

o Using state-of-the-art (perhaps commercially available) detection systems, which
provide reliability and modest resolution as on-line diagnostics,

e Pursuing in-house development of high-resolution, high-technology instrumenta-
tion and techniques, in some cases in collaboration with university or industrial groups,

Because of the high temperatures involved in fusion experiments, target emissions ol
primary interest are

e Xraysof 100eV to 100keV.

e Thermonuclear z=action products such as neutrons, alpha particles, and Mced
protons.

o Several neutron-activated species.

During the past year we made significant progress in our ability to diagnose drive,
preheat, and final-fuel conditions in high-convergence turgets. We cun also field diagnostics
and retrieve data on the large and complex Shiva laser system in an automated, more
reliable fashion.

In high-convergence target designs, we have traded the high temperature of carlier
thin-shell targets for higher density and pR in the compressed fuel and surrounding glass
pusher. As a consequence, valuable compression diagnostic techniques such as alphi-
particle images and keV-range x-ray images are no longer suitable, because of reduced emis-
sions and increased opacities for both. Several diagnostics which address these problems are
discussed in separate sections below, and are then brought together in a discussion of their
application to intermediate-density targets.

Several representative articles describe recent advances in spatially, temporally, and
spectrally characterizing x-ray emission from laser-irradiated targets. These include

o Improved spectral and temporal characterization of our broad-bund sub-kilovolt
spectrometer “*Dante.”

e Similar work with, and absolute calibration of, our sub-kilovolt x-ray streak
cameras.

o Continuced developments of x-ray mirrors and lenses for future expariments.

Other articles describe

e The mating of an x-ray microscope and streak camera, which will allow us for the
first time to study space-time dynamics of selected Shiva targets (Fig. 5-1).

o Work on measuring stimulated scattering and associated target preheat.

e Recent advances in our ability to diagnose neutron yield and relative emission time;
this is of particular significance for anticipated experiments next year with velocity-
multiplying double-shell targets.

Fast data retrieval and analysis, an aspect of our work which received significant atten-
tion during the past year, :s important to us in two ways. Expeditious data management
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allows us to effectively digest and utilize in a timely lashion the considerable amount of in-
formation produced in our rapidly evolving experimental program: this in turn permits
more cfficient use of valuable manpower., A long-term approach to data handling and
storuge, a new diagnostic-data computer facility, and a sampling of new data-handling
routines arc described in this section. A substantial effort has been made, for example, in
computer-compatible readout systems employing charge-coupled devices (CCDs); applica-
tions of such systems to streak cameras, imaging devices, and transient digitizers are also
presented.

We expect a significant payoflf from our accrued capability in data retrieval and
analysis to manifest itsell in a more timely, effective and complete digestion of experimental
results, as well as in a substantial reduction of manpower now invested in relatively routine
procedures.

Authors: D. T. Attwood and V. W. Slivinsky

quality signal cable, and a large-bandwidth tran-

Temporal Response of the
XRD-31 X-Ray Diode

The LLL laser program uses fast x-ray diodes
(vacuum photoelectric diodes) to provide spectral
and temporal information about low-energy x rays
emitted from Argus and Shiva lusion targets.!2 For
x-ray energies below 1.5keV, the typical detector
channel consists of u filter, an XRD-31 x-ruy diode?
(made by EG&G to LLL specifications), high-
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sient recorder. We recently measured the temporal
response of a high-quality XRD-31 detector system
at the Monojoule laser facility.? Those measure-
ments and results are described in this article,

The XRD-31 system being characterized con-
sists of

& A vanadium filter 4000 A thick.

9@ An XRD-31 with 2,1-mm anode-cathode
spacing, biased at SkV.

® 30nsof 1/2-in. air-dielectric coaxial cable,



® A 4-GHz TSN 660 (Thomson-CSF) oscil-
loscape.

The impulse respense of a fust x-ray detector
system is best determined using a pulsed x-ray
source with un emission time much less than the
detector-system FWHM. The Monojoule laser
facility, equipped with x-ray diodes and an x-ray
streak camera, is a well-characterized s-ray souree:
with an incident 50-ps optical pulse, x-ray bursts ol
70 to 110 ps are gencrated with suflicient intensity
to test our detectors. We measure the temporal
churacteristies of the x-ray source with a 15-ps x-riy
streak camiera,* then unfold them from the recorded
diode signal to determine the diode system impulse
response.

In ur measurements, a 1-J; 30-ps, 1.06-um
laser pulse focused on a planar Ti target generates o
nominal 190-ps FWHM x-ray pulse (depending en
energy ). An XRD-21 detector system and a soft «-
ray streak camera {SXRSC) simuttaneously detect
emitted x ravs. For x-ray burst durations signifi-
cantly longer than the 15-ps resolution, the SXRSC
provides a direct temporal ineasurement ol the x-
ray source, The SXRSC is also fitted with a 4000-4-
thick V filter: with the V filters, hoth detectors re-
spond to % rays between 300 and 300 ¢V,

X-ray signais measured on a typical 1-) laser
shot are shown in Fig, 5-2, Raw data for the XRD-
31 system show a 197-ps FWHM, and some ringing
[Fig. 5-2(a)]. The SXRSC data [Fig. 3-2(h)] show
the x-ray pulse on this shot to have a H2-ps
FWHM. To determine the impulse response of the
XRD-31 detector system, we unfold the s-ray tem-
poral distribution from the recorded XRD-31
signal: the XRD-31 system impulse response thus
determined is shown in Fig. 5-2(¢c). 1t is about
140 ps FWHM. and shows some ringing.

We also recorded data using a series of x-ray
pulses sepurated by 217 ps, 10 demonstrate the
resolving power of the XRD-31 system. To generate
the x-ray pulse train, the incident laser beam was
passed through a 217-ps ctalon. Figure 5-3(a) shows
XRD-31 duta recorded on a typical shot, The pulse
has 1 5363.ps FWHM, with 10% modulation near the
peak. From the raw XR D-31 duta. it is unclear what
the inpul x-ray temporal distribution looks like. The
modulation near the peak suggests multiple pu'ses,
and the broadening suggests the x ray- are emitted
over several hundred ps.

Using the previously determined impulse
response function for the XRD-31 system [Fig.

Fig. 5-2. XRD-31 system impul i d ined from
data recorded on a i-J iaser skot: (a) XRD-31 dara; (b) soft
x-ray streak camera (SXRSC) data; (c} inferred XRD-31
system impulse resp found by unfolding the x-ray tem-
poral distribution (b) from the measured XRD-31 data (a).
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S-3(by]. the XRD-31 data recorded on this shot can
be unfolded to determine the v-rav-source temporal
characteristics [ig. 3-3(c). Temporal output of the
v-ray souree as recorded by the SXRSC is shown for
comparison in Fig. 3-3(d). The unfoided XRD-Ji
data shows the same baste detail as the SXRSC
measurement, thus uemonstrating the 200-ps
capability ol the diode detection system when
properly characterized.

In Fig. 3-4, the running integral of the unfolded
XRD-31 data is compured with that of the SXRSC
data, showing that refative arca under the individual
peaks is preserved.

The ability to unfold a set of data, as
demonstrated above, is dependent on the data
quality. Typicalls, deiailed structure on time scales
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Fig. 5-3. XRD-3! system response or; a Inser shot producing
a series of x-ray palss sepassted Dy 217 ps: (a) XRD-31
data; {b) XRD-31 system impulse respomse, a3 determined
from single-pulse experiment; (¢) x-ray source temporal dis-
tribution, found by uafolding the system impulse response
from the recorded XRD-31 data; () x-ray somrce temporal
distributivn measured with the SXRSC, for comparison.
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Fig. 5-4. Fraction of x rays emitted vs tim+. A comparison of
the SXRSC data {Fig. 5-3(d)] with the uafolded XRD-31
data [Fig. 5-3(c)] shows that the relative intensities of the
five pulses remain the same for both methods of mezsure-
ceat.

° 1 T 1 T

£ B o

£ B 4

Q -

2 XRD-31 .

e

® 06— _'—‘

5 T .

&

2 - -

E |- i
1 1 1

w Og 2

Time (ns)

5-4

less than 75% of the width of the system impulse
response should be seriously questioned. The unfold
in Fig. 5-3(c) is correctly interpreted as a series of
short x-ray pulses spaced about 215 ps apart. The
relative energy in each pulse can be determined
from its total integral.

The data presented show what can be done
with a well-characterized XRD-31 system in a low-
noise envirenient. The single-pulse data show that
an XRD-31 system with a 4-GHz TSN 660 os-
cilloscope has an impulse response of 140 ps
FWHM. The etalon data demonstrate that such a
system can just barely resolve x-ray pulses spaced
217 ps apart. We have also demonstrated that under
favorable conditions the XRD-31 data can be un-
foided to 4 resolution somewhat better than the
system impulse response. With a slower recorder,
such as the |-GHz Tektronics 7912 transient
digitizer, we would expect an XRD-31 system to
show an overall impulse response of 400 ps.
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Filtered-Mirror Sub-keV
X-Ray Measurement System

A ten-channel filtered windowless x-ray diode
system has been used at the Shiva laser since
January 1979.% This system has a problem, inherent
in all filter/detector x-ray measurement schemes:
because the filter trarsmission above the absorption
edge of the filter material makes contributions to
the recorded signal, the resolution and accuracy of
channels at or below the peak of the spectrum to be
measured are significantly degraded. We therefore
designed and installed a five-channel filtered-mirror
system, using critical-angle reflection by vitreous
carbon and beryllium mirrors to remove the
unwunted high-energy response. The mirrors were
aligned to an accuracy of 0.01° and pinned in posi-
tion with a rigid cassette mounting to ensure proper
alignment {the mirrors and their mounting
hardware were designed and built by Lockheed Palo

Alto Research Laboratory (LPARL) to LLL
specifications].

Figure 5-5 shows the mirror reflectivity ard the
boron filter transmission for the lowest energy

Fig. 5-5. Carbon mirror reflectivity and 1-um boron filter
transmission, for lowest energy channel.
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Fig. 5-6. Experimental geometry for Shiva filtered-mirror x-ray diede system.
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channel. Note how with increasing energy the
mirror reflectivity  drops to sero as the lilter
transmission increases. The mirrors suppress the

response 1o energetic photons hy at least an order of

magnitude.
The physical arrangement of the filtered-mirror
system is shown in Fig. 5-6. Tahle 5-1 outlines the

Table 5-1. Characteristics of the Shiva filtercd-mirror
sub-keV x-ray measurement system.

Fllters

Absorption  Thickness Edge cnergy Mirror:

edge (um) (keV) Material  Angle
Boron-K 1.0 0.19 Carhon  5.04°
Carbon-K 1.9 0.28 Beryllium 3.41°
Vanadium-L 0.5 0.52 Cathon  243°
Chromium-L 0.6 0.58 Catbon  1.91°
Cobalt-L 1.0 0.79 Carbon  1.98°
Aluminum-K 9.2 1.56 None

essential parameters of each channel, and Fig. 5-7
gives the response of cach channel to a flat spee-
trum.

Except for the presence of the mirrors, the
filtered-mirror system is similur to the ten-channel
system mounted direetly below it on the Shiva
target chamber, The system consists of six low-
energy x-ray channels; five are filtered-mirror chan-
nels and one is a higher-energy (aluminum K-edge)
channel that does not use a mirror. The six-channel
system uses 0.1-pgm parylene blast shields for UV
absorption, and fast, small, x-ray diodes. Data
recording is done on Tektronix R7912 digitizing os-
cilloscopes, for preliminary analysis on the Shiva
11/70 computer and eventual transfer to the Oc-
topus system lor final processing.

We have been using the filtered-mirror system
routinely since August 1979, The system not only
provides us with a valuable new sub-kilovolt x-ray

Fig. 5-7. Filtered-mirror system channel responses to a flat spectsum.
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diagnostic instrument, it has provided us with more
accurate information about the low-energy photon
spectrum. Further, by comparing spectral results
from the six-channel filtered-mirror system with
those of the ten-channel system, we have obtained
additional information about the angular distribu-
tion of soft x rays.

Authors: R, A, Heinle and K. G. Tirsell
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Development of a

Time-Resolved, Broad-Band
Sub-Kilovolt X-Ray Spectror . _.er
for Absolute Flux Measurements

We have previously described the development
of a soft x-ray streak camera (SXRSC) which is sen-
sitive to x rays > 100 ¢V and has a time resolution of
15 ps®. A version of the camera has been used at
Argus to measure the time history of the x-ray emis-
sion in three broad-band znergy channcls below
I keV. The SXRSC has established its vadue as an
important diagnostic tnol, recording data on a
routine hasis for a variety of targets,

We have now designed and implemented o
technique to perform intensity calibrations of the
SXRSC which will make possible absolate fTux
measurements ol x-ray emission  below | keV,

Preliminary results from the calihrations, and the
techniques used, are discussed below: we also
describe the SXRSC as it will be fielded on Shiva.

Shiva Spectrometer. The SXRSC is similar to
the instrument whose development is described in
previous annual reports®* as it will be fielded on
Shiva (Fig. 5-8), the SXRSC is designed to make
spectrally resolved ahsolute flux measurements ol
the sub-kilovolt x-ray spectrum from laser fusion
targets. Using methods similar to those vsed at
Argus, we obtain broad-band spectral resolution us-
ing x-ray mirrors and transmission filters. Seven
mirror-filter combinations, listed in Table 5-2, have
been designed Lo cover the range from 100 to
Y30 ¢V. Caleulated relative spectral responses lor
the seven channels are compared in Fig. 5-9.

The mirror materials and angles were chosen Lo
provide efficient reflection in the x-ray region of in-
terest and  discriminate against x rays having
energies greater than the lilter cutoff, The seven
material fangle  combinations  require only  (wo
separite mirrors, one at tw o degrees and one at four
degrees. The mirrors are fabricated by polishing the
carban and germanium surfaces 1o optically flat
finishes and vapor-depositing nickel and aluminum
over part of their respective surfaces, Using such
composite mirrors greatls simplifies the alignment
procedure. by reducing the number of mirrors
which must be posttioned.

The SXRSC data recording medium will be a
CCD active-readout detection system? directly
linked to the Shiva computer system. Data in the
form of a digitized two-dimensional image wiil be
avatlable Tor analvsis immediately alter the shot,

bypassing  the time-consuming  progessing  and

Fig. 5-8. A schematic of the SXRSC as it will be fielded on the Shiva laser system.,
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Table 5-2. Mirror/filter combinations for the SXRSC x-ray channels at Shiva,

Thickness Eqbs E AEpwhM
Mirror Angle Filter (ug/em?) V) V) V)
Carbon 4° Catbon 300 280 230 72
Nickel 4° Vanadium 250 513 476 86
Nickel 4° Chromium 300 575 525 114
Aluminum 2° Iron 500 708 633 117
Aluminum r Cobalt 600 778 700 143
Germanium 2° Nickel 600 855 766 168
Germanium 2° Copper 600 930 819 24

Iig. 59, Calculated relative sp | resp of the seven x-ray channels to be used with the SXRSC at Shiva; included in the response

vorves is the gold photocathode sensitivity, (Sce Table 5-2 for further characterization of each channel.)
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drttizing of film data presently required for quan-
Stotive unalysis,

Capacity for a hard x-ray fiducial and for
carse pinhole imaging has been incorporated into
the SXRSC design on Shiva, The hard x-ray fiducial
allows us to determine the time of emission of the
sub-keV X rays relative to x-ray energies greater
than | keV., The fiducial is a direct line of sight from

58

the target Lo the entrance aperture of the SXRSC:
the x-ray mirror is not used, but a K-edge filter can
be placed so as to define the higher-energy x-ray
channel. Complemented by other streak camera
data, the fiducial will allow us 10 investigate the tim-
ing relationships among the total x-ray spectrum, !0
The pinhole imaging system will permit us to
spatially localize observed emission areas.
Calibration of the SXRSC. Calibration of the
SXRSC is done in a pulsed mode, approximating as
nearly as possible the experimental configuration in



Fig. 5-10. A schematic of the calibration set-up at the Monojoule laser, for calibrating the SXRSC using a pulsed source.
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which it is used. Pulsed-mode calibration is
inherently as religble and accurate as the steady
state method employed with other deteclors used
for low-energy x-ray measurements, although
source characterization may be more difficult in the
pulsed mode. The SXRSC's last timing charac-
teristics discriminate against unwanted late signals,
which presently preclude calibration in a steady-
state mode.

We have assembled a calibration facility using
the Monojoule laser to create a pulsed x-ray source.
A schematic of the arrangement is shown in Fig.
5-10. A 50-ps pulse of 1.06-um light having energy
up to | Jirradiates slab targets of various materials
at normal incidence. Three absolutely calibrated x-
ray diode (XRD) detectors on an angle of 45° to the
turget normal measure the sub-kilovolt x-ray
fluence from the target. The SXRSC is also placed

at 459 to the target normal, at 90° from the XRD~
To chtain the calibrations, time-resolved signals
from the SXRSC are integrated and compared with
integrated fluences measured by the XRDs.

The SXRSC is calibrated in three x-ray energy
channels defined by thin x-ray transmission filters
vnd grazing-incidence a-ray mirrors, Similar chan-
nels are defined for the XRDs, also using sets of x-
ray transmission filters. A comparison of the spec-
tral channels for the SXRSC and the X.*Ds is
shown in ig. 5-11: responses of the SXRSC and
XRD channels have been matched as closely as
possible in order to reduce errors due to variation in
the spectral emission shape.
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Fig. 5-11.A ison of normalized channel resp for
the XRD detectors and SXRSC used for the calibrations.
The response functions between the different detectors have
been matched as nearly as possible to minimize effects due to
structure in the x-ray spectrum.
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We have measured eich of the components of

the channels to accurately determine the spectral
dependence of the camera response (Figs, 5412 1o
S14) Xeray transmissian by the filter foils s
measured using proton-induced line sources in the
sub-kilovolt region. Figure 5-14 shows data for a
1y pical set of filters: the data are fit using tabulated
absorption coefficients to determine foil thickness,
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Fig. 5-12, Rep d x-ray from the
various laser targets used to calibrate the SXRSC. Large
fluence variations among the targets at higher energies are
evidence for emission in this region.
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We have abso measured the reflection efficicncy of
the n-ray mirrors (Big, S-13)0 Below 1 keV we wae
proton-induced fine emission: at higher energies we
use it continuum v-ray source produced by electron
bremsstrahlung. The curves drawn through the data
are predictions of the reflection efficiency, using a
semiclussical culewlation adjusted (o fit the data. !
The three XRD detectors with aluminum cathodes
have been calibrated in the normal fashion and
agree with stable and reproducible calibrations
from similar instruments.

Various target materials are used for the
calibrations, For our laser operating parameters,
the target spectrum above 250 ¢V is dominated by
line emissions. By using various largets we cian
change the energy of the line emission and thus test
the dependence of the calibrations on the source
spectrum.  Source spectra from various  targels
measured by the three-channel XRD system are
shown in Fig. 5-12. Near 200 eV the fluences from
titunium, vanadium, and iron are similar, while the
carbon target fluence is greatly reduced. At higher
energies the fluences vary greatly depending on the
target because the spectrum is dominated by lines.
For example, by changing the target atomic number
Z by one, from titanium to vanadium, the fluence in



Fig. 513, Measured reflectivity of the three SXRSC x-ray mirrors; curves were d from a il 1 reflectivity theory
adjusted to fit the data.
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Fig. 5-14. Measured transmission of the filter foils used in the SXRSC calibrations.
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Fig. 5-15. The two-dimensional streak image of typical SXRSC calibraion, showing (n) the film image and (b) a contour plot of the two-
dimensional digital image, Calibrated streak records of the three x-ray channels are shown in (c),
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Fig. 5-16. Typical SXRSC calibratio.\ data from various targets, for three soft x-ray regions; lines represent fits to the data,
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the 300-¢V channel decreases by more than an order
of magnitude. Line emission from highly ionized
vanadium is at a higher x-ray energy than that from
cold vanadium: the strongest vanadium lines shift
above the L absorption edge of a vanadium filter,
while the hot titanium lines lie below the edge.
Similarly, an iron target signal observed through an
iron filter is also greatly reduced. For the carbon
target, peak output is observed in the 280-t0-510-¢v
channel which includes the highly excited carbon
lines.

An example of SXRSC calibration is shown in
Figs. 5-1§ and §-16. Each data set consists of @ num-
ber of laser shots taken with various targets.
Figure 5-15(a) gives film data frony a titanium target
(calibrations have also been performed using a
CCD active readout system). Film density is
converted to light exposure. using a calibration
curve produced for each shot on the film, The film

data is processed and converted to a digital contour
plot [Fig. 5-15(h)] using a microdensitometer: the
pairs of vertical lines parallel to the streak direction
denote the x-ray channels. The Jata are further
reduced [ Fig. 5-15(¢)] to time histories of the three
x-ray bands, by averaging across each x-ray chan-
nel: the curves have been plotted using calibration
factors determined for each channel.

The calibration factors are determined by com-
puaring the integrated time history of each SXRSC
channel with XRD measurements of total fluence in
the corresponding energy bands. The data are then
corrected to account for the difference in channel
spectral response between the SXRSC und the
XRDs. These corrections are usually less than 10%,
but can be as large as 50% depending on the target
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material. Figure 5-16 shows plots of the integrated
response of the SXRSC vs fluence into the instru-
ment for three x-ray energy channels.

Errors in the plots, including errors in film data
seduction and integration of the XRD output, are
ostimated at 20%: this is consistent with the scatter
"o this set, which is ahout 25%. Systematic errors in
_aithrating channel coriponents increase the es-
ttaated errar of the measurement to 35%. Potential
~tematie errors in the method of data reduction,
Cadhas averaging over the x-ray spectra and chan-
ael tesponse, are being investigated. These uncer-
~mties i data analysis are due to using broad-hand
Jnaels i the calibration, and can he reduced by
masuring the x-ray spectra from the targets, or by
uane much narrower channels which reduce the
spread of energies over which the channels must be
daveraged.

In summary, we have developed a calibration
procedure to measure the absolute spectral sen-
sitnity of the SXRSC. A funther improvement, in-
volving a more accurate characterization of the lines
ermitted rom the source, is presently underway;
when this spectrum is measured, a more thorough
data analysis will be possible. We will continue to
refine the calibrations and investigate the x-ray
response of the camera. Other photocathode
materials are also being investipated, as discussed in
the following article.

Author: R. L. Kauffman
Major Contributors: H. Medecki, E. L. Pierce, and
G. L. Stradling
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Gold and Cesium lodide
X-Ray Photocathodes

Time-resolved x-ray measurements using x-ray
streak cameras are an important means of diagnos-
ing inertial confinement fusion experiments. To
measure incident x-ray flux intensity over time, our
streak cameras utilize the emission current from a
transmission x-ray photocathode. Gold films
~100 4 thick are commonly used for this purpose,
In some applications, however, such as x-ray
backlighting or time-resolved erystal spectroscopy,
insufficient x-ray flux can limit the effectiveness of
pold photocathodes. Improving the sensitivity of
the streak camera photocathode can thus extend the
range of application of x-ray strecak cameras,

Initial efforts to establish the optimum thick-
ness of gold photocathodes under standard streak
camera operating conditions have hec¢n previously
discussed.!? Cesium iodide, a photocathode
material whose sensitivity and secondary-electron
temporal-emission characteristics are reported to
compare favorably with those of gold, has also been
tested.!3'¥ We have utilized the soft x-ray streak
camera’s convenient interchangeable-photocathode
design to make side-by-side sensitivity and
temporal-response comparisons of Csl and Au in
typical picosecond-scale pulsed operations. For
these comparisons we used composite photo-
cathodes, consisting of up 10 six Csl and/or Au
samples of different thick nesscs, vapor-deposited on
a single carbon-foil substrate.

We used the Monojoule laser as our x-ray
calibration facility. X rays were produced by
irradiating 8-um-thick titanium foils in an evac-
uated chamber with short, intense (10!3 to 10'4
W/cm?) laser pulses. The target emission was
filtered using x-ray absorbers and reflectors, to
define a moderately narrow energy channel. A 4000-
A vanadium fcil and a 3° nickel reflector were used
to form a spectral channel between 400 and 500 eV.
The x-ray pulse width, which varies significantly
with channel energy, was measured at ~70ps
FWHM.

A composite-photocathode profile of relative
x-ray intensity over time, obtained with 1080-A-
thick CsI and 150-A4-thick Au, is shown in Fig, 5-17,
The curves confirm the greater sensitivity of Csl and
show its temporal response to be comparable to that
of Au for this pulse width. The response curves of
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Fig, 5-17. Plot of relative intensity over time for the 1080-4 Csl and 150-4 Au composite photocathode. X says are from a target heated
with a laser pulse train produced by sending a 50-ps, 1.06-um Iaser pulse through a 500-ps, 50%-transmitting etalon. The temporal
response of cesium fodide matches that of gold, with nearly identical pulse shapes down to ~1/30 of pulse peak intensity; all pulse widths

are FWHM.
4
10 g T T T T ! E
B — 1080 A 1
[~ Csl channel 7
B A el T
10°

Illllll

-
D

Relative x-ray intensity

SR

Time {ps)

both materials to each incident x-ray pulse are
nearly identical down to 1/30 of pulse peak inten-
sity, at which point the Csl curve begins to exhibit a
low-intensity tail. This late tail may indicate some
electron straggling from cesium iodide which is not
present in gold, although other possibilities have
not been discounted.

The cesium iodide and gold photocathodes we
tested range in thickness from 50 to 4000 4. The
relative sensitivities of ali these photocathodes were
correlated with component sampies common to dif-

ferent composite photocathodes, to scale the Au
and C-| photocathode response levels. The cor-
relate relative intensities of both materials, for a
nominal X-ray energy of 500 eV as described above,
are plotted as a function of thickness in Fig. 5-18.

The data points in Fig. 5-18 represent the
relative-response measurements of individual sam-
ples for given material-thickness combinations. The
vertical bars indicate the shot-to-shot soread in each
sample’s response. These variations stemred from
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Fig. 5-18. Relati thick

of Csl and gold in response to 500-eV x-ray excitation. The data points represent the relative-

Ebars i the shot-to-shot spread

ion. The

response menmemenlo individuat of a given

of each sample respoiise; the horizontal bars show the measurement uncertainty (30 A) in sample thickness. Also plotted are intensity-

versus-thickness data, taken with de, h ic, 573-eV ion and scaled for comparison.
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fluctuations in the target emission spectrum and
from camera noise. Other variations arose when the
range ol flux levels required to measure the span of
component sensitivities on several composile
photocuthodes excecded the camera’s dvnamic-
range liraitations.

Horizontal bars in the figure show the mea-
surement uncertainty (£304) in photocathode
thicknesses. Very thin (~ 100 4) gold samples show
a wide sensitivily runge: this variation is seen among
thin samples from any of the several evaporation
fucilities used, and even among samples produced in
the same evaporation run. The lack of consistency
in thin photocathode production may be due to
variable surface properties, uncertainties in thick-
ness measurements, or other unknown effects
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characteristic ol very-thin film depositicn. Because
of the variable reproducibility of very thin sumples,
we recommend 200 4 as a minimum thickness for
gold photocathodes.

Also plotted in Fig. 5-18 are previously
measured intensity-versus-thickness data taken with
dc, monochromatic, 573-¢V excitation,’® which
have been scaled for comparison with our measure-
ments. Our observations of sensitivity-versus-
thickness muxima correspond well with these
findings. At 500 eV, the optimum Csl thickness of
1100 4 is more sensitive than 200-4 Au by a factor
of five; larger factors (~30) ure expected at photon
energies of 1.5 keV. The difference between the two
sets of data, regarding the relative sensitivity of
cesium iodide and gold, may be attributable to the
mix ol x-ray energies in our source, Efforts are in



progress to measure the source spectra, and to con-
firm the larger sensitivity ratios above 1.5 keV.

Cesium iodide photocathodes are seen to
significantly increase x-ray streak camera sensitivity
without appreciably alfecting the camera’s temporal
response to ~70-ps structure. We are now im-
plementing these photocathodes in selected applica-
tions requiring increased sensitivity.

Authors: G. L. Stradling, R. L. Kauffman, and B. L.
Henke (University of Hawaii)
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CCD Applications for
Transient Digitizers

Streak Camera Readout System. The ultrafast
streak camera is one of the most valuable high-
temporal-resotution diagnostic tools available in
laser fusion research. The need for a totally com-
puterized duata acquisition system with which to
take full advantuge of the ultrafast camera has been
previously addressed.'S This year we report the
development of a high-resolution, large-dynamic-
range, all-solid-state data acquisition syst'm
designed specifically for the LLL laser (usion
program’s x-ruy and 1.06-pm ultrafast streak
cameras.

Our system design philosophy seeks to achicve
three primary goals:

® Minimization of computer processing ol
raw data,

® Immediate viewing of ruaw and processed
data on a standard TV monitor, to determine the
validity of the information captured.

& Minimization of the overall external
hardware and software support requirements.

Based upon these criteria and our previously
reported reseurch,!® we have chosen a newly devel-
oped RCA all-buried-channel charge-coupled-
device (CCD) as our sensor. This two-dimensional
solid-state silicon CCD has a resolution of 512 lines,
each of which contains 320 individual pixels.

Because of the all-buried-channel construction of
the CCD. its dynamic range is greater than 256:1.
We have also previously determined that this Lype
of sensor provides linear response to both photon
and electron excitations.

Using the RCA SID353601-XO CCD sensor
satisfies our first goal, which is the minimication of
computer processing before the acquired informa-
tion is valid. Since the CCD is a linear device and
shows no reciprocity failure even in the picosecond
time domain,!” no computer processing, analogous
10 D-log(E) corrections of lilm, is required. These
ideal properties of the CCD thus translate directly
to a higher level ol confidence in the acquired streak
data.

Our second design goal for a streak camera
readout system is the ability to display streak data
on a standard TV monitor immediately after the
event. This instant playback is especially important
during the initial streak-camera setup andior
calibration period. during which prompt feedback is
required for such critical parameters as timing. jit-
ter. and inpul-beam ualignment. In many earlier
systems. analog video recording devices (such as
video disks) were employed to accomplish this
task."™ Unfortunately. these analog techniques re-
yuire a4 compromise between instantaneous play-
back and the dynamic range of the instrument.

To circumvent this trade-off while preserving
the all-important instant playback feature. we have
deveioped a unigque all-solid-state. random-aceess,
high-speed image memory capable of recording and
subsequent playback of all 320 X 512 pixels of CCD
data with an intensity resolution of 256 gray levels
(& bits). Furthermore. the image-memory readout
unit is designed o the specific requirements of the
streak  camera application: timely computer
processing of the large volume of CCD data is ably
promoted by such leatures as high-speed direct-
memory-uccess data transfer in the column. row. or
diagonal read "write modes,

A number of design features combine to satisty
our third goal. that of minimizing the data acquisi-
tion system’s external support requirements:

® With a set of special control lines we can
program the instrument’s operating characteristics
totally by means of software control.

® To integrate the readout system into a
large. instrument-laden laser facility like Shiva, we
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Fig. 5-19. General view of the CCD data rcquisition system for an existing LLL ultrafast x-ray sireak camera,

TV display

have included options which initialize. enable com-
puter. trigger the system. and provide calibrated
tackground. gain. and sweep speeds.

@ To simplify the operation of the readout
unit. we have developed a new CCD scanning mode
which removes the need for a pre-event trigger. This
simplification is of great importance in a large laser
diagnostic system where various other instruments
may require complex and precise pre-event triggers:
an additional load to the master timing network
may be inconvenient or difficult to achieve. With
the advent of this new CCD continuous scanning
mode. the readout instrument need only be
triggered at event time (zero time trigger). The
source of this zero time trigger can be conveniently
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CCD readout
electronics

Rt

X-ray streak
camera

derived directly from the streak camera’s own sweep
circuit.

Figure 5-19 shows a general view of one version
of the LLL streak camera diagnostic system. In this
version, the CCD camera portion of the readout
system is optically coupled to the phosphor end of a
standard LLL 10-ps streak camera with a 2.5-to-1
coherent fiber-optics minifier. (This external cou-
pling technique of course offers the advantage of
minimal hardware redesign in retrofitting existing
sireak cameras with a CCD readout system.) A
cable connects the camera portion of the instrument
to the image memory unit: the two sections can be
separated by at least 100 feet. and data transmis-
sions between the two sections are totally digital.
Figure 5-19 also shows the instant-playback TV



Fig. 5-20. Schematic of an x-ray streak camera dats acquisition system, implemented in & stand-alone configuration.
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monitor, a local LSI-11 processor, and a Tektronix
4006 graphics terminal. In this case, the system has
recorded a series of 1.06-um etalon pulses, and has
displayed the recorded data on the video monitor
both as a two-dimensional intensity-modulated pic-
ture and as a computer-gencrated line-out profile
(also visible on the graphics terminal).

Figure 5-20 shows a schematic of the main seg-
ments of a complete x-ray streak camera data ac-
quisition system and computer interface network:

® X rays generated by the target in an experi-
ment are recorded by an x-ray streak camera.

® The phosphor image is transmitted by a
fiber-optics minifier to an all-buried-channel CCD
Sensor.

@ The analog CCD data is digitized to an in-
lensity resolution of 8 bits at standard video rate
(6 MHz) and stored in the solid-state image mem-
ory unit.

® The digitally recorded data in memory are
accessible either by a computer (in digital format) or

by the TV monitor (in analog format) as a standard
interlaced video NTSC picture.

® The memory unit can be interfaced to a
local LSI-11 computer bus, for example, or to a
custom bus {such as the CMOS power conditioning
bus at Shiva; see Section 2, “Engineering Summary
and Update: Power Conditioning™) which totally
bypasses the nced for a local microprocessor.

® Finally, the system is capable of external
compasite synchronization. Video information dis-
played either from memory or at real time can be
joined with all other video data from diverse sources
(streak cameras, TV cameras. etc.), and viewed
through a standard studio TV switching network.

CCD  Ultrafast Transient Recorder. Multi-
gigahertz oscilloscopes. like streak cameras, are a
primary diagnostic tool for many laser fusion ex-
peniments. From studies using intensified (i.e.,
electron-in mode) CCD readout for an EG&G



Fig. 5-21. The LLL/Tek 4GHZ R7912/CC1) transient digitizer system, along with the

memory, TV, and geapkics terminal.
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KR23 oscilloscope. it became clear that a CCD sen-
sor has many advantages over ~onventional
phosphor/film readout techniques."” During the
past year we have made significant progress toward
producing a practical CCD transient digitizer for
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use in a CCD multigigahertz oscilloscope system:
advances were made possible by joint efforts of
LLL, RCA. and Tekironix research groups.

The 4-GHz CCD ultrafast oscilloscope we
developed uses many compcnents already devel-
oped for the CCD/streak camera data acquisition



sastem. as a4 general view of the T Teh €CD
transtent digitizer system shows (F g, 5221y Lhe m-
strument teself s basically o Tektronin R7912 whose
arigimal diode target areay and read gun hase been
replaced with a vacuum-compatible back-thinned
2301 surtace-channel CCD sensor Prior research
determined that the € C D sensor exhibited mans ad-
vantages over the angimal R712°s diode target
array. the two most important being

® \ low Jdead-laver voltage  The dead-laver
voltage s the amount ot energs an input clectron
must dissipate betore it can begin generating uselul
clectron-hole pairs within the CCD sensor The
writmyg rate ol the electron gun sensor pachage s
directly rebated to the fimal namber ot sagnal elec-
trons generated per ncident electron Sinee the
CCD reguires a smaller dead-taver dissipation
energy than the orginal diode target arras. a
correspondingly lower electron beam energy can
mantain the saume wnting rates this lower electron-
gun energy translates directly to a higher deflection
bundwidth for the modified R7912 ¢ RT. We are
able to operate the electron gun at 7 keV. rather
than the ongimal 11 keV. which produced a hener
satch between the electron propagation veloats
and the deflection voltage’s phase selocity within
the helin triveling wave deflection structure.

@ Superior antiblooming property. The an-
ublcoming property ol i CCT is the sensor’s ability
o prevent hoth vertical and horizontal charge
spillage into adjacent CCD cells when the sensor is
oserloaded. In the original R79120 o diod. target
array was used to record the electron beam. In that
design. there was a trade-olf between the target’s
antiblooming proper's and its sensitivity to electron
excitations. Now. with the incorporation of a CCD
into the R7912, the excellent antiblooming property
and the high electron sensitivity can be achieved
simultaneously. which will significantly improve the
overall performance of the transient recorder.

Figure 5-21 also shows a 160K -byte solid-state
image memory and an LSI-11 local microprocessor,
designied to be incorperated into the existing R7912
commercial housing unit. The system has here
recorded a 100-ps electrical pulse and is redisplaying
the captured data from memory onto a TV monitor.
A corresponding computer-generated scope trace of
the pulse also appears on the Tektronix 4006
graphics terminal.

In sumnary. the major advances i the
CCD CRT area this vear are

@ lhe successtul mcorporation of @ CCD
sensor into a Tektromy high-speed R7912 electron-
sun envelope. this combimation has resulted an
wider bandwidth and higher wrniting rate. due
matnly to the R79E2 electron gun’s smaller spot ~i7¢
140 gy and higher beam current (5 g\

® [he descelopment and usage of the 160K
hyte S-bit-resolution image memory  umit which
cnables the combined instrument to capture.
process. and displiny the transient digiizer data i
anethoient and tmely manner

Author: J. €, Cheng,

Major Contributors: G, R, Tripp, J. T, Noonan,
R. ). Schnetz, F. Savore (RCA) and L. Riley
( Tektronix)
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Reflector-Diffractor Spectrograph
Measurements on Shiva

We are interested i making high-resolution x-
ray spectroscopy  messurements in the photon
energy region from u.o o 1.2 keV. because this
region contains characteristic lines (in the N and O
series) of gold and other heavy elements. There are
Iwo types of mstruments that can be used in this
region. the diffraction crystal spectrograph and the
grazing-incidence grating spectrograph, although it
is difficult to obtain accurate quantitative data from
cither instrument in the region of interest.

Despite the practical advantages of the crystal
spectrograph. including lower initial cost. easier
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alignment and maintenance. and higher x-ray sen-
sitivity. previous altempts to use crystals to record
sub-kilovolt specira have demonstrated a basic
problem with the method: the sensitivity 1o x rays of
greater photon energy than desired (such as the M
lines of gold near 2.5 keV). This unwanted response
results from the nonnegligible second- and third-
order diffruction efficiency of crystals. and from the
greater x-ray transmission and sensitivity of filters
and photographic film. respectively. at higher
photon energies. To suppress unnecessary sen-
sitivity. a reflector-diffractor spectrograph in opera-
tion at Shiva {Fig. 5-22) uses a grazing-incidence
mirror  whose reflectivity - falls abruptly  above
1.2 keV. effectively filtering the x-ray beam reaching
the KAP crystal. Measurements obtained with this
nstrument for titunium. vanadium. and gold disk
shots at Shiva have provided useful qualitative in-
formation. indicating whether significant energy in
the region from 0.6 to 1.2 keV is contained in char-
acteristic lines.

Low response charuacteristics also make it dif-
ficult to obtain accurate quantitative data with the
spectrograph. because small errors in the calibra-
tion of the components can produce significant
errors in the reduced spectral data. Figure 5-23
shows the x-ray response of the spectrograph’s key
components. At low photon energies (near 0.6 keV)

the light-tight filter does not transmit well, the
crystal reflectivity is low, and the photographic film
is not sensitive: Fig. 5-24 shows the same general
result for the total instrument response. Under these
conditions, small calibration error may translate
into significant error in reduced data. To date
agreement between the spectra (Fig. 5-25) obtained

Fig. 5-24. Complete refiector-diffractor spectrograph sen-
sitiviey.
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with the crystal spectrograph and with the Dante
spectrometer systemis has not been good. A careful
recalibration of the spectrograph cemponents is
jrroceeding, and the situation sheuld improve.
Spectra obtained with the instrument for
weverul types of disks are shown in Fig. 5-25. The
dishs were irradiated with 3 X 10 Weem?, in
pulses ol 2ns. The data for the titanium and

vanadium disks show 1any sharp lines in the L
series. due to the berylliun.-like and lithium-like
species (4 or 3 electrons remaining bound to the
ion). Despite a wide range of irradiation conditions,
however, distinct lines for gold in the N and O series
have never been observed.

Author: L. N. Koppel

Fig. 5-26, X-ray reflectivity of a tungsten-carbon synthetic multilayer structure (SMS) mirror, in the region from 4 to 12 keV; each

profile results from diffraction at a particular 9 from 1.4° to 3.5°,
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Fig. 5-27. Comparison of tungsten-carbon and lead myristate multilaycr x-ray mirrors in the region from 500 to 1000 eV, for various

layer pairs. Reflection probability is plotted vs 26.
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Synthetic Multilayer
Structure Characterization

We are participating with the Center for
Materials F search (CMR) at Stanford University
in a preject to develop and refine a new type of x-
ray mirror based on x-ray interference within a syn-
thetic multilayer structure (SMS). On a smooth sub-
strale we use vacuum sputtering deposition to build
up a stack of films, where each film is 7 10 15 or
more A thick. Each layer of the stack is actually a
pair of films (culled a layer pair). one each of a high-
and low-Z material: a typical layer pair consists of
tungsten and carbon. The spatially-periodic varia-
tion in coherent scattering power produced by this
construction results in efficient medium-bandwidth
x-ray diffraction. We have observed, for example,
peak x-ray reflectivities of 20 to 40% and resolutions
of E/AE = 30 to 40 for tungsten /carbon structures.

Dispersion by the SMS is controlled by the
Bragg re’ ..~ A = 2d-sin 6. where 6 is the grazing

incidence angle of an x-ray beam and d is the
thickness of a layer pair. Sumples with values of d as
small as 14.5 4 have been built and tested, making
feasible the use of the SMS in the wavelength region
from 1 to 100 4. Figure 5-26 (opposite) illustrates
the x-ray response of a tungsten-carbon SM 5 with a
d value of 22.4 A; each profile results from diffrac-
tion at a particular # in the cunge from 1.4° to 3.5°
X-ray testing was performed in a vacuum dii-
fractometer cquipped with u Henke tube x-ray
source tihis facility is maintained by the L-division
X-ray Measurements Group at LLL). The x-ray
beam was continuous in energy in the region from 4
te 12 keV and was collimated to 1/2 arcmin in the
plane of dispersion. Spectra of the beams incident
on and reflected by the sample were obtained with a
high-resolution Si(Li) detector. A1 each of several
values of incident angle, a raw band-pass curve was
obtained by dividing the reflected spectrum by the
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incident spectrum: the curves in Fig. 5-26 were ob-
tamned in this manner.

Multilayer mirrors have the following advan-
viges when used as spectrometers in the region from
fto 104:

@ The resolution of the SMS bridges the gap
“vrween those of natural crystals and spectrometer
Svanels defined by Ross filter techniques.

@ The dispersion and resolution of the SMS
i be tailored by adjusting the value of d and num-

ot Laver pairs.

® An SMS with equal layer thicknesses and
~raded interfaces suppresses high-order diffraction
TCSPONSE,

W hen used in x-ray imaging instruments, the
wtractive properties of the SMS are

e [fficient reflection of x-rays whose photon
energies exceed the practical limit of total external
reflection.

& Adaptability to curved substrates, making
feasible x-ray optic elements of complex curvature.

Multilayer mirrors can also be used to good ad-
vantage in the regien from 10 to 100 A, where the
choice of x-ray dispersion elements has previously
been limited to grazing-incidence ruled grat*~gs and
stearate-type (soap film) artificial crystals. For
measurements requiring high spjectral resolution
(X/NA > 100) there is no aliernative to gratings. The
SMS. however, appears 1o be better suited than the
stearate-lype crystal for medium-resolution applica-
tions in this region, because

® The d value for the SMS is not controlled
by the carbon chain length of high-meliting-point
fatty acids, but can be freely selected.

® The particularly pernicious higher-ordcr
diffraction response of stearate crystals can be
avoided by proper SMS fabrication.

® Proper selection of SMS component ele-
ments preserves sensitivity in the region from 25 to
50 4 where the reflectivity of stearate crystals is very
low.

Measurements at ithe University of Hawaii
have provided the most thorough characterization
of the SMS in tne soft x-ray region. As shown in
Fig. 5-27, the reflectivity of a tungsten-carbon SMS
is about twice as high as that of a lead myristate
crystal.

5-26

Author: L. N. Koppel

Major Contributors: T. W. Barbee (Center for
Materials Research, Stanford University) and B. L.
Henke (University of Hawaii)

Shiva Optical Pyrometer

The Shiva optical pyrometer is designed to
measure visible light emitted by a target. An
achromat telescepe focuses light magnified by
about ten onto the slit of a streak camera; the beam
is split to provide two speetral channels, usually
chosen to be in the orange and blue regions of the
spectrum (Fig. 5-28). Also, a portion of one of the
incident laser beams is doubled 10 provide a 5320-4
timing fiducial for the streak camera. This 5320-4
fiducial is necessary because the streak tube has an
S$-20 photocathode. Each streak camera photograph
will thus have three concurrent, but spatially
separate, streaks.

The fiducial is timed by irradiating foils with
rod shuts of short pulse lengiii. i'or tnese shuls buth
spectral channels are set up to respond to 2w light
from the target. We assume that the peak intensity
of the 2w light is coincident with the peak intensity
of the 1.06-um light.

The KDP doubling crystal is aligned using the
collimated beam from the Argus oscillator; the
phase-matching direction is indexed by two
crosshairs. The entire optical assembly is on a
kinematic mount.

The streak camera detects light coming from a
part of the target that is typically only several hun-
dred micrometers across: such a source requires that
we check the alignment of the optical assembly
before every shot if our 1esults are to be believable.
For alignment, the target is illuminated at the
specular angle, as shown in Fig. 5-28 (plan view).
We view the target in reflection, rather than simply
shadowing it, because the laser-irradiated side of the
target is usually masked off by a large shield many
millimeters in size: this shield is necessary for the
complementary low-energy Dante diagnostics,
which presently have no imaging capability.

We have measured the transmission of the two
optical paths as a function of wavelength, using un-
polarized light, and have measured the spectral
response of the streak camera photocathode. With
this informatios:, we can calculate preheat tem-
perature from the ratio of the orange and blue chan-



Fig. 5-28. Plan and side views of the Shiva optical pyrometer; the two achromat lenses in the telescope are not shown.
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If the temperature is 100 high. both channels
see emission in the Rayleigh-Jeans portion of the
blackbody spectrum. where the flux is simply
proportional to the temperature: the ratio ol the
two fluences will then tell us only that the tem-
perature is igh. The streak camera has been ab-
solutely calibrated, however. so that we can also
deduce a temperature from the film exposure. using
the calibrated step-wedge exposed on the [ilm: the
spectrum and duration of the light exposing the
step-wedge match those of the light radiated by the
P-11 phosphor at the output of the streak camera
microchannel plate.

Author: ID. W. Phillion and M. W. Kobierecki
Major Contributors: D. 1.. Banner and R. D. Rudd

Shiva Raman Light
Spectrograph

We are setting up an optical experiment at
Shiva that will give far greater spectral resolution of
the Ruman-scattered light than was achieved at
Argus, where the spectrum had to be obtained from
many laser shots by changing interference filters.
The heart of this experimental diagnostic is a 25-
clement indium arsenide array fubricated by Judson
Infra-red. The array is mounted in a stainless steel
Dewar flask and cooled to the liquid nitrogen tem-
perature of 77 K. The array will be read out by



d light at Shiva.

Fig. 5-29. Experi I setup to sp lly resolve R
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programmable charge-integrator modules inter-
faced with the Shiva data acquisition system. Each
single-width module contains four channels, whose
sensitivities are set by computer control.

The spectrograph (Fig. 5-29) is compact: the
Dewar flask is 2-1/2in. in diameter and 5-1/2in.
high. the opties w7 1. in diameter. and the effec-
tive focal length  “the \wo parabolic mirrorsis 6 in.
(f/3.2). A 2xp wavelength fiducial is provided by the
1.06-um light in second order: the light is brought
by fiber optic from one of the ¢w alignment lasers.

The light coliector (Fig. 5-30) is designed to fit
on a dome port of the Shiva target chamber at either
& = 20 or # = 160: we use the folded design because
all dome ports at Shiva are located under lens
positioners, allowing only about 2in. of vertical
clearance. The Raman-scattered light is expected to
be highly collimated by refraction along the density-
gradient direction. For most of the experiments we
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plan, this demands a location as close to the axis as
possible. Mirrors are used instead of lenses so that
we can align the light collector using visible light
and still be confident it 15 also aligned for the
Raman-scattered infrared light. A diamond-turned
ellipsoidal mirror focuses the light from the target
onto the fiber optic with a magnification of 0.0825.
The ellipsoidal mirror that determines the light-
collection solid angle is 40 mm by 40 mm. and is
placed 1265 mm from the center of the target cham-
her: the light-collection solid angle is about 1.0 X
1073 steradians.

Since the quartz optical fiber is one millimeter
in diameter, the field of view is 12 mm across
laterally; longitudinally, the field of view is hun-
dreds of millimeters deep. A dielectric coating on
the Infrasil window is highly reflective of 1.06-gm
light, but transmits in the spectral region of interest
from 1.2 to 2.6 um. Color filters (such as the Corn-
ing 7-56 visible-light-absorbing filter and the Ccrn-
ing 4-64 near-infrared-abs . bing filter) will also be



Fig. 5-30." Light collector for a Shiva dome port, to be fit at & = 20° or § = 160°,

Diamond-turned—/

ellipsoidal mirror

Plane aluminum mirror
to fold the optical path

Fiber optic connector

Light from target

used to ensure that only the Raman-scattered light
is collected.

The entire system is calibrated with a black-
body source placed in the field of view of the light
collector. Since the blackbody sourcs has an
emissivily known to 1%, an aperture area known
10 0.1%. and a tempe.ature (variable up to 1273 K)
which is known 10 +2 K. the absolui¢ spectral in-
tensity in waltts /(um-steradian) can be accurately
calculated. We will make a dc measurement of the
current generated by each indium arsenide detector
using a nanovoltmeter shunted by a small
resistance. The background current can be cancelled
with a high-impedance adjustable-current source, so
that with the blackbody source blocked. no voltage
appears across the small shunt resistance. This
measurement technique has worked well in
calibrating other indium arsenide detectors and has
agieed with the pulsed calibration within error. We
can thus calibrate the entire system with the same
filters as are used in the experiment.

We make the assumption that the cw calibra-
tion will agree with a pulsed calibration in the low-
power. low-energy limit. The somewhat nonlinear
response to a short high-energy light pulse can be
corrected for by measuring the curve giving the out-
put charge as a function of the relative energy of the
incident light pulse. The relative energy scale can be

made absolule by assuming that the low-energy
linear asymptote agrees with the low-po. + cw
calibration. Should questions arise, however. a
pulsed calihration will be carried out off-line.

Author: D. W. Phillion
Major Contributors: W. B, Laird, R. K. Reed, D. K.
Waliton, and T. D). Schwinn

Neutron and X-Ray
Emission Timme Measurements

Neutron diagnostics have been used since the
beginning of the laser fusion program at LLL to
measure thermonuclear yield and reaction tem-
perature in exploding-pusher™ ICF targets. With
optimnm exploding-pusher targets, the laser pulses
were 30 to 100 ps FWHM. implosion times were
typically less than 200 ps. For these conditions we
determined implosion times using our x-ray streak
camera,”® Now, as we change our emphasis to
colder targets with thicker shells and higher pR’s, x-
ray studies beceme imore difficult and our
diagnostics become much more dependent on
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Fig. 5-31. (a) Schematic of the experimental setup for ission time (W E le of raw data; x-ray, neutron,
and 1.06-um light signals are delayed and combined to give a ¢ jent order and ing on the oscilioscope trace.

L

Vacuum
chamber

{b}
Lead
shielaing
® :
% nertrons .
=y :
> .
\ Photodiode E R
Fluor/MCP 8|
N :
detector s
}_ et Neutrons
Delay line . : ' : :
T — —2ns
R7017
transient
recorder
Fig. 5-32. (a) Schematic of the fast neutron/x-ray d . (b) Det impuise resp
NE111 fluor
{2% benzophenone)
Fluor/MCP detector
ITT F4129 MCP tube impulse response
(3 plates)
(a) b
4 94 p
Blackened Sampling
surface score
~
— f—1ns
Detector characteristics
50-ps burst ® T ~390ps
of x rays o FWHM ~ 790 ps

® Gain>108

5-30



Fig. 5-33. Neutren emission time relative to the laser pulse
peak, for 10 shots that had similar laser and target charac-
teristics. For these shots, the average emission time is 295 ps
(solid line) +85 ps (shaded area).
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penetrating radiaticns su-h as neutrons (sce “"Com-
pression Diagnosties for High-Density. Low-
Temperature Targets” later in this sectiond,

A diagnostic which can be particularly valuable
for providing information about the implosion
dynamics of double-shelled targets is “*neutron in-
terval timing.” whereby an implosion time s
deduced {rom the time difference between laser and
neutron signals recorded with a single transient
recorder. We have built and used such a device.
coupling 1 fust neutron detector and a separate fast
photodiode (for laser light) to a single recording in-
strument. This neutron sy stem”! is designed to

® Mecusure neutron and high-energy {(>4C
keV) x-ray emission times relative to 1.0o-um laser
pulses. wits .« vrecision of =100 ps.

® Be Lseful with neutron yields in the range
from 10010 10"

® Function in the presence of large aray

bursts.

Figure 3-31 shows (1) a schematic of the system
and (b) an example of raw data. The last neutron
detector used in our studies is an NEII1 plastic
scintillator 46 mm in diameter and 253 mm thick.
quenced with 2% benzophenone.™ The scintillator
is coupled to a three-stage ITT F4129 mierochannel
plate (MCP) phowomuitiplier tube. as shown in
Fig. 5-32(a). The external scintillator surfaces are
painted biaek to reduce dispersio. oy internal light
reflections: leud shielding attenuates the intense -
ray bursts and concomitant fluorescence

The detector response, shown in Fig. 5-32(b).
has a 390-ps rise time. @ 790-ps FWHM. an clectron
gain of 10° and recovers to baseline in several ns. A
yield of 107 neutrons produces approximately 300
interactions in the scintillator, located 0.9 m from
the target.

The detector setup to monitor scattered light
from the target consists of an ITT F4018 biplanar
vacuum photodiode with an S-1 photocathode.
Signal levels in the 300-ps rise-time detector are con-
trolled with a 100-.4-wide band-pass iilter centered
on 1.06 um. and appropriate neutral-density filters.
X-ray and neutron signuls from the neatron detec-
tor and the scattered light signual from the
photodiode are mixed with 30-8 power-splitters and
recorded by S00-M[Hz Tektronin 7912 transient
recorders. We select appropriate cable lengths and
use an open-circait delay stub 1o display the three
signals with optimal sweep speed. in conveniently
displaced nositions | Fig. 5-31b)].

Fmission tme measurements are subject 1o

1 erroan:

andd statisg

hoth systenmdatic

&  Sistematic errors are associated with in-
strument time-delay uncertainties, which affect the
absolute position of all tuming datz in the same
manner. Systemittic errors are estimated to be less
than £175 ps for neatron data and £120 ps for x-
ray dati.

®  Statistical errors are assoviated with uncer-
tainties in neutron interaction with the detector.
cecomvolution of the system response. and Gata
reduction of the seope traces. These uncertainties
are typicall: £ 173 ps. und are primarily associated
with making two readings from a single transient
recorder frace.

Initial experiments have demonstrated  the
capabilities of our neutron interval timing tech-
nigue. Figure 5-33 spows the implosior time
deduced for [0shots that had similar laser and
target characteristics: in these tests the i erval time
was determined te be 295 ps. with a reproducibility
ol £ 100 ps. This clearly indicates that the technique
will be one of great value for the longer time inter-
vals expected with larger. double-shelled targets.

X-Ray Measurements. Along with measuring
refative x-ray specira and pulse shapes. we are
currently interested 1n menitoring the x-ray emis-
sion tines relatine o the incident 1.06-um laser
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pulse. We have implemented two similar systems for
this purpose, one for x rays from 300 o 800 eV,
another for x rays from 40 to 70 keV:

® To detect low-energy x rays from 300 to
800 eV. we use a filtered XR D-31 x-ray diode,?} and
an ITT F4014 vacuum photodiode to momtor a
small fraction of the incident laser beam. Signals
from the two detectors are fed tc signal and marker
inputs of a 4-GHz TSN 660 (Thompson-CSF) os-
cilloscope. Used with a TSN €60 oscilloscope, these
detectors have impulse responses of about 200 ps
FWHM. Representative outputs, for gold disk
largets irradiated at two different intensities, are
shown in Fig. 5-34.

® To monitor x rays in the 40 to 70 keV
range. we use an 1TT F4128 MCP photemultiplier
tube with about a 400-ps FWHM time response. X
rays pass through a filter pack, then interact i1 the
MCP tube: the resultant signal is recorded on a
TSN 660 oscilloscope, along with a photodiode
signal applied to the marker input.

The object of data analysis for the x-ray
systems is to detect small shot-to-shot shifts in x-ray
emission time relativc to the incident laser pulse, us-
ing the photodiode signal as a precise time fiducial.
(No attempts have been made to determine the ab-
solute emission times from these systems.)

Two digitized oscilloscope traces produced by
our data analysis technique are compared in Fig.
5-35. The delayed photodiode signals (negative
pulses) are normalized to facilitate alignment of the
trace time axis. Then we translate the trace of in-
terest so that the leading edge of its fiducial signal
coincides with that of the reference shot. Next, the
x-ray signals are normalized to permit better com-
parison of the signal shapes and relative shifts in
emission times.

With this method we can detect relative time
shifts of about 100 ps. We have arbitrarily chosen
the peak of one of the x-ray pulses as the zero
reference time; we have not yet attempted to deter-
mine the absolute x-ray emission time using the
present systems because of the relatively large un-
certainties in transit times through the various
system components.

Authors: R. A. Lerche, H. N. Kornblum, and K. G.
Tirsell
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Fig, 5-34.. Typical gold disk data recorded by the low-emergy
x-ray system, Ou each trace, the pulse to the left is the XRD-
31 x-ray signal and the negative pulse on the rigit ks the 1.06-
um photodiode signal. Note that the emitted x-ray pulse shape
and intezsity change with fmcident Inser intonsity:
(M3X0W/em;(b) 15X W W/em? D
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D-D Neutron Measurements

In 1979 we shot the first LLL laser-irradiated
target with a significant D-D neutron yield. Of the
four techniques we use to monitor D-T neutron
yields—fast time-resolved scintillator/photo-



‘Fig, 5-35," Comparison of two TSN 660 oscilloscope traces for goid disk shots, The digitized Inser (negative puises) and x-ray (positive

pulses) signals are mormalized to facilitate comparison.
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multiplier detectors,2%23 copper activation,26:27 lead
activation,2® and silver activation—all but copper
activation can also be used to determine D-D
neutron yields. The 10.9-MeV neutron activation
threshold of copper renders it useless for measuring
the 2.45-MeV D-D neutron yields.

The fast scintillator/PM tube system is perhaps
the most important diagnostic technique. For a
neutron source of subnanosecond duration, dis-
tinguishing which neutrons are truly D-D and
which neutrons are D-T is easily accomplished by
time-of-flight (TOF) separation. Signal strengths
are used to determine the relative yield of the two
species. We calibrate our scintillator detectors for
D-T neutrons by comparing their output with laser-
shot resuits obtained with a copper activation
system carefully calibrated previously at the LLL
RTNS facility; we then estimate the scintillator’s
D-D neutron sensitivity using Monte Carlo simula-
ticns and light response curves for D-D and D-T
neutrons. For our scintillator/PM tube detectors,
D-D neutron sensitivity is 12 times less than D-T
neutron sensitivity. Figure 5-36 shows a represen-

tative scintillator detector output for a D-D neutron
signal.

We developed our lead activation system as a
sensitive monitor of low D-T neutron yields. The
lead detector is calibrated for D-T neutrons by com-
parison with copper activation results on laser
shots. To estimate the D-D neutron sensitivity of
lead activation, we multiply the D-T sensitivity by
the ratio of the cross section for forming Pb-207m
with 2.45-MeV neutrons to the cross section for
forming Pb-207m with 14-MeV neutrons. Using this
technique. we determine the lead detector to be 62
times sensitive to D-D neutrons than to D-T
neutrons.

A silver activation system mounted at Shiva
has been monitoring neutrons from D-T targets
since late 1978. D-T neutron calibration is deter-
mined by comparing the silver activation output
with copper and lead activation results on laser
shots. Monte Carlo calculations for the silver detec-
tor show the D-D sensitivitv to be 1.25 times greater
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Fig. 5-36. Oscilloscope trace for time-resolved scin-
tillator /photomaltiplier detector located 7.47 m from the
target, showing 7.1 X 10% D--D neutrons; this trace shows no
evidence of D~T neutrons. X rays arrive 119 as before D-T
nentrons and 319 ns before D-D neutrons. Sensitivities are
50 mV/div and 50 ns/div,

D-D
X rays . neutrons

50-mV/div

— }=—50ns

than its D-T sensitivity. D-D calibration ol the
detector has been done with D-D neutrons from a
neutron generator, which provides a D-D calibra-
tion independent of the D-T calibration of the other
detectors.

The D-D neutron yicld values determined by
the three systems are in good agreement; any one of
the three can he used for diagnosing the yield from a
D-D neutron source. If there are D-T neutrons pres-
ent, however, the analysis is less simple. A D-T yield
of only 1.6% of the total nzutron yield produces a
50% error in the lead activation system: the silver
system shows a similar inability to distinguish be-
tween D-D and D-T neutrons.

The most accurate D-D neutron measurement
when D-T neutrons are also present is obtained with
a combination of the scintillator, silver, and copper
detectors. Estimates ol D-D and D-T neutron yields
can be made from scintillator data, and an accurate
D-T yield determined from copper aciivation data;
the silver counter output corrected for D-T yield
gives the D-D yield. The lead system can duplicate
the silver system, but has significantly poorer D-D
sensitivity.
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Compression Diagnostics
for High-Density, Low-
Temperature Targets

A significant lask of our diagnostic program is
developing techniques to det.rmine the final fuel
conditions in laser-compressed targets. The
measurements of final fuel density and pR have
posed a particular challenge during the past year, as
our program evolved from an carlier interest in
thin-walled exploding pushers to concentration on
thicker-walled targets designed to achieve higher
fuel densities. As a consequence, present imploded
cores are colder, but more dense, and are surround-
ed by a significantly less transmissive pusher.

These new conditions adversely affect the
usefulness of previous diagnostics in two ways:

® Temperatures are lower, and thus targets
emit fewer keVerange x rays and fewer thermo-
nuclear reaction products such as neutron and
alpha particles, each of which provided valuable
diagnostic information for thin-walled targets.

® Because the surrounding glass pusher is of
a higher (pAR)p (our shorthand for O,rR pdr), fewer
x rays and reaction products can escape and be used
for diagnostic purposes.

These problems are summarized in Figs. 5-37
and 5-38. Figure 5-37 shows the transmission of
xrays of 2, 3, 4, 6 and 8 keV, as a function of glass
(pAR),, for glass temperatures from 100 to 500 eV,



Fig. 5-37. Calculated x-ray transmission coefficient as a function of areal density of a compressed and heated glass pusher. The verical
yellow band labeled ““EP'" represents typical behavior for exploding pushers; targets which might achieve higher fuel densities are
represented by the yellow bands labeled ‘10X ** and *“100X," indicating 10 and 100 times the liguid D-T density of 0.Z g /em 3
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Fig. 5-39. Calculated operating regi

for varlous density diagnostics for ranges of experimental interest.
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Note for instance that whereas 2-keV x rays are ap-
propriate for diagnosing thin-shelled targets achiev-
g final (pARY)'s of <1 mg/cmz. targets that would
achieve values as high as 30 mg/cm® require a
photon energy of 6 to 8 keV to provide information
ccparding the fuel region or fuel-pusher interface.

The situation is similar for reaction-product
«rta particles and protons, which also must pass
hreugh the compressed pusher if they are to
provide diagnostic information on final fuel condi-
uons. In Fig, 5-38 we see, for example, that
1.5-McV alpha particles readily pass through the
compressed glass of an exploding pusher [(p.AR)p 2>
0.5 mg cm?), permitting alpha imaging of the ther-
monuclear burn: with targets achieving (p AR)p's >
10 mg/cm”, however, the alphas no longer escape.
Thus our compression diagnostics must take advan-
tage of higher-energy photons and more penetrating
particles, such as multi-MeV protons and neutrons.
Several such diagnostics are discussed in other arti-
cles in this section.
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While Figs. 5-37 and 5-38 address the issue of
photon and particle trunsport through the sur-
rounding glass pusher, they do not address the issue
ol temperature-sensitive emission rates. Figure §-39
includes such information in providing a simple
guide to diagnostic operating regimes, given the
parameters of (temperature-sensitive) neutron yield
and target pR (of either fuel or pusher, as ap-
propriate). Although only a sampling of possible
diagnostics is shown, the parameter space is well
overlapped. Note that not only is the value of
(paR), important for alpha imaging. but the final
fuel temperature, and thus neutron vield, must be
high enough to produce a detectable image.

The role of neutron-activated bromine and
argon tracer gases for measurement of fuel region
(pR)ris also shown in Fig. 5-39. with an explicit in-
verse relation between neutron yield and achieved
(pR). We can see that for the assumed seed condi-
tions. a (pR)rof 10 mg/cm2 would require a neutron
yield in excess of [0”. Threshold for silicon pusher
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(pAR)p measurements is ten times lower, but these
diagnostics require modeling to relate pusher and
fuel conditions. Not shown in the figure are
variable-energy x-ray images which can provide
two-dimensional comprassion symmetry as well as
stability information, but whose emission levels are
quite sensitive to fuel-pusher interface tcin-
peratures—a situation difficult to summa.ize in a
single illustration.

QOur program is presently pursuing a broad-
based approach to compression diagnostics,
emphasizing the need for multiple, complementary
diagnostics, such as

® Two-dimensional broad-band images.

® Spectral broadening and one-dimensional
imaging.

@ Neutron activation.

@ The use of numerical simulations to con-
sistently explain the various observable phenomena
peaking at different times during implosion.

A preliminary example of our work in this area
is described in Section 6, *'10X Liquid Density
Target Experiments.”

Authors: D. T. Attwood, N. M. Ceglio, E. M.
Campbell, and J. T. Larsen

X-Ray Imaging of Laser
Fusion Targets

Zone-plate-coded imaging cameras now rou-
tinely provide multispectral x-ray images of
intermediate-density laser fusion targets.?? Figure
5-40 shows representative multispectral data: a
series of two-dimensional x-ray images in distinct
spectral bands within the range from 2 to 20 keV.
The isointensity contour maps ure of x-ray emission
in four spectral bands centered at 2.7, 4.6, 6.1, and
16 keV. Adjacent to the contour maps are linear
plots of x-ray intensity versus position along a slice
through the target center. The images are from a
D-T-filled 145-um-i.d. glass microsphere target
whose 5-um glass wall was coated with 16.5 um of
teflon: the target was irradiated at the Shiva facility.
with 3.4 kJ in a 200-ps, 17-TW pulse.

Such an array of image data is useful in the
dizgnosis of intermediate-density targets:

Fig. 5-40. A series of x-ray images in discreet spectral bands, for o laser-i

"

density mi target. (In these

images, the two 10-beam clusters of the Shiva laser facility were incident on the teflon-coated target from the tor and bottom.)
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Fig. 5-41. A representative pair of x-ray images from two nominally identical target experiments. The variations in the geometry of the
depression in the central core suggest that in some of these experirients, two-dimensional effects perhaps compromise the integrity of the

fuel-pusher interface at compression.
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® The low-cnergy (=2 keV) image shows
thermal emission from the laser-illuminated teflon
coating. thereby providing an indication of the il-
lumination symmetry on target: it also shows the
compressed core. To unambiguously “see™ into the
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compressed core of intermediite-density targets,
which are designed to achieve a fuel density of ™ to
10 gm/cc und a glass pAR = 5 10 10 mg-cm?, re-
quires higher-energy x-ray images.

® The intermediate-energy (=4 to 6 keV) im-
ages allow us to see further into the compressed



target core. and perhaps evalume the quality of
compression: the synimetry and volume of the core,
and the integrity of the fuel-pusher interface (inter-
pretation of time-integrated images of the com-
pressed cores of intermediate-density targets is dis-
cussed later in this article).

® The high-energy image (=16 keV) shows
the hollow shell of suprathermal x-ray brem-
sstrahlung arising from interaction of long-range
{approximate target wall thickness) suprathermal
clectrons with the high-/Z pusher material. The
suprathermal image provides a snapshol of the
pusher shell at around the time of intense laser
irradiation. that is. in the carly stages of target im-
plosion. Such an image allows us to monitor the in-
itial stages of pusher motion. to diagnose target il-
lumination asymmetries (through local in-
homogeneities in STX. and therefore in STE.
production). and to detect an eariy hreak-up of the
pusher shell if it should oceur.™ There is no ap-
parent break-up of the pusher shell during this ex-
periment’s 200-ps laser irradiation.

As mentioned above, this class of experiments
is puarticularly concerned with the quality of com-
pressian of the laser-imploded target. Because local
parameters such as electron and ton density and
temperature vary on ascale of micrometers and tens
ol prcaseconds, it s important to combine several
independent direct diagnostic methods in order to
provide a comprehensive deseription of the targetin
ity compressed stite,

Although & time-integrated v-ray image cannot
be expected to (el the whale story, intermediate-
energy images (Fig, S-41) can raise some interesting
questions. For example, a one-dimensional caleulis-
tion of the target implesion leads us to ¢xpect a dip
in the center of the compressed core, the locus of the
D-T fuel: in such a cuse we can “see” the fuel-
pusher interface, and estimate the volume of the en-
closed fuel. In this regard. Fig. 5-41 shows =6-keV
images from two nominally identical target shats, In
image (4) the compressed core shows a distinet cen-
tral dip, as expected, whereas in (b) the evidence for
such a depression in the central care emission is less
convineing: this indicates that two-dimensional ef-
fects may compromise the integrity of the fuel-
pusher interface at compression. Note that the
target shot in image (a) exhihits a higher degree of
svmmetry than that in image (b). The illumination
pattern on the target—as monitored by the outer
ring of suprathermal emission—is more symmetric:

this results in a more sy metric (21 by 25 gm) com-
pressed core, with a dip in the x-ray emission al its
center. It should he further noted that a closer in-
spection of Fig. 5-41(a) shows that the dip or
depression in the central core emission is not fulls
enclosed hy regions of higher emission: that is, if we
are indeed looking at a fuel-pusher interface. it 1s
one that does not appear to fully enclose the com-
pressed fuel.

Although a clear interpretation ol the phe-
nomeni displayed in Fig, 3-41is notyetin hand, the
data seem to suggest that two-dimenstional effects
play an important role in this cliass of target experi-
ments: one-dimensional simulations of target per-
formance may be insufficient. Such conclusions
should not be surprising, considering the illumina-
tion assmmetry of the Shiva faalits, The very in-
teresting matter of repeating these intermediate-
density tiarget experiments using sy mmetric target il-
lumination is being pursued.

Author: N. M, Ceglio

Major Contributors: G. I.. Howe. G. Wurden, G.
Stone, C. H. Dittmore, W. C, Herrmann, and D. R,
Ciarlo
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Implosion Measurements with
Neutron Activation Techniques

In an imploded Liser fusion target, consisting
of compressed D-T gas encapsulated inoa glass
microshell, the thermonuclear neutrans activate the
3G atoms m the glass via the ~*Sin.py > A reaction.
By measuring the neutron vield and the total num-
her of Al aoms created. we can determine the
arcal density pAR of the compressed glass shell at
the time of peak neutron production. =% The
compressed-glass pAR can then be used in simple
madels or computer simulations (o estimate the
compressed density of the fuel. This article describes
experiments at the Shisa laser facility in which the
activity found in the collected target debris was
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Fig, 5-42, Laser-fusion target consisting of a telfon-coxted glass microshell filled with 50 atmospheres of D-T gas. The inktial glass

pAR was 0.001 g/em 2,

Glass {5 um)

D-T (10 mg/cm?)

Teflon ablater
{15-50 ym)

Initial inner diameter ~ 140 um

identified by its decay rate as Al The amount of
activity was then used to derive the compressed-
glass pAR.

The targets we used in these experiments
(described in greater detail in Sect.on 6, 10X Lig-
uid Density Target Experiments™) were glass
microshells with inner diameters of 140 um and wall
ihicknesses of 5um, filled with a I0-m;_1,'cm3
. quimolar mixture of D-T gas and coated with

«m of teflon (Fig. 5-42). The glass constituents
. hy weight, 76% SiO,, 7.5% B,Os, 14% Na,O.
+ 157 K50,

i .ar kJ of laser energy in a 200-ps Gaussian

;re directed by 20 individually focused
‘o the teflon ablation layer of the target.
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The heating and subsequent blowoff of the ablator
compressed the glass pusiier and the fuel. It was es-
timated from both optical and plasma calorimetry
that 20% of the incident laser energy was absorbed.
Typical neutron vields of 3 to 6 X 10% were ob-
tained,

To collect a portion of the debris from the ex-
ploding target, we used an aluminum collector
cvlinder placed 10 mm from the target, opposite a
dish-shaped tantalum reflector placed 25 mm from
the target (Fig. 5-43). The cylinder was lined with
20-um-thick, 99.9995%-pure titanium foil, and
measured 50 mm in diameter by 165 mm long; the
reflector was also 50 mm in diameter. The front
30 mm of the cylinder were covered with an ad-
ditional 50-um-thick layer of tantalum foil 1o



Fig. 5-43. Target debris collector. An alumtinum tube lined with titanium foll was placed 10 mm from the target and opposite a dish-

With this

shaped ref)

55% of target debris adbered to the foil.

50-um tantalum foil

20-um titanium foil

Irradiated target

protect against blast damage. It took 17 seconds for
an automated system to withdraw the collector
from the evacuated target chamber and transfer it to
the counting facility.

The amount of collected debris was determined
in two auxiliary experiments using targets and laser
conditions identical to those described above. In
these experiments.* however, the microshells were
made slightly radioactive by placing them in a light
water reactor and allowing thermal neutron capture
to create radioactive #*Na(t; 5 = 15 hours) from the
BNa present in the glass. We were then able to
measure the fraction of 1arget debris collected by
taking the ratio of the *¥Na activity found on the
collector foils following a laser shot to that known
to be present in the target. The average amount of
target debris collected in these two experiments was
55.3% % 0.5%. We also found in other experiments
that < 1% of the debris was collected in the absence
of the reflector, and that <0.5% of the target debris
adhered to the reflector.

We measured both the 2*Na and 8A] activities
with a Nal(T]) detector 250 mm in diameter and

250 mm long. having a well 150 mm deep and
50 mm in diameter.™ We surrounded the detector
with a 100-mm-thick lead shield to reduce the
buckground in the 300-keV-wide 1.78-McV windaw
to 88 counts minute. Aluminum decays with a 2.24-
min half-life by contting & 5~ particle and « 1.78-
MeV gamnra ray: this gamma ray was detected by
the Nal(Tl) crystal with o measured cefficiency of
33% £ 4%,

In one of the the pAR evperiments, we loaded
the detector with the collector foils and were able to
start counting the 1.78-MceV gamni ray .36 min
after the laser shot. Figure 3-34 shows that the
measured activity decayed with a half-life of 2.16 £
0.16 min. This, together with the fact that the
observed level of activity i consistent with the
neutron yield and reaction cross section, gives us
confidence that we are indeed measuring the 2.24-
min decay activity of AL previous experiments
reported in the literature have not had sufficient ac-
tivity to identify the radioactive nuclide.

Equation (1) relates the detected number of
decays (N,) to the total number of activated atoms
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Fig. 5-44. Decay curve obtained from gawma activity (1.63
to 1.93 MeV) detected in the collected target debris. The ap-

proximately 2.2-min half-life indicates that we are observing
b
Al

u

Counts per minute

Least squares fit
to points fram
1-091t01t =9 minutes;
ty, ” 2.16 1 0.16 minutes

111|J_111|II||1
0 2 4 6 8 W 12 14

Minutes

created (N*), by accounting for the collection ef-
liciency n,. the detection efficiency ny, the delay time
(between luser shot and commencement of
ceuanting) t. the counting interval At (tuken to be
3 min), and the ** At decay constant A,

N

Ne = -

- ["c"d oM c—xm)] h

In Fig. 3-44, the 770 net counts detected in the
first 5 min of counting indicate that 7960 2%A) atoms
were created. Thus, we are able o detect nearly 1077
al the total activation vield of the target, which
clearly  demonstrates the extreme sensitivity  of
neutron activation technique. Using our more
sophisticated -y coincidence counting technique™
which reduces the background rates by a factor of
200, we are able to detect total activation yields of
only 100 atoms.

We can now relate the number of activated
atoms created to an average pAR. using the
eguation

*

pAR =

YnquO )

AW
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where Y, is the neutron yield (6.7 X 108), & is the
28Si(n,p)m"Al cross-section (0.250 b), fis the fraction
of 288i atoms in the pusher (0.25), A, is the average
atomic weight of a pusher atom (20 g), and Aq is
Avogadro’s number,

In our exper'ments, we found the pusher areal
density 1o be 5.9 (£1.5) X 1073 g/em?. This repre-
sents a 4.8-fold increase in pAR fromits initial value
of 1.2 X 10-3 g em?, and indicates a fuel density at
burn time of 1 1o 2 g ‘em?.

Author: S. M. Lane
Major Contributors: . M. Camphell, W. M,
Ploeger, C. K. Bennett, and (. E. Thompson

References

Mo k) Maver and W B Rensel. “Plastic Bubbles and Tam-
per pAR Measurements for Laser-drmeen Fuvion Faypen-
ments S Appl Phyy 470 1490 (i976),

32 Laver Program Annual Report—1976, Lawrence Livermaore
Laborators,  Livermore, Calil, UCRE-S021-76 (1977),
pp. 2108 1o 3109

WV Laser Program Annual Report—1977, Lawrence Lisermore
Laborators, Livermore, Calif., UCRL-50021-77 (1978),
pp. 383 10 390,

M Laser Program Annual Report—1978, Lawrence Livermore
Labaratory, Livermore, Calif.  UCRL-50021-78 {1979),
pp. 6-45 10 6-52,

5. koM Camphell, WM. Ploeger, POHL Lee and S. M. Lane.
“Eaplading-Pusher Tamper pAR Measurement by Neutron
Activation,” Lawrence Divermore Laboratony, Livermore,
Culil., UCRT-X3096 (1979), submitted to J. Appl Phiv

6. kM. Campbell, Ho G Hicks, W €0 Mead, 1. W,
Coleman, C. W, Harcher, 3 HL Dellis, M. ) Bosle, 1 T,
Larsen. and SO M. Lane, “Callectian-Fraction Deternna-
ton Unlzing o Radisactive Tracer,”™ Lawrence Livermore
Laboratory, Livermore, Cahf, UCRL-83072 (1979), sub-
mitted t S Appl. Phs

Plasma Diagnostics Using
X-Ray Spectroscopy

During 1979 we vtilized x-ray line spectroscopy
to mex .ure compressed-fuel density achieved in
exploding-pusher and ablatively driven targets. Ow-
ing to the small amount of argon mixed with the
D-T in these microballoons, we were unable to
make density determinations from Stark-broadened
Ar x-ray lines. We have instead concentrated on
one-dimensional line imaging to measure fuel x-ray
emission volume, which can then be related to the
fuel density; two separate series of experiments were
performed, one at Argus and the other at Shiva. We
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Fig. 5-45, Schematic of argon line inaging crystal spectrugraph (ALICS), with typical data.
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discuss some problems with the present imaging
diagnostics as well as some plans for future im-
provements.

We also studied line emission intensity from
various disk materiuls as a function of laser
paramelers such as pulse length and intensity. This
effort was begun in order to characterize efficient,
intense, x-ray line sources for [uture x-ray back-
lighting or time-resolved x-ray radiography experi-
ments. We obtained encouraging results concerning
the production of suitable x-ray lines by laser-
generated plasmas. We discuss these experiments in
the second part of this section.

Density Diagnostics. We have developed argon
x-ray line imaging as an ICF target diagnostic
technique. This technique measures the diameter of
the compressed fuel core to provide an independent
and direct measurement of fuel compruession
achieved by the imploded target. A smail amount of
argon gas is loaded into the target along with the
D-T fuel. Near the time of maximum compression
the argon radiates its characteristic and penetrating
x-ray lines. A spatially-resolving x-ray crystal spec-
trograph then measures the extent of the line emis-
sion region in one diiiension, producing an estimate
of the size of the compressed core. This technique
has been tested

® In Argus exploding-pusher target shets for
which  zone-plate-camera alpha-particle
were also obtained.?’

® In experiments at Shiva in which the com-
pression achieved by ablatively driven targets was
measured with the pusher neutron activation tech-
niqu~ described in the previous article.

It i1s expected that the argon x-ray technique
will be useful only for targets whose final fuel den-
sity is no greater than 50 times that of liquid D-T.
Targets expected to achieve higher compressions re-
quire pusher shells that are oo optically thick at
stagnation to permit transmission of argon x-ray
lines. The value of argon imaging. then, is to
corroborate and increase confidence in the neutron
activation technique for medium-density targets;
results from neutron activation measurements on
higher-density targets can then be interpreted more
confidently.

The miniature crystal spectrograph shown
schematically in Fig. 5-45 was used in the argon line
measurement. Because high resolution is required in
order to isolate the narrow x-ray lines of argon from
the continuous spectrum radiated by the glass of the

images
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targei. the spectrograph was designed lor deploy-
ment very close to the target. The recording film is
shiclded from direct exposure to target radiation by
a thick tantalum block located above and forwurd
of a flat diffraction crystal.

A fine slit placed between the target and the
analyzing crystal produces information about the
extent of the x-ray source in space, by constraining x
riss from any given region of the target to fall on
unique arca of the spectrograph film. The axis of the
shit, located 5 mm from the target and 65 mm from
the tilm, wis aligned parallel 1o the crystal’s plane
ol dispersion, causing the source spatial distribution
to be recorded on the (ihm from side to side with an
image magnilicabon al 12 (slits, with widths of 20
ar 30 wm, were built by the Laser Fusion Program’s
Larget fabrication group).

As xrays emterge from the target, they strike
the erystal over o timited range of angles of in-
cidence. Far cach angle value, the erystal selects a
unigue x-ray photon energy for reflection to the
fitm. This bind of photon energies from 2.6 o
3.7 keV s analy zed along the fength of the film, for
the instrument geometry shown. The band includes
the most intense helium-like and  hydrogen-like
arpon lines {(denoted as Ar-Hea and S ), whose
cnergies are 314 keV and 332 keV, respectively.

The argon line imaging technigque was tested
with esploding-pusher targets at the Aiaus laser
lacility. The purposes of the Lest series were

® To determine il the x-ray lines radiated by
helium-like and hydrogen-like argon were strong
enough Lo he visible ahove the continuum radiation.

® To compare the argon line images with
those produced by the proven alpha-particle zone-
plate images,

It was important o verily that the electron
temperature in the compressed fucl was high
enough to produce nearly complete stripping of the
argon, because only the lines radiated by the
helium-like and hydrogen-like ion species (with two
or one clectrons remaining bound) could penetrate
the glass shell. We hoped to show in the Argus shot
series that the targets did perform as typical ex-
ploding pushers, while stiil radiating argon x-ray
lines of sulficient intensity to allow the compression
measurement. Thus the amount of argon gas seeded
into the fuel in all of our targets was very small, so
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that the implosion dynamics of the fuel and other
observables (such as the neutron yield) would be
only slightly altered by the presence of the high-Z
gas.

One important question about the argon imag-
ing technique could not he answered directly in the
Argus series, that question being whether or not the
times ol argon x-ray line emission and of D-T fuel
burn coincided. The boundary of the fuel volume
converges very quickly during an implosion, and
unless the timing is good, the x-ray images will be
larger than the fully compressed luel core. Com-
puter simulations of the implosion (which showed
thut the high clectron temperatures reguired to strip
the argon would be achieved only late in the implo-
sion) sugpested that there would indeed be no
sigmificant errors introduced hy this tUming fue-
tor—it conclusion we hoped to verify by correlation
of the x-ray and alpha-particle inages.

The argon imaging spectrograph and the zone
plate camera were positioned diametrically opposite
cach other i the Argus target chamber. A second
imaging spectrograph, modified to image the silicon
lines emitted by the target’s glass shell, was located
in a third quadrant: the mission of this spectrograph
wis Lo determine the extent to which the glass mixed
with the fuel during the implosion. The plane con-
taining these instruments was normal o the direc-
tion ol propuagation of the two oppased laser beams,

The glass pellets used in the test series were
formed hy the liquid droplet method, in a “drop
tower™ sulfused with argon. The density ol argon in
the targets was about 0,13 mg/em?, while the den-
sity of D-T fuel subsequently loaded into the pellets
was 5.0 mgsem?, The initial diameter of the pellets
was 140 gm; the wall thickness was 2 um. When ex-
posed to the Argus laser heams, cach delivering un
energy of 300 joules in 140 ps, it was expected that
the pellets would be compressed to a final diameter
on the order of 30 ym and heated to a temperature
of 16 million degrees Kelvin. Potassium is a signifi-
cant constituent of the target glass (11% by weight)
and the x-ray lines of this element, with photon
energies near 3.5 keV, were observed in the argon
spectrograph data.

For a typical test series shot, x-ray images ol
argon and potassium were recorded by the two
spectrographs. While the lines of the glass con-
stituent, potassium, were radiated at both the initial
target boundary (the region heated by the laser



Fig. 5-46. Direct sizc measurements of the compry sed target core, obtained by (a) ALICS and (b) an slpha-particle zone plate camera

(ZPC).
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heams) and at the core, the source region for the The argon line images were analyzed by com-
argon lines is obviously confined to the compressed puter, lo correct for the width of the sliv ar  other
core. The ratio of intensities of the Ar-Hea and Ar- cffects of the imaging technique. The spatial profiles
He lines indicates a core electron temperature on produced hy the analysis are shown in Fig. 5-46(u).

the order of 16 million degrees. Stark broadening of

the lines was not observed.
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The width of the Ar-Ha image is about 35 um,
while that of the Ar-Hew image is somewhat larger.
Because the clectron temperature in the core in-
creases during implosion, the radiation from the
lower-ionization-state He-like ions necessarily
precedes, and thus occurs within a larger volume
than the H-like species. An alpha-particle emission
profile, scanned in the sume direction as the argon
images, is shown in Fig. 5-46(b). The width of the
profile, which is an accurate measure of the hurn-
region diameter for exploding-pusher targets, is
about 30 am. Thus there s reasanably good agree-
ment hetween measurements of the size of the
compressed-Tuel region obtained by Ar-Ha imaging
and by alphi-puarticle imaging, The targets per-
formed as typical exploding pushers in terms of
compression and neutron vield uachieved, which
suggests that the argon seed had no effect on the im-
plosians,

10X Experiment Series at Shiva, The argon line
imaging crystal spectrograph (ALICS) was used at
Shivat in experiments whose main purpose was to
correlate different types of density diagnostics. The
so-cilled 10X series (Ref, 38: see also Section 6,
“10X Liquid Density Target Studies™) embodied
the study of density achieved for  [40-gm-diam
microballoons with a glass-pusher wall thickness of
S um and an ablator thickness typically of 15 um
CF| 4. These targets were filled with ~ 10 rg/em? of
D-T and usually about 0.05 to 0.06 atmospheres of
argon. Because of Shiva’s asymmetric irradiation
geometry we assumed the compression would be
nonspherical. Therefore, we oriented ALICS such
that its spatial resolution dimension was parallel to
the Giroction of irradiation,

Figure 5-47 shows a typical argon x-ray spec-
trum obtained from one of the shots. Note thut we
observe only one line, the He-like Ar resonance
transition. Because of the poor signal quality we
could make only spatial measurements to determine
the diameter of the Ar emission region: because of
the width of the slit (~20 um). the spatial resolution
is also certainly not optimum for our imploded
targei sizes. Figure 5-48 further illustrates the dif-
ficulty in data reduction. We assume different sizes
for a uniformly emitting spherical source which is
convcluted with a slit function, then plotted and
compared to the measured spatial distribution: this
method was essentially the same one used to analyze

546

Fig. 5-47. X-ray spectrum in region of He-like argon lines
from 10X shot series.
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our exploding-pusher target data. Since the duta are
of poar quality as well as statistically uncertain, it is
difficult to assign a source size to represent the data.
Best puesses give a value of ~30 um, since that
value corresponds to the orange curve (in the figure)
that more or iess Lraverses the mean of all the data
points. Tahle 5-3. however, does outline our best es-
timates of the source sizes for all the 10X-series
shots. Since ALICS gives only a one-dimensional
image we had to assume spherical symmetry for the
source. Il we assume 2-to-1 asymmetry with the
narrow axis being the dimension measured. then we
obtain final density values which are ~4 times less
than in the spherical case: these values are also
tabulated in the table. Future imaging measure-
ments will employ two ALICS instruments imaging
along orthogonal dimensions so as 1o circumvent
uncertainties introduced by asymmetric sources.

Problems with Present Spectroscopic Density
Measurements. Present target-capsule designs have
jeopardized the utility of using Ar x-ray spectral and
spatial line widths to determine density. The com-
bination of too much glass (thick pushers) and too
little argon (an average of 0.05atm in the 10X
series) in the target capsules results in a small
line/continuum ratio (continuum is the Si free-
bound emission). When this small ratio is coupled
with normal spectral noise, it becomes very difficult
to separate important line wings (line intensity far
from line center) from continuum and film noise. As
a result, the (10X series) data obtained thus far are
of poor quality.



Fig. 5-48. Spatial emission profile for argon He-like resonance transition. The three colored curves are calculated for indicated source
sizes, convoluted with a 20-um slit and imaged onto the spectrograph film plane.
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Table 5-3. ALICS results on 10X targets.
D-T fill Dia from Puniform SPhere p2:1 ellipsoid®
(mg/cm3) Ball size2 ALICS (um) (units of pp.T liquid) (units of pp.T liquid)
10 152x 3.7x 15 3040 um 7-3 1.8-0.8
8.7 136 X 4.6 X 15 15-20 um 32-14 8.0-3.5
10 141 x 4.6 X 15 30 pm 5 13
10 135 x 4.3 x 154 30 um 4.5(=5) 13
apj; outer diameter, glass thickness, and CF ablator thickness, all in um.

bALICS measures diameter of semiminor axis of ellipsoid of revolution.
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The most obvious solution to the weak signal
problem is to put more argon into present turget
capsules. LASIL. has had good success observing Ar
lines when using a 0.2-atm loading.* Their targets
are twice the diameter of ours und they report
achieving the same final D3 (in our case. D-T)
densities. Since x-ray yield is proportional to
compressed-argon density. they can expecl a
minimum of 32 times our signal strength (laking
into account the difference in initial argon loading).
Scaling their results would suggest an initial Ar
loading of our targets with 1.5 atm. although we
believe that ~1 aitm is a reasonuable compromise
that should yield numerous lines (resonance and
higher-series members) from both He-like and H-
like Ar charge states. Each line offers an indepen-
dent check of density by using both its spatial and
Stark profile. this provides redundancy in Lhe
measurement.

Fig. 5-49. He-like argon 2'P, — 1'S, transition intensity vs
electron temperature,
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Argon may not always be the most prudent
choice as a4 seed gas. Since some of our present
target-capsule designs do not achieve significant
final-fuel ¢lectron temperature (Te =~ 500 €V). maxi-
mum He-like Ar line emission is down by a factor of
about 15 {see I'ig. 5-49). Even more important is the
fact that He-like argon lines are readily absorbed by
the silicon in the glass pusher. Figure 5-50 illustrates
the clfect of the giass pusher opacity on Ar line
Lransmission.

Our first choice among solutions o the above-
mentioned probiems would be to replace argon with
phosphorus as o seed gas. lgnoring the obvious
targel fabrication problems with handling it.
phospharus would make an ideal choice sinee it has
one He-like and one H-like x-ray line cach below
the absorption edge in heated glass (Fig. 5-50). The
phosphorus XV line (2'P) « 1'S) at 2,152 keV and
the phosphorus XVI line Py 2y 2« 198 5) at
2,303 LeV could provide hoth Stark and spatial-
profile anulyses for final-density determination.

Bromine is & more practical seed gas candidate.
and would improve both the ahsorption and
production  problems  encountered  with argon:
bromine can also he utiliced by radiochemistry
methods to measure fuel pR. Unfortunately for our
purposes. bromine can only provide a measurement
of fuel x-ray spatial extent, since at present fuel tem-
peratures we can only excite the bromine Ne-like

Fia. 550, Operitz of LLL microballeon glass at a tom-
perature of 500 ¢V and normal density.
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lines to Be-like L. x-ray lines at ~1.5 - [.9keV.
whose Stark profile is presently not modeled.
Bromine will. hawever. produce much better signal
strengths than argon.

Mesasurements of X-Ray Specira from Laser-
Disk Interactions. In last yeur's report™ we dis-
cussed x-ray probing diagnaostics for studying
ablative implosions. In arder to image the pusher-
fuel interface of near-term target designs. it will be
necessury to use well-characterized x-ray sources
with energies from 6 to 8 keV. X-ray line sources
will be utilized. since

@ They provide
against target self-emission. and hence better signal-

for casier discrimination
to-noise ratios and sensitivity.

® Narrow x-ray lines climinate the depen-
dence of target opacity on probing x-ray energy: this
leads to simpler and more accurate determination of
targel component inteilaces.

In this section we describe the results ol a series
of meuasurements of x-ray line intensity I, versus K.
I. and M x-ray emitters, as well us versus 7 of the

Table 5-4. X-ray line intensity and signal-to
continuum ratio for K, L, and M emission types.

M x rays
L x rays {gold
K x rays (tin and uranium-
(titanium) barium) niobjum)
Ix (photons
versphersy  Ti=101%  sn=ax 10 au=10"°
Sl e -5 -
continuum
Ey 4.8 keV 3.8 keV 2,5 keV

target. versus laser pulse lengths Ar. and versus in-
tensity ;.

The first series of experiments was performed
to ohtain I versus 7 and to study emission-type (K.
[.. or M) xrays. The experiments were done on
Argus with 1-ns FWHM laser pulses and 1y = 3 X
10 W em2 We muade these and subsequent
measurements with our time-integrated s-ray line
spectrograph: Table 5-4 gives the results. The ob-
vious conclusion s that x-ray intensity is constant
far K. I or M x-ray emission. The big difTerence is
in the strength of the line continuum ratio: titanium
produced very strong and narrow hine cmission.
This s a significant discovery, since it implies that if
o narrow-energy -band imaging device is used. the
sensitivity and contrast ratio can be greatly in-
creased.

To achieve this sensitivity we therefore chose to
Audy K x-ray emitters versus target Z.rpoand 1L A
scries of measurements to study some of the above
wits performed at Shiva, using from one to ten ol its
beams to achieve I = 3 X 10/ W ¢m? in source
sizes from 140 to 500 um i diameter: a summary of
the data obtained o date is shown in Table 5-5.
Although incomplete with regard to measurements
at all pulse lengths and laser intensities, present data
does indicate that prolific line emission can be
produced at b as high as 9.0 keV (Zn linesy. Creu-
tion of the high-energy 7n and Ni lines does.
however, require high laser intensity. [n measure-
ments so far. the Jaser spot diameter was 140 am
and by = 3 kI: these shots required H) Shiva beams.
In the coming year we plan to complete this
measurement series to determine [y versus laser

Table §-5. K x-ray line emitters.

Pulse Strongest line Strongest line & total energy

Laser intensity length energy intensity all lines &1 /Easer
Element W/cm2) (ps) (keV) (keV/keV - sp) (3/sp) (%)
Titanium 3 x 1014-Argus 1000 4.75 film saturated -~ -

3 x 1014-Argus 2000 4.75 5.8 x 1016 0.27 0.05

3 x 1015-8hiva 600 4.75 2.6 x 1017 1.6 0.06
Vanadium 3 x 1014 2000 5.20 1.5 x 1016 0.09 0.02
Nickel 4x 10“ 600 7.80 no lines observed

3.3 x 1915 600 7.80 no lines observed

2x 1016 600 7.80 no lines observed

3 x 1016 600 7.80 1.2x 1017 245 0.08
Zinc 1.5 x 1016 600 8.9 not analyzed

3 x 1016 600 89 14X 10 0.50 0.02

a5p0t size at 3 X 1015 W/cm? = 500 um at 3 ki; spot size at 3 X 1016 W/em?2 = 140 um at 3 kJ.
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Fig. 5-51. Titanium K x-ray spectrum fron: Shiva disk shot.
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pulse duration 7| = 100 ps. 600 ps. and 2000 ps. ® The conversion efficiency (energy in line to

and I ~ 3 x 10" 3% 19753 x 10", and 1 x 107
W/em?. Knowledge of the scaling of I, with these
parameters is essential to the design of future
backlighting efforts at Shiva and Nova.

We have initiated a modest effort to under-
stand the mechanism(s) by which the higher-erergy
x-ray lines are produced. Figures5-51 and 5-52
show the x-ray spectra observed for some laser-
produced Ti and Ni plasmas. The experimental
results indicate that

@ Strong line emission is observed for Tiat [}
~ 3 x 1015 W/em? and for Ni with I} = 3 x 101¢
W/cm?.
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energy in the laser) is high.

® For Ti. the He-like to H-like line intensity
ratios indicate a time- and volume-averaged elec-
tron temperature T, volume = .5 keV.

® A strong characteristic Ke (cold matter K
x-ray line) was observed for both Ti and Ni: this
cold line was produced by high-energy electron and
photon-induced ionization of target atoms residing
deep in the slab.

Careful examination of the Ti x-ray spectrum
near the n = 2 to n = | resonance line indicates that
the plasma from which it is emitted can only be
described by a non-LTE model. For long-pulse



Fig. 5-52, Nickel K x-ray spectrum from Shiva disk shot.
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Fig. 5-53. Calculated titanium sp N ing local
thermodynamic equilibrium (LTE) in plasma,
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irradiation, however, the line spectra indicate that
the plasma approaches LTE. Figure 5-53 illustrates
a theoretical T x-ray spectrum in the region of the
He-like resonance line. derived assuming local ther-
modynamic equilibrium. The two lines of interest in
this spectrum are labeled as the resonance transition

Fig. 5-54. M d titanium sp at two different laser
pulse lengths: (2) 600 ps and (b) 2000 ps.
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157 1Sy « 1s2p 'P; (Resonance) and the intercom-
bination line 15° 'Sy « 1s2p P, (Intercomb). In
LTE. line intensities are proportional to their os-
cillator strengths: the calculated ratio?! of the os-
cillator strength of the intercombination line to the
resonance line is 0.04. Therefore, the intercombina-
tion line is very weak in this thearetical spectrum. In
the measured spectrum of Fig. 5-34(a), however, we
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Fig. 5-55. Dependence of the intensity ratio of the resonance R (1s* 'S, 252p 'P,) and intercombination I (15 'S,  1s2p

P, ) lines of He-like ions.
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line strength has dimimished  relative 1o the
resonance transition. This may indicate that the
plasma s e Fact equitibrating during the longer
laser pulse. It could also mean that the emission is
coming from a high aserage clectron  density
plasima.

Boiko et al ¥ have modeled the ratio o of
intercombination-to-resonance line intensity  for
non-L.TE plasmas where the resonance line is op-
tically thin: the ratio of the lines is strongly depen-
dent on electron density over certain density inter-
vals. A sample of their calculations is given in
Fig. 5-55. Analysis of our data using their calcula-
tions would indicate electron densities N, > 1022
em™? for Tiat Aty = 600 psand N, S 6 X 1032 cm ™}

for Ti at Ary = 2000 ps. We have simulated these

hydrody namics computer code: of course this crude
analysis does not consider line transfer effects or the
fact that the plasma may be approaching LTE at
2000 ps.

Figure 5-36 is a “snapshot”™ of the plasma con-
ditions at the peak of the laser pulse (A7) =
1000 ps. 1} = 3 x 10" W cm?), giving the electron
density. temperuature. and He-like
resonance-line emission strength as a function of
distance normal to the surface of the Ti disk. These
calculations indicate that the majority of the x-ray
emission comes from the coronal plasma instead of
the denser plasma near the disk’s surface. This
could explain why the line emission indicates a
plasma more in coronal rather than local ther-
modynamic equitibrium.

Note that the plasma emission region or “'scale
length™ in Fig. 5-56 is very large (~100 um for the
FWHM of line intensity). This large emission scale
length is beneficial for producing copious line radia-
tion. This benefit is not present for lower-Z ele-
ments at the same laser parameters. because lower-
Z elements will be ionized past their He-like states

electron
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Fig. 5-56. LASNEX calculati density and temp

e at peak laser pulse intensity vs distance normal to surface of a disk,

and non-LTE calculation of He-like argon resonance line intensity as function of electron density and temperature.
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al a lower clectron temperature and hence at a
smaller distance from the disk’s surface. Thus they
will emit radiation from a smaller scale length We
should add that lower-/ clements also suffer from

an mtensity suppression owing to the 7% scaling of

radiative tate. This scaling certaindy favors higher-/
clements provided one has enough laser power to
sufficiently ionize the high-/ atoms.

The linal point concermng these caleutations is

that the averape electron temperature ut the peak of

the laser pulse is ~ 1.3 keV. This is identical to the
value derived by the line ratios taken from our ex-
periment. and indicates that the effects of time
line intensities are

averaging eaperimental

minimal.

on
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X-Ray Backlighting with a
Wolter Microscope and X-Ray
Streak Camera

The process by which laser lightis used to com-
press D-T fuel and cause thermonuclear burn can be
hroken down into four parts: absorption. energy
transport,  larget hyvdrodynamics, and  thermo-
nuclear burn, Over the last several vears, we have
de.oted signilicant effort 1o improving our
theoretical  and  experimental  understanding  of
absorption, ¥ energy transport -4 and the state of
the target at burn time ™52 1o date, we have made
few measurements of target hadrodynamie be-
havior. One recent exception s our use of a pinhale
-y ostreak camera diagnostic to measure radius-
v -time behavior of exploding-pusher targets. ™!

NRL has previousls used visible-light shadow-
graphs 10 measure ablative aceeleration of shib
targets.™ Optical probing, however, is limited by
refraction effects and the light can penetrate only to
the critical density surface, which s itself moving
with tespect to the target slab. The use of v rays,
which can penetrate dense material, permits deter-
mination of the density profile of the moving object
through the relation between areal density and the
attenuation of  rays, Measurements of this type
have been initiated at the Rutherford Laboratory in
England®>*® and at Limeil in France.®” These ex-
periments have provided proof of principle, and
hiave also previewed some of the problems (such as
dynamic range, resolution, and target alignment)
which must he addressed hefore x-ray backlighting
can provide high-quality, interpretable data from a
variety of targets,

We have developed an x-ray backlighting
system (Fig. 5-37) designed to minimize the prob-
lems of dynamic range, target alignment, and
resolution. The system uses a 22X magnilication
Wolter (hyperboloid-ellipsoid) axisymmeltric
grazing-incidence x-ray microscope as its objective
element and an x-ray streak camera of LLL design
as the detecting device: the development of the
Wolter microscope™®? and streak camera®® have
been described in previous annual reports. The
Wolter microscope currently being used has a
resolution of 2 to 3 um, depending on the mode of
operation. In the apertured mode, the depth of field
can be greater than £100 gm. The solid angle of the

full-aperture x-ray microscope is approximately 1.1
X 10-¢sphere. with a high-energy cutaff of 2.1 keV.
Other Wolter microscopes being fabricated are
designed Lo have higb-energy cutoffs in the range
from 3 10 4 keV.

Because the streak camera huas g thin photo-
ciathade it iy sensitive to xrays with energies from
100 eV to more than 10 keV. The overall spatial
resolution of the system is limited to about 4.5 um
at the object plane by the 22X magnification of the
v-ray microscope and the 100-gm resolution of the
veriy streak camera. The time resolution of the
streak camera iy T3 psoats dyramic range is approx-
imately Jour orders of magnitude. In practice. the
averall dynamic range of the svstem is limited by
bucklighter source intensity and imaging optics to
ahout three orders of magmtude.

The v-ray backlighting system is aligned using
a visible-light target viewer mounted coaxialiy along
the x-ray mucroscope line of sight (Fig, 5-38). A
NE

visible-hght lens is mounted in the center of the s
ssoumetric s-ray microscope mirror such that its
principal plane and optical axis coincide with the
principal plane and optical axis of the s-ray
inict »eope. The focal lengths of the lens and the -
ray mirror are the same, so that the object and im-
age focal points also coincide. During an initial
alignment phase. the x-ray microscope is adjusted in
tilt (£20 arcseconds) 1o minimize coma. Then the
image of a single-mode optical fiber, mounted at the
center of the chamber., is projected onte the streak
cameri slit: the streak camera is then moved so that
the image 1s centered on the siit.

A peliicle splits the beam and projects it also
onlo a second image plane, mounted rigidly on the
streak camera at right angles to its fuce: this visible-
image plane then moves when the streak camera
moves. A set of cross bhatrs in the visible-image
plane is iroved to coincide with the image of the op-
tical fiber and then locked into position. From this
point, aligning targets 1o the streak camera shit is
equivalent to aligning them to the cross hairs in the
visible-image plane: the alignment is accurate to
10 um and reproducihle to 3 um from shot to shot.
The visible-image plane 1s cquipped with a Polaroid
film pack for documentary photos of target align-
ment, though thz secondary image is bright enough
that real-time alignment can be performed with the
unaided eye.

The target is illuminated by a band-pass-
filtered mercury arc lamp (5461 A) with an annular
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Fig. 5-57. Schematic of the x-ray backlighting system at Shiva. The main components are a 22X magnification Wolter x-ray
Microscope, AN x-ray sireak camera, and a mercury arc lamp illominator.
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Table 5-6. X-ray backlighter intensities and x-ray ¢ ytic solid angles requirzd for streaked x-ray backlighting.

Figurs of

Laser Spot kluV merit
intensi diameter X-ray hy € (ﬂ.Rz/MZ)

Material (W/cm<) (um) line (keV) cm2 sphere (sphere)
Ta 2x 1013 250 M 2.0 4x 1028 sx 1071
Au 6 x 101 400 M 2.5 4 x 1027 2x 10710

U-Nb 6x 1014 400 M 35 1x 102 8x 107
Sn 6 x 1014 400 L 3.9 1% 10 gx 10710
Ti 3x 1013 440 K 4.7 1x 10 7x 1071
Ni 3x 1016 130 K 7.9 2x 10%9 1x 1071

A Shmme oas and 25 mmond. The lens its asymptotic velodits, Durmg the latter part of the

crces collimnated beany of ight that s focused
cmnular concnve mirror onto the side of the
w0 taane the veray nneroscope and alignment
coeme The diverging beam passing through the
ool the mnular lens s focused by a - =diam

i the target cihamber port so that it lhuminates

~oacet from hehimd, This combimation allows the
siect toobe viewed moas reflected hight agans a
Seebe hackground
A mechamsmmserted through the port next to
Cooaetay mieroscope allows the concane annular
rrar. as well as filters, blast shields, apertures,
ind shutters, to he moved in and out ol position in
trant of the x-ray microscope. At shot time, i lan-
titum shutter is placed in front of the coaxial ahgn-
ment lens, to protect it from blast damage and 1o
shield the streak camera from high-energy x rins
(<1 MeV) that would pass down the center of the
lime-of=sight pipe without being focused by the x-ray
murror. Additional x-ray filters can be inserted at
shot time with @ pneamatic filter inserter, without
interfering with the optical alignment system,

The streak camera phatocathode suppart foilis
sragile and can withstand only slight pressure dif-
rerentials. An automated vacuum system controller

ow being constructed will eyele the system to and

com atmaosphere at a controtled rate, and will also

aterlock the valves, filter inserter, shutter mech-
ism, and pellicle to prevent damage o the
irnostics, target chamber, and vacuum syvstem.

Lise of the streaked x-ray microscope for

woh it slub acceleration experiments is presently
er intensive investigation. Measurements can he
avade which will follow the target sample from a
standstitl, through its initial acceleration phase, 10

streak record, it may be possible 1o measure the
density profile of the sample as it disassembles,
The xeray mucroscope can also be used with
sell-luminous targets. Instially, it will be capable of
viewing targets in radiziion from 270 ¢V o 2 keV,
This range will Tater be extended up to X keV oand
perhaps down to 180 ¢V, The system will be used 10
measure the self-lumimous interface near the ab-
sorption region on ball targets as they implode.
With 8-keV
measure the dyvnamies of the core during the

hacklighter sources, we expeet 1o

ablative implosion of high-density ball targets,

To extend backhighting capability to the ¥ keV
range requires hoth iniense backlighter sources and
high-energy microscopes with Jarge solid
angles, We tanve measured a number of backlighter

[CE AT

saurces at Argus and Shiva: results are ginven in
Fable 5-6. Column 6 Lists the source brightness for
the most inense line (or band of lines) at the v-ray
energy column §
parameters. A combination of target output and the
sensiiivity of the used with the
microscope sets the parameters of the figure of
merit QRT M2 reguired of an imaging device, where
R. Q. and M are reflectivity, solid angle. and
magnification, Column 7 lists  the
Ngure of merit required to obtain a dynamic range
of three orders of magnitude for the various lines

listed n for the given laser

streak  camera

respectively.

listed in column 3,

We are currenthy constructing a 22X magni-
fication Kirkpatrick-Bae/—type x-ray microscope
with multilaver interference x-ray mirrors® for use
in the riange from 3.5 to 8 keV. Multilayer inter-
ference x-ray mirrors illow reflection of high-energy
xaavs at much Jarger angles than single-laver
grazing-incidence  X-ray  mirrors; preliminary  es-
timates are that the instrument under construction
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P

0-1 + hich
~ exper ments

can obtain a figure of me.
should be satisfactory for hag
at 8 keV,

In summary, we are deve ang x-ray back-
lighting at LLL 1o address questions abc 2 the
dynamics of wrer fusion targets. A svstem presenthy
being assemb.ed will perform preliminary 2xperi-
ments using Q-keVo<-ray backlighting sources; we
plan o develop instruments which will allew us to
extend our studies to h and tha
probe the dense core regrons of laser fusion targets.

(ST RT
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Micro-Fresnel Zone
Plate Deveiopments

Fresnet zone plutes can operate . focusing ele-
ments that use diffracton rather than refraction or
reflection. Qur goal has bheen to fuhnicate zone
plates switable for muaging s-ray cmission from
laser-produced plasmas. A tyvpical application s o
image the belium-bke Ar line emission (0,395 nnn
fram a laser-compressed D-T target containing an
argan seed gas: such a measurement provides infor-
mation about the ~ize and ssmmetrs of the com-
pressed fuel regaon,

The theoretieal resolutron ol zone plate, when
used with monochromatic rudiation, is of the order
of the mimmuem sone width: sinee o spatial resowu-
tion of T 1 am s desirable o atlow observation of
the smallest structures of anterest, we chose o
minimum sone width of 0.0 am. The opague zones
are made of pold wirh o thickness > 1 pm 1o keep
trsniied power below 19 a0 o wavelength of
03 an. The bandwidth of the argon hne is of the or-
der ol a few electron volis, centered at 314 keV, wo

the zone nlate should be hrited o few hundred

zones ta mmmize chromatic aberration,

Fabricatien. Mimimum sene widths near
1000 4 have been achieved using  holographic
lithography, clectron-projection=lithography . and
dramand-turming techmques to generate zone plite
patterns.®>-*" The sone plates produced by these
methods, however, were limited to gold thicknesses
on the order of 1006 4. which has restricted their
use to very soft (4.5 nm) v-ray wavelengths,

We have developed a process which allows

sone plates with submicrometer line widths 1o be
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fubricated in thick gold. The sone plate pattern is
first generated on an x-ray mask, using scanning-
clectron-heam lithography (SEBL); the pattern on
the x-ray mask is then replicated using carbon K-
line soft-x-ray lithography. Though the original
mask absorber pattern 1s fabricated in gold less than
1000 A thick. the x-ray-lithography replication
produces very high aspect-ratio resist profiles which
serve as a “mold” during a subsequent  clec-
traplating step that produces the final thick gold
structure,

Although in principle ainy of the methods men-
tioned above for fabricating zone plates in thin gold
could be used to form the x-ray mask absorher pat-
tern, scanning-clectron-heam lithography  has
several advantages:

@ [t is possible to extend the SEBIL technigue
to line widths of 1000 A or less; at the present time,
other methods have not demonstrated comparahle
resolution.

® Changes in sone plate parameters, such as
focal length or minimum sone width, are simply en-
tered from a kevboard an the SEBL. computer con-
trol; helographic sone plitte generation requires
time-consuming modification of the optical setup.

® Free-standing sone plates require support
structures: using SEBL the support structure is writ-
ten at the same time as the 7one plate pattern. Com-
<X support structures arc casily generated and
modified through software changes.

® SEBL exposure can casily be varied across
the sone plate to compensate for cooperative ex-
posure cffects due to changes in periodicity; this
allows good line width control and a uniform resist
profile across the sone plate.

® Spherical aberration can be casily avoided.
With holographic lithography, the zone plate is
used at a different wavelength than the exposure
wavelength, resulting in spherical aberration unless
special correcting optics are used during exposure of
the zone plates %2

& As described below, it is possible to ensure
that the electron beam scan raster is free of distor-
tion which would impair the optical performance of
the zone plates.

In order to produce accurate zone plate pat-
terns, we require the distortion of the electron beam
scan raster to be less than the minimum zone width
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(3160 A) over the zone plate diameter (0.632 mm):
about S parts in 10 800, Using a Moir€ technigue,®
we have reduced scan distortion to < 2.5 parls in
10000, The ETEC Corp. model LEBES-D Scan-
ning Electron Beam Lithography system has a dis-
tortion correcion module which allows  small
correction terms to be added to the deflection
signals, to compensate for predominant irregu-
larities such as pincushion and trapesoidal distor-
tion. By observing on the displuy CRT a Maoiré pat-
tern produced by rastering the electron beam over a
distartion-free gold reference grating, any distortion
in the scan raster is casily visualized and can be
corrected using the distortion correction controls.
Our reference gratings were  holographically
generated, and consisted of 5000-A-period etched
gold lines on u silicon substrate. The grating lines
could be oriented parallel 1o cither the X or Y
deflection axis, to check distortion in both axes. We
also used grids of gold dots, formed by holographic
douhle-exposure of orthogonally oriented grating
lines.

Figure 5-59(a) shows a Moiré paltern in-
dicating that there is some pincushion distortion in
the scan raster. In Fig. 5-59(b), the pincushion dis-
tortion has been corrected and only straight, equally
spaced fringes are visible; the fringes appear because
the spacing between the raster lines does not match
the gratng period exactly. In Figs, 5-59(¢) and (d).
the scan-line spacing has been adjusted to match the
grating period exzctly: by translating the sean raster
one-half period (2500 4) with respect to the
reference grating, the entire pattern can he meie
dark (¢) or bright (d) as the scan raster fiiis exactly
hetween or on the gold lines, respectively (a similar
result is oblained by scanning with an orthogonally
oriented raster/grating combination). These scans,
of a field 1 mm square, indicate that the SEBL
machine has a distortion of less than 2500 4 over
I mm, or <2.5 parts in 10 000. Raster distortion
could also be reduced to approximately 2500 4 over
a f-mm-square field.

The Moiré distortion correction technique
brings the X and Y deflection axes into precise
registration with the lines of the X- and Y-oriented
reference gratings. For our zone plates, we require
that the scan z2xes be orthogonal to within 7 min of
arc and that the X and Y axis gains match to 1 part
in 1000, The orthogonality of our X and Y reference
gratings is within 1°, but is nct c.recisely controlled.
Slight adjustments were performed to reference the



Fig. 5-59. Moiré patterns formed by scanning the electron beam ia a raster over a 5000-A period gold reference grating while viewing the
sccondary electyon image. The fleld of view is 1 mm square. (2) Pincushion distortion is visible. () The Molré fringes are straight and
equally spacee, indicating treedom from scan raster distortion, thomgh the scan raster period ta not identical to the grating peviod. Ty

mutchlag the scam raster and grating periods, n fetely dark (c) or bright (d) p

of distortion over the entire 1-cm? ficld.

can be obtalued, & ating less than 2500 4

(a)

scan axes to the X and Y axes of our laser inter-
ferometer which measures X and Y sample stage
motion: the interferometer axes are orthogonal to
<1 min of arc.

Beam position drift during writing is another
potential source of pattern distortion. Large zone
plates with minimum zone widths of 3000 4 take

about I hour to write, and may be affected slightly
by drift. Beam drift in our system is typically less
than 5000 4 per hour, as measured by observing
shifts in Moire fringe patterns.

Our zone plate patterns were written in a layer
of Polymethylmethacralate (PMMA) 1500 to
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Fig. 5-60. A 4000-A-period grating exposed in PMMA using

— |=—2000 A

30004 thick, over a 9000-A-thick layer of
polvimide on a 76-mm-diam silicon suhstrate. The
polsimide layer serves as the support memhrane of
the X-ray mask: we use the 76-mm-diam silicon suh-
srate hecause of its convenience in our SEBL
wstem, We operated the SEBL system with a
ingsten filament, and used a beam current of 0.2
A Tor all writing to ensure a beam diameter of
< (000 A. Patterns were written in 950 000-
molecular-weight PMMA at 2 dose of 1.8 X 107
C/em?: development took one minute in a solution
of 2 parts methyl isobutyle ketone (MIBK) to 3
parts isopropanol. The resist profile in Fig. 5-60
shows 2000-4-wide lines with vertical sidewalls,
produced by SEBL: lines as narrow as 1000 A have
also been exposed in 3000-4-thick PMMA with ver-
tical sidewalls sui‘able for liftoff.

The zone plate pattern is written by drawing
concentric circles with the system’s minicomputer,
functioning as a point-plotting circle generator.
Since the circles are generated on-line, the entire
zone plate (including the struts) can be represented
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algorithmically, providing data compaction and
aliowing exposure to he varied radially to improve
line width control. A sone plate 0.63 mm in
diameter is composed of ahout 3 X 107 discrete
points, and takes ahout | hour to write.

After the PMMA has heen developed, a gold
ahsorber pattern 500 4 thick is formed on the
polyimide layer, using standard liftoff techniques.
Figure 5-61 shows scanning-electron micrographs
of some gold absorber patterns: note |Fig. 5-61(d)]
that we have fahricated line widths as small as
1000 A.

The polyimide layer with the absorber pattern
is then transformed into a polyimide-membrane x-
ray mask. We used a procedure similar to that used
with glass substrates6:

® The entire top side and most of the under-
side of the silicon wafer, except for about a 30-mm-
diam region under the zone plate patterns, is pro-
tected while the wafer is immersed in a solution of
4% concentrated nitric acid, 96% concentrated HF.
This etches a hole through the silicon to form a
polyimide membrane supported by the surrounding
unetched silicon.



Fig. 5-61. ing-electron micrographs (SEMs) of zone plate gold absorber patterns on an x-ray mask. The patterns were written by
SEBL, followed by a liftoff of 500 A of gold. Micrographs (&) and (b) show the inner and outer zones of & zone plate with a minimum
zone width of 2000 A; (c) and (d) show sections of a zone plate with a minimum zone width of 1000 A.
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® A flat plastic ring is then epoxy-bonded to ® A 400-A-thick layer of aluminum is then
the polyimide on the absorber pattern side. cvaporated onto the polyimide on the absorber side.
® The polyimide membrane surrounding the This aluminum layer serves as an electrode. to hold

plastic ring is cut away, leaving a polyimide-
membrane mask on a plastic ring.
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Fig. 5-62. Gold lines electroplated between very high aspect-ratio PMMA limes exposed by x-ray lithography. The aligkt bending of the

tops of the PMMA lines occurred during SEM observation.

the mask electrostatically in intimate contact with
the substrate during x-ray exposure: the polyimide
membrane serves as a dielectric,

Using this x-ray mask, the zone plate pattern is
exposed onto 225-um-thick Corning 0211 glass sub-
strates coated with, in order, 50 4 of chromium,
504 of gold, 2um of PMMA, and 1004 of
chromium, The chromium on top of the PMMA
serves as the second clectrode for electrostatic hold-
down of the x-ray mask: the chromium is etched
away before development of the PMMA. The thin
gold under the PMMA serves as a plating base. We
used the carbon K wavelength (4.5 nm) 1o expose

5-62

the resist: a 9-h exposure was required at a4 60-mm
source-to-substrate distance. The Cg x ray was used
in order to obtain high contrast with our thin
(500 A) gold ubsorber patterns, and to minimize
problems with photoelectrons generated by x-ray
absorption at the plating base. With harder x rays
and a higher bremsstrahlung background, the par-
tial exposure produced by these photoelectrons
results (during development) in rapid undercutting
of resist profiles at the plating base surface, causing
adhesion loss for small structures. All x-ray ex-
posures were developed in 2:3 MIBK:isopropanol,
with typical development times of 5 to 10 min.
After development, patterned slots extending
down to the plating base are present in the resist.



Fig. 5-63. A completed zone platc in 1.3-um-thick gold; the minimum zose width is 3000 A.

2R ”x'i B

After a4 10-s exposure 10 a 3% oxygen plasma to
remove a thin resist scum which covers the plating
buse, gold is electroplated to a height of 1.3 um, us-
ing BDT-510 plating solution maintained at 40 K
with a plating current of 1 mA /em? or less, Using
this plating solution. we have been able to produce
bright gold films with no graininess observable un-
der the scanning electron microscope. Our plated
films are under considerable conipressive stress,
which can lead to deformation of the completed
free-standing zone plates. Figure 5-62 shows 1600-
A-wide gold lines plated to a height of 7200 4 using
a 3200-A-period grating exposed in PMMA as the
“mold™ for the plating.

After electroplating, the PMMA is dissolved
away, and a copper support tube 1.5 mm bore in

)
111

I
$eg I ﬁ
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digmeter is epoxy-bonded to the continuous gold
fitm surrounding the zone plate. The glass substrate
is then etehed away in concentrated HE to produce
a free-standing gold zone plate supported on a cop-
per tabe (in some cases, the thin chromivm and gold
ol the plating buse. which have little etfect on the
rone plate performance, were also removed by
chemical etching). Figure 5-63 <hows o free-
standing.  1.3-um-thick gold sone plite with a
minimum sone width of 3000 4.

Testing. Pretiminary v-ray testing of these zone
plate lensing elements hus already begun. Figure
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Fig. 5-64, Resolution tests of a Fresne zone plate x-ray lensing element are conducted on a rigid optical bench, The lensing element being
tested has a minimum line widtk of 3200 A, a gold thickness of 1.5-um, and 2 0.632-mm diameter. It is used to image a free-standing
crude Fresnel zone plate with a 2.5-um minimum zone width backlit by an aluminum Ka x-ray source. The radial strut patieras on both
the zone plate lens and the zone plate test pattern are used to support the fi ding gold uctures.

Crude zone plate
test pattern
Ar =25 um

Aluminum

tmage plane ‘.——-— 120 em

“X-ray lens” :
zane plate :
Ar =3200 A

Aluminum
target

Proton Beam
2.5 MeV
50 A

100 um

S-64 illustrates the test setup in which the zone plate
“lens™ s used as the optical component of a 4-
power microscope. In this experiment the lens is
used Lo image a l-mm-diam crude (2.5-um
minimum line width) Fresnel zone plate used as a
test mask. The zone plate test mask acts as an ideal
resolution pattern since the line widths vary predic-
tably over a wide range. The test pattern is backlit
with aluminum K, radiation at N = 834 4,
produced by irradiating a water-cooled aluminum
target with a 2.5-MeV 50-pamp proton beam from a
Van de Grafl generator. The x-ray images are re-
corded on single-sided type M x-ray film. A
representative x-ray image of the 2.5-gm-line-width
test pattern is shown in Fig. 5-65; note the resolu-
tion of the outermost zones of the test pattern. This
is more clearly illustrated in the data of Fig, 5-66, in
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which the x-ray image has been scanned by a PDS
microdensitometer and a plot made of the radial
density distribution over the outermost 20 dark
sones (from “A™ to "B" in the image). The in-
dividual sones are clearly resolved. while also ap-
parent are modulations in the image density level
produced by nonuniformity of the backlighting
source and spatial shot noise in the image. Ad-
ditional simple tests of the zone-plate-lens field of
view and depth of focus (in the image plane) were
made by translating the test mask off the optical
axis (£1 mm) and by varying the image plane posi-
tion (£20 mm). As expected, these variations had
no affect on the ability ol the lens to resolve the 2.5-
um lines of the test pattern.

Additional Development. Also included in this
x-ray lens development program are the fabrication
and testing of off-axis micro-Fresnel zone plates in-
tended for use as imaging specirometers for



polvchromatic x-ray sources. The imaging charac-
teristics of un off-axis Fresnel zone piate are il-
lustrated in Fig. 5-67. The off-uxis zone plute is sim-
ply a circular, off-uxis segment of a circularly sym-
metric (on-axis} Fresnel sone plate. The off-uxis
sone plate has the same focal length as its “parent™
on-uxis cone plate (f = rf,h\) and similar chromatic
aberrations. Due to its off-axis geometry, however,
the off-axis sone plate holds the possibility of
spatiadly separating chromatically distinet emissions
from the same source, therehy providing two-
dimensional, chromatically distinet, multiple im-
ages of i polychromatic source (Fig, 5-67).

In order for an imaging spectrometer employ-
ing an ofl-axis cone plate as its optical element to
successfully separate spectrally distinet images from
o given sourcee, certain design criteria must be met
for both the source and the instrument. Using sim-
ple ray-tracing caleulations, we arrive at the follow-
ing qualitative criteria:

@ Spectral lines (A, As ) must he well
separated.

® Source size (in the offset direction) must
not bhe too large.

® Zone-plate offset distance must be suf-
ficiently large (r; < ).

® Minimum line width must be as small as
possible.

Representative  parameters, for an imaging
spectrometer currently being fabricated for use with
laser fusion targets, are listed in Table 5-7.

A practical consideration for the imaging spec-
tromeler is the apparent need for microscopic
recording media to capture the separated images
without blocking shorter-wavelength images to be
recorded downstream (see Fig. 5-67). This problem
can be obviated and macroscopic recording media
used if the imaging planes for the long-wavelength
images are appropriately tilted back toward the
horizontal. The maximum angle of tilt toward the
horizontal is limited by the depth of focus (in the

Table 5-7. Qualitative criteria for an ofi-axis zone plate
imaging spectrometer.

Maximum zone width Ar = 1600 A

Off-axis zone plate radius 79 = 0.375 mm

Offset distance 4Ag = 0.5 mm

Speciral lines A1=4A
A2=6.9 A

Maximum sousce size for

separable images S = 500 pm

Fig. 5-65. Initial resolution tests of the zone plate lens were

ducted using a test p (a) with a 10i nimum line width
of 2.5 um, even though che anticipated resolution of the in-
strumeat is roughly 0.5 um. The enlargement (¢) of the
“Jens’ image in (b) shows the 2.5-um outermost lines of the
test prttern are clearly resolved.
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Fig. 5-66. The ability of the zone plate Jons to clearly ressive the 2.5-im minimum Hues of the test is itk 4 by a micred
sitometer analysis of the x-ray lmage. A microdonsiiometer scan from ‘A’ (o ‘B’ across the smtermest twenty dark zones of the image
shaws clear resolution of the lndividual zones.
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Fig. 5-67. An off-axis segment of s Fresnel zone plate can be used as animaging sp to spatially sep distinct spectral emis-

siuns from a palychromatic source,

2]
o1 __ 2r0

Parent zone Off-axis
plate zone plate

Polychromatic

Optical axis of
parent zone plate—\
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source
A <A, <A
mage plane) and can be determined from simple recording-medium width =~2.5 mm for the image at
cileulations. For the example in Table 5-7, the max- Ay = 694,
imum tilt angle is roughly 81.5°, yielding a Off-axis zone plates used as imaging spec-

trometers will very likely find a wide range of ap-
plication in the laser fusion program (and other
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fields as well). In the particulur example cited
above, the spectral lines chosen are the argon and
silicon K emissions from the multiply-1onized laser
fusion target. Argon is added as a tracer element in

the D-T fuel, and silicon is a natural constituent of

the glass microsphere. The imaging spectrometer,
therefore, will provide separate and distinct images
of the glass pusher and the enclosed fuel during the
laser-driven target implosion,

Authors: N. M. Ceglio, D. C. Shaver (MIT), D. C.
Flanders (MIT), and H. 1. Smith (MIT)
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Management and Analysis
of Experimental Data

Laser experiments at LLL are designed to
study particular aspects of Taser-target interactions
and fuston target physics. Experiments typically
huve one or a few primary diagnosties on which the
experimenter expects to rely for his main measure-
ments. Often several diagnostics are included in 4
“desirable but not essential™ category: occasionally
diagnostics are used on a target experiment purels
for diagnostic development purposes not necessarily
directly related to the primary measurements being
attempted. The flood of data so produced must be
intetligently managed so thet important data are ac-
curately, completely, and promptly reduced. Less
critical data must not consume the experimenter’s
time to the detriment of programmatic progress.

At the point of taking data, the operations
group continuously monitors the diagnostic in-
strumentation. If thev judge that a diagnostic
system deemed primary for a given study is in-
operative, they delay the shot until the fault has
been corrected. Such attention can only be ex-
pended on the most critical diagnostics: those

judged merely desirabie are simply dropped for the
shot if they are questionabl.. These precautions
reduce the chances that laser-target irradiations will
be wusted.

CGhiven a shot considered successful in any
sense, the data produced take several stundard
forms:

® Ruaw data from detectors exist as records in
computer memory or on film that must be
processed and densitometered or digitized.

® The configuration of the diagnostics on the
target chamher. including their angular orienta-
tions, sensitivity settings, and the like, is preserved
as i configuration data base.

® |inally. the experimenter’s notes on align-
ment and orientation of the target aie recorded in a
shot hook provided for each target irradiation.

Within about two weeks of any target shot.
resuits from the shot are distributed in several loca-
tions. The best summary is contained in the ex-
perimenter’s shot book. By this time the responsible
investigator will have accumulated and stored in the
shot book most of the relevant information gleaned
from the shot. These data are reduced using the
characteristics of the particular diggnostics (stored
in the configuration data base), and whatever ad-
ditional calibraton data are reguired. Each of
several diagnosticians retain copies of the data
provided by the measurement systems for which
they are responsible. Digitized photographic data
exist i memory in the LLL central computer
facility: raw electronie data are stored, along with
the configuration data base. in the memory of the
Shiva computer ssstem. In some cases, all steps
beyond the inttial collection of the raw data are ac-
complished using LLL's central computer system,

At this point. data collected in the shoi books
are compared with preshot expectations, the domi-
nant assues being adequate experimental controls,
significant differences between data sets, diagnostic
calibration and reliability, and the rest of the con-
cerns which are the experimenter’s stock in trade.
Meanwhile, the data technicians in the Data Man-
agement and Analvsis Group archive the shot
books in a central vault.

In former years, entire experimental sequences
were grossly modified or aborted after the first
target shots when results deviated too wildly from
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predictions. As knowledge has grown and
duagnostic systems have become more sophisticated.
however. instances in which taser-plasma interac-
Len expentments produce unintelligible results have
Socome rare. Generally, sequences of several tens of
wets are designed and executed more or less as
cranned. sets of shot books are produced. labeled
wohthe name assigned to the experimental series.

W hen itis complete, an experimental sequence
s ieported. often in the archival literature. Contact
omade with past work (and work at other
Leharatariest here and abroad. These experimental
reports topether with the shot books, constitute the
rreadily availabley poimary record of the experi-
taent, and are stored together in the same area.
Crener o few addiions or corrections are made 1o
the shot books after the experimental report is writ-
ten Completed reports and shot books are used by
target designers to correct and or augment simula-
tion codes such as T ASNEX.

Summaries of each shot are written and stored
in the shot books. During the coming year we will
estublish and maintain & summary data base on the
Data Management and Analysis Group VAX com-
puter ssstem Such a data base will contain results
from all our cxperiments and will permit statistical
trend analysie Partiad data bases have been main-
tained 1 past vears but these, while helpful. were
tme-consuming. olten incomplete. and never en-
urely satistactory With the advent of better data
reduction codes. more of the shot data can be
automatically entered inte the data base. This
development will greatly Tacilitate the discovery of
parametric fits. scaling relations. and weak trends.
as well as the reevaluation of old data in the light of

new results.

Author: K. R. Vanes

Diagnostic Configuration Data Base

There are 220 openings. or ports. in the Shiva
target chamber. Twenty of these ports are used as
windows for the twenty laser beams, one is used for
the target positioner. and the remainder are
available for target diagnostic instruments. Because
of this large number of ports. each of which usually

contains a diagnostic device, we have developed a
configuration data base. TDB. to keep track of
them.

The configuration data base has three different
purposes:

® |rom the operations point of view. TDB
permits easy identification. modification. or
retrieval of different experiments or detectors in the
target chamber.

® [t allows the dala analysis programs to
Jetermine data paths and the computer location
where raw target disgnostic data is stored.

® 1 DB provides a record of the position and
characteristies of the diagnostic instruments during
a shot: this then becomes a part of the archived
data.

T DB contains all the information necessary 1o
deseribe the following items:

@ Port position. dimensions. and function.

® lxperiment  use.  position.  dimensions,
detector and  clectronic specifications and  data
paths.

® [ogical and physical inieraction between
several experiments placed at several locations.

One ol the main charactenstics of this duta
base is its flexibility in terms ol adding, changing. or
deleting instruments. Because of its special churac-
teristics. we will give a briel description of TDB.

TOB is o commented file structure (like a text)
in which every entry (Jine) starts with an English ab-
breviation that allows immediate idenification of
the numbers. keywords or comments that follow.
Fvery linein the TDB file is a logical record. Words.
comments or numbers are delimited by blank spaces
or tabs. and may be located anywhere in a line. Any
blank or tab is assumed to be a word terminator:
any string of charuciers started and terminated by
blunks or tabs is assumed to be a word. Any line can
have up 1o 4 maximum of 120 characters and or |3
words: words can be up o 8 characters long.

The first words on a line are usually reserved
for keywords or flags. with the rest reserved for
identifiers or numeric values. There can be any
number of entries between k2ywords. Lines started
with the exclamation symbol (!) are assumed to con-
tain comments. and are ignored by the retrieval
subroutines.

There are two basic types of keywords: descrip-
tives and globals. Descriptives indicate the charac-
teristic. its 1D number. and amplifier gain or posi-
tion in the target chamber. Descriptives usually
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refer to information co..lained in one line. such as
DETEC NUMBER 1.C27 148, which translates as
“detector type LC27. unit number 148.7

Globals indicate that all entries that follow
helong to the same globul group. For example, the

global keswork “PORT indicates tht the rest ol

the hine, and all subseguent entries untib an “EOP™
tend of port) entry s encountered. continn imforme.:
ton directly related 10 that port.

Mer the "PORT™ entry there can be a com-
ment entry to descrihe the specific use of the port,
which might include an “FXP (expenment entry)
An b XP entry indicates that all subsequent entries.
until an “FOEXPT (end of expeniment) centry.
describe the experimeni named in the following
word U nder the present format, any number of en-
iries can be made 1o describe the esperniment in
detarl The PORT entry may contain several exper-
menis: cach expeniment may contain several detee-
tors

Table 3-X shows a small facsmile segment of
[ DB for one PORT entry. which 1s interpreted as

follows The port at angles theta = 148° and phi =
1267 1 an use The port size or aperture » 2 - or
J08 em. and the outside dimension to the nearest
obstruction is §1n. ar 20 32 ¢cm. The experiment or
mstrument XRADOT currently in use 1s mounted
on the port and helongs to the XA (v-ray) logical
module: Dr Wang is the indinidual responsible for
the experiment. Delta X = 508em. delta ¥ =
308 em. and radial distance = 0.0 are the dimen-
sions of the instrument inside the target chamber
The instrument XRADOT uses detector type FLPD
with serial nuniber 10.0.

Stnce TDB has a text-like structure. oy text
editor can be used to make changes. Queries ar
searches can be done by a specially developed sub-
routine named PULL. which will search TDB for
any  given port. experiment. or instrument and
return all the relevant mformation. For example.
TDB and PULL are used to produce target cham-
ber diagrams containing port and experiment usage.
TDB and PULL can also be used to obtain target
chamber statistics. such as the latest configuration
at the time of writing of this report:

® Number of used ports = [ 14.

® Number of free ports = 73,

® Number of blocked ports = 25,

® Number of reserved ports = 8.

Table 5-8. Facsimile of readout from Shiva configuration
data base TDB, for ssmplc PORT entry.

PORT IN USE

THETA 148.

PHI 126.

SIZE 2. 5.08
OUTSIDE DIM 8. 20.32
1

! ANGULAR X-RAY EXP

'

EXP XRADOL YA 2 IN USE
OWNER WANG

DELTA X 5.08
DELTA Y 5.08
RADIAL DIST 0.0

DETEC, NUMBER FLPD 10.0
EQEXP XRADO1 XA 20

'

EQP

!

Author: . F. Veriazza
Major C ontributo : J. V1. Auerbach

Data Acquisiti -n and Processing

During the | st year. we have made substantial
progress towards automanion and computenization
ol data from Laser fusion experiments. Our goals to
relieve the expernimenter of tme-consunuing routine
data reduction so that more tme can be devoted to
mterpretation. Mt the begimning of 1979 almost all
data processing was done on Octopus through
manual data input Sice that tme. we have im-
plemented automated processing of several
diagnosties on the Shiva PDP 11 70 computer,
which requires much less user interaction than Oc-
topus tlor @ comparison of data processing steps on
Octopus and the Shiva POV 11 70, see Fig. $-68).
We are ulso acquiring o new M AX computer to
provide more efficient fusion  experiment  data
processing and analysis,

Data are currently recorded electronically (by
digitization of analog datay and on film. Eventually
COD array cameras may replace nearhy all of the
film recording. Flectronic dana are transmitted via a
CAMAC serial highway and stored on a floppy disk
by the TACAL computer system: TACAL standing
for Target Acquisition, Control, and Instrumenta-
tion. has been described 10 previous  annual
reports.®® The TACA! :emputers at Shiva and
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Argus write experimental data on floppy disks.
which are ther. read onto the Shiva PDP 11,70
system disks for [urther processing. At Shiva we
also have the capability for transmitting data di-
rectly from the TAC AT computer 1o the 11,70 com-
puter. using Digital Equipment Corp.’s intercom-
puter communications software, DECNET.

Examples of electronic data for which final
processing is done on the Octopus System include
data in the shot file for the Dante spectrometer, and
data from our soft x-ray streak camera equipped
with a CCID arruy readout. These data are
trunsferred duily from the 11 70 to Octopus on
magnetic tupe reels hand-carried between compulter
centers.

Film intages are converted into digitized duta
arrays using a Perkin Elmer Microdensitometer
controlled by a Digital Eauipment Corp. PDP
1T 20 computer. Daa are wriden on magnetic tape.
transported to the Octopus tape readers. and stored
on the system disks: processing is then accon-
plished through user terminals. (Details of film data
processing are given in “Film Image Processing™
later in this section.)

Processing of fusion experiments data on the
Shiva PDP |1 70 is a highly automated sequence.
due to the nature of the operating system and the
lack of need for the manual data transfers required
for film processing. Various levels of automated
srocessing have been implemented for the following
diagnostics:

® Dante low-egnergy x-ray spectrometer.

® Filter fluorescer high-enersy x-ray spec-
trometer.

® Plasma calorimeters.

® 1.C-21 laser calorimeters for scattered light.

® Scattered-light photodiodes.

® Neutron time-of-flight detector.

® l.cad and copper activation neutron yield
detectors.

® X-ray angular distribution detectors.

in following subsections we will describe the
processing software for the firsu five of these
diagnostics. Processing for the last three of these
five diagnostics are incorporated with the process-
ing of laser system calorimetry to give an energy
balance. also described in a following section.

To allow automated processing, all processing
codes utilize files on the PDP 11/70 system disk for
setup and calibration parameters. These files are up-

dated daily or as required to reflect the current
diagnostic configuration. In the sections that
follow. these files are referred to with their standard
Digital Equipment Corp. nomenclature. This is the
form NAME.XXX. where NAME cun be up to a
nine-letter name and XXX is a three-letter type:
thus SETUP.PAR is a pa,ameter (P AR) file named
SETUP.

Automated processing is accomplished by use
of command files which contain groups of process-
ing commands. In the sections which follow, these
command files have the typical label NAME.CMD.
where CMUD s the abbreviation for command. The
processing lor all diagnostics is controlled through
one command file called OMNIPROC.CMD.
Upon execution. this code lists the various
diagnostics that can be processed. asks the user to
choose the diagrosticts) of interest. and asks for an
(eight-digit) shoi number so the appropriate raw
data can be accessed.

Authoi: J. M. Auerbach
Major Contributor: J. T. (zava

Reference

66 Jaser Program Annual Report— 1977 L asrence [ nermore
labaratory. [iermore. Cald . UCRE-S0021-77 (1978,
pp 390 1o 393

GETSD: A General Shot Data
Retrieval Routine

Digital data from the Argus and Shiva
diagnostic data acquisition systems are organized
by CAMAC crate. CAMAC station. and a disk file
containing all the shot data. For subsequent higher-
l=vel analysis. processing programs must extract
certain parts of the data .com the disk. To avoid
duplication. with each experimenter/programmer
writing ".is own routine for dutu extraction, we have
written a single versatile data extraction routine
called GETSD (GET the Shot Data).

Implementation. GETSD is implemented using
'SHOT. « 9-word integer array containing the 8-
digit shot number (used to access the appropriate
shot data file) and one additiona! word reserved for
future expansions. Users then employ ILOC, a 3-
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word integer array. to specify the location
parameters of the device producing the data of
interest.

The overall assignments for [LOC(1) are as
folfows:

® [L.0OC() = 0-99 indicates target diag-
nasties,

o (1.OC(L) = 100-199 indicates laser diag-
NOStCs

® |1 OC(1) = 200-299 indicates alignment.

e [10OC() = 300-399 indicates power con-
dilonimg.

e {1.OC(1) = 400-499 indicates central con-
irals,

T he meaning of the elements in the 1LOC array
15 dependent on the diagnostic system containing
the particutar device. For target diagnostic data
produced by the Shiva or Argus TACAL systems.
1 OCU). (12, and (3) are the CAMAC crate, sta-
tion. and unit numbers, respectively. For data
produced by the laser diagnostics system at Shiva.
1L.OC(1) provides the following parameter assign-
ments:

100 = Beam energies.

101 = Detector sensitivities.
102 = Amplifier gain.

103 = Amplifier offset.

® |04 = Autozero setting.

FFor the laser diagnostics system at Shiva
ILLOC(2) is the caded number of the luser compo-
nent (oscillator, preamps. Pockels cells, rotators,
calorimeter groups, etc.) from which the ILOC(1)
data were recorded: each componeit :lso carries a
4-character name for call by other GE1SD routines.
11LOC(3) is ignored for laser diagnostic devices.]

The meaning of elciments in MODNAM, an 8-
word integer array containing the ASCII name of
the device producing the data of interest, is also
system-dependent. For data produced by target
diagnostic systems at Shiva and Argus, device
names are CAMAC interface module names.
Device names for,laser diagnostic data are the 4-
character component names used in ILOC(2). Users
must also supply the abbreviations for the types of
analog-to-digital converters on each diagnostic: ex-
amples are “TK7912" for a Tektonix Model 7912
transient digitizer, and *"PRCHIN" for a program-
mable charge integrator.

]
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Data Arrays. The four data arrays in GETSD
are called IPARM, SCALE, IDATA, and BUF:

® [PARM is an integer array. receiving
parameter data from the specified shot data file for
the specified diagnostics device.

® SCALE is a real array. receiving scale data.
1LOC(1) = 100 returns beam energy data: ILOC(1)
= 101 returns detector sensitivity data. In the
future. SCALFE will also reccive data on amplifier
gains, amplifier offsets, and autozero settings.

® [DATA is an integer array, receiving data
sets returned by GETSD.

® BUF is an integer array, receiving the com-
mon buffer data returned from a common buffer
CAMAC device.

The first three arrays nced be dimensioned no
greater than 128, though this limit is arbitrary a-:d
may be changed in the future; BUF must be dimen-
sioned at least 3000 to accommodate most common
buffer sets.

Table 5-9, Status calls retumed by subroutine ISTAT of
the shot data retrieval routine GETSD.

ISTAT= 1  Successful GETSD call.

ISTAT = -1  Error detected while attempting to

open the shot data file; most likely

cause is locked file or no file,

Data in shot file out of sequence or

not found; caused by a bad shot file

or bad calling arguments.

Error encountered whiie reading the

shot data file; this is likely an I/

error, but may also arise because

end-of-file was found before requested

data was found or recognized.

Premature end-of-file found while

accessing the shot file; occurs when

end-of-file is found before all data

are complete.

Bad shot number; nonnumerics not
iy allowed in shot b

Bad ILOC value(s); negative values

not allowed for locaticon parameters.

More than one of the four data arrays

was too small to hold all the data

found for the specified device; check

values passed for array slzes,

IPARM array is too smail for number

of duta points found.

SCALE array is too small for number

of data points found,

IDATA array is too small.

BUF array is too small.

Common buffer data were found to

be flagged as incomplete or in error,

ISTAT= -2

ISTAT= -3

ISTAT= -4

ISTAT= -§

ISTAT = -6

ISTAT =~10

ISTAT = ~11
ISTAT = -12
ISTAT = -13

ISTAT =-14
ISTAT = -15
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Each data array has an associated integer
variable routine which is both an input and output
parameter for the GETSD routine: these sub-
routines are called. respectively, NPARM,
NSCALE. NDATA. and NBUF. The value of the
integer variable is set to the size of the actual data
array on entry: then, using IPARM and NPARM as
an example,

® [f the number of data points read from the
shot data file is less than the number of elements in
the TPARM array. GETSD sets the value of
NPARM to the number of points read.

® If the number of data points in the shot
data file exceeds the number of clements in the
IPARM array, the IPARM array will be filled to its
limit and an error code will he returned by the status
subroutine ISTAT.

® If NPARM is set to zero before the
GETSD call, GETSD will not read parameter data
und the IPARM urgument may be omitted from the
call. Similarly. if any integer variable is set at zero
before the GETSD call. the argument of its data
array may be omitted and no data will be returned
to that array.

GETSD's status subroutine, ISTAT, is an in-
teger variable whose values are listed in Table 5-9.

Authors: J. T. Ozawa and J. M. Auerbach
Major Contributors: J. . Krammen and J. Wilker-
son { Bendix)

A data file named DANCHN.SET contains the
crates, stations, and channels connected to aclive
Dante channels: the program TKDANT (adapted
from programs written at LLL to handle R7912
transient digitizers data) uses these pointers to ex-
tract from the main shot file the data from each of
the R7912's. A subroutine of TKDANT, TD7912.
then unpacks the data and. using subroutine
N7912Z (Ref. 68). determines the centroids of the
trace; representative raw and fitted data are given in
Fig. 5-69.

The output of TKDANT is a single file,
DANRAW.DAT. containing x blocks of data
where x equals the number of Dante channels: the
output structure ol one such block is shown in
Tuble 5-10. An identical file named TK7NORM-
.BSL contains similar information. obtained during
a rod shot immediately preceding the shot to be
analyzed. This file. created by TK7BASE, a general
R7912 baseline program which follows the same
steps as TK7912. is used to establish baseline levels.

The two files, DANRAW.DAT and TK7-
NORM .BSIL.. are used by program ANDANT2
{ANalyze IDANTe) to obtain voltage-vs-time infor-
mation from the recorded counts: to do so. the
baseline is subtracted from the data. Tests are then
performed to determine whether the remaining
haseline is indeed zero. Should this not be the case.

Table 5-10. TKDANT output structure,

Automatic Diagnostic Data
Processing: Dante

The Dante system®’ uses fast x-ray diodes as
detectors. Qutput currents from these detectors are
related to the incident x-ray energy flux through the
detector and filter response functions. The x-ray
spectrum emitted by the target in the direction of
the instrument can be obtained from approximately
200 eV to 2keV with ten appropriately filtered
channels.

At Shiva, the detectors are impedence-matched
to 50 @ and their outputs are recorded by Tektronix
R7912 transient digitizers. Each digitizer is
associated with a given crate, station, and unit in the
CAMAC system through which the digitized data
are transferred to the shot file. Preprocessing of the
Dante data is then performed on the Shiva 11/70
according to the process described in this article.

‘Word number Content

1 Crate number
2 Station number
3 Chaanel number
4 Not used
5 Total number of data points = 512
6 R7912 vestical sensitivity (mv/cm)?
7 R7912 horizontal sensitivity (ns/cm)?
8 Number of dat. ,scints
9 Index of first valid vertical datum
16 - 22 Shot number
257 First vertical value (centroid)
.
[
L4
768 512th vertical value (centroid)

3For direct-access plug-ins the horizontal sensitivity in
ps/em is in word §; word 7 is not used.
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Fig. 5-69. (a) Typical Dante channel output; (b) the ssme dats norrmalized to trace centroid.
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a duta-derived baseline is obtained and the process
repeated. The following quantities are then
cateulated:

@ The location of the peak of the pulse with
respect to a fiducial.

® Thc voltage at the peak.

® The FWHM about the peak.

® The integral of the signal over the full range
excluding the fiducial.

® The intcgral of the signal for one FWHM
on each side of the peak.

@ The index location of the fiducial peak.

® A flag indicating the data quality.

Two files are generated to utilize these quan-
tities: DANDAT.INP is used for further processing
on the 11/70: (shot #).DAN is transferred via tape
to the LLL Octopus system. A third file.
DANERR.TMP, provides the experimenter with
information on the program's handling of baseline
data. as well as characteristics of the fiducial pulse.

The final preprocessing step is performed by
UNDANT2 (UNfold DANTe). The basic role of
this program is to combine the data accumulated in
DANDAT.INP with the characteristics of the
associated detectors and provide a summary file
(Table 5-11) for inclusion in the shoi book. The
column labeled ‘‘Integral v. ns” provides the
necessary input for the UNSPEC (UNfold SPEC-
trum) routine which is used through Octopus on a

Fig. 5-70. Representative unfold Dante spectrum.

WET T T T T T T T 3
- . ]
| L4 P » 4
v, o %% *
108 .
: . 3
> I * j
24—
% 10 E ;
Typical i
1[)1 5_ er\;g:'cgar I E
10° S I T Y T T T
0020406081.01.214161820

Energy (keV)

CDC 7600 to obtain the final unfolded spectrum:
and example of this final output is shown in Fig.
5-70. Given a reference spectrum, this program is
also capable of providing, for quick-look purposes,
a ratio spectrum based on the current shot data
(Fig. 5-71) this option is normally not exercised,
however, since appropriate reference spectra are not
generally available.

The (shot#).DAN file is read into the Octopus
system where is operated on by the frequency



Table 5-11. Representative Dante summary for Shiva target shot.

POSITION: THETA = 90, PHI = 234

BIAS: 5KV
* - » » " » CHARAC]‘ERIST[CS * - - L] *
* * [ ] -« EDGE * [ ] [ ] FILTERS * [ ] -« ® * *
DET * CAMAC *ENERGY * *NAME *BLAST * * * SCOPES * * hd
# *CR*®STA*UN®* KEV * CATHODE* SHIELD * w1l * 42 * V/DIVENS/DIV *ATTN*FLAG*
1 *11* 4 %1 * 028 * AL43 *FV2 * PY.l *FV63 *FV63* 4000 * 2,000 * 20 *20010*
2 %11 * 4 %2 % 052 * ALS2 *Vvl * PY) " * VS5* 4000 2000 * & *20000*
3 *11* 4 %3 % 058 * ALS3 *CRI * PY1 * *CR. 6* 4,000 * 2000 * 8 *20000*
4 *11* 4 *4 * 071 * ALS4 *FE2 * PY. * *FE45* 1.000 * 2,000 * 40 *20000*
5 *11 % 4 %5 * 079 * AI49 *CO1 * PY.l * *COl.1* 1,000* 2,000 * 8§ *20000*
6 *11 % 4 *6 * 08 * ALS0 *NII * PY.i * ®NI. 7* 1.000 * 2000 * 40 *20200*
7*11* 4 *7 * 094 * CRI9 *CUI * PY] * *CUL * 1.000 * 2000 * 40 *20000*
8 *11* 4 %0 * 09 * CR23 *CU2 * PY.l *CUL, *CUL * 1.000* 2000 * 4 *20010*
9 *11 % 2 %7 % 15 * NIS *=AL9 * by ¢ *AL9.2* 4.000 * 2000 * 2 *20000*
10 *11 % 2 *6 * 156 * NII6 *AL2 * PY.1 *AL9.2 *AL9.2* 0.500 * 2,000 * 2 *20000*
FLAG = XXXX1 [IF BASELINE WAS SHCT DERIVED
= XXX1X IF FWHM*KAXIS LESS THAN 90% INTEGRAL
=XX1XX IF MAX DEFLECTION < 10 COUNTS
=XI1XXX IF FWHM OR INTEGRAL <0
= 1XXXX IF NO BASELINE AND CANNOT DERIVE IT FROM SHOT
* FIDOPEAK * PEAKLOC-NS * FWwHM * PEAK VALUE * INTEGRAL * SUM/ * SUMP *
DET * COUNTS * REL TOLASER * NS . VOLTS * V.NS * FWHM*PV * VNS *
1 * 418 . -0.108E+02 * 0.254E+01 * 0401E+02 * (.118E+03 * 1.16 * 0,104E+03 *
2 = 440 . -0.114E+02 * 0.266E+01 * 0.113E+02 * 0.312E+02 * 1.04 * 0.308E+02 *
3 * 436 . ~0.104E+02 * 0.261E+01 * 0.992E+01 * 0.266E+02 * 1.03 * 0.259E+02 *
4 * 444 . -0.110E+02 * 0.267E+01 * 0.147E+02 * 0.361E+02 * 0.92 * 0.331E+02 *
5 * 448 . ~0.935E+01 * 0.262E+01 * 0.468E+01 * O0.119E+02 * 0.97 * 0.109E+02 *
6 * 445 he -0,105E+02 * 0.274E+01 * 0.134E+02 * 0351E+02 * 096 * 0.341E+02 *
7 * 503 . -0.122E+02 * 0.282E+01 * 0.126E+02 * 0,369E+02 * 1.04 * 0.333E+02 *
g 450 . -0.102E+02 * 0.206E+01 * 0.174E+01 * 0.541E+01 * 151 * 0.339E+01 *
9 » 459 . -0.119E+02 * 0.250E+01 * 0499E+01 * 0.120E+02 * 0.96 * 0.113E+02 *
10 * 442 he -0.116E+02 * 0.251E+01 * 0.607E+00 * 0.146E<01 * 0.96 * 0.143E+01 *
system. After removal of the temporal response.
Fig. 5-71. Rep ratio sp for Dante data. spectral unfolds of “snapshots™ in time are done
with  UNSPEC. Using this method. we have
2.00 1 | T T T T produced time-dependent spectral unfolds with a
= . resolution of 120 ps FWHM on direct-access R7912
51857 . * . data and 300 ps on amplified R7912 channels.
% *t.t
e
3 134 . I Authors: V. C. Rupert and R. A. Heiale
5 Major Contributor: G. S. Chinen
"é, 0.71 -
-~ . | [ | | | References
0.29
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domain deconvolution code DCON, which decon-
volves the temporal response of the detectors.
cables. and oscilloscopes in the Dante diagnostics

67, Laser Program -Annual Report—1978, 1.awrence Livermore
Laboratory. Livermore. Calif., UCRL-50021-78 (1979),
pp. 6-5 to 6-7.

€8 ). Greenwood and J. Oawa. N79727—4 Normalized
Routine for the R791) Transient Digitizer on the PDP |1,
Lawrence Livermore Laboratory. Livermore, Calif..
UCID-17810 (1978).
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Automatic Diagnostic Data
Processing: Filter Fluorescer

The filter fluorescer high-energy x-ray
(FFLEX) spectrometer, described in detail in last
vear's annual rc:porl‘69 is used to produce a spec-
trum of the high-energy (> 1 keV) x rays from laser-
plasmy interaction experiments. The detector
signals (given amounts of charge from photo-
multiplier tubes) can be processed automatically to
yield the desired spectra. Before the spectra are
generaied, routines are executed that detect very
low or saturated detector channels and establish the
signal-noise ratios for all channels. This preprocess-
ing requires that we maintain a set of parameter and
setup data files, which will be described in con-
junction with the processing steps enumerated
below.

The PM tube output of each detector is con-
nected via three different attenuators to three chan-
nels of a LeCroy Research Systems Charge Inte-
grator/ADC module {(LS2249W). Each module is
assigned a crate and station in either the Shiva or
Argus CAMAC systems. In addition, the high
voltage applied to each PM tube is set and
monitored through a computer interface, with a
LeCroy Research System HV 4032 programmable
high-voltage power supply: the voltage-sensing cir-
cuits of the supply are interfaced to the TACAI
computer through a CAMAC crate and station.

Thus the recording of shot data and detector
vollages has been automated. At shot time the out-
puts of all the active charge integrator modules are
transferred via the CAMAC serial highway to the
TACAL LSI-11, where the data are written on
floppy disks and then transferred to the Argus or
Shiva data acquisition computers along with other
diagnostic data. The FFLEX data are incorporated
into the shot datc file on the Shiva PDP 11/70 using
the routine PROCESS, which transfers the TACAL
raw data from the floppy disk to the main computer
disk.

The LS2249W module outputs generally have
non-zero baseline values; that is, they show non-
zero dc outputs with no signal input. This
necessitates “dry-run™ data processing before a
shot, so that baseline values can be subtracted from
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the total detector charge signals obtained during a
shot.

With the 11/70 shot data file as input, data
processing proceeds in the sequence described
below (and summarized in Fig. 5-72).

The processing program FFBDP checks a disk
file which gives the active detector channels for the
shot. The program then opens a data file containing
CAMAC crate, station, and ADC channel numbers
for each detector channel. Only the CAMAC
parameters corresponding to the active channels are
extracted.

Using the GETSD routine (described in a
previous article) and the CAMAC data, a baseline
processing routine is run which extracts from the
dry-run file the baseline values for the active detec-
tor channels. Still using GETSD and the CAMAC
data, the main processing program extracts from
the actual shot data file the high-voltage readings
and LS2249W A DC outputs for the active channels:
there are three ADC readings for each detector,
coviesponding to the three attenuators. Next the
program opens a file which contains the maximum
linear current of each PM tube as a function of bias
voltage.

A summary of system performance is now
calculated, a sample tabulation of which is given in
Table 5-12. For each attenuator value, the summary
provides the total channel ADC output, baseline,
and charge output in picocoulombs. Each ADC
count corresponds to 0.25 picocoulombs. If an
ADC count is within 10 counts of baseline, it is
flagged as NOISE LEVEL: if an ADC count ex-
ceeds 1900 it is flagged as SATURATION, which
occurs in the i.§2249W between 1800 and 2000
counts. The program then selects the value farthest
removed from NOISE LEVEL or SATURATION
as the BEST SIGNAL. Readings are also printed
for the HIGH VOLTAGE, the MAXIMUM
LINEAR CHARGE (maximum linear current at
the bias voltage times scintillator pulse width), and
the ratio of BEST SIGNAL to MAXIMUM
LINEAR CHARGE. A ratio greater than or equal
to | indicates that the PM tube may have been in the
nonlinear regime of aperation, in which case the
calibration factors used in processing would be
inaccurate.

Channels 1 and 10 of the filter fluorescer are
“*background” channels. Channel | is used to ob-
tain a background figure for detectors with NE 111
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scintillators; channel 10 is used to obtain a
background figure for detectors with Nal scin-
tillators. These background channels contain no
fluorescer and hence produce a charge signal arising
from electromagnetic pickup and high-znergy x rays
impinging directly on the PM tubes. The ratio of
these signals to the signal on each active channel is
an indication of noise to signal ratio. Using a file
which contains the gain of each PM tube as a func-
tion of voltage, the main program normalizes the
background signals to the gain of each active chan-
nel tube at 2500 volts, and calculates a noise to
signal ratio. This summary for all active channels is

displayed in the second section of the program out-
put.

The last part of the data processing involves
computation of the x-ray spectrum from the “good™
channels, that is, from those detectors having out-
puts that are neither in SATURATION nor near
the NOISE LEVEL. If S(E) denotes the x-ray spec-
trum, Q, the output from the nth channel. and
R(E) the response function of the nth channel as a
function of energy E. then we must solve for S(E)
from the set of integral equations
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Table 5-12. Sample FFLEX channel summaries.

CHANNEL NO. 7

ATTENUATOR ADC OUTPUT BASE LINE PICOCOULOMBS REMARKS
1. 1995. 3s. 0.147E+04 SATURATION
10. 535. 37. 0.374E+04
160. 30. 23. 0.525E+03 NOISE LEVEL
HIGH VOLTAGE BEST SIGNAL (PC)
3000. 0.374E+04
MAX. LIN. CHGE. (PC) BEST SIGNAL/(MAX. LIN. CHGE.)
0.115E+06 0.032
CHANNEL NO. 8
ATTENUATOR ADC OUTPUT BASE LINE PICOCOULOMBS REMARKS
1. 1995, 32. 0.147E+04 SATURATION
10. 447, 27. 0.31SE+04
100, 46. 29. 0.128E+04
HIGH VOLTAGE BEST SIGNAL (PC)
3000. 0.315E+04
MAX. LIN. CHGE. (PC) BEST SIGNAL/(MAX. LIN. CHGE.)
0.110E+05 0.029
o ing the PM tube gains as a function of voltage, and
Qn=] SUIR (EME n=1.2,..N ) extracls gain data for the active channels. Thenif @,
o is the measured signal at voltage V and G(v) the

Finding a rigorous solution for S(E) requires
much interaction between user and computer, ac-
complished using the unfolding code UNSPEC2.
IFor experiments having similar targets and laser
irradiation conditions. however, the rigorous unfold
procedure can be supplemented by a ratio caleuia-
tion using one rigotous unfold as the reference spec-
trum: this pracedure, known as a ratio spectrum
calculation. 1s often used in our automuied data
processing.

Let So(E,) be the value of the reference spec-
trum at energy E, (usually the mid-energy-point of
a detector channel). Let Qg be the calculated or
measured charge for channel n due to the reference
spectrum (they should be equal) and Q, be the
measured signal in channel n due to the x-ray spec-
trum to be determined. Then the new spectrum S(E)
can be determined for a similar class of experiments

by

Qn
S(E) =S, (E ) a—- . 4)
On

In calculating a spectrum, all signals Q are

referenced to a PM-tube voltage setting of 2500
volts. The processing program opens a file contain-
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gain at V. the processing program calculates Q,, in
Eq. (4) by

G(2500)Q,
Qs—V— (5)
(x(v)Qo

The ratio calculations, tabulated in the third
part of the program output, give the values of Q,,
Eo Sotlnyand S(E ) for each detector channel. The

Fig. 5-73. Sample printout of an x-ray spectrum obtained
with the FFLEX spectrometer.
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program also plots the experimental and reference
spectra on both a color TV monitor and a Versatec
printer: a sample plot is shown in Fig. 5-73.
Automation of this simple set of calculations
for processing filter fluorescer data has reduced the
experimenter's workload by 2 to 3 hours per experi-
ment.
Author: J. M. Auerbach

Major Contributors: G. S. Chinen, H. N. Kornblum,
B. .. Pruett

Reference

69, Laser Program Annual Report— (978, Lawrence L ivermore
Paborstory. Pivermore. Calil,. UCRD-50021-78 (1979).
Pp 6-% 10 6-12

Automatic Diagnostic Data
Processing: Calorimeters

Various types of calorimeters have been
deseribed in Ref. 70 as well as in previous annual
reports.”V 72 For a given heat input, the sensing ele-
ments of calorimeters  provide a time-varying
voltage which is amplified in two stages. The first
stage is a fixed-gain (1000) preamplifier’™: the
second stage is a 16-channel programmible-pain
amplifier of LLL design.”™ The gain of this latter
amplifier is selected through a computer interface so
that its value is available in the shot data file and
can be accessed directly for automatic data process-
ing. The amplified data are digiticed by “calo-
rimeter modules,” designed at LLL.* which
provide multiplexed data from up to sixteen data
chunnels.

Processing of all calorimeters (plasma, light, x-
ray, and special-purpose) is conducted simul-
taneously. The programmable amplifier module
and each calorimeter module are assigned a crate
and a station in the CAMAC system through which
data are recorded in the shot file; each of the am-
plifier channels is also assigned a unit number in the

CAMAC system.
Program CALRED uses CALCHN.SET,

which contains the crate, station, and unit numbers,
to extract appropriate data from the shot file. For
each crate and station, data from the sixteen chan-
nels are demultiplexed and the corresponding am-

plification factors determined. The main output of

CALRED is a single file, CALRAW DAT, conlain-
ing blocks of data. Each block includes the crate
and station number, foflowed by the amplification
fuctors for the 16 channels, and the 16 sets of
demultiplexed data headed by the channel number.
CALRED also contains an option (normally not ex-
ercised) which plots the data from cach channel.

Program CALIN2, a simplified version of a
thermopile data analysis program,”™ uses the shot
data from CALRAW.DAT and associates each
channel with a calibration factor, detector 1D, and
location provided by data lile CALNAM.SET. The
basic role of CALIN2 is (o caleulate an energy flux
from the time-dependent raw data. Two output files
are generated:

® CALFIT.DAT provides the experimenter
with various indicators of the data quality, and in-
formation concerning the fits used.

o CALOUT.INP contains, for each channel
(in the order recorded). the calorimeter 1D, polar
and azimuthal angles, the energy flux measured,
and an “error” value indicative of the smaoothness
of the data and its deviation from the fitted curve:
CALOUT.INP also provides a flag indicating
various possible data conditions, such as noise level
and saturation.

Final data for plasma and special calorimeters
are provided by program CALOUT: data for light
calorimeters are further processed by program
ENERGY (described luter in this section).
CALOUT performs two separate tasks, The first
consists in sorting the various types of calorimeters
according to three categories: “plasma,” “light.”
and “others.”™ Data from plasma and light
calorimeters are further sorted according o
azimuthal angles and for each azimuth according to
polar angle. The data are then printed out in the
shot-book format displayed in Tuble 5-13.

The second task consists in abtaining an ab-
sorbed energy value based on plasma calorimeter
data. This procedure is valid for axisymmetric con-
figurations only, such as balls or untilted disks.
Since the plasma calorimeter data are strongly af-
fected by any diagnostic extending close enough to
the target to seriously distort the plasma distribu-
tion, the calculation of absorbed energy is usually
suspect if any such diagnostic has been used. For
the same reason, energy balances obtained from
scattered-light diagnostics are also suspect under
these conditions.
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Table 5-13. Representative Shiva plasma calori data, as

d out in shot-book format.

* THETA ... PHI ©* " ENERGYFLUX . * DE/E he COMMENTS *
* DEGREES * DEGREES . © . SR e % hd *
= 160.00 * 18.00 . 3.21 . 6.36 * .
* 45.00 . . 36.00 . 0.00 . 100.00 . LOw SIG .
= 60.00 . 36.00 . 838 . 1.95 . .
* 75.00 . 36.00 . 0.00 . 100.00 . LOW SIG .
® 90.00 . 36.00 . 4.32 . 4.10 . .
. 105.00 . 36.00 . 349 . 3.36 . *
» 120.00 . 36.00 . 220 . 8.11 hd .
b 45,0t . 90.00 . 0.00 . . 100.00 . LOW SIG .
* 45,00 . 126.00 . 36.84 . 0.43 . .
* 60.00 . 126.00 . 2988 . 3.02 . .
’ 75.00 . 126.00 . 0.00 . 100.00 . LOW SIG .
b 90.00 . 126.00 . 0.37 . 100.00 . .
d 105.00 . 126.00 . 0.97 . 100.00 . .
* 120.00 . 126.00 . 0.16 . 89,73 . .
= 135.00 . 126.00 . 310 . 3.97 . .
. 45.00 . 162.00 . 46.73 . 0.36 . .
. 160.00 . 162.00 hd 255 e 1.80 hd hd
* 45.00 hd 216.00 hd 107.18 . 0.81 hd .
b 60.00 . 216.00 . 60.04 . 158 . .
* 75.00 . 216.00 b 51.84 e 0.42 . *
. 90.00 - 216.00 hd 42.16 . 0.33 . .
4 105.00 . 216.00 . 29.49 . 0.48 . .
b 120.00 * 216.00 . 20.69 . 0.92 . .
. 45.00 b 270.00 hd 5491 . 0.92 . .
* 45.00 . 305.00 b 39.43 . 154 . .
. 60.00 . 306.00 g 37.15 . 1.25 . .
hd 75.00 * 306.00 . 35.97 . 0.68 . .
. 90.00 . 306.00 * 20.72 . 1.03 . .
. 105.00 b 306.00 hd 8.20 . 1.50 . .
* 120.00 . 306.00 . 5.14 . 3.68 * 4
* 135.00 . 306,00 b 259 he 10.18 . .
. 45.00 * 342.00 hd 3284 . 1.33 . .

For appropriate configurations, CALOUT fits
the azimuthally averaged data for energy flux versus
polar angle to a curve of the form Za,, cos nfl. Each
coefficient of this fit is then tested for statistical
significance based on the collected data, and deleted
if necessary. The final fit, containing only signifi-
cant coefficients, is then integrated to yield tota’ ab-
sorbed energy: an example of such a fit for « disk
shot is given in Fig. 5-74, along with the collected
data.

Because the requirements for a meaningful
caleulation of total absorbed energy are often not
met in an experiment, this value is not automatically
printed in the output intended for the shot book,
but is manually entered (when appropriate) on the
plasma calorimeter summary page. This value is
also extracted from CALOUT’s output data by
program ENERGY, which prints it on its owr: sum-
mary page. It must be emphasized that this value is
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not to be considered useful unless verified by the ex-
perimenter.

Author: V. C. Rupert
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Fig. 5-74. An example of collected and fit data for the Shiva plasma calori

, used to total absorbed energy. Triangles are

the collected data (aff azimuth and polar angles); the solid Iine is n fi¢ of the form a, cos nf to the azimuthally averaged data. The disk
was located normal to the Shiva beam cluster and irradinted by the lower 10-beam cluster only.
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Automatic Diagnostic Data
Processing : Photodiodes

Automatic reduction of the photodiode data
required for the Skiva energy balunce measurement
(EBM) is processed by program LIGHT (Fig. 5-75)
on the Shiva PDP 11/70. LIGHT is controlled by
the processing command file EBF.CMD, which also
controls the calorimeter data processing and energy
balance routines. LIGHT gets raw shot data from
the TACAI system, and employs two input files:

€ SETUP.PAR (read into the program at run
tiine), containing parameters necessary for the
reduction of the photodiode data.

® CAL.FAC (incorporated into the program
at compiling), containing the programmable charge
integrators’ sensitivity calibrations.

SETUP.PAR contains, for each photodiode
detector, its

® Number, CAMAC crate and station, serial
number (denoting the programmable charge in-
tegrator module), and channel.

® Spherical angular coordinates, distance R
from the target, window transmission index, and

sensitivity factor R’ (in picocoulomb/Joule/cm?).

SETUP.PAR also contains

® The total number of active diode detectors.

® A conversion factor of 5.0 volis per 4095
fult counts: any reading greater than 4092 is con-
sidered (and MNagged as) saturated.

® A flag to denote a blocked detector and to
specify the diode used 1o measure the
hackground.

CAL.FAC contains the data statements for
two arrays in LIGHT:

® SENS(8), which contains the detectors'
sensitivity per volt full scale, in picocoulomb/volt.
This value is obtained from the TACAI file and
passed to LIGHT via the data acquisition routine
GETSD.

® PC(8,4.20). The first dimension of this
array corresponds to the sensitivity setting of the
amplifier: the values are the elements of the array
SENS described above. The second dimension
corresponds to four detectors grouped into one
module, and is thus the channel assignment read in
from SETUP.PAR. The third dimension corre-
sponds to 20 modules of amplifiers, thus
corresponding to the serial number read in from

X-ray
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Fig. 5-75. Flowchart of ic photodiode data p ing at Shiva.

TACAI

CAL.FAC LIGHT

SETUP.PAR

HaE

r

ENERGY.DAT I PIN.D .l I ANGPLT.DAT
VSANG
Energy balance ™| (Video)
processing
- V2ANG
{Polar plot}
PINPLT
| (Linear plot)
Table 5-14. Sample tabular output of subroutine PINDAT of Shiva scattercd-light photodiode data ic prc ing program

LIGHT.

DETR RPRIME TRANS R(CM) PHI THETA SR CH POS CR ST PC/VOLT

020 O.10E+07 095 921 12.0 1200 1 0 6 S5 3
010 O069E+06 095 921 1260 1050 1 1 6 5 3
034 O0.12E+05 095 1108 540 200 1 2 § 5 3
035 O0.12E+06 095 1108 1980 200 1 3 5 5 3
033 O0.12E+06 095 1108 900 1600 2 0 5 5 5
032 O.11E+06 95 1108 3060 1600 2 1 5 5 §
031 O.J2E+06 095 1108 2160 1600 2 2 5 5 5
037 O0.77E+06 095 921 1260 450 2 3 6 S5 5
017 O0.12E+07 095 921 1260 600 5 0 6 5 7
024 O08BE+06 095 921 1260 750 5 1 6 5 7
030 O0.12E+07 095 921 1260 900 5 2 6 S5 7
027 O.11E+07 095 921 1260 1350 5 3 6 5 7
028 O.11E+07 095 921 2160 450 5 0 6 S5 9
013 O75E+06 095 921 2160 600 15 1 6 S5 9
070 O.11E+07 095 921 2160 750 15 2 6 S5 9
011 O0.3E+07 095 921 2160 900 15 3 6 5 9
080 O.11E+07 095 921 2160 1050 12 0 6 5 11
050 O0.74E+06 095 921 2160 1200 12 1 6 5 11
038 O.2E+06 095 921 540 450 12 2 4 S5 11
010 O.75E+06 095 921 540 600 i2 3 6 S5 11
016 O078E+06 095 921 540 75¢ 17 0 6 S5 13
019 O66E+D6 095 921 540 90 17 1 6 5 13
021 O.11E+07 095 921 540 1050 17 2 6 5 13
015 O0.84E+06 095 921 540 1200 17 3 6 5 13
060 O0.11E+07 095 921 3060 450 20 0 6 5 15
023 O0.J0E+07 095 921 3060 600 20 1 6 5 15
029 O0.J1E+07 095 921 3660 750 20 2 6 5 15
014 O082E+07 095 921 3060 900 20 3 6 5 15
039 O012E+06 095 921 3060 1050 11 2 4 5 17
022 093E+06 095 921 3060 1200 11 1 6 5 17
040 O.11E+06 095 921 3060 1350 mm 2 4 5 17

0.30E+05
0.30E+05
0.10E+05
0.10E+05
0.10E+05
0.10E+05
0.94E+04
0.30E+05
0.30E+05
0.30E+05
0.30E+05
0.30E+05
0.30E+05
0.30E+05
0.30E+05
0.30E+05
0.30E+05
0.30E+05
0.30E+04
0.30E+05
0.30E+05
0.30E+05
0.30E+05
0.30E+05
0.30E+0S
0.30E+05
0.30E+D5
0.30E+)S
0.30E+4
0.30E+05
0.30E+04

PC/CNT ADC ENERGY (J/SR)

0.37E+02
0.37E+02
0.12E+02
0.12E+02
0.12E+02
0.12E+02
0.11E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+01
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+02
0.37E+01
0.36E+02
0.37E+01

0.79E+02
0.77E+02
0.69E+02
0.88E+02
0.85E+02
0.84E+02
0.73E+02
0.73E+01
0.69E+02
0.95E+02
0.10E+03
0.58E+02
-.12E+01
0.60E+02
0.81E+02
0.91E+02
0.74E+02
0.55E+02
0.12E+03
0.75E+02
0.11E+03
0.14E+03
0.10E+03
0.89E+02
0.61E+02
0.78E+02
0.75E+02
0.71E+01
0.90E+02
0.71E+02
0.68E+02




ic data p ing

Fig. 5-76. Fiow chart of Shiva energy ba): (EBM;

(Shot No.).DAT
(TACAI file)

CALDATPLT
{Calorimeter
processing}

ENERGY.DAT
{Photodiode
processing)

ENERGY

OUTPUT.DAT
{Incident and
reflected energies

PAGE2.DAT
{Absorption
summar ')

INBME.DAT
{Graphics)

r IN’CBM J

SETUP.PAR: the elemenits of this dimension are es-
sentially the scaling factors necessary o scale the
detector to full voltage.

Having identified the nroper detector, conver-
sion coefficients, ~nd  scahing factors. LIGHT
proceeds 1o calcutate the energy 1Tux per count and
to subtract the x-ray background. This is done by
the algorithm  E(Joules ‘count) = (R° R x
Transmission) times (picocoulombs - count), where
R is the distance (in ¢cm) between the target and the
diode and R’ is the diode sensitivity factor in terms
of charge per energy flux (picocoulomb, Joule cm?),
The result of this caleulation is in turn multiplied by
the counts corresponding to the integrator output
for each detector.

LIGHT then creates three output files:

® ENERGY.DAT, aninput i*le to the energy
balance routine.

® PIN.DAT, u hard-copy tabulor file (see
Table 5-14 for a sample PIN.DAT output).

® ANGPLT.DAT. uan input file 1o the
graphizs routines VSANG. VPANG, and PINPLT.
These 10utines generate, respectinehy, a color video
polar distribution display, ¢ hard-copy polar plot.
and a hard-copy lineuar plot.

Author: G. S. Chinen

Automatic Diagnostic Data
Processing: Energy Balance

The primary purpose of the energy summary
routine ENERGY (Fig. 5-76) is to integrate the
angular distributions of scattered light and plasma
energy in order to obtain a relative measurement of
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the laser energy thsorbed by the target from the top
and bottom hea 1 clusters, ENERGY s controlled
by the indirect ommand file EBF.CMD (on the
PDP 11 70), whch requires three input files:

© (Shot = DAT, which contains the incident
< energies o d the hack-reflected light energies
cewsared by Retlected Beam Diagnostics (RBDs).
Phese Latter dat originate from a laser diagnostics
POP L 3 ar are appended to the end of the
FACAT dat at hot time,

® FNERCGY.DAT, which contains the pho-

Adiode enerpy Tuxes and spherical coordinates

soovar and aain. thal angles),

0 CALDAT.PLT, which contains the plasma
v hight eadorimeter energy fluxes and spherical
coordinates, as ol as the integrated total plisma
cnergy.

ENERGY
energies to the  hotodiode intensity averages and
caleulates energy ntensity at 7 = 0° where # is the
polar angle of the target chamber. The intensity at #
= 9.7° is assumedd to be the same as at # = 0° and
the intensity at ¢ = 17.7° is extrapolated to be a
straight-line fit trom # = 45° to # = 20°, This
caleulation is th 1 done for the lower beams,

The output cotals are appended to the light
1L.C-21) calorimcter intensity averages and then
both the photodiode intensities (with back-reflected
energies) and light calorimeter intensities (with out-
put total energic 1 are sorted and integrated over the

ppends the back-reflected beam

entire sphere by o ostraight line fit

ENERGY then caleulates

® Total vutput energy (in kJ).

® Total b, ck-reflected energy (in kJ and as a
percentage of the total output).

® Beam balance, ie., the relative output
energies from tb - upper and lower beam clusters,
using the formu -

Beamy, =1 - Eg)/(Er- Eg) X 100%,

where Eg is total upper output energy and Eg is
total lower output energy

® The absorption percentages of the
photodiodes and light and plasma calorimeters, as
well as their average absorptions.

@ The absorption deviations of the photo-
diodes and calorimeters.

5-34

Table 5-15. Representative summary of Shiva automatic
energy balance diagnostics.

Incident energy

Upper beams 1.849 k¥

Lower beams 1,733 k¥

Total energy 3.632 K
Beam balance parameter 1.830%

Reflected beam outputs
Upper 0.070 kJ ‘3,769 %
Lower 0.115k) 6.462 %
Total 0.185 k) 5.091 %
Diagnostic outputs
LC-21 calorimeters 3.1680 kJ
Photodiodes 3.0318 k)
Plasma calorimeters 0.9760 kJ
Absorption summary
Plasma 26.8691 %
LC-21 calorimeters 12,7853 %
Photodiodes 16.5339 %
Mean absorption 18.7295 %
Deviation from the mean

Plasma calorimeters 8.1397%
LC-21 calorimeters -5.9442 %
Photodiodes -2.1955 %

A sample output summary is given in Table
5-15. The acsorption parameters indirectly sum-
marize the amount of energy absorbed by the target,
and provide a measurement ol energy baluance as in-
dicated by the relative contribution of the various
energy camponents,

Author: G. S. Chiaen

Film Image Processing

Photographic lilm has long been recognized as
one of the most versatile detectors for recording
clectromagnetic energy signals. Film produces an
archivable record of the signal and is relatively im-
mune to undesirable electromagnetic interference.
Film also has a dynamic runge of over 5 orders of
magnitude of input energy—a range which can be
further extended using different kinds of film
and/or changing the development parameters—and
can therefore be trusted to record signals under con-
ditions of large uncertainty about the intensity of
the input energy.

We process film images by first developing the
film under highly controlled conditions, and then
digitizing the density values very accurately with a



photomicrodensitometer. The resulting record or
file 1s then read into a computer for processing, We
have written several MATHSY programs™ 1o
maaipulate our film data files and to plot the results
(Figs. 3-77 1o 5-82). Some of these programs are dis-
cussed below.

Film has 1 nonlinear response to energy, and
must be calibrated so that its nonlinear density
value output trunslates into the input energy fluence
used for evaluations. We use film for three regions
in the clectromagnetic spectrum:

® X rays from 200 ¢V to >350 keV:images in
this region are produced by x-ray microscopes, x-
iy spectrographs, pinhole cameras, and Fresnel
sone plate cameras.

® Green licht (from 2w laser light and the
visible light output of x-ray streak cameras).

e l-um laser light (preduced by laser system
diagnostics).

The calibrations for each of these regions are quite
different.

The calibration procedure for x-ray film uses
an x-ruy machine und requires many hours of ex-
posure time and much interpretation of the data.
We presently use Koduk types AA, M, R, and no-
sereen for x-ray detection. Of these we have u fair
calibration on type M: guite a lot of work has been
done on types AA and no-screen; very few reliable
calibration data have been obtained for tvpe R,

There uare several vuariables relating the ex-
posure of x-ray film to the resulting film density . in-
cluding the photon energs of the x rav. the Muence
of the exposure, and the film development param-
eters (time, chemical strength, and chemical tem-
perature), By keeping the development parameters
constant we can produce experimental curves for
converting film data to energy exposure.

To calibrate film used in the x-ray streak
camera for imaging green light, we pre- or post-
expose the film with & known light source and a step
wedge. A plot of the digitized step wedge provides
the necessary calibration curve. Since green 2w laser
light is often produced by a pulsed source, however,
we derive its calibration using the same technique as
that used for 1-um light.

To derive a calibration curve for l-um light we
use a multiple-image camera at the jaser output that
produces two images with known differences in in-
tensity (~50%). These exposures are on the same
film, thus eliminating the errors introduced by
variations in development parameters. We then

produce for cach image a histogram. or plot of
number ol points vs film density. These plots are
compared, using the known 307 intensity difference
in the exposures. to produce plots of density v
energy (exposure): this is done with a MATHSY
command program called CALIB2.

PDSMIES. PDSMIES is &« MATHSY com-
mand file written to do the necessary unfolding of
the densitometer-produced data e from an x-ray
microscope (ilm image. The densiiy measurements
are alfected by

® Source, intensity, and spectral distribution.
Filter transnission.

Mirror reflectivity,
Filni sensitivity vs photon energy .
Fitm development parameters,

Typical target spectral distributions were not
well known at the time this code was written and are
therelore not considered in the unfold. Spectral dis-
tribution is nonctheless certainly one of the prime
parameters for consideration in improving the code.

The source intensity seen by the film is deter-

mined by targel emission, reflecter-tilter combini-
tons, and  microscope geometry: PDSMIES s
aware of microscope geometry as a geometrical fac-
tor. Both the filter transmission and the mirror
reflectivity are used by PDSMIES when it unfolds
the datas values for these parameters come from the
dutain the L-Division Library and are stored as a
file in the tape library. Parameter files are read into
MATHSY program FFF, where we caleulate

® Theaserage channel energy.

® The effective energy width of the chunnel.

® Theaverage channel efficiency.

These values are stored in the data file, MSPY.

Film  sensitivity  data are contained in
PDSMIES in two forms. The onginal program con-
tined a it for M-type film: AA-type film was
added later. M-type fitting is done from a set of
tables generated from three piarameter curves that
were computer-hit to expermmental data. Data for
AA-tvpe fitting is stored in a functional form,
derived from u best fit to experimental curves. Film
development parameters are controlled to match as
nearly as is practical those used for the experimental
curves.

PDSMIES produces output as shown in Fig.
5-77, in which tre - ,w and column scans are taken
through the centroid of the data.

POWER. A MATHSY commaund file called
POWER takes the density file from a streak camera
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wedge we produce a d-log E curve which is used to
unfold the relative exposure value from the density
file produced by the densitometer reading of the
streak image. This relative exposure is then in-
tegrated in the spatial direction and normalized to
input energy from a laser system output calo-
rimeter; thus we produce a curve showing power vs
time (Fig. 5-78).

Having recorded the FWHM of the Gaussian
luser oscillator pulse, we then overlay a Gaussian
curve for comparison with the measured temporal
pulse, In this way we can easily evaluate the tem-
poral change in a pulse that passes down a chain of
amplifiers.

EXTRACT. There is always a compromise in
computer reduction of film data; if the densitometer
sample size is 100 small the number of samples in
the file becomes large, and data processing ef-
ficiency deteriorates. On the other hand, if the sam-
ple size is too large, thus keeping the file small, the
data statistics suffer. To minimize errors and maxi-
mize speed, we have written the program EX-
TRACT, which allows us to display any part or all
of the processed data. With this capability we can
choose a section of the file, write it into an output
file created by EXTRACT, and then trim and
average the output file to the optimum size for both
maximum processing efficiency and minimum
statistical distortion. The cutput binaty file created



Fig. 5-79. Isointensity contour of the laser beam characterization, converted by FOCUSED from the measured density scan.

18

_.
@
[

12—

um

14 16 18 20 22 24

by EXTRACT can i so be read by any of our other
film image processin - routines.

AUTOEX. The data file that characterizes our
x-ray microscope consists of an array of point
sources projected through the microscope; we use
the file to determine the resolution of the
microscope as well as the distortion in its field of
view.”® The file is so large, however, that the com-
puter memory cannot contain it and do processing
on it at the same time; we must therefore read in and
process small sections of the file one at a time.
AUTOEX is a MATHSY code that was written to

process a very large file in an automatic mode, but
which also has a manual mode enabling us to see the
data as it is processed.

The first problem to be solved by AUTOEX is
locating the point source near the center of the
array, to be defined as the starting point for the
automatic processing. This is done with a pattern-
search algorithm that looks for three points located
within a total maximum spacing differential; the
points are located using a routine that finds the cen-
troid of the small file, based on the density values
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Fig. 580. Laser beam radial power profile, showing power
radius normalized with energy as read from the cslorimeter.
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ahout the 50% of maximum value of that small file.
The output file created by AUTOEX consists
of the following listing derived for each point:
® Background, found by averaging the inten-
sity value found in the corners of the small file.
® Peak value of the signal with noise re-

moved.
® X-position in row number and micro-

melers. as found by (he centroid routine.

® Y-position in column number and in
micrometers.

® The FWHM value of a row taken through
the centroid.

® The FWHM of the column through the
centroid.

® The diameter of the radial average of the
intensity ahout the centroid taken at the half maxi-
mum value,

Fig. 5-81. Three-dimensional plot of the laser beam profile.
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Fig. 5-82, Intensity histogram, showing the number of sam-
ples at a given Intensity vs the intensity of the samples.
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We compare the position of these points at dit-
ferent places in the array to look for ficld distor-
tions; by comparing widths and diameters we can
see the spatial resolution of the x-ray microscope.

FOCUSED. FOCUSED was written (o do
heam analysis. CALIB2 is used to create a calibra-
tion file; FOCUSLD then employs the file to con-
vert the densny data into intensity values and pre-
sent a display of the calibrated data with isointen-
sity lines (Fig. 5-79). Superimposed on this display
is a series of concentric circles; if the image appears
to be more clliptical, the circles can be changed to
cllipses. These circles or ellipses ar: then used to
calculate a radial average ef the beam intensity. By
integrating and normalizing with the known input
energy we can caleulate and plot the radial power
profile of the beam as in Fig. 5-80.

We can delete bad spots in the data with
FOCUSED by using the command CEN to center
about the point to he operated on. The command
AVOUT will then remove the values from the area
inside the inner diameter and fill it in with the
average value of the data contained between the in-
ner and outer diameters,

FOCUSED also allows us to

® Look at cither a single data row or column,
or at the average of several rows or ¢columns from
any place in the array,

® Do athrec-dimensional display (Fig. 5-81).

® Do an intensity histogram (Fig. 5-82)
which displays the numbei of data points contained
in each channel of energy vs the energy of that chan-
nel.

Author: K. J. Pettipiece

References

76.  Laser Program Annual Report—1976, Lawrence jmore
Lahoratory, Livermore, Calif.. UCRL-3002! ~ {i577),
pp. 2-359 1o 2-364, 3-136.

77. T. L. Harper, Kadal. M X-Ray Fitmt Calibration Calecla-
tions used for Microscope Data Analvsis, UOPB-76-73, May
1976. J. P. Stoering and A. Toor, X-Rav Calibration of
Kodak No-Screen, Tvpe A4, and Tepe M in the 1-4.5 kel
Region, UCID-16775, May 8, 1975, A. Toor, 4 Physicol
Model for X-Rar Film Sensitivities, XRM-79-143, Sept. 20,
1979,

T8, Laser Program Annmual Report— 1978, Lawrence Livermore
Lithorators, Livermore, Calif., UCRL-50021-78 (1979),
pp. 6:27 10 6-29.

CCD Array Processing

Inr laser fusion experiments, target and laser
paramelers are measured using various cameras, in-
cluding oscilloscope cameras, ultrafast streak
cameras, and x-ray microscope cameras. Film has
been the usual recording medium, but as more in-
struments are added to diagnose lzlrgét experiments,
the need for automatic digital readout becomes es-
sential. Transient digitizers such as the Tektronix
R7912 have replaced some oscilloscopes, aiding our
efforts to implement digital readout of both streak
camera images and oscilloscope traces. We have
successfully obtained a direct readout of streak
camera images using a CCD  (charge coupled
device) array camera, which bypasses [ilm retrieval,
development, scanning with a microdensitometer,
and data correction for film response. The hardware
description for the CCD streak camera is given
cirlier in this section, and in last year's annual
report?: this article covers CCD image processing
and our plan to handle all image processing in a uni-
fied manner.

Because we anticipated that a number of these
CCD array cameras would be installed at the Shiva
lacility, we have undertaken to acquire the images
from all the CCD cameras through one system. us-
ing Shiva’s existing computer architecture.® Our
solution is to attach the CCD memories to the bus
implemented under Shiva's power conditioning
syslcm“:

® Data are accessed through an LSI and a
four-port memory from either the PDP 11 34 or
PDP 11/70.
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Fig. 5-83. SXRSC data from a Shiva shot. Color contours of intensities »ie overlayed with temporal distribution from a channel.

® Data are transferred from the CCD
memory in either column or row mode; normally,
160 K-bytes of data are transferred in approx-
imately 30s.

® Data can be manipulated in the PDP
11/70; the data format is given in Table 5-16.

We presently operate CCD camera and
memory systems on output-beam-diagnostic optical
streak cameras and on a target-diagnostic soft “-ray
streak camera (SXRSC)#2: we discuss processing for
the SXRSC in this article.

Initial quick-look processing of SXRSC data is
performed on the streak image immediately after
the shot, using the Shiva PDP [1/70. The image is
displayed on a color monitor, with intensity values
converted to color contours. Lineouts in one spatial
direction can be obtained to display the teraporal
profile of the x-ray distribution. These car be
superimposed on the color-enhanced distributio. or
drawn by the Versatec printer/plotter (Fig. 5-83).

The final unfolding of the data is performed
through Octopus on the LLL central computer
system. The image data are converted into an 8-bit




Table 5-16. CCD memory data format (160 K-bytes
of image).

Byte offsets
Decimal  Octal Contents
1 1 Last shotnumber (ASC Il)
9 11 ASC 11 time of day (HH:MM:SS)
17 21 Task of task g ting the
file
19 23 (RAD50)
21 Made: 1 = continous, 0 =TV
23 Number of records written (binary)
25 Error status of return (binary)
27 Memory number (0-99)
29
.
»
L]
1024

ASCII file and written on magnetic tape as a PDP
11/70 RSX-11/M file. An interface program is then
run on the Octopus system to decode Lthe tape into a
standard Octopus 6-bit ASCII file. The analysis
program, SXRSCX, is written in MATHS: 8
SXRSCX obtains lincouts lor each energy channel,
and then lolds the temporal profiles with responses
for each channel to obtain x-ray flux as a lunction
of time. Integration of this distribution gives the
total flux.

Streak camera data still recorded on film and
digitized are analysed with o program called
ATTWOOD. ATTWOOD is identical to SXRSCX
except for the input routines and the fact that the
CCD image no longer needs to be corrected for the
many nonlinear effects which complicate the
analysis of film images.

The ultimate goal is to obtain all target
diagnostic data, including images, in computer-
compatible digital form. In the meantime, since
some film images and oscilloscope traces will need
to be digitized after intermediate development steps,
the interim goal is to integrate all digitized data in a
comprehensive  analysis  package. Progress was
made toward both goals by implementing the CCD
camera and its software on the Shiva SXRSC, and
by using existing film data processing programs for
duta analysis.

Author: J. T. Ozawa

References

79.  Laser Program Amnual Report—1978, Lawrence Livermore
Laboratory, Livermore, Calif., UCRL-50021-78 (1979),
pp. 6-54 10 6-59.

80. Laser Program Annual Repori—1978, Lawrence Livermore
Laboratory, Livermore, Calif., UCRL-50021-78 {1979),
pp. 2445 10 2-54.

81, Laser Pragram Annual Repori—1977. Lawrence 1 nermare
Laboratory, Livermare, Calif., UCRL-S0021-77 (1978),
pp. 2-41 1o 2-47.

82, Laser Program Annual Repori—1978, Lawrence Livermore
Laborators. Livermore, Calif.. UCRL-3002{-78 (1979),
pp. 6-2 to 6-5.

R Laser Program Annual Report—i{976. 1w rence | ivermore
Laboratory, Livermore, Calif.. UCRI-30021.70 (1977),
pp. 2-359 10 2-364.

Target Alignment Codes

With the advent of the Shiva laser system, we
have heen challenged with the problem of aligning
many laser beams to achieve specified tlumination
patterns on microscopic targets, Solved manually,
the problem requires hours of drawing complicated
graphs of targets and beam cones, as well as tedious
computing of the resulls using diffraction theory:
checking  several alignment  schemes  manuaily
would become prohibitively costly in terms of the
manpower required. The need for an efficient alter-
native provided the motivation for the target align-
ment codes described in this article. The codes can
be divided into two categories:

® Those which produce beam position infor-
mation.

® Those which produce the intensity distribu-
tion on a given larget as a result of a preselected
beam alignment and power scheme.

All of the codes are based on relationships be-
tween the target and focusing-lens coordinate
systems diagrammed in Fig. 5-84. Normally the
origin of the target coordinate system is at the cen-
ter of the chumber. Positive X is directed along the
target positioner, with Z pointing up. Each locusing
lens coordinate system is defined by the axis along
which the focus moves towards or away from cham-
ber center: the origin of cach lens coordinate system
is the chamber center. As shown in the figure, the Z;
axis is defined by two spherical angles. # and o,

For the i*? lens system, the 7 coordinate Z, ties
outwards along the beam axis. The lens can be
offset in two perpendicular directions from the Z,
axis; these are the X, and Y, coordinate axes.
Positive Y; points towards the nearest pole of the
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Fig. 5-84. Target and lens coordinate systems used by the
Shiva target alignment codes.
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chamber, while posilive X, is such us to Torm a right-
handed system with Y, and Z,.

The target and lens coordina’ :s are related by a
transformation matrix T, the elements of which are
given in Table 5-17, along with the 20 values of 4,
and the 20 values of o, for the Shiva illumination
svstem. All the heam-position and intensity caleula-
tions involve the use of this transformation matrix.

ALIGN and GEOBM. Most Shiva alignments
are done under conditions of no tangential offset
(X, = 0)and the same Y and Z, values for all beams
in a cluster, In this case one has to work with only
two {(an inner beam and an outer beam) of the ten
beams in a cluster. For this situation, we bave
developed a simple computer code named ALIGN.
Given a set of lens offsets (Y,Z;). and either a
spherical target or a disk target of specified
diameter and tilt angle, ALIGN

® Draws a graph showing the cones of an in-
ner and outer beam positioned on the target.

® Allows one to rapidly change the lens coor-
dinates (presets).

® Can position beams on an arbitrarily tilted
disk so that all energy is incident on the target.
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Table 5-17. Transformation matrix T;, and Shiva illumi-
nation coordinates.

—sin ¢; cos ¢; 0
T;= —c0s 6 CO5 ¢; ~c0s 6; sin ¢; sin 6;
8in 6; cos ¢; sin 6; sin ¢; €08 64
Azimuthal Polar
Beam, angte, angle,
i ¢i 6.
1 234 170.303
2 270 162.264
3 306 170,303
4 342 162.264
5 18 170,303
6 54 162.264
7 90 170.303
8 126 162.264
9 162 170.303
10 108 162.264
11 54 9.697
12 90 17736
13 126 9.697
14 162 17.736
15 198 9.697
16 234 17.736
17 270 9.697
18 306 17,736
19 342 9.697
20 18 17.736

Fig. 5-85. Sample Versatec rrinter output from ALIGN,
showing tb . parameter for tungevtial focusing on » sphere.

Target: Ball
Diameter: 180 um

Lens presets (um): ~
FY:. FZ:

Inner -50 -600
Outer -50 -600

Alignment parameters

Offset: Diameter:
28 55
28 55

{% of target diameter)

® Draws various diagrams showing, for ex-
ample, when tie beam cones are positioned so that
the auter ray of each cane is tangential ta the sur-
face of the spbere: Fig. 5-85 is a sample diagram for
the case of such “tangential focusing.”



® Computes the displacement of the center of
each beam axis from target center and the beam
diameter at the target central plane, expressed as
fractions of the target diameter. These data are
useful for alignment verification and are displayed
on ceach alignment diagram, as illustrated in Fig.
5-85.

The second computer code which produces
beam positioning information is named GEOBM.
GEOBM has two independent routines: GEOSPH,
which gives data for alignments on a spherical
target, and GEOPLN, which gives data for align-
ments on a planar target. The computational
method for GEOPLN is explained here in detail:
GEOSPH uses very similar methods,

The GEOPLN user specifies both the lens
presets (x,, ¥, #) for the 10 beams in one of the Shiva
clusters and the diameter, tilt angles, and vertical
displacement of a planar larget in the target coor-
dinate system whose origin lies at the chamber cen-
ter. Tilts can be specified as an angle of rotation
about the stalk and a tilt angle about an axis per-
pendicular to the stalk. Thbe disk target is then sub-
divided into a polar grid with a maximum azimuthal
resolution of 2° and a maximum radial resolution of
1/45 of the radius. For GEOSPH, spherical coor-
dinate mesh is set up. The maximum azimuthal
resolution and the maximum polar angle resolution
are both 2°.

On polar grids having radial lines every 20°
and circles of equal radii at intervals of 1710 of the
targel radius, GEOPLN draws diagrams showing
the intersection of the geometrie optic cone of each
beam with the planar surface. These intersections
are caleulated according to the following procedure.

Each point on the dise (x;, y,, £) is transformed
into the coordinate system of the ith fens; any point
X, may liec out of the X-Y plane of the target coor-
dinate system (see Fig. 5-84) as a result of specified
tilts or displacements.

The carresponding lens coordinates X, are
given by

(6)

>l
“
=
>l

= . .
If we let F; be the focus of it" lens, then relative to
this focus the point X; has the coordinates

X=X-F U]

Fig. 5-86. Diagram showing the basis of the GEOPLN
calcnlstion for finding the intersection of a beam cone with s
plarar surface.

]

{r, ¢)

8 surface

Focus of ith beam

X is next espressed in terms of polar coordinates (p,
7). where

(8)

and 7 = ¢/,

At this pginl. the code determines whether or
not the point X, is intercepted by the i'" beam cone.
The radius of the cone corresponding to the dis-
tance 7 is given by

py= 12| tan, , ©9)

where  is the lens half-angle for the it beam. Then
the point X, is on the cone if

P=Pa. (10)

A diagram showing the conditions expressed by the
above equations is given in Fig. 5-86.
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Fig. 5-87. Samplc GEOPLN output showing the intersection
of 10 Shiva beams with a disk tilted 30°.

Fig. 5-88. Sample GEOSPH output showing the intersection
of 10 tangentially focused Shiva beams with 2 180-pm-
diameter hemisphere.

After determining all points of the polar mesh
which intercept any of the 10 beam-cones in a
cluster, GEOPLN draws beam-position polar
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diagrams (Figs. 5-87 and 5-88). Figure 5-87 shows a
GEOPLN output for beams positioned on a disk
tilted 30°. Figure 5-88, a sample GEOSPH output,
shows a plot for 10 beams tangentially aligned to a
sphere. Recall that this is a polar plot of a
hemisphere:

® The radial coordinate corresponds to the
spherical angle #,

® The azimuthal coordinate corresponds to
the spherical angle .

o Circles of constamt theta are separated by
10°.

® Radial lines on the grid are separated by
20°.

Using GEOBM, the user can rapidly select
several sets of lens presets and view the resulting
beam positions on target until the desired alignment
is obtained.

LITAR, PLANAR, and NOVAL The next set
of codes to be described produces more than beam
position information; these codes caleulate and dis-
play the incident and ahsarbed intensity distribu-
tion for preselected target type, lens presets, and
power in each beam. The three codes and their fune-
tions are

® LITAR, which computes the incident and
absorbed intensity distributions on a hemisphere
irradiated by a Shiva beam cluster.

e PLANAR, which computes the incident
and absorbed intensity distributions on a plane
irradiated by a Shiva beam cluster.

e NOVAI, which computes the incident and
absorhed intensity distribution on a hemisphere
irradiated by both proposed heam clusters on the
Nova laser system. This code allows the user to
specify the lens axis angles #;, ®; and thus evaluate
various proposed beam geometries.

Each code divides a hemisphere or disk of user-
specified diameter into a spherical or polar grid,
respectively. The grid can have a maximum of 2700
points. For each point the codes calculate its dis-
tance from the focus of the it lens, using Egs. (6)
through (8) above. To calculate the intensity at that
grid point, the code provides a model of the beam
profile using a series of Gauss-Laguerre
polynomials ¥,(p, Z), where ;i is defined as in
Eq.(8)andz = Z,



Fig. 5-89. (n) Sample PLANAR output showing the incident i
of (a) based on a resonance absorption model.

ity distribution on a disk tilted 30°; (b) absorbed intensity distribution

White: 1.5 X 10'® wyem?
Pink: 7.5 X 10'° w/em?
Yellow:  3.8X 10'® w/em?
QOrange: 1.9% 10'® W/cm2
Red: 9.5 % 10" w/em?
Brown: 48X 1014 W/n:m2

White: 4.6 X 10'® wiem?

Pink: 1.5 X 10" wicm
Yellow: 25 X 10" wiem
Orange: 575X 10" W/em
Red: 2.89 % 10" w/em

2
2
2
2
Brown: 1.45 % 10" W/cm2

The user specifies the power P, in each beam.

The function ¥ is normalized so that at any value of

Z,

00

- . 2
P]. =2n f ‘\l'i(ﬂ.z)| pde . an

0

The function ¥p.Z) is also parameterized by the
beam waist size at focus, Wy for example the Shiva
f/6 lenses focus spatially filtered 1.06-um beams to
an effective waist size of 12 um,

At each grid point the angle between the sur-
face normal and the local beam direction is com-
puted. The incident intensity at the N grid point is
computed as follows:

N
1= z e (e.2)2 cos oy , a2

i=1

where ¢; is the angle of incidence.
The codes also calculate total incident and ab-
sorbed power using the formulas

M
p. = 3
llm, zlndz\" 13y

and

M
4 =
P z agl AL (14
j=!

where AA, is the arca increment for the N grid in-
crement and v, is the absorption fraction based on
cither a resonance absorption or inverse hrems-
strahlung model.

The codes caleulate and produce incident and
absorbed intensity distributions, in either tabular or
graphic form: graphic outputs can be either sym-
bolic contour plots from a Versatec printer or a
color-coded intensity plot produced on a color TV
monitor. Examples of the latter are shown lor
PLANAR (Fig. 5-89), LITAR (Fig. 5-90), and
NOVAI (Fig. 5-91).



Fig. 5-90. (a) Sample LITAR output showiag the incident intensity distribution on 2 bemisphere on which the Shiva beams are tangen-

tinlly focused; (b) absorbed intensity distribution of (a) based oa a resomance absorption model.

White: 2.1 X 10'® w/em?
Yellow:  1.05X 10'® w/em?
Qrange: 5.2 X 10'® wiem?
Red: 26 X 10'% w/em?

White: 6.6 X 10'® w/em?
Yellow:  3.3X 10'% w/em?
Qrange: 16X 10'° W/cm?
Red: 8.2% 10" w/em?

The intensity plot generated by PLANAR is in
polar coordinate form. For PLANAR outputs, the
outer radius of @ plot corresponds to the outer
radius of the warget. For LITAR and NOVAI, the
plot is a representation of a hemisphere in polar
coordinates. The radial coordinate corresponds to
the polar angle ¢, The center of the circle is the pole
(= 0° or # = 180°) and the outer radius is the
cguator (4 = 90°); other values of # are found by
lincar interpolation between the two. The azimuthal
spherical angle ¢ corresponds one to one with the
angular coordinate around the circle. The # = 0°
radial is the line at the three o'clock position on the
plots that follow. Correspondence between colors
and the intensities they represent appear with the
plots.

Figures 5-89(a) and (b) present color-coded in-
tensity plots for a PLANAR calculation; (a) shows
the incident intensity distribution, and (b) shows the
absorbed intensity distribution based on resonance
absorption. The lens presets correspond to the beam
positions shown in Fig. 5-87. Each of the 10 beams
in the Shiva cluster is given an output power of
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0.5 TW. The effect of the disk tilt on the intensity
distribution is very evident. Of the total power
(5 TW) incident on the disk, 26% wus absorbed.
Figures 5-90(a) and (b) are the incident and ab-
sorbed intensity distributions for the “‘tangential
focusing™ alignment on a 180-um-diam bemisphere
previously described in Figs, 5-85 and 5-88. Note
the rapid decrease in intensity from pole to equator.
This is a consequence of the high angle of incidence
between the beam und the target normal in the
equatorial regions. Of the 10 TW incident, 99% in-
tercepted the target, The calculated absorption frac-
tion using a resonance absorption model was 33%,
Figures 5-91(a) and (b) present results from the
recently developed alignment code NOVAL. Shown
are the calculated incident and absorbed intensity
distributions for a Neva Phase 1 irradiation
geometry on a 2000-um-diam sphere. In the Nova
Phase I configuration there are five f/4 lenses with
beam axis angles of #; = 55° and ®; = a multiple of
72°. The resulting large beam-cone angles allow a
more uniform illumination than with Shiva, as a
comparison of Figs. 5-90(a) and 35-91(a) shows.
Figure 5-91(b) shows an absorbed intensity dis-



Fig. 5-91. (a) Sample NOVALI output sh g the incid

y distribution upon a 2000-u

di hemisphere irradiated by a

cluster of Nova beams. (b) Absorbed inlensuty distribution of (n) based on an inverse bremsstrahlung model.

White:  1.15X 10’5 wiem?
Yellow: 58 X 1014 W/cm2
Orange: 29 X 1" wiem?
Pink: 145X 10'% W/em?
Red: 7.2 % 10" w/em?

White: 84 X 10" w/em?
Yellow: 42 X 10" w/iem?
Orange: 5.25 X 10'3 W/cm?
Pink: 1.05 X 10 wiem?
Red: 26 X 10'% w/em?
Tan: 2.1 X 10" w/iem?

tribution: of the 30 TW which irradiated the
hemisphere, 78% was absorbed based on an inverse
bremsstrahlung calculation,

In the past year the ALIGN, GEOBM,
LITAR. and PLANAR codes have become in-
dispensible tools both for determining proper lens
positions and for saving many hours of cxperi-
menters” time.

Author: J. M, Auerbach
Major Contributors: F. O. Feiock and K. R. Manes

Fusion Experiments Data
Analysis Facility

As more diagnostics have been added to the
Shiva and Argus laser facilities, the volume and
complexity of the data collected have increased
rapidly. During the past year we reviewed the
procedures and techniques used to analvze the
target and laser diagnostic data, identifying areas
where improvement was possible. At the same time

we were coneerned with integrating any planned im-
provements into future needs arising from the Nova
facilits now under construction,

We concluded that the most efficient way to
handle omd analyze our target and laser diagnostic
data was

@ Concentrate in one location the analysis
resources and facilities currently scattered through-
out the luboratory site.

@ Ensure that the personnel responsible for
data analysis should have casy access to such a cen-
tralized facility,

To achieve our goals, we plan to set up a data
analysis facility (Fig. 5-92), the center of which will
be u DEC VAX 11,780 computer system; this
system is compatible with the existing Shiva and
Nova DEC computers, thus permitting transfer of
existing software without modifications. Delivery
and operation are scheduled for the third quarter of
fiscal 1980. One of the major tasks this facility will
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Fig. 5-92. Schematic of the planned Fusion Experiments analysis facility.
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support is digital image processing. The image
processing system will be used to analyze all two-
dimensional data, in particular x-ray and streak
camera data, and will be equipped with z directly
linked digitizing unit for rapid digitizing of film
data. In addition to standard contour and lineout
capabilities, the system will have color display and
color bard copy capabilities.

Once this analysis facility is operational, it will
vastly improve the efficiency and increase the
volume of data processing and analysis, by

¢ Increasing the capacity and throughput for
analyzing most of our data and results from the
Shiva and Argus facilities.

® Permitting the operation of Nova as an un-
classified facility except during the brief periods
when classified targets are shot (this is the current
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practice at Argus and Shiva); this will reduce opera-
tion costs and enable us to muaintain an open
facility.

® Improving analysis capability and reducing
the effort and time required to process x-ray imag-
ing and streak camera data.

® Reducing the load on the overtuxed Shiva
PDP 11/70 contro! and analysis computer. Most of
the analysis codes now at Shiva will be moved to the
new fucility, which will provide the needed ad-
ditional capacity to handle various operational
codes for Shiva.

® Linking the Fusion Experiments data
analysis effort with Octopus (the laboratory central
vomputer system) whenever greater computational
capacity is required. This link (via Octoport) will
make the computer facility part of the Octopus Far
Support Network.

During the first six months of operations, raw
target and laser diagnostic data will be hand-carried
to the analysis facility on magnetic tape. Later a



ic of the pl d

Fig. 5-93. Sch

network for laser fusion data transfer.

HIVA
target Film
4 . . / 1
Diagnostics carmera D’ gnostics
data
PDP 11/70 ceD NOVA
acquisition cameras acquisition
computer computers
N > Bldg. 391
N / I
\\ T q_’\ / 7
N{e) ec s/ N
e, photo &/ &"{b/
N& development ™=/ ots
N Bldg. 123
~ J/
£
Ve
/ ~ o // %
N P
Digitizing
unit
Image VAX 11/780 OCTOPORT 0CTOPUS
processing analysis RJET Bldg. 113
computer
!
On-line Interactive
Data
hives base data
are data analysis
Far support processor
Bldg. 381

one-way fiber optics communications link will be
established to carry data from Shiva directly to the
analysis computer. Figure 5-93 shows a diagram of
the planned communication network.

It is envisioned that in its initial stage this
system will support approximately 23 interactive

users performing data reduction and analysis in the
fusion experiments area.

Author: J. E. Vernazza
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Laser Fusion Experiments and Analysis

Introduction

The primary goal of our laser fusion program is to demonstrate the feasibility of iner-
tial confinement fusion. In conception, planning, and execution we have found it useful to
group our calculations, experiments, and analyses into six catagories:

e Absorption and scattering experiments, designed and conducted primarily to
measure and characterize the amount of incident laser energy absorbed by the target, and
the fraction, angular distribution, and other characteristics of laser radiation reflected and
scattered by the target plasma.

e Plasma conditions experiments, performed to determine the density and temperature
distributions of the plasma in laser interaction and ablation regions.

o Shell dynamics experiments on accelerated slabs and cylindrical and spherical shells,
to measure the dynamics, symmetry, and stability of their motion.

e High-density implosion experiments, conducted for the express purpose of achieving
and diagnosing high-density fuel conditions.

¢ Drive and preheat analysis, to explore the preheat of shells and fuel and the
transport of energy in the capsule that produces the pressure driving the implosion.

e Diagnostics development, to develop and implement instruments and data-
acquisition systems appropriate to the experimental efforts outlined above.

Our experimental program for the first five areas is discussed in this section; the sixth
category is discussed in Section 5 of this report.

Generally, one of the above categories represents the primary goal of planned ex-
perimental sequences, a!though in almost all cases data are obtained in one or more of the
other categories as well. This structuring of objectives helps us balance and prioritize our
program.

Disk experiments have extended our data base and understanding of absorption to in-
clude the effects of pulse lengths of 2 ns at 1.06 um, and we have begun to obtain data at 600
ps and 0.53 um. Long pulse lengths (0.5 to 10 ns) appropriate to the achievement of high-
density fuel conditions produce long gain regions for stimulated Brillouin and Raman scat-
tering; we continue to study these phenomena so that our target designs minimize their
deleterious effects.

Implosion experiments performed on several target types have achieved fuel densities
ranging from 10X liquid-density D-T to nearly 100X. Figure 6-1 shows high-energy x-ray
images from a target which achieved 10X liquid D-T density. Density was measured using
pusher activation, by diagnosing x rays emitted by seed argon in the fuel, and by the 6.5-
keV-continuum x-ray image. The suprathermal (16.5 keV) image shows :onuniform
heating of the pusher by the suprathermal electrons. Advances in our unde.sianding of
suprathermal electrons, including particularly the confirmation of the conjecture that they
may be temporally delayed with respect to the laser pulse, have made possible significant
improvements in our ability to model high-density experiments.

Energy transport has been studied in disk targets with Z varying from Be to U, and
with CH- and Al-layered targets. LASNEX calculations require both inhibited-transport
and non-LTE physics to reproduce the experimental observation on these absorption and
transport disk experiments.

The categories of plasma conditions and shell dynamics will receive more emphasis in
the future, as diagnostics technology enables us to gather more and better target data. Until
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Thermal x-ray image
(6.5 keV)

Fig. 6-1 — |— 40 um

Suprathermal x-ray image
{16.5 keV)

— fe—41um

plasma condit’ons are better known we will not be able to fully quantify our understanding
of absorption and scattering processes. Diagnostic techniques are now becoming available
which will ullow sophisticated shell dynamics experiments in the coming yu:r.

\uthors: H.G. Ahlstrom and J.H. Nuckoils

Shiva 2-ns Disk Experiments

Laser-heated ICF targets capable of achieving
hreakeven energy outpul will most probably be
driven by carefully shaped pulses many nanosec-
onds in duration. During the last year we conduct-
cd disk experiments with 2-ns (FWHM) laser pulses
to investigate several of the conditions that arise
when very large regions of plasma are irradiated
with such long laser pulses; these conditions include
such dangerous instabilitics as Brillouin scattering,
filamentation, and Raman scattering, Efficient
Brillouin scattering would mean low light ahsorp-
tion, while filamentation and Raman scattering
would produce high-energy electrons which can
contribute to target preheat. At longer pulse
lengths, however, inverse bremsstrahlung absorp-
tior 18 ulso expected to increase. There is thus a
compelition between inverse bremstrahlung ahsorp-
tion and the instabilities; inverse bremsstrahlung
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absorption dominates il the light is absorbed before
Britlouin scattering or filamentation can oceur.

Earlier 1-ns experiments! were performed with
a single Gaussian optical pulse, while the 2-ns ex-
periments we report here were carried out with a
stacked pulse obtained by using a Mach-Zehnder
irterferometer to coherently add two 1-ns Gaussian
optical pulses separated in time by 1.2 ns. Since the
coherent addition of two pulses requires the dif-
ference in optical path lengths to be stable to better
than A /10, the optics for combining the two pulses
were mounted on an NRC super-Invar table. The
optical phase of onc of the two pulses was adjusted
by tilting an etalon in one arm of the Mach-
Zehnder interferometer; the etalon’s surfaces were
plane-parallel and antirellectinn-coated.

The correct optical phase for coherent super-
position was located by first {inding two successive
etalon angular positions for which a null occurred
in the center of the pulse (as recordad by a streak
camera with an automated readout). The etalon was
then adjusted Lo approximately the midpoint. If the
two optical pulses are not nearly colinear, their
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Fig. 6-2. Absorption measurements for 2-ns gold and parylene disk experiments. The *‘smaller spot'* data are from experiments in which
the spot diameter was reduced from 900 to 450 1:m, the same spot size wsed for the 1-ns, 3 X 10" W /em? experiments.
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relative phase will vary significantly across the wave
front. Given the beam diameter d and a maximum
phase error A¢ across the wavefront. we can find
the maximum angular alignment error €g,x from
A¢ = kot maxd. For A¢ = kg A/10 and d = 5000 Ag
(the beam diameter at the pulse stacker). we have
€max = 20 urad. A computer-controlled pointing
and centering sensor enabled us 1o attain this align-
ment accuracy. On most of the shots the output
pulse shape of one or two beams was measured by
the output streak camera and a fast photodiode
located in the target room.

Parylene and gold disks were irradiated at three
intensities: $ X 10'% 3 x 10", and 3 X lO'SW/cml.
The spot diameter was 900 pm for the two lower in-
tensities and 25C pum for the higbest intensity. The

principal measurements made were of the fraction
of light absorbed. of the radiative losses into soft
x rays (<1 keV). and of the high-energy x-ray spec-
trum. We found lhittle difference between the 2-ns
results and our earlier 1-ns results for the two inten-
sities we could compare. The spot diameters for the
1-ns experiments were 450 um for 3 X 10" W/cm?
and 150 gm for 3 X 10" W/em?, Absorption (Fig.
6-2) was measured either by a box calorimeter or an
array of photodiodes. calibrated to better thun 5%
relative accuracy and 5 to 10% absolute accuracy.

An understanding of the measurement limita-
tions is important for Fig. 6-2. The photodiode
measuremer of the scattered light is nominally 15%



Table 6-1. Scattered-light measurements ;howmg the existence of a beck-reflected peak for a 2-ns gold disk experiment in which
beams 16 and 18 irradiated the disk at 5 x 101 3 W/em2 and were incident at 30° to the target normal. The light was p-polarized,
the major-axis spot diameter was 900 um, and the total energy on target was 585 J. Measurements were made with photodiodes

(PD) and a reflected-beam disgnostic (RBD) calorimeter.

Target chamber
Infensity coordinates coordinates

Detector in (J/s1) [ [ [ 8’
PD-38 113 270° 20° 0° 2.3°
Beam 16 RBD 100.3 234° 17.74° -72.9° 10.8°
Beam 18 RBD No data 306° 17,74° +72.9° 10.8°
Beam 17 RBD 59.6 270° 9.70° o 8.04°
Beam 15 RBD 54.5 198° 9.70° -32.5° 17.4°
Beam 19 RBD 30.2 342° 9.70° +32.5° 17.4°
PD-35 35.2 198° 20° -60.3° 22.0°
PD-40 27.5 342 20° +69.9° 20.3°
PD-37 4.7 126° 20° -20.1° 35.8°
PD-34 3.6 36° 20° +30.1° 33.5°

aceurate for an andally ssmmetric light distribution,
while the incident energy is known to 3% Thus the
error in the measured absorption fraction [ can he
as gh as 2000 of (1 = ). The more accurate box
calorimeter measurement is expected 1o be in error
by less than 109 of (1 - ). We have alsa included
plasma calorimeter results when availahle. When
the absorption [raction is small, the plasma
catormmeter will provide the more aceurate measure-
muent.

Absorption v normal incidence s slighthy
migher at 2 ns than at ©as for 3 10 W em?, but
s lower at 3% O W em . At high intensity it thus
seems hikely  that stimulated Brillowin scattering

dominates. Perhaps the most surprising result ol

these experiments is the failure of the absorption to
vary  significantly with Z. The inverse brems-
strahtung intensity absorption coetlicient is given by

> 2 2
Zr) n’/n
) . .
K ,&(_0_;_:_,(0,“,, o

CL
3 Bi bon/ng

where 1y is the classical electron radivs 2818 X
10-"Yem, g is the clectron density, n is the critical
clectron density. 3¢ is the thermal velocity ex-
pressed as a fraction of light speed (3, =
\/KTL/mcz), and F(a) is a function which depends
UPON Vo.e/ Vel for v, € v F(o) = 1. The mean
ionization Z for gold exceeds that for parylene by an

order of magnitude.
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There are several possible partial explanations
of why we do not abserve an order-of-magnitude
difference in the integrated inverse bremsstrahlung
absorption coelficient:

® The intzgrated absorption coefficent s
proportional 1o the density scale tength Lo and we
would expect L for parylene plasmas to he much
longer than for gold plasmas. The sound speed

. ka'rc )
b}

/\mN

witl be higher for a parylene plasma than for a pold
plasma of the same temperature. In Eqg. (2) my; is
the mean nucleon mass, Z s the mean ionization
stute, A is the nucleon pumber, k is Boltzmann's
constant. and T, is the electron temperature.

® Heat-fluv inhibition is expected to be more
severe lor higher Z. Strong inhibition will steepen
the density profile and raise the clectron tem-
perature.

® Slow clectrons, which are principally
responsible for inverse hremsstrahlung absorption,
collide with ions Z times more often than they
collide with other electrons. But electron-electron
collisions ~re necessary Lo repopulate this group of
slow electrons, When Z Vose/Vie S 1, we find the
electron distribution is no longer Maxwellian hut
more {lat-topped. This parameter is much smaller
for parylene than for gold.

As these partial explanations show, a full ex-
planation for the small difference in measured ab-



Fig. 6-3. Angular distribution of the x-ray energy for the 2-ns goid disk experiments at 3 X 10" W/em?. The -_;]or-lxis spot diameter

was kept constant at 900 um.
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sorptions between paryvlene and gold will probably
be w complicated one, arrived at only after con-
siderable computer simulation,

Even at 5 X 103 W cm? some Brillouin seal-
tering must occur. We see s highly collimated peak
in the backward direction (see Table 6-1). in addi-
tion to the much broader specular peak when the
target is tilted 30° from the laser beams. To obtain
the data in Table 6-1, the target was irradiated only
by two adjacent outer beams of the upper 10-beam
cluster, nos. 16 and 18, which have azimuths o =
234° and « = 306°, respectively: their common
polar angle is » = 17.74°, and the lenses are [ 16 with
a marginal ray half-angle of 5.05° (the beam is
somewhat smaller). We have also tabulated the
rotated coordinates @', #° which are based upon an
axis at o = 270° # = 17.74°. The azimuth o' is zero
on the plane of incidence. We find that about 5 to
6% of lhe incident light is scattered into the

Table 6-2. Summary of the fraction of the absorbed
energy radiated as soft x rays from a gold-disk target,
determined from the date in Figs, 6-3 and 64.

Intensity Jevel (W/cmzb

Time
(ns) 5x 1013 3x rol4 3x 1015
1 - 35% ¢+ 1% 35% + 1%
2 62% 38% + % -
(64%)2 @350 -
¥Bascd upon multiplying the Dante at 60°

to the target normal by a 2n solid angle.

backwards peak by fitting the light distribution to
the equation | = 1, cos™. We find n is quite high,
aboul 15 to 18. For a gold disk tilted 30° and
irradiated by the upper ten heams at 3 x (gl
Woem?, about 9 to 10% of the incident light ap-
peared in the back-reflected peak.
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Fig. 6-4. Angular distribution of the X-ray energy for the 2-us
gold disk experiments at 5 X 1013 W/.‘n All targets were
irradiated by two adj beams incident at 30° to the target
normal (p-polarization). The major-axis spot diameter was
900 um,
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Table 6-3. Summary of the LASNEX predictions for

X-TaY jon effi exp jasap of
the absorbed energy, for both lhe 1- and Z-ns gold disk
experi Both the inhibited (IL) and noninhibited
(NlL) LASNEX model resulis are included.

Time Intensity level (chmz)

(ns) sx 1083 3x10l4 3x 1015
2(IL) 50% 45% 36%
2 (NIL) 67% 58% 44%
1Ly - 33% 36%
1 (NIL) - 62% 58%

For gold a large fraction of the ahsorbed light
energy is radiated away in soft x rays. Table 6-2
summarizes these results and compares them to the
I-ns results.

Figure 6-3 shows the angular distribution for
the 2-ns, 3 X 10'* W em? gold disk experiments: a
third-power polynomial in cos # has been fitted to
these data. To obtain this angular distribution.
targets were tilted to different angles in different
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shots. Unfortunately, we have no 2-ns ahsorption
data at angles other than normal, We do have a
measurenient for the 45° angle at 1 ns, however, for
which the absorption is 42%, compared to 50% at
normal incidence. We assume the ahsorption at 2 ns
to be reduced proportionally ar a 45° incidence
angle: the 45° results shown in Fig. 6-3 therefore
equal the actual measurements multiplied by 1,19,
while the 30° measurements have been multiplied
hy the in-between value of 1.08. Upon doing the
angular integration, we ind the x-ray energy is 23%
of the incident laser energy: if we do not correet for
target till, the figure s =21%. This pereentage is
then divided by the 0.60 abserption fraction (o find
the lraction of the absorbed energy appearing in
softy rans at 3 X 104 W em? (Table 6-2).

In assigning the error brackets (in parentheses
i Table 6-2) we have assumed the Dante measure-
ment of the integral at a particular angle to be 20%
aceurate, This error is added in quadrature both
with our estimate for the probable error in in-
tegrating over the angular distribution and with the
probable error in the absorption measurement. For
3% 10 W e, the absorption is known 1o be 60%
(£3%) at 0° The angular integration is probably
10%¢ accurate,

AUS X 0TTW em?, we have the necessary ab-
sorption data, but fewer measurements (Fig, 6-3).
Thus the 629 radiated efficiency measurement s
prohably uncertain 1o £10% just from inadequate
knowledge of the angular distribution. The absorp-
tion measurement for the 3 X 1017 Woem? 30°-tilt
gold disk experiment is 77% (£4%), We feel the
angular integration is about 20% accurate; thus we
find it unlikely that the radiated percent for gold at
2 ns and S X 108 W iem? is outside the tange of 48
to 80%.

Tuble 6-3 gives LASNEX predictions for both
strong hczll-ﬂux inhibition (IL) or none at all (NIL).
Again, these x-ray conversion efficiencies are ex-
pressed as a percent of absorbed encrgy. Strong
heat-flux inhibition is conclusively required in the
mid- 10" W/em? intensity region and above. Some
inhibition may be required for 5 X 10" W cm?, but
the strongly inhibited model gives a conversion per-
cent which is at the extreme lower bound of the ex-
periment:! ~rror hracket.

The -..rathermal x-ray spectra for several
representative shots on gold disks at several inten-
sities are plotted in Fig. 6-5. For 3 x 10" W/cm? we
estimate the fraction of the laser energy appearing
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Fig. 6-5. Filter fluorescer measurements of the high-caergy
x-ray spectrum for several represeatative gold disk shots.
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in suprathermal electrons to be approximately 3%
(£3%): the "hot™ temperature is about 17 keV. b
3 x 0™ Woem? the high-energy  x-ray spec-
trometer looked through the 18.5-ugm thick gold disk
at an angle of 30° to the disk face. and thus all that
could be measured was the level of the high-energy
tail at 50 to 80 keV.

We [ind that where there are data to compare,
lengthening the laser pulse from T to 2 ns changes
the experimental picture little. 1t therelore seems
unlikely that abrorption or stimulated scatter will
change dramatically  at somewhat longer pulse
lengths. The weak Z-dependence of the absorption,
even at long pulse length, has also been observed by
AWRE? in their experiments at | and 3 ns.

Authors: DD. W, Phillion, V. . Rupert, and M. D.
Rosen
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Sidescatter in Laser-
Irradiated High-Z Targets

Since stimulated scattering is a potential loss
mechanism in the coupling of laser fight to an ICF
target, it has been studied extensively. Most ex-
periments® have coneentrated on the characteristics
(spectral, temporal, cte.) of backscattered light,
generally defined as the light collected by the focus-
ing optics. Data have also been obtained on the
angular distribution of scattered light, showing that
maore light is scattered out of the plane of polariza-
tion ol the incident light than in the plane. As dis-
cussed by Phillion,? the observed large asy mmetries
can be aseribed to Brillouin sidescattering, bud little
data have been gathered on how sidescatter varies
with the characteristic parameters of the laser-
plasma interaction.

Recent experiments with high-Z disks at long
pulse iengths (conditions wnich enhance stimulated
scattering) have added some information regarding
the variation of sidescatter with target orientation
relatine to the laser beam. Indeed we determined
that, for L06-pm irradiations of a target tilted at
07, sidescatter out of the plane of polarization
becomes large enough o be comparable to the sum
af the specular and hackseattered radiation, Since
sidescattering is o strong function of incident in-
the data discussed below are limited to

tensity,
results of eyperiments conducted at 3 x 10H
Woem?.

Diagnostic Configuration

During absorption measurements on gold and
titanium disks at 1.06 um. we obtained an indica-
tion of the magnitude of sidescatter out of the plane
of polarization. When a linite number ol discrete in-
struments, such as PIN dgiodes.” are used. the spatial
extent of the specular peak cannot be accurately
determined: thus the required spatial interpolation
of the measured flux can mask or distort the effect
which we seek to observe. This problem does not
arise when experiments are conducted in a box
calorimeter.” Since each of the six panels of the
Argus box calorimeter are read independentiy. a
value of the total light scattered into a given sector
can be obtained.
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Fig. 6-6. Diagram of expevimental bex calorimeter coafizuration at Argus, The lsser beam was incident through the North panel (1); ﬂ{e
target is inserted through a hole in the top pasnel (3). The E vector lies 104.8° east from the vertical. The West panel (6) has a diagnostic

hole whereas the East (5) and bottom (4) pancis are integral.
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We performed our box calorimeter experi-
ments at Argus, where the plane of polarization of
the incident light (measured from the vertical target
positioner) is 104.8° (Fig. 6-6). Panels 3 and 4 of the
calorimeter are almost parallel to the plane of
polarization of the incident beam. and therefore
collect the light scattered “‘out of the plane of
polarization” of the incident light. Conversely.
panels 5 and 6 collect the light scattered “in the
plane of polarization.” These four panels receive ali
the light scattered between 55° and 125° from the
incident beam in their respective directions, and
receive part of the light scattered between 45° and
55° or 125° and 135°: this contribution to the total
scattered light will be called “‘large-angle scatter-
ing.”

Panel | receives the light scattered between the
edge of the /2.2 focusing lens and 45°, as well as
light scattered between 45° and 55° that is not ab-
sorbed by panels 3, 4, 5, and 6; this contribution will
be referred to as “small-angle backscattering™ to
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distinguish it from the costributions of panels 3
through 6 and the backscatter collected by the
focusing optics. By analogy. panel 2 receives “small
angle forward-scattering.” while the “transmitted™
or “forward-scattered™ light is collected by the lens
set behind the panel. With the thick (13 um) targets
used in these experiments, however, the amount of
“forward-scattered™ light collected by either panel 2
or this lens is small and will not be considered in the
following discussion. Note that we will continue to
refer to “large-angle scattering” and *‘small-angle
backscattering™ in the special sense defined above.

Experimental Results

For the box calorimeter experiments we
irradiated high-Z (mainly gold) disks at 3 X (0"
W/cmZ with a ~900-ps pulsc of 1.06-um light.
Three target orientations were used:

® The [irst experiment was conducted with
the disk normal to the incident beam. In this case
the small-angle backscattering and backscatter ac-



Table 64. Percent of incident light scattered in various
directions, for plasma targets tilted at 30° and irradiated
at 3 x 1014 w/em2 with 1.06-um light for a 900-ps pulse,

Gold Titanium
Scatter characteristics target target
Large-angle, out-of-plane 23 30
Large-angle, in-plane; and
specular peak 9 16
Small-angle and
backscatter 20 13

counted for 36% ol the incident light. Panels 3and 4
recovered 3% (out-of-plane large-angle scattering)
ol the incident light; panels 4 and 5 recovered 2%
(in-plane large-angle scattering).

® The next set of experiments had the disk
tilted 45° towards panel 4. Here the specular reflec-
tion adds to the expected larger out-of-plane scat-
tering, so that little information on the magnitude
of the scattered (as opposed to specularj light could
be obtained. For this configuration smail-angle
backscattering and backscatter accounted for 24%
of incident light, in-plane large-angle scattering ac-
counted for 5%, out-of-plane farge-ungle scattering
with specular reflection accounted for 18%, and 4%
was recovered on the panel which looked mostly at
the back of the target in the out-of-plane large-angle
scattering direction.

® The most interesting experiments however,
were conducted with disks (both gold and titanium)
tilted 30° towards panel 5, The speculur peak® now
adds 1o the in-plane large-angle scaltering, so that
we would have expected a much larger increase in
the light absorbed by panel 5 than by either panels 3
or 4, In fact, the amount of light scattered towurds
panels 3 and 4 was comparable both to the sum of
light scattered towards panels 1, §, and 6, and Lo the
direct backscatter (Table 6-4). In other words, the
large-angle scattering out of the plane of polariza-
tion was comparable to the sum of scattering in all
other directions.

Other Experiments

Data were also collected with large numbers of
discrete detectors {PIN diodes) located at various
polar angles both in and out of the plane of
polarization of the incident light. When comparing
these data with the box calorimeter results we must
remember that

® Each panel of the box calorimeter repre-
sents a spatial integration over a large azimuthal

range (r/2), whereas the PIN diodes are centered on
the azimuth corresponding to maximum or
minimum flux and have an acceptance angle of 1°.
Hence, differences in the scattered light with respect
to the plane of polarizaticn are emphasized by PIN
diode measurements.

® For tilted largets, PIN diodes will measure
specularly reflected light that ceuld lie in a relatively
narrow region. Although the effect of the specularly
retlected light might mask all o*her tor diodes, its
total contribution to a calorimerc panel may be
small.

® A difference belween ¢ measurements
will arise due to the respective b dwidths of the in-
struments: PIN diodes are fite  with 100-4 band-
pass filters about the main laser trequency, whereas
the box calorimeter pancls absorb  light from
270 nm to several micromete .

Figure 6-7 shows an « treme case (for PIN
diode mieasurements) of aifferences between in-
plane and out-ol-plance scattering for a disk
irradiated at normal inci nce by an /2.2 lens un-
der the sume conditions  ~ the box calorimeter ex-
periments (3 X 10M v cm? and a 900-ps pulse).
Note the logarithmic  ux scaw. These data show
that for large-angle scattering the maximum ratio
between out-of-plane and in-plane flux is of the or-
der of 2.5 (compared to 1.5 measared by the box
calorimeter), and that the integrated Mux is of the
order of 10% of +" ¢ incident light. As for the box
calorimeter date o large fraction (approximately
45%) of the in dent light is recovered in “small-
angle backseus cring™ and backscatter.,

Figure 6-5 shows another example, but for a
shorter (200 ps) pulse length. Here we used one
beam of the shiva laser. obtaining an effestive angle
of inciden -~ of 9.7° since the target normal was
alung the Shiva beam cluster axis as shown on the
figure. Ir this configuration, specular reflection is
combincd with small-angle scattering, The ratio of
out-of-nkune to in-plane large-angle scatiering is on
the o 1er of 3, while the integrated flux is approx-
imat v 13% of the incident flux. No PIN diode data
are available for a larger angle of incidence in
p-polarized irradiance at 10 W /em?2,

Summary and Interpretation

More experiments, both with the box
calorimeter and PIN diodes. are necessary to study



Fig. 6-7. Polar plot of 1.06-um flaxes scattered both in and out of the plare of polarization, as measured by PIN diodes; note the
logarithmic scale. The target was a gold disk irradiated at 3 X 10 W /cm’ for a 900-ps pulse.
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the intensity dependence of sidescatter. as well os
how it varies with angle of incidence at a fixed inten-
sity.

The data available at this time (for 3 X 10
W/em? and 1-ns pulses of 1.06-um light) indicate
that large-ungle scattering increases rapidly with
angle of incidence relative to the specular and
backscattered or small-angle backscattered flux,
from about 10% at 0° to more than 80% at 30° for
gold targets. Recent experiments at 0.53 um,

however. show a large-angle scattering increase of

less than a factor of 2 for targets tilted at 30° com-
pared to normal inzidence.

Since other evidence shows less Brillouin
backscattering at the shorter wavelength (see
“Preliminary 2wg Results™ later in this section), it is
tempting to attribute the observed increased flux at
1.06 um to Brillouin sidescatter. This assumption is
consistent with observed larger 3/2w emission out
of the plane of polarization of the incident light
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than in the plane, which would otherwise be dif-
ficult to explain. Raman sidescatter is unlikely Lo
contribute Lo the observed flux, since experiments®
at 1 nsand 3 X 10" W /cm? have shown it to be on
the order of only 0.005% efficient. We note th+t the
box calorimeter panels are capable of absorbing
several harmonics of the incident light (including
w/2). Finally, an instability which ripples the
plasma density contour near the classical reflection
point can also play a rote. !¢

Theoretical studies of the large-angle enhance-
ment in sidescatter normal to the piane of incidence
of p-polurized light are in progress. We may
speculate, however, that as the target is tilted
Brillouin scattering occurs at lower densities where
refraction is less severe. At normal incidence refrac-
tion would collimate the scattered radiation
towards the small-angle backscattering direction (#
< 45° if scattering occurs at or above 0.5 n¢). The
observed differences in large-angle sidescattering
would then be related not only 10 actual differences



Fig. 6-8. Polar plot of 1.06-um fluxes scattered both in and cut of the place of polarization, as measured by PIN dicdes; note the
logarithmic scale. The target was 2 gold disk irradiated at 3 X 16" W /em? for a 200-ps pulse.
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Electron Transport Analysis
Using Layered Slab Targets

Experiments using disk targets composed of
layers of dissimilar materials have provided the
most detwled information available on clectron
transport in laser-heated plasmas. The materials
and laver thicknesses can be chosen so that their
characteristic x-ray emissions indicate where, when,
and by how much the plasira 1s heated.

Experiments employing varying thicknesses of
one material covering a target substrate of another
material have been reported by several workers 12
Generally, the results have been interpreted as sup-
porting the existerce of some inhibition mechanism
for clectron thermal transport. In 1976 G.
Dahlbacka performed LASNEX calculations!'? 1o
model the experiments of Young et al.!! that em-
ploved CH-coated Al disk targets: he found support
for inhibited electron conduction. He further noted
some aifferences between the model required to
“fit” the experimental results and the usual
LASNEX c¢lectron conduction model eniployed to
simulate other experiments.

Our rccent analysis using LASNEX has
likewise shown that the usual clectron conduction
model simulates the CH-on-Al experiment poorly,
and that very strong transport inhibiiion is in-
dicated. We also find that ceven with revised
transport modeling the calculations and experiment
still show significant disagreement. We have thus
performed similar experiments to further explore
the nature of these differences.

We reporl here the results of our CH-on-Al
disk irradiations using the Argus laser. Resuits of
the experiments are presented first: these support
and extend previous experimental results. Second,
we analyze some of the surprising and interesting
results from the viewpoint of LASNEX simulations.
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Experimental Resuits

A series of twelve flat-disk experiments was
conducted with the Argus laser to study electron
transport at a nominal laser intensity of 10"
W/cmz. The laser pulses were approximately Gaus-
sian, with FWHM of ~100 ps and average energy of
122 (423) J. Target irradiation was done with a p-
polarized converging beam, focused through f/2.2
lenses: the target normals were rotated 30° relative
to the incident laser pulse direction. The targets
were aluminum disks 600 um in diameter by 25 um
thick. coated with 0, 0.25, or 0.67 um of parylene.
We also irradiated pure varylene targets 600 pm in
diameter and 25 pm thick.

From previous studies of the ahsorption of
1.06-um laser light by low-Z planar plusmas,'
estimate that the absorhed energy was 30% (£10%)
of the incident laser energy. The [raction of
hackscattered light was constant, within experimen-
tal error, at ~10% of the incident energy, indepen-
dent of target material. The FWHM of the
hackscattered light was 65% (£6%) of the incident
laser pulse FWHM.

Properties of the heated plasmas were inferred
from varicus measurements of x-ray emissions from
150 ¢V to SO keV. The array of x-ray diagnostics
used for these experiments included a 10-channel

we

Fig. €-9. Integrated soft x-ray into 2m, r:or
by incident laser energy, vs CH thickness. Measurements
were made with a fiat calorimeter and a Dante spectrometer.
The “attenuation” depth [see Eq. (3) and text) is 0.11
(£0.07) um.
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Fig. 6-10, Line emission spectra for a bare aluminum target
and 0.25-um CH target, detected by a crystal x-ray spec-
trograph.

Fig. 6-11. Aluminum line radiation vs CH thickness; radia-
tion was detected by the crystal spectrograph, integrated
from 1.5to 2.2 keV, and normalized by incident laser energy.
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Dante spectrometer’™s a fast, flat x-ray calo-
rimeter'® a  soft  x-ray streak  camera'’;
7-shooter (7 Si PIN K-edge filters); and an FFLEX
(filter fluorescer) spectrometer. '

Figure 6-9 shows temporally and spectrally in-
tegrated emission energy (0.15 < hr < 1.5 keV)
plotted against CH thickness, as measured by the
fast, flat calorimeter and the Dante spectrometer.,
and normalized by the incident laser energy: tne
Dante and calorimeter data are plotied indepen-
dently in the figure. (Though both sets of data in-
dicate the same trenas, the calorimeter data are
lower than the Dunte data; this relative difference
between the two instruments is tvpical and so far is
not explained.) Both detector systems, which were
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at 60° to the target normal, show that the soft x-ray
emission drops off by a factor of 2.4 (£0.4) in going
from hare Al to pure CH. It also appears that
0.25 um of CH on Al behaves more nearly as pure
CH than as AL This indicates very steep thermal
gradients and very shallow hurn-through depths,
consistent with previous measurements at NRL.1!

IT we descrihe the soft s-ray emission vs CH
thickness by the relation

-AX —AX
kp= Laje T +Ley (1 tT) \ (3)

where Ep = (Exgl2.)/Eine. Eap and E¢y are the
fraction of the total emission from the aluminum
and parylene, respectively, Ax is the thickness of the
CH, and L is an “attenuation™ depth, then the data
give the remurkably small value, L = 0.11 (£0.07)
um.

The soft x-ray streak camera recorded x-ray
pulses whose duration was 2.0 (£0.2) times the
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Fig. 6-12, High-energy x-say fluence s measured with the FFLEX and 7-

low-energy x-ray data. The spec-

Shooter detect lized by incident faser energy. trum for 0.67 um of CH on Alis
the same as for pure CH, while the
103 T T spectrum for 0.25-um CH on Al is
intermediate between pure Al and
[y Al pure CH.

0.25-um CH na Al i
1012 0.67um CH on Al ] rlhc sgpralhcrmal X-ray spec-
CH trum implies a hot electron tem-
a perature of Ty >~ 4 10 6 keV und a
5 Curcled ~ FFLEX data fraction of incident light converted
5 o0 Uncircled — 7 shoater data | into hot electron  energy  of
?.;, ] Enor/bise = 10 to 15% for all
‘: targets. This, together with an
@ aNe . . 9 1 X o
et 2o 1
3 A\ ..M,L.s.stFlcl.huprd
z ?E_ ~ thermal electran distribution con-
b3 EL ~ i tins ~1/310 1/2 of the encigy ab-
* 10° v \\M — sorbed by the targets. Corrections
Y ~ \\ for hydrodynamic losses are small
~ ~N A and are accounted for in the
\i detailed caleulations  discussed
108 N ] below.  Anisotropic  x-ray  emis-
N sion!” could also introduce an un-

\\ certainty of a factor of 2 or so.
107 | I /]
o 10 20 32 Analysis and Simulations

hv (keV) We were surprised by the low

FWHM of tise lasor pulse, but the x-ray pulses were
not a simple, standard (i.c., Gaussian) shape,

Figure 6-10 shows typical hine emission spectra
detected by an x-ray crystal spectrograph for a pure
aluminum  target and for a largel couated with
0.25 um of parylene. Hot aluminum He- and H-like
lines are prominently visible, Though cold Al lines
wuuld have been detected if present, none were
seen, which implies that energetic clectrons capable
of exciting these lines were not getling inoo cold Al
to any appreciable degree. The Al He- and H-like
lines oceur above 1.5 and 1.7 keV, respectively, and
below the respective series limits of 2.086 and
2.304 keV. The energy in the integrated spectrum
from 1.5 to 2.2 keV, normalized by the incident
faser energy and plotted in arbitrary units (Fig.
6-11), drops by a factor of 10 in going from bire Al
to a 0.67-um coating of CH,

The high-energy x-ray fluences shown in Fig,
6-12 follow the same trends, qualitatively, as the
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measured flux and slope of the
high-energy x rays in these mea-
surements. Figure 6-13 compares the 10-10-50-keV
x-ray fluence measurements ohtained several years
ago in CI disk irradiations near 10'* W/cm2 on
Janus™" with those of the Argus experiment repor-
ted here. Fach experimental point from Janus repre-
senls the average of three or more measurements,
while only one CH disk shot was available from
these Argus Lransport experiments. The Janus data
have been corrected very slightly. using Tyo1 = 103
scaling to shift intensity by a factor of two to 10'°
/em? Compared 1o the carlier Janus experiments.
we find in these Argus experiments that the fluence
of 10-10-50-keV x rays per incident joule is down by
a factor of 4 10 10.
The simulation of hot electrons produced by
resonance absoption in the LASNEX code is
governed by the relation

€

T,
. 2,18 L
Thor =T + AT (1 +3ZTE) Zg, 4)



Fig. 6-13. Hot x-ray fluence comparison of current measure-
ments on Argus with earlier results inferred from Janus disk
experiments, A significant decrease in hot x-ray fluence and
slope is Indicated.
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where T, is the mean temperature in (keV) of all
electrons. | is the laser intensity in units of 107
W/em? A is the laser wavelength in units of
1.06 um, T, and T; are the temperatures (in keV) of
thermal electrons and ions. and Z is the nuclear Z of
the plasma. From normalization to plasma simula-
tion, and from recent high-Z disk experiments=', the
coefficients are determined tobea = 1,4 = 50, v =
0.42. 6 = 0.04. ¢ = 0.25 and » = 0.25. Checking the
model against the low-Z disk experiments on Janus.
we find the calculated TfioT = 13 keV. compared
with the measured Tﬁ()r = 8.3 (£1.0) keV. Good
agreement with the Janus data is obtained using g =
30. and depositing 20 to 30% of the incident energy
into hot electrons.

The hot x-ray fluence calculated with
LASNEX is plotted in Fig. 6-14, together with the
Argus data for various absorption models; the four
models plotted are summarized in Table 6-5. To fit
the Argus data we were forced not only te reduce

Fig. 6-14. Hot x-ray fluence comparison of various
models (detailed in Table 6-5) with
recent Argus measurements. To fit the Argus data, the spec-
tral hardi P must be d d by n factor of ~2
and the energy absorbed into hot electrons must be decreased
by a factor of ~2 to 3,
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the spectral hardness of hot electrons by reducing 3
to 20, but also to reduce the hot electron energy to
only ~10% of the incident energy. as indicated by
the simple estimates above. This apparent decrease
in the number and temperiature of hot clectrons is
intriguing. and further verification ot the data is
clearly essential.

The information on electron transport is
mainly contained in the absolute radiation emission
levels for Al and CH, and in the rate of fall-off as in-
creasing thicknesses of CH are applied to the Al.
The data points in Fig. 6-15 show the absolute sub-
keV emission determined experimentally; the curves
show the same quantity calculated by LASNFX us-
ing various models (summarized in Table 6-6). The
models are characterized by the values used for the
“anomalous™ flux-limit reduction of the thermal (f,)
and suprathermal (f;) electrons, where, as usual, ¢, ¢



Table 6-5. Summary of various absorption models
compared with high energy x-my emission in Fig. 6-14.
The parameters varied are fy,, the fractional dump of light
at the critical surface (mocking up resonant absorption),
and §, the coefficient of the In? term in the formula for
Tyor (see Eq. (4)]. The thermal and suprathermal flux
limits have been reduced in all models by f, = f; = 0.03.
Also given for the CH target a1e the energy absorbed by
resonance absorption (Egy) and the total absorption

(Expg)-

Model fD ﬂD ERA(J) E ABS(“)
A 0.3 50 32 36
B 0.1 50 1 16
c 0.1 20 n 16
D 0.4* 20 I 14

"Model D utilized n preliminary treatment of Brillouin
scattering, which reflected about 75% of the incoming
light bufore it reached the critical surface,

= f,, N, mv1is the saturated heat flux carried by
cither thermal or suprathermal electrons.

Many previous experiments have been ade-
quately interpreted using f = 0.03, {5 = 1. and with
absorptions into suprathermal electrons ~30%. As
seen in Fig, 6-15, however, this model (E) does
poorly when compared with the Argus experimental
data: the absolute emission levels are too high and
the scale-depth for emission fali-off is too greal.
Similar discrepancies had been seen in a comparison
of LASNEX calculations with the NRL layered-
slab experiments.

We have attempted several ways of varying the
model's parameters to improve its correspondence
to experimental values. Two obvious techniques are
reducing the transport coefficients (Fig. 6-15, Table
6-6) und reducing the absorption (Fig. 6-16, Table
6-7). Either of these modifications can improve the
agreement between calculated and measured at-
tenuation depths. Using flux-limit reduction factors
of fy = s = 0.01 (Fig. 6-15) gives about the same
results as reducing the absorption to 10% with f, =
0.03, f, = 1 (Fig. 6-16). Neither maodification,
however, produces an attenuation depth as small as
that seen experimentally. Further, as some improve-
ment is made in the calculation of the attenuation
depth, the calculated ratio of emission from pure Al
to emission of pure CH becomes discrepant with ex-
perimental results. Finally, either model alteration

Table 6-6. S y of p del pared with
sub-keV x-ray data in Fig. 6-15. Parameters varied are the
flux-limit muitipliers for thermal and suprathermal
electrons. These models have fixed absorption parameters:
the bsorption dump fraction fpy = 0,3, and the

prath I spectral hardness p ter § = 20, Energy
deposited via resonant absorption was about 32 J
hroughout. The total absorbed encrgy E s pg is tabulated
for Al and CH disks, and varies weskly,

_Fans®
Model ft fs Al CH
E 0.03 1.0 40.7 36.8
F 0.03 0.03 40.3 36.0
G 0.01 0.01 384 353
H 0.003 0.003 39,7 36.2

Table 6-7. Summary of absorption models compared
with sub-keV x-ray data in Fig. 6-16. Paramcters varied
are the resonance absorption dump fraction fp ond the
coefficient of the inverse bremsstrahlung absorption
opacity Kjg. These models have fixed fransport
parameters: the thermal flux limit fy = 0.03, and the
suprathennal flux limit f;= 1,0, The suprathermal spectral
hardness parameter § = 20, Energy absorbed for Al and
CH disks is tabulated separately for resonant absorption
and total absorption.

Ega E \Bs
Model f, K Al CH Al CH

E 0.3 1o 313 322 467 368
1 0.1 0.5 10.7 102 16.1 14.0
J 0.055 035 59 6.0 9.9 83
K 0.03 0.25 32 33 6.2 5.0

alone seems somewhat extreme from a theoretical
point of view.

An intermediate model, involving some reduc-
tion in absorption and some reduction in transport,
produces nearly equivalent results, and is perhaps
more justifiable. Using & preliminary Brillouin scat-
tering model,?? we calculate 20% absorption. {’om-
bining this with f; = f = 0.03 results in agreement as
good as has been achieved to date. This LASNEX
modeling is compared in Table 6-8 with the three
roughly equit dent medels discussed here: a com-
parison of the results obtained using each of these
models with the results of the experiment is pre-
sented in Table 6-9. We have performed calcula-
tions using reduced electron conductivity (instead of
reduced flux limit), and obtained results very similar
to the experimental data reported here. Still another
alternative is modifying the collisional coupling rate
of suprathermal electrons, but this is not noticeably
better.



Fig. 6-15, Comparison of models with varying transport coefficients with sub-keV emission measurements from Al targets with varying
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and using stvo-keV n-ray diagnostics, have verified
Summary the altenuation depth measuremern: obtained at

The recent layered-slab transport experiments
have provided further, more quantitalive evidence
of strong transport inhibition in 160-ps, 10" W/cm,
1.06-um laser-produced plasmas. The experiments
at Argus, under larger-spot irradiation conditions

NRIL. In addition. new high-energy x-ray measure-
ments using the FFLEX and 7-shooter detector
systems have raised intriguing questions about the
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Fig. 6-16. Comparison of models with varying absorption with measured sub-keV emission from Al targets with varying CH coating
thickness; model details are given in Table 6-7. Best agreement for 10% absorption is obtained with flax limi¢ 7f 0.03 for thermal elec-

trons and 1.0 for suprathermal electrons.
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LASNEX calculations of solt x-ray emission
versus CH thickness that use standard model
assumptions overestimate the attenuation depth by
« factor of about 6, well outside the experimental
uncertainties. Alternative assumptions can improve
the attenuation-depth caiculation somewhat, but
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Table 6-8. Comparison of “standard” LASNEX model (A) used for previous interaction experiments with three alternative
modeis swhich improve the modeling agreement with the Argus electron-transport experiment.

Model fD ] KlB ft fs Comment
A 0.3 50 0.5-1.0 003 1.0 Previous work
G 0.3 20 1.0 0.01 0.01 Reduced transport
J 0.055 20 0.35 003 LO Reduced absorption
L 0.42 20 1.0 0.03 0.03 Mixed, moderate citanges

This model utilized a preliminary treatment of Brillouin scattering, which reduces the energy incident on the criticat surface
by a factor of 1/3, thus reducing vesonant absorption by 1/3 and inverse bremsstrallung by 1/2.

Table 6-9. Summary of LASNEX model resuits and
comparison with experi: The models are described
in Table 6-8 and the text. Tho at jon depth

the depth of aCH layer required over an Al target to make
the sub-keV emission drop to CH-target levels [ses Eq. (3)].
The emission ratlo is tho ratio of sub-keV cmission cnergy
from a pure Al target to the emission from a pure CH
target.

CH disk Attenua-

absorption tion depth Emission

Model fraction (um) ratio

A 0.3 0.7 3.0

G 0.35 0.5 3.9

J 0.075 0.6 4.0

L 0.15 0.5 5.2
Experiment  0.15t00.35  0.11 : 0.07 24+ 04

overall agreement with the sub-keV x-ray measure-
ments is not much improved.

FFurther work needs to be done in several areas:
experimental checks of absorption and high-energy
x-ray fluence are required: calculational checks and
other models must be pursued: still other parameter
regimes must be examined as well, to determine
clectron-transport  properties in  situations more
relevant to fucure laser fusion targets,

Authors: D. L. Banner and W. (. Mead
Major Contributors: E. M. Campbeil and W. L.
Kruer
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Z.-Dependence of Sub-keV X-Ray
Emission and Laser Intensity
Threshold for Inhibited

Electron Thermal Conduction

Flectron thermal conduction inhibition is a
simple mechanism for regulating x-ray emission, >
The laser light is absorbed at and below the criticul
density surface, which two-dimensional LASNEX™
numerical simulations indicate is 30 to 100 um from
the original target surface at the time of peak laser
intensity. On the other hand. most of the sub-keV
X ruys are emitted from the denser ablation layer
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within 20 um of the original disk-target surface. The
absorhed laser energy must be transported by elec-
tron conduction from the underdense plasma to the
overdense plasma. A decrease in e:ectron thermal
conductivity reduces the energy available for low-
energy x-ray emission from the dense ablation layer.

Two-dimensional LASNEX simulations also
indicate that when the heat Mux is inhibited. the
plasma corona becomes hotter by 30 to 100% com-
pared to the uninhibited case; the corona tem-
perature 18 310 4 keVoinstead of ~2 keV. When in-
hibition occurs and the low-energy x-ray emission
Iront the overdense region is therefore reduced. the
nse i the coronya temperature will result in ad-
ditonal v-ray emission in a higher enerpy ranpe.

here is substantial experimental evidence (sec
Refs. 23, 25-33) that electron heat conduction is in-
himted in plasmas produced by 1.06-um laser inten-
sities above 10 Wiem2 Discussions of mecha-
nisms likely to inhibit electron thermal conduction
in Jaser-irradiated  targets have suggested  self-
gencrated  magnetic fields. ™ lon  acoustic
tuitisicive. | and ciecitostalic hieids set up by
suprathermal electrons. ™ Data concerning the
dependence al inhibition on parameters such as
laser intensity. pulse width, wavelength, spot size,
target material, and beam uraformity should con-
tribute to a better theoretical understanding of con-
duction inhibition and help determine the dominant
mechanism(s). Here we report our study of one such
parameter. the dependence of inhibition on
larget /.

Experimental Data

We have conducted a preliminary study of the
/-dependence of sub-keV x-ray production from
laser-produced plasmas at Argu&37 using one beam
at a nominal laser pulse of 800J for 1 ns FWHM:
the typical intensity on the target was § X 1o
W ein”. The targets consisted of disks from 600 to
700 pm in diameter and from 12.7 to 25 um thick.
Turget materials consisted of beryllium, aluminum,
litanium. tin. zold. and uranium. with atomic num-
bers (7) ranging from 4 to 92. The targets were
irradiated witk £.2.2 focusirg optics: the incidence
angle was 30°, and the incident beam was linearly
polarized 12° out of the plane of incidence.

A 10-channel filtered x-ray detector system
called Cante-T (Ref. 38) was used to record the sub-
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Fig. 6-17, Typical x-ray emission signals from disk targets
ranging from Z = 4 to Z = 92, illuminated with 1.06-um
laser light at § X 10" W/cm? with & pulse of 1 ns FWHM. A
vanadium filter (L-edge at 520 eV) was used with an
tumil h hode; time lution is 190 ps.
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keV emission from the laser-irradiated targets.
Dante-T viewed the x-ray emission at an angle of
60° from the target surface normal, in the plane of
incidence away from the incident beam. The solid
angle subtended by each detector channel was 2.11
X 107" steradians for the four lower energy channels
and one flat response channel, and 4.36 X 10°
steradians for the five higher energy channels.
One of the interesting results of this experimen-
tal series is the systematic Z-dependence of the time-
resolved sub-keV x-ray emission, as shown in Fig.
6-17. The data were obtained for the 300-t0-520-¢<V
channel, with a time resolution of better than
190 ps. Note that as the target Z decreases {from
uranium to beryllium, for example). for the same
Gaussian laser pulse shape the x-ray pulse shape
deviates from a smooth “"Gaussizn™ to an irregular
shape: the peak of the pulse becomes progressively



Fig. 6-18. The results of two Ti disk targets, for the same
Juser conditions as in Fig. 6-17. A copper filter (1~edge at
940 eV) was used with a chromium photocathode; time
resolution is 170 ps. Note the oscillations in the “flattened"
portion of the x-ray emission pulse.
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flattened as Z decreases. The transition i3 shown
mosl clearly by a titanium target, whose x-ray emis-
sion starts to increase rapidly (presumably follow-
ing the rise of the incident laser intensity), then at a
well-defined point changes abrupdy to a show
“lincar™ rise. and hen drops after 1 ns {a channel
with higher resolution shows that there are oscilla-
tions in the “linear” rise region: see Yig. 6-13).

X-ray emission pulses for the same Z material
can be quite different at different laser intensities:
this is shown in Fig. 6-19 for gold disks. The data in
this figure were obtained from the 650-10-940-cV
channel, with a time resolution of better than
170 ps. Note that the x-ray emission pulse at the
lower laser intensity (5 X 10" W/em?) is fairly
smooth, but a. a higher laser intensity (3.3 X 10'?
W /cm?) the X-ray emission pulse rises normally at
first, then breaks away abruptly.

A sample of some typical low-energy x-ray
spectra is given in Fig. 6-20. The spectral shapes of
different materials are quite distinct and can be

Fig. 6-19. X-ray emission sigaals from gold disks illuminated
with 80 J for I ns with intensity of (8) 5 X 10" W/cm? and
(b) 3 % 10" W/cm? A copper filter (L-edge at 940 eV) was
used with & chromium ph thode; time tation is
170 ps. The negative-going signal in each trace is a time
fiducial.
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readily reprodaced by code caleulations. The same
is true for low-7Z materials such as aluminum and
beryllium, which latter material shows a much
fuster spectral decay with ir-reasing x-ray energy.
The titanium spectrum is quite different from the
other spectra in the figure, in the sense that in the
energy band from about 500 1o 800 ¢V there aie
strong 1.-dine emissions. On tre other hand. the
small bump near 700 ¢V in the aluminum spectrum
is most probably due to un oxygen line, since an
aluminum-oxide layer forms quite readily on an
aluminum target.

Figure 6-21 shows how well code calculations
are able to reproduce the features of the measured
spectrum for o titanium target. Because of the
presence of the L-lines of a titanium target, it was
possible to use the data on relative line intensities of
Kelly and Palumbo® to obtain a dominant charge
state [rom the measured spectrum, which in this
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Fig. 6-20. Sawple low-encrgy x-ray spectra for U, Ti and Al
disk targets, illumioated at 5 X 10" W/em? with a pulse of
1 ns FWHM. Note that the lowest energy channel has the
lergest error bar.
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case was Zep = 16 (1), Also, numerical simula-

tions can obtain the average ionic charge in a com-
putational zene with maximum x-ray emission
power. The computed charge state was Zgode = 16
(£2): the £2 does not represent an error bar in the
calculation, but indicates the variation in Z over the
FWHM of the x-ray emission region.

The integrated x-ray energy from ~100eV to
1.8 keV can be obtained from the Dante-T signals.
The integrated x-rav etergy normalized by the inci-
dent laser energy is piotted against target Z in Fig.
6-22. Since sub-keV x rays away from the energy
regions dominated by line emission are presumably
generated by bremsstrahlung of low-energy elec-
trons. these low-energy electrons actually see a
screened nucleus: therefore it would perhaps be
more meaningful to plot the normalized x-ray
energy as a function of Z, where Z is the code-
calculated charge state. It is interesting to note that
the normalized x-ray energy is almost linear with
respect to Z. This result is quite similar to the
bremsstrahlung data obtained with an ordinary
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Fig. 6-2i, Comparison of d and code-calculated Ti
spectrum. Z is the charge state of the Ti plasma; intensity
and pulse length are same as in Fig. 6-20.
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thick-target x-ray tube with x-ray energy propor-
tional 1o target Z.%0 the difference being that the x-
ray encrgy produced per anit
cnergy is | to 2 orders of magnitude larger than the
x-ray energy produced per unit of cathode-ray
energy.”

Analysis

The existence of an intensity threshold for elec-
tron transport inhibition has been clearly
demonstrated by Pearlman and Anthes” with
measurements of the front and rear plasma thermal
expansion velocities from a thin polystyrene film.
Weextend the idea of an intensity threshold for in-
hibited conduction to include a Z-dependence of the
threshold.

From the time-resolved x-ray data in Figs.
6-17. 6-18, and 6-19 we interpret the temporal
behavior of the sub-keV x-ray emission as showing
the onset of strongly inhibited electron thermal con-
duction during the rise of laser intensity. As the Z of
the larget material is reduced. this strong conduc-
tion inhibition occurs =arlier. that is, at lower laser
intensity.

The systematic variation of the x-ray pulse
shape with Z (Fig. 6-17) indicates that the plasma
process involved has a laser intensity threshold
which increases with Z. Figure 6-19 can now b ex-
plained: initially the two pulses rise similarly. but
the emission from the highe:  .ensit, shot abruptly



Fig, 6-22. X-ray energy for various targets as a function of target Z o~ charge state Z, atincident intensity of 5 X 10" W /cm®, Error

bars for values of E, ., /E,,.,, are all ~+25%.
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falls away as the threshold is crossed. This kind of
behuavior appears in all the Dante-T x-ray energy
channels. Only a small part of this reduction in x-
ray emission at the higher intensity is due to reduced
absorption of the incident laser light. since the time-
integrated x-ray emission drops by 60% while the
time-integrated absorplion23 drops by only 25%. Of
course a change in the absorption mechanism has
not been ruled out. Anomalous absorption in the
far underdense plasma would shift the energy flow
away from the overdense plasma toward more
energetic plasma blowoff: a buildup of ion acoustic

turbulence with increased laser intensity. for ~xam-
ple. might simultaneously increase inhibition and
cause anomalous absorption.*

There are both theoretical and experimental
reasons for believing that the variations in pulse
shape shown in Fig. 6-17 are not a consequence of
atomic structure differences of the targets.
Numerical simulations with classical electron ther-
mal conduction and non-LTE ionization physics
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Fig. 6-23, Sub-keV x-ray emission spectra from gold disks at
different intensities.

e T T T

o [

- ..'./-\ 3
[ ] p-o.

- P~ B

0.1

'!lm—
Jog

Radiated energy (J/keV/J)

3
(L
4 2 N
L @ 5x10%wim

| o 3x10"®wiem?

0.01 l I l |
200 400 600 800 1000 1200

Photon energy (eV)

reproduce the qualitative features of the observed
0.2-to-1.5-keV x-ray spectra for all of the elements
(see. lor example, the Ti spectrum in Fig. 6-21), but

FI. . i3id R B Pee
S fho dey A SO0 Lidde i LRL

time-dependence for the x-ray emission pulscs.“*42
I'xperimentally, the data for gold disks above and
below the laser intensity threshold are decisive: in
spite of a reduction in radiated energy by a factor of
2.5 for the higher intensity and a dramatic change in
the x-ray emission pulse shape (Fig. 6-19), we ob-
secved only £15% changes in the 0.2-to-1.5-keV
spectril shape (Fig. 6-23). Thus, there is no correla-
tion between atomic structure (as indicated by x-ray
spectra) and the temporal behavior of the x-ray
cmission.

trom the data of Fig. 6-19, the laser intensity
threshold for gold is estimated to be (Gtﬁ) x 104
W em”. Even though the data of Fig. 6-17 lack time
fiductals. it is clear that the threshold for uranium is
cater than § X 10 W/cm2 and that rough es-
timites of the thresholds for titanium and tin may
he made. These results, and the threshold for
rofystyrene from Ref. 27, are plotted in Fig. 6-24.

t fTects such as Z-dependent absorption of laser
hight and angular distribution of xrays can in-
flucnce th~ interpretation of experimental results:
preliminary absorption measurements, however, in-
dicate that absorpticn has a weak Z-dependence
(Fig. 6-25) Also. code calculations seem to indicate
that the Z-dependent angular distribution does not

i"ig. 6-24, Strougly inhibited electron thermal conduction
threshold vs Z of the target material; solid data point in
fower left is from Ref. 27.
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affect the dala interpretation too much. because of
ihe angle (ai”
which the measurements were made. The numerical
simulation result of 300-t0-500-=V x-ray angular
distributions is shown in Fig. 6-26.

Calculated x-ray emission pulses from Ti are
shown in Fig. 6-27 for three models of the plasma
clectron thermal conductivity. Curves A and B are
typical of standard models in that they produce
Gaussian-like pulses only 10 or 20% wider than the
incident laser pulse. Curve C was produced by ap-
plying a time-varying multiplier to the Spitzer con-
ductivity chosen to reproduce the 1.8-ns FWHM
and flat-topped shape of the x-ray data. Above
threshold. the conductivity multiplier required by
the simulation varied inversely with the 3/2 power
of absorbed intensity for both the rising and falling
parts of the laser pulse. with a value of about 0.2 at
10'* W/ecm? absorbed intensity. This result is not
unique, since the laser light absorption vs time has
not been measured. It does show. however, that
intensity-dependent conduction inhibition can
produce the observed x-ray emission.

Sincce more than one inhibition mechanism
may be operating. we do not rule out inhibition
below the threshold of Fig. 6-19. In fact, the data
presented here are consistent with previous results>?
which showed the need for some inhibition in gold
evenat3 X (0% W/cm;

widdi respect o larget notiial) at



Fig. 6-25. Plot of absorption fraction (at 5 X 10" W /cm?) vs Z ; note that suprathermal electrons constitute only a few percent of the ab-

sorbed energy for 1-ns puises.
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Fig. 6-26. Numerical simulations of the 300-to-500-¢V x-ray
angalar distributions. The Dante-T value at 6 = 60 ex-
trapolated to 2 sr gives total radiated energy within a few
percent.

Fig. 6-27. X-ray emission vs time, taken from: numerical
simulations of a Ti disk illuminared with a l-ns FWH\I

Gaussian pulse with peak intensity of 5 X 10" W /cin
0. The three curves correspond to models of plasma
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electron thermal ccaduciivity using (a) flux-timited diffusion
with classical Spitzer conductivity, (b) a flux limit reduced by

1.
0 [ f ion acoustic turbulence, and (¢) a global conductivity mul-
tiplier varied in time to reproduce the experimentally ob-
Be served x-ray emission.
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We have described the temporal behavior of —

the sub-keV x-ray emissivn from 1.06-um laser-
illuminated disk targets of fixed spot wize at an -
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tensity of 5 x 10" W/cmz. Abrupt temporal varia-
tions in the radiated power as the laser intensity
rises have been interpreted as showing the onset of
strongly inhibited electron thermal conduction in
the laser-produced plasma. The laser intensity
threshold for this effect is shown to increuse with
the Z of the target. Consequently, for a fixed laser
intensity of a few times 10" W /cm?, electron ther-
malt conduction is more strongly inhibited for low-Z
targets than for high-Z targets.

Authors: P, H. Y. Lee and G. E. McClellan
Major Contributors: K. G. Tirsell, E. M. Campbell,
G. Caporaso, and M. D). Rosen

References

23 M. D, Rosen et al.. Phys. Fluids 22, 2020 (1979).

24 Gl B Zimmerman, Numerical Sinndations of the FHigh Den-
sity Approach 10 Laser Fusion, Lawrence  Livermore
Laboratory, Livermore, Calif.. UCRL-74811 (1973).

25, R.C.Malone, R. L. McCrory. and R. .. Morse, Phys. Rev.
Letr. 34, 721 (1975),

26, B. 1L Ripin et al. Phps. Rev. e 34, 1313 (1975).

27. LS. Peartman and 1. P. Anthes. Appi. Phys. Letr. 27, 581
1975).

28, B. Yaakobi and A. Ne, Phys. Rev. Lett. 36, 1077 (1976).

290 W, o Mead et al.. Phys. Rev. Lert. 37, 489 (1976).

0. . CoYoung et ab Appl. Phys. Lent. 30, 45 (1977).

31 B. Yaakobi and T. C. Bristow. Phys. Rev. Letr. 38, 350
(1977).

32, P. M. Campbell. R. R Johnson, F. J. Mayer, 1.. V. Powers,
and D. C. Slater, Phys. Rev. Letr. 39, 274 (1977).

33 R. Benatiar, C. Popovies, R. Sigel, and J. Virmont. Piys.
Rev. Lew. 42, 766 (1979).

M. LA Stamper et al., Phys. Rev. Lett. 26, 1012 (1971): for an
extensive review see J. AL Stamper. U.S. Naval Research
Laboratory Report No. 3872, 1978 (unpublished).

35 D. W, Forslund. J. Geophys. Res. 75, 17 (1970} R.
Bickerton, Nucl. Fusion 13. 437 (1973).

36, 1. ). Valeoand ! R. Bernstein, Phys. Fluids 19, 1348 (1976).

37, WO WL Simmons et al., Appl. Opr. 17. 999 (1978).

38, K. G. Tirsell, H. N. Kornblum, and V. W._ Slivinsky. Bufl.
Am. Phys. Soc. 23, 807 (1978).

39. R. L. Kelly and L. J. Palumbo. U.8. Naval Research
Laboratory Report No. 7599, (June 1973).

40. E. U. Condon and H. Odishaw. eds.. Handbook of Physics
(McGraw Hill. New York, 1967} 2nd ed. p. 7-127.

41, A. H. Compton and S. K. Allison, X RAYS in Theory and
fxperiment (Van Nostrand Co.. New York. 1957). p. 89.

42. R.J. Fuehl and W. L. Kruer, Phps. Fluids 20, 55 (1977):
W. M. Manheimer, . G. Colombant. and B. H. Ripin,
Phys. Rev. Ler. 38, 1135 (1977).

6-26

High-Energy X-Ray
Measurements From Disks of
Different Z

We have traditionally measured high-energy
(20 keV = h = 100 keV) x rays to gather informa-
tion about suprathermal electrons produced in the
laser-plusma interuction.®} During the last year we
have made such measurements at Argus. as part of
the long-pulse {t ~ 0.9 ns), variable-Z disk experi-
ments. The primary diagnostic was a 6-channel
filter fluorescer (FFLEX) spectrometer located in
the plane of incidence and 14.5° from the plane of
polurizulion.44 The six energy channels were located
ut 20, 29, 50, 54, 70, and 88 keV. Due to the low {lux
obtuined from the majority of the targets, four of
the six channels employed only K-edge filters: in
view of the rapidly lalling spectra that were record-
ed, however, there was little difficulty in assigning
accurate energy bins to the different channels. The
targets were rotated 30° with respect to the laser
uxis with the beam incident near p-polarization. The
filter fluorescer viewed the targets at an angle of 25°
to the disk normal. The geonietry of the experiment
is shown in Fig. 6-28.

Samples of the data collected for plasmas with
low (Be), intermediate (Ti), and high (U) Z are
shown in Fig. 6-29. The peak intensity incident on
the targets ranged from 3 to 5 X 104 W/cmz. The

Fig. 6-28. Experimental geometry for long-puise, high-
energy X-ray mMeasur using a G-ch 1 filter
fluorescer detector.
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Filter fluorescer

(in plane of incidence

and 14.5° from plane
of polarization)




flux from these targets scales roughly linearly with
nuclear charge Z, as we would expect for high-
energy-electron, thick-target bremsstrahlung.
Bremsstrahlung emission scales with Z? whereas
stopping power scales with Z.% To illustrate this Z-
dependent scaling, Fig. 6-29 gives the expected flux
from Ti and U (dashed lines) based on the Be data
(solid line), assuming identical electron spectra and
absorption of light independent of target Z.

The data also suggest a hardening of the spec-
trum as the target Z increases (e.g., compare Be and
U} Tais trend is in qualitative agreement with
th:zoretical expectations based on recirculation of
the hot electrons through the heating region at
critical density, due to the target albedo increasing
with Z (with a predicted scaling of Z1/4),%6

The experimental results for these long-pulse
irradiations also show the difficulty in describing
the spectrum as a simple exponential with a slope
defined as #)7". This is most clearly evidenced by the
titanium data, whose spectrum can be described as

Fig. 6-29. High-energy x-ray emission as a functionof Z; Z
scaling at flax normallzed to Be, Curves for Ti and U (dashed
lines) are expected Paxes, based on measured Be data (solld
line).
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both a not tail and a superhot tail. The latter com-
ponent could possibly arise from processes such as
Raman scattering and 2wy, decay. occurring at one-
quarter critical densily.47

To unfold from the measured x-ray spectrum
both the electron spectrum and the energy absorbed
via collective processes requires the use of any
assumptions which cannot be as yet verific. x-
perimentally. Interpretation of experimental results
is affected, for example, by the shape of the electron
distribution, by coronal losses, and by isotropy
the x-ray emission. Nonetheless, if we ignore
coronal losses and assume both isotropy of x-ray
emission and a Maxwellian electron distribution
characterized by ¢y the measured flux levels
suggest that for all the Z materials only 1% of the
incident energy appears in suprathermal electrons
for these moderate-intensity, long-puise irradia-
tions. Calculations indicate that coronal losses may
account for 80% of the suprathermal energy.
however, and thus the hot-electron fraction
suggested by the x-ray flux should be viewed only as
a lower bound.

A full understanding of suprathermal electron
generation under these irradiation conditions will
require more sophisticated experimentation, to
measure the electron spectrum, determine coronal
losses. examine the Raman and 2wp, instabilities,
and ascertain the isotrcpy of the x-ray emission.

Author: E. M. Campbell
Major Contributors: S. M. Lane, B. L. Pruett, and
H. N. Kornblum

References

43, P. A. Haas, W, C. Mead, W. L. Kruer. D. W. Phillion,
N. H. Kornblum, J. D. Lindl, D. MacQuigg, V. C. Rupert,
and K. G. Tirsell. Phys. Fluids 20, 332 (1977).

44. H. N. Xornblum, B. L. Pruett. K. G. Tirsell. and V. W.
Slivinsky. “Filter Fluorescer Experiments on Argus Laser,"”
presented to the Division of Plasma Physics at the Meeting
of the American Physical Society, Colorado Springs, Colo.
(1978).

45. ). D. Jackson. Classical Mechanics (New York: Wiley &
Sons. 1962). p. 513.

46. K. Estabrook. M. D. Rosen, Buil. 4m. Phys. Soc. 24, 8
(1979).

47. ). R. Albritton, Bull. Am. Phys. Soc. 24, 8 (1979).

6-27



Angular Distribution of
Suprathermal X Rays

The angular distribution of suprathermal
x rays emitted from laser-produced plasmas has
generally been assumed to be isotropic, except for
thick targets: the total x-ray emission energy has
usually been calculated simply by multiplying the
ener 1y-integrated spectrum by 4. The angular dis-
tributions of low-cnergy x rays and ions from such
plasmas are zlnisolropic.“‘““w however, and for some
taser conditions the fast electrons produced in laser-
gas mteractions are also directional. due to the
resonanee wbsorption effect.™ It is therefore both
iteresting and important to measure the angular
distribution  of high-energy  x rays from laser-
produced plasmas.

Some details of our measurement geometry are
shown in Fig. 6-30, We placed eight x-ray detectors
in Shiva target chamber ports located at an
azimuthal angle ¢ = 126° and at polar angles rang-
ing fTom ¢ = 45 to 148°: the target is located al the

Fig. 6-30. Experi | g 'y for of high-
energy x-ray angular distribution, Shiva laser beams are inci-
dent on the target (at the origin of the coordinate system)
from above and below; orly one of 2ight detectors is shown,

/— Photodiode

Crystal
{32 mm)
Polar Copper filter
angle / ‘ \ {0.1 mm)
¢ / | —Beryllium
window
Y | 0.64 mm)
/]
/ l
/ l
]
+
l @, azimuthal
Target angle

6-28

Fig. 6-31, Sample detector response to a flat X-ray spectrum.
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origin of the coordinate system in the figure. The
detectors consist of a Be-windowed Nal(T1) erystal
50.8 mm in diameter and 32 mm thick, coupled to a
photodiode with §.20 response. Behind the 0.64-
mm Be window on the target chamber is a 0.1-mm
Cu filter, followed by a Ta collimator 4.8 mm thick
with an opening 36.1 mm in diameter (the
collimeter is not shown in tlhe figure). A typical
response of the detector system is given for a flat x-
ray spectrum in Fig. 6-31. The cutoff of the low-
energy x rays is determined by the 50% transmission
of the Cu filter. at 37 keV. The calibrated sen-
sitivities of the cight detectors varied up to 40% for
x-ray energies between 8 and 97 keV,

Figure 6-32 shows the measured suprathermal
x-ray angular distribution normalized at 90°, from
gold disks 600 um in diameter and 15 pm thick, and
from a glass microspbere 149 um in diameter and
6.4 um thick filled with D-T gas. The angular dis-
tribution shows two strong peaks, one at abcut 60°
and the other at about 105°. That different targets
gave similar angular distribution tends to suggest
that the minimum at 90° is not due 10 absorption of
x rays in the plane of the gold disks.

Any such unexpected result is initially suspect,
however, and we tried many variations of the ex-
periment to confirm the effect. We switched detec-
tors. filters, cables, scopes. etc., to check any possi-
ble systematic errors, and added 0.813-mm Al filters
benind the Cu filters to remove any possible K-edge
effect from the Cu. Interposing Pb filters 0.5 mm



Fig. 6-32. Angular distribution of suprathermal x rays normalized at 90°, from
gold disks and a DD-T-filled glass miccosphere. Note the uniform peak distribution

at 60° and 105°,

We next conducted a series of
single-beam shots to study the
possible dependence of the peaks

on the polarization or electric vee-

tor of the laser light; no such
dependence was  observed. This

W

X rays — relative intensity

No.of Total energy Pulse length
Target Symbol beams {kJ) (ps}
Disk o 10 0.6 200 ps
Disk [a 10 06 100
Bali 0O 20 9 100

result is shown in Fig. 6-33, in
which A¢°® and An° (E) refer
respectively to the change in the
polarization angle and the change
in the electric vector direction of
cach beam with respeet to beam 13,
The detectors are located in the
plane of polarization of beam 13,
Generally the x-ray peak on the
sume side of the incident beams is
stronger than the peak at the op-
posite side of the gold disk: i.c., the
peak at 60°is stronger than at 105°
for beams 13, 11 and 17, which are
incident from # near 0°.

In order to see the angular dis-
tribution visually, a stack of 50-
mm-by-50-mm x-ray films behind
a 0.0-mm Cu filter was placed
W0 mm (at ¢ 162°, 4 = 105°)
from a gold disk (Figs. 6-34 and
6-35). The orientation of the target
and film pack is shown in Iig.
6-35. The target was irradiated at
2.8 X 10 Weem® with the upper
10 Shiva beams: sample results arc
given in Iig. 6-34, which shows (a)
the density distribution of the v-ray
deposition on R-type film, und th)
the density profile along a horizon-
ta! line at the center of the film im-

a0
Potar angle 6{¢ = 126°)

45

135

age. The profile was not corrected
for the varying distance and inci-
dent angle of xrays on the film

thick reduced the signal more than tenfold. but the
peaks remained. In some experiments we used all 20
Shiva beams. in others we used only 10. We also
varied tbe pulse length and beam energy. Installing
powerful magnets capable of removing 30-MeV
electrons from the paths to tbe x-ray detectors had
no effect. indicating that the signal came from
photons. not electrons.

from the turget.

In another shot. a stack of 18-mm-by-92-mm
film strips was placed 50 mm {at ¢ = 198°. 8 = 90°)
from a gold aisk target. The film strips were curved
so that their surfaces were at equal distances from
the target and covered 116° (# 35° to 145°).
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Fig. 6-33. Anguiar distribution of suprathermsl x-ray emission from single-beam shots on gold disks, again showiag peak distributions st

60° and 105°.
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Target normal was pointing at f = 30° and ¢ = 90°,
and the target was irradiated at 10'® W/cm? with
the lower 10 Shiva beams. The geometry of this con-
figuration is shown in Fig. 6-36: results are given in
Fig. 6-37. iNote the strong peak at § ~ 105°. The
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shallow dip in the intensity profile is due to absorp-
tion of x rays in the target plane.

In conclusion, our film exposures indicate that
there are definitely peak structures in the x-ray
angular distribution, but exact correlation with the
result of Nal detectors has yet to be established. It is
not clear at present what mechanism may be
responsible for generating the observed ans,ular dis-



Fig. 6-35. Experimental orientation of & gold disk target and
x-ray fim pack.

Fig. 6-34. (a) Density distribution of the x-ray deposition on
R-type (lim, based oa the target-film tion in Fig.

configural
6-34 with incident Inser [ntensity of 2.8 X 10™ W/cm*,
(b) Density profiie aloag a horizontal line at the center of the
film image.

L.aser beams
6=0°

Target (1-mm disc)
normal: 8 = 45°,
¢=2287°

Target
positioner:

Film 30 rmm

from target

normal: 0 = 105°,
¢ =162°

133.3°

Fig. 6-36. Experimental orientation of a gold disk target and

4 T [ T T [ T an x-ray fiim pack curved to expose the film surface at 2 wni-
| {b) i form distance from the target.
X-ray energy
3 > 40 keV — Target (1-mm disk)
normal: @ = 30°,
zf 1 ¢ - 90°
=
[
$ 2} —
$ \
S \ .
1 _
0 i | L | I L Film 50 mm
0 2 4 6 8 from target
Distance (arbitrary units) normal: 0 = 900.n
¢=198 Target o

R . . iti : ’
tribution. If our measurements are valid, however. positioner

then our previous estimate of the total energy in hot
electrons (assuming isotropy) may be seriouslv in
error. To explore this possibility we have now
fabricated a film cylinder 230 mm in diameter and
305 mm long. which will enable us to cover a large
solid angle and thus conduct a more systematic x-
ray film study of x-ray angular distribution.

9
¢=0°

Laser beams (6 = 180°)

Author: C. L. Wang
Major Contributors: H. N. Kornblum, G. R. Liepelt.
K. D. Poor, and V. W. Slivinsky
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Fig. 6-37. (a) Density distribution of the x-ray deposition on
R-type film, based on the target-film configuration in
Fig. 6-36 with incident laser intensity of 10'® W7cm?
{b) Density profile along a horizontsl lire st the center of the
film image. Note the strong peak at 0 ~105°,

b) 4 -105 |
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Stimulated Raman Scattering
Experiments

For high-intensity ( ~5 X lOHW/cmzal | um).
long-pulse (31 ns at | um) irradiation of laser fu-
sion targets, stimulated Raman scattering (SRS)
may scatter several percent of the incident beam
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into lower-intensity light. SRS is a parametric in-
stability in which an incident photon decays into an
electron-plasma wave (epw) and a lower-frequency
photon. This process can occur only at electron den-
sities below quarter-critical density (0.25 ng). The
epw is usually collisionlessly damped by trapping.
and creates suprathermal electrons which can
preheat the pusher and D-T fuel. Even at modest in-
tensities, laser beam filamentation in the plasma
may create the high intensities needed for the
Raman instahility to become important. Thus, ex-
periments are needed to explore and quantify this
process in long-pulse irradiation of large targets at
both moderate and high intensities.

We have made measurements which show that
SRS is more significant at longer pulse lengths, and
that at high intensities it occurs not only near 0.25
n.(where the light is scattered with frequency wq/2).
but also at much lower densitigs. In this article we
report the first observation of Raman scatiering oc-
curring in the very underdense plasma (at n, = 0.1
ng) for a solid target.

The carliest ohservation of wy,2 light was
reported by Bobin.™! who reported a line spectrum
centered at 2Aq with a 60-4 width hetween half-
intensity points. compared to 30-4 width for the in-
cident laser light. This wq 2 light can be attributed
cither to resonance Raman scattering or to linear-
mode conversion of the epw’s produced by the 2uwp,
instahility into light waves. Watt has seen Raman
scattering of €O laser light irradiating a 200-mm
length of plasma formed in a solenoid.*” Many 1-
I 2-dimensional particle code simulations of SRS
have heen done by Estabrook.Y In one simulation.
1.06-um light at 3 % 10'* W 'cm? was incidem upon
10-keV plasma with its initial density rising linearly
from zero to 0.4 ngin 105Xy, Approximately 15% of
the incident light was Raman-backscattered.
Baldis™ has directly observed wy/2 epw’s in a CO2»-
irradiated plasma using Thempson scattering.

All our measurements were made (Fig. 6-38)
with indium arsenide detectors cooled in Dewar
flasks to liquid nitrogen temperature and reverse-
biased by about one volt. A I-mm-diam quartz op-
tical fiber brought the light collected in the target
chamber to the indium arsenide detector outside the
target chamber vacuum. The [.064-um light and
light of shorter wivelength was blocked by filters
both at the ligh* collector and at the detector: the
1.064-um light was attenuated by a factor on the or-



Fig. 6-38. Experimental setup for measuring Raman-scattered light. The light collector is mounted at Argus on a theta arch which cavers
the angular range 25 °< # < 155°. The visible-light-absorbing Corning 7-56 filters have a transmittance below 0.75 um of <10~ ; the
near-infrared-absorbing Corning 4-64 filters have a transmittance between 0.65 um and 1.1 um of <107%, and a 99.9% reflective coating
at 1.064 um. The band-pass interference filter has a nominal 809-4 half-width and is blocked to better than 107,
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detectos

interference fitter

der of 10'% while shorter-wavelength light suw a
total attenuation of at least 10" Corning 7-56
visible-light-absorbing filters and Corning 4-64
near-infrared-absorbing filters with a dielectric
coating highly reflective at 1.064 um were placed
both in the light collector and in the filter holder.
which were light-tight except for light trunsmitted
through the filters. X-ray shielding was provided by
the W-Cu housing and a lead-glass window in the
filter holder. The light brought by the fiber optic
cable from the target chamber was focused by a lens
onto the 2-mm-diam indium arsenide detector. Null
experiments gave us confiderce that we were ac-
tually looking at light from the target: when we
blocked the light with a dark slide placed against the
vacuum window. we observed no signal from &

target shot. This ehminated other sources of the ob-
served signal. such as clectrical noise, Nashlamp
light. and high-energy « rays.

All the initial alignment and focusing was done
by connecting one of the ends of the fiber optic
cable to a visible light source. For most of the ex-
periments. the focus of (he collector was then
maved a calculated distance from the best visible
focus, so as to be in focus during the experiment at
the waveiength of interest. [f the light collector is in
focus at a particular wavelength. all the light col-
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lected by the lens at that wavelength will be focused
into the fiber optic. For some of the experiments,
however, we deliberately defocused to reduce the
light intensity at the fiber optic. The calibration fac-
tor is, of course. then multiplied by the fraction of
the light making it into the fiber optic. No correc-
tion for dispersion was made in focusing the light
onto the In-As detector; rather, we always focused
the light to a spot just a little larger than the detec-
tor area. Dispersion will make the spot larger at
longer wavelengths, but so long as the procedurc is
repeatable, so that the sctup can be exactly
duplicated when the calibration is done, it makes no
difference.

We used two different calibration techniques.
The most accurate calibration method employed a
blackbody source whose temperature was set (and
checked with a calibrated thermocouple) to be
1200 K (%2 K). and whose emissivity was known to
be 0.99 (£0.01). Except for the neutral-density filter
attenuation, the calibration setup duplicated the ex-
perimental setup. A separate calibration was per-
formed for each band-pass filter. The precision
aperture of the bluckbody source was placed at the
same distance from the light collector as the target
was in the experiments. The 1.27-mm-diam aperture
chosen was imaged by the light collector as a 0.5-
mm-diam spot on the 1-mm-diam fiber optic: thus
all the light collected was focused into the optical
fiber. The absolute spectral intensity of the aper-
tured blackbody source in W /(sr-um) is known to
within 2%. The current was measured by a Keithley
nunovoltmeter shunted by 1 k2. The internal im-
pedance on the scales used (1 uV to 100 uV full
scale) exceeds 100 k2 and the In-As impedance at
77 K is also several hundred k%2, so the current can
be accurately measured. The rather large (%100 nA)
dc offset current was cancelled by sinking this
currcnt into an adjustable current source rather
than the 1-k®! resistor. There was no problem in
making measurements to 0.05-nA accuracy if the in-
put voltage was nulled just prior to each measure-
ment. To ensure repeatability we made several
measurements for each point.

The power per unit of emitting area per unit of
wavelength interval radiated by a blackbody source
into 2x steradians (one hemisphere) is given by

wan 0.2909

w_ M ¢y V
max 5 2\ )
(AT) [exp(n) 1] ’

where M isinum, Tisin K, and ¢c; = 1.4388 cm-K is
the second radiation constant. The maximum
radiated power per unit wavelength for a fixed tem-
perature is

Wy D =1286x 1071575 wiem? —um) 5 (6)

for T = 1200 K, Wonao(T) = 3.21 W/(cmZum).
The on-axis maximum spectral intensity from an
apertured blackbody source is

A
max wmax(T) ’ @

where 7 is the emissivity (0.99) and A is the aperture
area, 0.0127 cm?. The units are power per unit solid
angle per unit wavelength interval. Putting in the
numbers, we find

lmax=0‘013 Wi(sr - um) . (8)

The spectral intensity of the blackbody source at
any other wavelength is given by

WLT) ) -

10T) =1, (T (‘Vm.xm

A second, less accurate pulsed calibration
method enabled us 10 calibrate the In-As detector at
flux levels comparable to experimental ones, using a
charge-integrating amplifier. The pulsed light
source was a Q-switched Nd:Yag laser with A =
1.064 um. The spectral transmission curves for the
filters and fiber optic cable were combined with the
spectral response curve for the In-As detector 10 ob-
tain the overall spectral response.

Low-intensity experiments were carried out on
600-ym-diam, 25-um-thick gold disk targets
irradiated by onc beam of the Argus laser facility.
The disks were irradiated by 800J in 950 ps.
focused 1o a spot of about 425 um minor diameter.
500 um major diameter. An exceplion was a Ba
(NO3)> disk 1arget which was irradiated with about
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one third the energy focused to a correspondingly
smaller spot size. The intensity was always about 5
X 10" W/em2 The disks were tilted 30° in the
plane of polarization and the light collector always
looked within 11° of the target normal. This is
necessary because the light at frequency wo/2 is
generated very near its critical density and refrac-
tion will cause it to emerge at an angle very near to
the normal regardless of its direction when first
generated in the plasma.

Each point in Fig. 6-39 represents the result of
one target experiment. The band-pass interference
filter in front of the In-As detector was changed be-
tween shots, 50 we could get the spectral shape from
a set of otherwise identical experiments. The width
of each point is given by the FWHM band-pass of
the interference filter. Target materials differed
because our Raman light measurements were
secondary diagnostics in an experimental scries on
varied-Z disk targets designed to characterize x-
radiography sources. Since all the target materials
had at least a moderately high Z. however. we
assumed that the Z variation was unimportant for
our measurements. The spectrum is highly peaked
and extends 10 the red beyond 2Ag. We did not make
any measurement for wavelengths longer than
2.2 ym. The signals at 1.8 um and 2.0 um could be
caused by leakages through the band-pass filters of
the observed strong signal near 2hg. If one conser-
vatively assumes a solid angle of about 0.25sranda

spectral width of about 1000 A, these measurements
imply a conversion efficiency into wg/2 light of 5 X
1075, but this is only an order-of-magnitude
estimate.

The wp/2 light spectrum cxtends to the red
beyond 2.128 pgm (2Ag) due 1o the Bohm-Gross
shift, as first explained by Kruer.*® If one solves the
dispersion relations for the two light waves and the
epw to find the density at which the Raman light
wave is exactly at its critical density, one finds this
density is below 0.25 n, for a hot plasma and that
the Raman light wave thus has a wavelength longer
than 2Ao. These dispersion relations are

wg = upcz +? kg 10

for the incident light wave,
2 2 2.2
w* = Wpe +3vw k* (48}
for the electron-plasma wave, and
wa = upez +c? kf‘ 12)

for @ Raman light wave, where wy is the electron
plasma frequency, vie = +/kT¢/mc is the electron
thermal velocity, and w* and k* are the angular fre-
quency and wave number of the epw, respectively.
Weset wp = wpeand w* = wo— wp to find

(wy -y =\[upe2 +3v 202 a3

Representing the square root by the first two terms
in its binomial expansion, we get

E{l - L . (14)

2k0 227keV
where 8, is the electiron temperature in keV. This
shift is about 0.5% per keV electron temperature.
Figure 6-40 plots the wavelength of the Raman light
for backscatter as a function of clectron density for
Te = 0 and Tc = 10 keV, again making the Bohm-
Gross approximation given by Eq. (11).
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The threshold for SRS is expected to be lowest
near quarter-critical density for two reasons:

® The group velocity of the Raman light
wave is near zero at 0.25 ng, so the instability can
become absolute rather than convective.

® For backward scattering the phase velocity
of the Raman light wave is highest 2t 0.25 ng,
resulting in the least Landau damping.

The phase velocity of the epw at 0.25 n; is near
¢/+/3: un electron moving at this speed has a kinetic
energy of 115 keV. Thus Raman light generated
near its criticai density produces electrons with
energies on the order of 100 keV. In Fig. 6-41 the
wave-breaking energy (the kinetic energy of an elec-
tron moving at the epw phase velocity) is ploned
against electron densily at various electron tem-
peratures. assuming direct backscatter. For a given
electron density. the phase velocity increases with
electron temperature. As n. approaches zero. the
phase velocity approaches +/3 v. but the 8ohm-
Gross approximation is not valid if kApe 2 1. where
Ape ® We/ope is the electron Debye length. As elec-
tron temperature increases, the maximum electron
density at which Raman scattering can occur
decreases. This density is given by

636
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electron density at which Raman scattering can oc-
cur decreases. This density is given by

<ne) 1- 2
o = . 15)
"fmax 1+V1-¢+é

where ¢ = 3v.ez/c2 is a dimensionless parameter
proportional to the electron temperature. In Fig.
6-42 the wave-breaking energy is plotted for side-
and forward-scatter as well as backscatter.

C. S. Lin6shows the condition for absolute in-
stability in an inhomogeneous plasma to be

('_0) a4
< ) a6

where L is the Jocal density gradient defined by

dlnn,

dx
Here kg is the wave number of the incident light in
vacuum. and vg is the peak oscillatory velocity of
the eleciron in the incident light field. The threshold
condition given here actually agrees with Liu’s
(given in Eq. 1-31 on page 133 of Ref. 56), despite a

Ll
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actually half the peak oscillatory velocity (see Eqgs.
1-13 and I-19 in Ref. 56). which for linearly
polarized 1.064-um light is given in term of the in-
tensity 1 by:
2
IE) e— L
Vel 1 21 x 1018 Wiem?

as)

Simulations indicate L & 150 pm. <o that we were
dose to threshold for 1 = 5 X 10" W/em. Of

course, the peak intensity of the beam in hot spots
may be higher than this average intensity by a factor
of 2 or 3,

At light intensities of 10'%and 107 W/cm? the
spectral intensity of the Raman-scattered light in-
creased not only near the degeneracy frequency
wp/2, but even more so ac higher frequencies (Table
6-10). The Raman light intensity at 1.6 um and
1.8 um is comparable to that at 2.13 gm. All these
measurements were made with the Raman light
collector in the plane of polarization of the incident
light. SRS, however, should have its maxiinum gain
when the scattering plane is orthogonal to the plane
of polarization; the electric vector of the Raman
light would then be paralle! to the electric vector of
the incident light. The growth rate of the Raman in-
stability is proportionai to the dot product of the
two clectric vectors, so out-of-planc scatiering
(which we have not yet measured) is expected to oc-
cur preferentially.

For the experiments at 10'® W/cm?, the gold
disks were tilted 30° in the plane of polarization and
toward the Raman light collectors, so that they
looked nearly normal to the target surface.
However, the shots at 5 X 10'® W /cm? were done at
normal incidence, so the Raman light collectors
were looking 25° away from the incident beam and
in the plane of polarization: at this intensity the
fraction of the incident light energy appearing as
Raman-scattered light is at least 0.05%.

Raman-scattered light in the wavelength range
from 1.6 1o 1.8 pm probably originates around 0.1
n,, although it is not possibie to determine precisely
at what density the Raman scattering occurs
without knowing more than just the wavelength of
the Raman-shifted light: one must also know the

637



Energy {keV}

100 - 1000

clectron temperature and the scattering angle within
the plasma. Backward Raman scattering has the
highest growth rate, but also the highest Landau
damping, since for backscatter the epw has the
lowest phase velocity. The log-polar plot in Fig.
6-43, of the wave-breaking energy at density 0.1 n,
and temperature 10 keV, shows that the epw for
backscattering has a wave-breaking energy of only
31 keV and thus will be highly Landau-damped. If
the scattering direction is within 30 or 40° of the
forward direction, the Landau damping will be ex-
tremely small, though the growth rate will also be
much reduced because of the smaller wave number
of the epw.

An estimate of when SRS is important can be
made on the basis of a simple steady state model in
which the epw is assumed to be strongly damped
and the plasma to be planar with a linear density
gradient (Fig. 6-44). The incident light (not shown
in Fig. 6-44) is assumed to be a monochromatic
plane wave normally incident upon the plasma, and
while the Raman-scattered light wave can have any
frequency and be incident at any angle, it will not
see significant growth unless the beat term in the

ponderomotive force drives the epw nearly reso-
nantly along part of the ray path. If there is a ray
which will be amplified ten or more e-foldings in in-
tensity, Raman scattering can be expected to occur.

How strongly damped the epw neceds to be
before a strongly damped approximation is valid
depends upon the scale length. At some point in the
plasma, let the epw be driven nearly resonantly at
angular frequency w* and wave vector k*. 1f a non-
interacting electron-plasma wave packet with the
same center frequency »* and propagation direction
(but with the wave number required by the disper-
sion relation) damps before it can fall out of phase
with the pondsromotive-force driving term, then the
cpw is considered to be stro.gly damped. We are
then justified in neglecting propagation in the model
and can assume the epw amplitude at any point is
determined by the ponderomotive-force driving
term at that same point. We also make the slowly
varying approximation and assume én/n small.

If the frequency of the Raman-scattered fight
wave is fixed and its angle of incidence allowed to
vary, we find that the ray path which gives max-
imum growth is the one for which the epw is driven
necarly resonantly at its turning point. This is
physically reasonable since the interaction length is
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then maximum. Unrealistic results may be obtained
for the growth seen by rays having turning points
very far out in the underdense plasma, since in this
model the interaction length increases without limit
as the turning density goes to zero. The interaction
length may be limited by the finite spot size or the
curvature of the plasma density contours rather
than by refraction.

The number of intensity e-foldings along the
optimal path (Ag fixed) is given by

_3\/3--— -2 ko2 o
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‘max 4 R 0 eap fler
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where ») is the Landau damping rate, €k and €6 are
unit electric vectors, and L is the scale length,

defined by

- a»

Increasing
electron density

The subscript R refers to the Raman-scattered light
wave, the subscript O to the incident light wave, and
the superscript * to the epw.

Notice that as expected, Ky, is proportional
1o the density scale length L and to the incident laser
intensity, but, surprisingly, is proportional only to
w2 rather than »[!, where v is the Landau damp-
ing rate. This dependence is explained when we ob-
serve that the interaction length increases with »f}/2
while the gruwth per unit distance varies with »i.
The Raman-shifted light wave will interact nearly
resonantly with the other i1wo waves only over a
narrow electron-density interval whose width is
proportional 10 »). If the resonance point occurs
near the turning point of the Raman-shifted light
wave, the interaction length is then proportional 1o
Lr[!/ 2

We can now evaluate Kmax for ne = 0.1 n, Te
= 10 keV, 10 find

O
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A gold disk simulation®s for I = 10' W/cm?,
spot size = 100 um, and pulsc length = | ns shows
T. = 12keV and L = 500 um, where L™ =
d(n./nc)/dx. Equation (21) would give Koy = 25.
fn this case it is the radius of curvature of the
plusma rather than refraction which limit- the in-
teruction length. Using a 250-gm radius of cur-
vature at 0.1 ng, we estimate K pax = 12,

in conclusion, Raman scattering is an in-
stability which must be seriously considered in
designing laser-heated ICF targets, especially at
high intensity (IA%2 & 10'5W/cmz-umz).

]
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Experimental Configuration of
the 2wg Experiments

The experimental setup used at the Argus laser
facility for target irradiation experiments at
0.532 um (frequency-doubled 1.06 um) is shown
schematically in Fig. 6-45; since the basic design
principles and calibration techniques of the various
instruments employed in the 2w experiments are
analogous to those described in detail in Refs. 57,
58, and 59, we will not repeat those descriptions
here.

A system of three turning mirrors directs the
1.06-um driver beam onto a lens assembly that
demagnifies and recollimates the beam from about
280 mm to approximately 80 mm in diameter. This
is done to reconcile the beam size with the clear
aperture (90 mm) of the frequency-doubling crystal
(KDP type II, with a thickness =13 mm). The un-
converted 1.06-um (lwn) beam is eliminated from
the frequency-doubled (2wg) beam by reflection
from a coated BK-7 glass slab (the “‘lwg-beam
dump” in Fig. 6-45); the 2wg beam is then directed
into the target chamber using an f/2 focusing lens
(f/2.2 effective aperture). As discussed carlier in this
report (see Section 2, “Argus Operations Sum-
mary"), frequency-doubling conversion efficiencies
in excess of 55% were obtained at Argus at an
incident-driver-beam radiation intensity of 1.5

GW/cm? or higher. In the experiments reported
here, however, Fresnel reflection losses cut the ac-
tual 2wg-beam energy incident on the target to ap-
proximately 30% of the 1wg driver-bcam energy.

Beam Diagnostics Packages

Less than 3% of the incident 2wg beam is direc-
ted into an incident-beam diagnostics (IBD})
package (Fig. 6-46), which includes a near-field
camera, an equivalent-plane (target-plane) camera,
a streak camera’™® a calorimeter,”® and a
monitoring TV camera. A representative near-field
image of the 2uwp beam is shown in Fig. 6-47,
together with a corresponding near-field image of
the driver lap beam. Comparison of the two pic-
tures shows that the 2wp-beam amplitude modula-
tion exceeds that of the lwg beam.

The equivalent-plane camera is used to obtain
two-dimensional pictures of the incident 2w beam
near best focus; these pictures are in turn used to
characterize the beam spatial intensity distribution
there. Figure 6-48 shows a representative
equivalent-plane camera image taken near best
focus. The presence of comatic aberrations made
determination of the lens best-focus position very
difficult.

We used rod shots to determine spot size and
adjust the streak camera timing. Figure 6-49 shows
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a sample 2wg-beam streak picture, in which time is
measured horizontally and radial distance measured
vertically; the pulse duration was about 600 ps.
Digitized pictures similar to the one shown here
were instrumental in the determination of the tem-

poral 2wg pulse widths discussed in Section 2 of this
report.

We measured the incident 2wgbeam encrgy
with a calibrated calorimeter. We calibrated the
calorimeter with calorimetric readings taken of the
transmitted beam (without target), taking into ac-
count the chamber lens transmission coefficients;
the chamber single-ens transmission, including the
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lens® protective debris shield, was found to be about
94%. By positioning a BG-18 glass filter across the
2wp beam outside the target chamber, we deter-
mined that the level of residual 1.06-um light that
leaked through the coated BK-7 glass (the 1wg-beam
dump) represented less than 1% of the total beam
energy incident on the target.

The transmitted beam diagnostics (TBD)
package (Fig. 6-50) included a calorimeter, a multi-
ple image camera (MiC) similar to the one used for
the equivalent-plane two-dimensional imaging of
the incident beam, and a monitoring TV camera.
Accurate irradiation spot sizes were determined
from the MIC pictures of the transmitted beam. The
monitoring TV camera was instrumental in target
alignment and positioning.

Target Alignment and Spot
Size Determination

Three steps were required for 2wp beam align-
ment.

® The lwg beam was first made to properly
point through the target chamber. This procedure
involved replacing the 1.06-gm beam dump with an
uncoated BK-7 glass slab of the same thickness.
With the chamber lenses temporarily removed, we
aligned an attenuated cw 1.06-gm beam through the
chamber with the aid of reference crosshairs, turn-
ing mirrors, and infrared sensitive viewers.

@ Afier replacing the simulated dump with
the real one (but with the chamber lenses still out),
we verified that the pulsed 2wy beam also properly

Fig. 6-51. Craushelr aligmment through e tavget chasmbor.

pointed through the target chamber. The final 2wp
pulsed-beam alignment was achieved by fine tuning
crosshair positions and verifying the alignment with
photographs of the transmitted pulsed beam on rod
shots. In Fig. 6-51 we show a sample transmitted-
beam picture displaying two correctly matched
crosshairs (one placed in front of the final turning
mirror, one placed beyond the exit window of the
target chamber).

® After remounting the two chamter lenses,
we used an auxiliary cw 2wg alignment laser (whose
optics were decoupled from those of the main beam:



see Fig. 6-45) to check the orientation of the lenses.
This was followed by another rod shot to recheck
the 2wp pulsed-beam alignment. Finally, the aux-
iliary cw 2wq beam was used to monitor the align-
ment and to backlight the target after it had been
aligned.

Before a target is inserted into the chamber, its
orientation on the target holder is set on a specially
built mounting table; in these experiments the table
setup simulated the chamber geometrical configura-
tion and was equipped with an angle-setting
prealignment jig. The oriented target was then in-
serted into the chamber and exactly positioned at
the center of the chamber, by adjusting its vertical
position while viewing it through two perpendicular
telescopic viewers that cross at the chamber center
(TAO viewers). High-intensity white-light il-
luminators opposite the telescopes served to il-
luminate the target during this part of the
procedure. Next, diffused cw 2w light was used to
project the target image on a TBD monitoring TV
camera screen while the position of the chamber
North lens was adjusted until the image appeared

sharpest.
The chamber South lens was focused in a
hat The lens position was

varied until the sharpest, smallest image was ob-

tained in photographs of the transmitted pulsed
beam on a rod shot. A calibration curve was then
used to deduce the position of the chamber South
lens that would give the desired beam spot size at
the target plane. The chamber South lens was
moved toward or away from the target plane until
the desired converging or diverging spot size was
obtained on a two-dimensional MIC image of the
transmitted pulsed beam. In the representative im-
age in Fig. 6-52, it is evident that the spot displays
significant beam-amplitude modulation.
Photographs of the transmitted beam used for spot
size selection were also digitized to provide
necessary information about the beam’s physical
qualities.

Figure 6-53 illustrates the success of the
methods just described for target aligi.ment and
spoL size selection. The film recorded both the
pulsed beam and the image of the target, a plastic
parylene disk oriented normal to the incident beam.
The camera magnification was 38.2.

Diagnostics During Target Shots

The determination of encrgy balance during
target shooting was made by calorimetric measure-
ments. Target irradiation was done inside a box
calorimeter that measured the scattered and refrac-
ted 2uy energy. Tke box calorimeter incorporated a
plasma shicld (WG-280 glass) so that only scattered
light could reach the energy-absorbing NG-1 glass
Pancls. Because of its vital importance in the deter-
mination of light absorption by the target, the box
calorimcter was designed for high sensitivities (23
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uV/) for the North and South panels and ~120
uV/3 for the other four panels). The amplifier
settings for the signals from the panels were closely
monitored to prevent saturation. The plasma shield
was replaced whenever there was evidence of ex-
cessive debris deposited on the WG-280 glass.

Corrections were made to account for losses
through access and diagnostics holes in the box. The
South and the North holes of the box subtended
small solid angles of about 0.20 sr each. For-
tunately, however, the effective /2.2 optics (for a
beam diameter of ~82 mm) and the chamber South
lens (ff = 180 mm) subtend a solid angle of about
0.18 steradian. Therefore, all the light scattered
back through the chamber South hole was collected
by the backscattered-light diagnostics instruments.
Similarly, any forward-scattered light going
through the North {/2 lens was registered in the
TBD package. Preliminary results revealed that
during target experiments the amoumt of forward-
scattered light was negligible, so that no
calorimetric measurements of the transmitted beam
were recorded.

The reflected-beam diagnostics (RBD) package
(Fig. 6-54) consisted of a calorimeter, a two-
dimensional MIC camera, two streak cameras (onc
for the spectrally analyzed light, the other for the
nondispersed back-reflected light). an optical spec-
trometer, and a moniioring TV camera. An MIC
image of back-reflected light taken during an ex-
petiment on a gold disk target is shown in Fig. 6-55.
Figure 6-56 shows two streak pictures from the

. nmmmmhuﬁ-- :
ottt . , e :

same shot, one (a) for the temporal behavior of the
spectrally analyzed backscattered light. the other (b)
giving the time history and one spatial dimension of
the scattered light. Analysis of the spectrally
rcsolved Ilghl provndcd msughl for our laser-plasma
F. (discussed in the following article).

Speclral data was gathered via a I-m-grating spec-

trograph coupled to an optical multichannel




analyzer (a 1205E detector head provided by Prince-
ton Applied Research Laboratory). The spec-
trograph angular dispersion was 2.80 X 107 rad/A,
which gave a dispersion of 8.82 X 1072 A {channel
on the optical multichannel analyzer.

Awthor: F. Ze
Mgjor Contributors: E. M. Campbell, V. C. Rupert,
J. E. Swain, and D. W, Phillion
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Preliminary 2wg Results

We have initiated a series of experimesis 10
study the wavelength scaling of physical processes
such as absorption, stimulated scattering, energy
transport, and suprathermal clectron generation,
which are important in laser-driven inertial confine-
ment fusion. Our variable-wavelength source will be
provided by nonlinear frequency conversion of the

-4

fundamental 1.064-um output of Nd lasers inlo the
2nd, 3rd and possibly 4th harmonics (0.532 um,
0.355 pm, and 0.266 um respectively). As discussed
in the previous article, we are presently utilizing a
90-mm-diam, 13-mm-thick KDP type 1l crystal to
frequency-double one of the two Argus Jaser beams.

To date, we have used a box calorimeter® to
measure the absorption and scattering of light from
both Au and CH disk targets irradiated with green
light at intensities in the range of 10' to 1015
W/cm? Targets are typically 600 um in diameter
and 14 to 25 um thick; pulse lengths (2wg) are 600 ps
(FWHM). The laser spot (containing 90% of the
energy) is elliptical, with a major axis ranging from
50 to 160 um and an eccentricity of 1.5 to 2. Peak-
to-average intensity modulations within this spot
are typically 3 or 4 to 1.

In Fig. 6-57, the absorption of Au targets at in-
tensities of 2 to 4 X 10'* W /cm?is shown as a func-
tion of the angle of incidence between the disk nor-
mal and the laser propagation direction. The
irradiations were done near p-polarization (E lies
14.5° out of the plane of incidence). At normal in-
cidence, the laser-spot major axis was 110 um: beam
area was kept constant as the target was rotated
through the various angles.

The angular variation was motivated by the
following considcrations:
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® Future of low-energy (hr <

1 keV) x rays (which can provide information on
thermal transport into the supercritical plasma) re-
quire a quantitative knowledge of the angular dis-
tribution of emission.®! To map this out using im-
mobile diagnostics (i.c.. our Dante systems) requires
incidence angles up to 30°.

® Examination of the spectrum of the
backscattered light at different incidence angles
allows the potential unfolding of Doppler and
Brillouin components.

12.8°) and possible two-dimensional expansion ef-
fects due to the refatively small laser spot and the
long pulse length. This latter difficulty has arisen in
the vast majority of long-pulse experiments per-
formed to date. 5

As shown in Fig. 6-57, the Au absorption is
80% at normal incidence and falls relatively slowly
with angle of incidence. The weak dependence of
absorption on the angle of incidence (roughly
cosé' ) sitnpliises future x-ray conversion efficiency
measuiements,

In Table 6-11 we compare the measured Au ab-
sorption and backscatter fraction obtained at nor-
mal incidence with 1.06-um and 0.532-um light un-
der similar irradiation conditions.® The large ab-
sorption obtained at the shorter wavelength is
primarily due to more effective inverse
bremsstrahlung absorption, although this may aiso
be in part due to a reduction in stimulated Brillouin
backscatter.5?

Independent monitoring of signals from the six
panels of the cubic box calorimeter and the
measurement of the direct buckscatter energy allows
a crude determination of the angular dependence of
the scattered light. In particuiar it is possible, by
rotating the target through large angles (45° and
60°) and using the responses of the individual
panels in the box calorimeter, to separate specular
reflection from the backscatter. The basic idea
behind this is indicated in Fig. 6-58, which shows a
top view of the calorimeter and the orientation of a
target at a 45° incident angle. At incident angles of
45° and 60° (where target misalignment of +3°
does not influence the possible panel distribution),
36% and 55% (respectively) of the incident energy
appears on the east panel (specular) of the box
calorimeter, while only 6% and 10% (respectively)

® The specular and bach p

ppear in tl.: backscatter direction. Here we define

of the scattered light can be determined with the six
discrete calorimeter modules of the cubical box
calorimeter as the targets arc rotated through the
various angles. Analysis of this data in terms of ab-
sorption mechanism or scale length, however, is
complicated by the fast optics (marginal rays are

backscatter to include light collected by bath the
focusing lens and the south panel (i.c., angles up to
45° from the laser axis).

In contrast, data obtained with Au disks ori-
ented at 45° (s-polarization) and irradiated at 3 X
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10" W /em? with s-polarized 1.064-gm light showed
that 25% of the incident energy appeared in the
backscatter direction.

Faor all of the target orientations, the amounts
of encrgy collected by the 1op and bottom panels of
the calorimeter {i.e., large-angle scattering (@ > 45°)
out of tie plane of polarization] were negligible.
This result is not surprising in view of the small laser
spot (and hence the small number of growth lengths
for stimulated Brillouin side-scatter), and the ten-
dency of refraction to direct the light along the den-
sity gradient.8163 Though not conclusive and lack-
ing quantitative data on refraction effects, our
calorimeter results suggest that stimulated Brillouin
cattering is reduced at the shorter wavelength (at
least for densities less than 0.5 n.).

Another interesting feature of the scattered-
light distribution is found by plotting the energy
directly backscattered through the /2 lens as a
function of angle of incidence. The results (Fig.
6-59) show an unexpected increase in the backscat-
tered cnergy as the incidence angle is increased to
60°. This phenomenon is not yet understood.

Evid that Brill scattering is still
operative at these irradiation conditions (although
at a reduced level) can be found by examining the

Fig. -39 Bachectior Srastion from Au diske s 2 fonetion of
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frequency spectrum of the backscattered light, One
of the signatures of Brillouin scattering is the red
shift of the scattered light.%* In an expanding
plasma, however, the Brillouin shift is reduced by
the blue Doppler shift. Since the plasma nominally
blows off normal to the disk plane, rotating the
target diminishes the Doppler shift by reducing the
velocily projection along the observation line of
sight.

Figure 6-60(2) shows the time-integrated fre-
quency spectra obtained in these experiments. As
expected, the spectrum is increasingly red-shified as
the disk is rotated. From these data (surimarized in
Tablc 6-12) and from the dispersion relation for ion



Sg. GO Mevauind qprotnd tatenslly 04 funstien of Sappter hilk e angetions) frum e F535.4 lnsur limn, fov (o) Amandfh) €N

CH disk wargots
t3X 1 Wiem?
L] l T ' ¥ T L F T
| {b) / |

0 4 8
Wevelongth shift from the leser line (A)
Toble §-12. Anu o ol -»a . Teble §-13. Absesption fsom CN snd An disk shets, for
of insldent nagle. inoldont intensity of 2 50 4 X 10 Wiom? on 3 laser spet
! P Py of 100 ym for & 600-p¢ puise.
3 28A Miatesial . phion (%)  Backs %)
» 254 ™ r Tt 11:4
.- A An e ”:s 54505
o 686 A (e as® M5 3:2
Dasasmoter @ ond 48° o C ond 60 dan A ol .1 1821
A)' TeA 1L.2A
sS4, ssA As can be seen from the inferred values, there is
ool ;.‘.l’x-: - 3:’ -/e considerable scatter in the results, particularly in the
& am—ber a7 Py electron temperature. This is not unexpected, since

acoustic waves, we can obtain estimates of both the
matter velocity and coronal electron temperature.
To derive the electron temperature T, and matter
velocity U, we have used the centroid of the spec-
trum and assumed

® A mean ionization state Z of ~50,

® ZT.»3T;,.

® That the scattering takes place at 0.25 n,
(turning density at 60°).

® That no quantities change significantly as
the disk is rotated.

the electron temperature depends on the square of
the Brillouin shift. Nonetheless it is interesting to
note that the inferred quantities indicate that the
flow is subsonic (i.e.. Mach numbers ~0.75) where
the scattering occurs.

In addition to the Au discs, several CH targets
have been irradiated under similar conditions at
both normal incidence and at 45°. The preliminary
CH results are compared with the Au data in Tabl.
6-13. As expected, the lower-Z CH plasma abso1o:
less efficiently than the Au plasma, although the dif-
ference is not as large as .night be suspected with the
£ scaling of classical absorption. 1..e CH plasma
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also backscattered more energy through the focus-
ing lens than did the Au plasma. In previous long-
pulse (0.9 ns) 1.06-um experiments conducted at
Argus with similar intensity, the oppositc result was
obtained—the backscatter fraction increased with Z
(Ref. 65).

The measured absorption of CH is consistent
with the data obtained by Fabre,®2 although the
irradiation conditions are not identical. For exam-
ple, at similar intensities, Fabre measured 63% ab-
sorption with 80-ps pulses. In addition, at lower in-
tensities (~6 X 1013 W/cm?) only a weak depen-
dency on pulse width was observed (absorptions of
75% and 82% were observed at 80-ps and 2.5-ns
pulses). This weak dependence, however, may be
due in part to the small laser spot (50 £ 15 gm in
diameter) used in the Fabre experiments.

In addition to calorimetry, we performed spec-
tral analysis on the backscattered CH light [Fig.
6-60(b)]. As was observed with Au disks, the light is
increasingly red-shifted as the target is rotated to
45°. In contrast to the Au results, however, the CH
spectrum exhibits a net blue shift at normal in-
cidence. Results of unfolding the Brillouin and
Doppler shifts from the data are displayed in Table
6-14, which shows that the CH plasma expands
more rapidly than the Au plasma. This is most
likely due to both the lower Z/A (A is the atomic
weight) and increased radiation loss of the Au
plasma. Also, in contrast to the Au results, the CH
pl ppears to be expanding sup ically (i.e.,
Mach number = 1.2).
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Summary of Disk Experiments

In the past year we have continued our at-
tempts to understand laser-plasma interaction
phenomena occurring in large-volume, long-scale-
length plasmas. In particular we have extended our
data base concerning pulse length, plasma composi-
tion, and wavelength, through a wide variety of
disk-target irradiations at both the Shiva and Argus
facilities.

In studies at Shiva we have measured the
intensity-dependence of the absorption and the x-
ray emission fron. CH and Au plasmas irradiated
with 2-ns (FWHM) 1.06-um pulses. The absorption
results are surprisingly insensitive to * in a
parameter regime where inverse bremsstrah. .ng ab-
sorption should be operative. At low intensities (5 X
1013 W /cm?) we have obtained absorptions as large
as 70 to 80%, although there is still evidence for low
(~5%) levels of stimulated Brillouin backscatter.
Low-energy (hy 2 1.5 keV) x-ray measurements
from Au at low intensitics also suggest that thermal
transport izhibition may not be severe. At an inten-
sity of 3 X 10" W /ecmZ, the behavior of plasma in-
teractions with Au is very similar to that obtained
with 1-ns irradiation, although we measured a slight
increase in absorption, from 50% for 1 ns to 0% for
2 ns. At the highest intensity examined 3 X 10'®
W/cmz). Au absorption was observed to drop from
35% to 25% as the pulse length was increased from |
to 2 ns. Such results may illustrate the competition
between inverse bremsstrahlung and stimulated
Brillouin scautering, and show the potential
problems of high-intensity operation with large-
volume plasmas.



Inieresting scattered-light angular distributions
were measured with a box calorimeter on long-pulse
(0.9-ns FWHM) large-focal-spot (350-um-diam)
irradiations of Au disks. These experiments were
conducted at Argus with 1.06-um light at peak in-
tensities of 3 X 10" W/cm? We observed an in-
crease in large-angle scattering (8 > 45°) out of the
plane of polarization as the disk targets were
isolated from 0° to 30° {p-polarization) with respect
to the laser axis. At normal incidence only 3% of the
incident light suffered large-angle out-of-plane scat-
tering, whereas up 1o 23% was observed at 30°. This
scattered energy was comparable to the specular
and backscatter components. We obtained similar
results for intermediate-Z (Ti) disk targets oriented
at 30°. These data, though complicated by refrac-
tion and the poor angular resolution of the box
calorimeter, are suggestive of Brillouin sidescatter.

A large fraction of our experimental time at
Argus was allocated to interaction physics. We
repeitted and extended shori-pulse (0.1 ns), high-
intensity (10'S W/cm? energy-transport experi-
ments with CH-coated Al microdisks. Measure-
ments of sub-kilovcit » rays and Al line radiation as
a function of CH thickness indicated burn-through
depths of ~0.1 um: this result is consistent with data
obtained at other laborutories. Simulations of these
experiments, though compromised by the lack of
ubsorption data, suggest transport inhibition for
both the thermal and suprathermal electrons.
Modeling of the suprathermal electrons was also
complicated, however, by the low x-ray fluxes be-
tween 10 and 50 keV measured during these experi-
ments (the levels were a factor of 4 to 10 times lower
than 1.06-um experiments conducted a1 other
fucilities). This result is not yet fully understood but
may be due to better beam quality or a lower ab-
sorption level than we expected.

We also measured x-ray emission (0.1 keV &
hr 2 80 keV) from disks of various Z irradiatiated
with 0.9-ns (FWHM) pu'ses. The 1argets were Be,
Ti. Au, and U disks with atomic numbers of 4, 22.
79, and 92 respectively. The peak intensity was held
constant at 3to 5 X 10" W/cm?. Several interesting
features of the low-energy (hr 2 L5 keV) x-ray
emission were observed in these experiments:

® The total x-rayv emission and spectrum were
strongly dependent on Z.

® The emitted energy initially increased
rapidly with Z and then leveled off due 1o saturation

of the plasma ionization level in the radiating
reuion,

® The spectrum, measured with the broad-
band Dante system, displayed the presence of domi-
nant line radiation in the intermediate-Z (Ti}
plasmas,

® ‘.tafi.ed peak laser intensity the temporal
profile of subkilovolt emission was found to depend
on the Z of the target matcrial, We have internreted
this phenomenon as a signature of thermal
trazisport inhibition with a Z-dependent intensity
threshold,

® The flux of the high-energy (hr S 10 keV)
x rays also was seen to scale with Z. It is difficult to
assign an accurate value to the slope of the x-ray
spectrum (fy), but the data do show a hardening of
the spectrum us target Z increases. For example, the
Be spectrum is best fit with a #y of ~10 keV
whereas the uranium data suggest #yy ~20 keV. As
we have found in our previou: long-pulse (f-ns) ex-
periments, the level of the hard-x-ray flux indicates
that only a small fraction (Z25%) of the incident
energy appears in suprathermul electrons; this
suprathermal level appears to be only weakly
dependent on Z.

We have also begun to examine the mecha-
nisms for suprathermal-electron production in long-
pulse (+ ~ 1 ns), high-intensity irradiations, We are
particularly concerned with Raman and 2wy, in-
stabilities which itre operative at densities €0.25 n_.
M-asurement of the scattered light from high-Z
disk targets at wavelengths between 1.8 and 2.2 um
has demonstrzted that these processes occur not
only at 0.25 n_ (resonant Raman scattering and
2wp,) but at densities as low as 0.1 n, [nonresonant
Raman (Compton) scattering]. The fraction of the
light en=rgy appearing as scattered light between 1.8
and 2.2 gm is estimated to be at least 5 X 10-3 atin-
tensities of ~5 X 104 W/cm2. When the peak inten-
sity is increased to ~10'7 W/cm® we estimate a
lower bound of 5 X 10~ for the conversion ef-
ficiency.

Recent experiments at Shiva have indicated an
isotropy in the angular distribution of x rays with
energy of 340 keV. These x rays are produced by
suprathermal electrons. as they interact with the
dense target material. Qur measurements have been
made with arrays of calibrated detectors and an ex-
tended film puck. The two-lobed distribution we
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have observed (secc **Angular Distribution of
Suprathermal X Rays™ earlier in this section) is
relatively insensitive to changes both in target
material (Au disks and glass microballoons) and
irradiation conditions. Additional experiments are
required to explore and quantify the source of these
energetic x rays.

Finally, recent modifications to the Argus
facility have allowed us to begin to explore
wavelength  scaling of laser-plasma  interaction
pitysics. Experiments at 0.532 um have demon-
strated high absorption efficiency of both Au and
CH plusmas irradiated at peak intensities of 3 X
10" W fcm? with 600-ps (FWHM) pulses. As in our
long-pulse (2 ns) 1.06-um experiments, we found
only a weak Z-dependence for absorption, from
80% for Au to 70% for CH. The angular dependence
of the scattered light and frequency analysis of the
direct backscatter indicate that stimulated Brillouin
scattering is still operative, although at a reduced
level compared 10 1.06 um.

Author: E. M. Campbell
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10X Liquid Density Target
Experiments

The achievement of high-density, isentropic
implosions is critically important for realizing high
guin by means of laser-driven inertial confinement
fusion.5 Most experimental expericnce to date,
however, has been obtained with high-entropy, Jow-
density exploding-pusher targets.” While such
targets have achieved high final D-T ion tem-
peratures (2 to 8 keV), d rated ther 1
burn,®® and produced high (3 X 10'°) neutron
yields,® they are not scalable to break-even condi-
tions.

We have recently begun experiments on thick-
walled capsules designed to achieve high-density im-
plosions (ep.T ~ 2 g/cm3). Accurate diagnosis of
targets used in such implosions is in an early stage,
since the relatively cold, dense implosions preclude
the use of many techniques that have been suc-
cessfully employed in traditional exploding-pusher
experiments.’® Thus, as experiments evolve toward
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a more direct study of ablatively driven targets, it is
important to examine transitional targets which
combine features of both simple exploding pushers
and more advanced isentropic implosions. Such ex-
periments serve as valuable checks on our simula-
tion codes by allowing the use of several indepen-
dent diagnostics to study the implosion. In addition,
new experimental techniques designed to study
high-density targets can be developed and com-
pared with established, well-understood diagnos-
tics.

For the above reasons, thick-walled polymer-
coated glass microspheres designed to reach D-T
densities of ~2 g/cm3 (10X liquid density) were
irradiated at Shiva.”! The basic 10X target capsule
[Fig. 6-61(a)] is a 140-um-i.d. silicate glass
microsphere with a S-um-thick wall and 15-um
coating of CFy 4. The targets are filled with 50 at-
mospheres of equimolar deuterium and tritium (10
mg/cm3) and approximately 0.05 atmospheres of
argon (as will be discussed below, the trace amount
of argon is used for diagnostic purposes and does
not effect the implosion dynamics).

The targets were irradiated with 4 kJ in a 200-
ps FWHM Gaussian pulse. The radially polarized
Shiva beams, interacting with the plasma
;}rledominamly in p-polarization, were offset so that
the marginal rays were tangential to the target [Fig.
6-61(b)]. Peak calculated intensities on the target
were ~4 X 1015 W/cmzut the equator and the poles
(intersecting the beam cluster axis). and ~2 X 106
W/cm? in two bands at intermediate latitude.

We fielded a large number of diagnostics dur-
ing this experimental series:

® Target absorption was measured with
arrays of both plasma and laser calorimeters’? and
with scattered-light photodiodes.”

® Thermonuclear yields were measured with
both lead and copper activation systems.’

® A filter fluorescer recorded the flux of 20-
10-80-keV-bremsstrahlung produced by suprather-
mal electrons,”

® Time-integrated x-ray imaging of the target
was accomplished by two Kilpatrick-Baez
microscopes (giving polar and equatorial views)’®
and a Fresnel zone plate camera (giving an
equatorial view).”’ Each microscope recorded im-
ages in four broad-band channels (defined by K-
edge filters, the reflector material, and the angle of
incidence) near L6, 2, 2.9, and 3.5 keV. Fhe zone
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plate camera also had multi-image capability, 5 fNe
through the use of 40-um-thick Au zones and a film (0aR)yp =5 X 10 Tn) : @2

pack consisting of alternating layers of film and x-
ray absorbers.”” Though dependent on the x-ray
spectrum, the broad zone-plate image channels were
nominally centered on 5.9, 6.6, 10, 17, and 21 keV.
This high-energy (S4-keV) imaging capability is
particularly important for viewing intermediate-
density targets, as the large areal density of the
stagnated pusher requires the imaging of muiti-
kilovolt x rays in order to view the pusher-fuel
interface.” In addition, the large collection solid
angle of the zone plate camera allows high sen-
sitivity while still maintaining a resolution of 8 um.

e Compressed-core conditions were also
diagnosed with one-di jonal imaging spec-
troscopy of the argon seed gas in the fuel.”® A fow-
dispersion PET crystal spectrograph, used in con-
junction with a 20-um slit aligned for a pole-to-pole
view, imaged the 3.14-keV Ha [1s2p(!Py) - 15%('Sp)]
argon line emanating from the compressed-fuel
region. The small amounts of argon led to a low
signal-to-noise ratio and precluded any Stark
analysis of the line radiation.

@ The areal density, pAR, of the compressed
glass pusher, integrated over the burn time, was
measured by counting 28Al created by the 28Si(n,p)
28A] reaction.™ If we use the measured cross section
for this reaction, the fractional concentration (25%)
of 288j, and the measured 14.1-MeV neutron yield,
¥, then measuring the number N* of activated 8A1
atoms yields the pusher areal density (in mg/cm?):

It is possible to relate this measured quantity to the
compressed-fuel conditions by both simple model-
ing and with detailed hydrodynumic simulations.

Experimental Results

We measured absorption on two shots for
which the density-diagnostics instrumentation in
the vicinity of the target was removed. Both the
plasma calorimeters and Si PIN diodes indicated an
absorption fraction of 23% (£5%). Previous experi-
ments have shown that much of the light absorption
at the high intensities and relatively short pulse
lengths described above occurs via resonance ab-
sorption at the critical surface. Angle- and
polarization-dependent absorption measurements
have shown ~40% absorption at 1 to 3 X 10'5
W /em? for p-polarized light at incidence angles of
30° (Ref. 80). The reduction in absorption is most
likely due both to irradiation geometry and to
stimulated Brillouin scattering that s.atters the light
before it reaches the critical surface. 31

In Fig. 6-62 the measured x-ray fluence at 20,
50, and 80 keV is compared with a LASNEX
simulation in which absorption
for 90% of the absorbed light. The effective slope of
the x-ray tail is calculated to be ~21 keV. As shown
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in the figure, the data agrees reasonably well with
the simulation. Interpretation of the data is com-
plicated, however, by recent experiments which
suggesl an apparent angular modulation of the
high-energy (he & 50 keV) x rayst; the origin of
this modulation (and the spectral dependencies) are
not presently undcrstood and will be explored in
future experiments.

Thermonuclear yields between 108 and 10°
were obtained in the 10X experiments. For seven
shots with an average incident energy of 3.8 (£0.4)
kJ the measured neutron yield was 3.1 (£0.5) X 108,
These yields are consistent to within a factor of 3
with onc-dimensional and two-dimensional
LASNEX simulations,3® using the modeling
generally consistent with that used for previous in-
teraction and implosion experiments. The predicted
yiclds, however, are not sensitive to thermal-
electron transport inhibition, however, and thus the
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neutron measurement does not constritin this aspect
of the modeling. Furthermore, neutron production
is so strongly dependent on the fuel jon temperature
and implosion dynamics of the target that ad-
ditional details of the compression (such as sym-
metry and pusher fucl mixing) cannot be inferred
from the TN-yield measyrement.

Charucteristics of the heating and stagnation
symmetry of the target were obtained using two-
dimensional continuum x-ray imaging. So many
time-dependent factors are involved in producing
the image, however, that deconvolution of quan-
titative physical information from the data, par-
ticularly in the imploded core, is impossible. The
image is spatially integrated along a line of sight,
spectrally integrated over broad channels, and tem-
porally integrated over a complex, dynamic implo-
sion. As implosions achieve higher final densities
and correspondingly larger pusher areal densities,
the additional complexity of x-ray transport arises.
This results in the continuum images becoming in-
creasingly determined by emission from the outer
pusher material.

This problem is reduced by imaging x rays of
sufficiently high energy, for which the pusher is es-
sentially transparent, The targets used in these ex-
periments had measured and calculated pAR’s of
~6 mg/cm?, requiring x rays with energy S5keVto
see into the pusher-fuel interface.’® The ability to
clearly sce this interface is essential to ascertaining
the fuel density, both for continuum und seed-gas
imaging. This latter technique relies on information
ahout symmetry to subsequently extrapolate from
the one-dimensional image, obtained with a single
slit-spectrograph combination, 1o a measurement of
the x-ray emitting volume,

To illustrate these effects we show in Fig.
6-63(a) the image of the irradiated target recorded
in the highest encrgy cbannel (3.5 keV) of the
equatorial-viewing x-ray microscope. The asym-
metry of the irradiation pattern is obvious from
both the initial heating of the ablator and the oblate
stugnated core. As can be seen from line scans
through the digitized image along directions parallel
and perpendicular to the laser axis [Fig. 6-63(b)).
there is no clear delineation of the pusher-fuel inter-
face. Thus we ar¢ unable to infer either the fuel den-
sity or the symmetry of the enclosed fuel volume
from this experi |

Figures 6-63(c) and (d) show the corresponding
x-ray image and line scans calculated in the two-

dimensional modeling of the experiment using the
appropriate filter functions of the microscope. In
this simulation, in which we obtained a peak fuel
density of 2 g/em3, the thermal electrons were in-
hibited by the 2.stream instability with an effective
flux limiter of 0.03 (Ref. 77). The emission in this
energy band is dominated by free-hound radiation
from silicon in the pusher, although the calculation
suggests that there may be an additional contribu-
tion from the high-Z argon fill mixed in with the
fucl. The calculated images are in qualitative agree-
ment with the overall shape ol the measured emis-
sion region of the compressed core. The details of
the modcling (and hence the calculated image),
however, are extremely sensitive to iffumination
symmetry, absorption, transport, the mix of the
pusher and fuel, and (in the case of the high-Z fill)
to non-LTE ionization physics.

Figure 6-64(a) shows an x-ray image recorded
in a broad energy bin ncar 6 keV, obtained with the
multichannel zone plate, filter-film pack combina-
tion. A line scan along a direction colinear to the
laser axis is shown in Fig. 6-64(b). Images recorded
at this energy do not suffer from transport dif-
ficultics and are less alfected by temporal smearing;
at the implosion temperatures (T, 2 1 keV) charac-
teristic of these experiments, the emission time of
the 6-keV x rays is only 10 to 20 ps. Since the x-ray
emission is primarily frec-hound radiation from
silicon, however, the images are exiremely sensitive
to clectron temperature gradients,

As shown in Fig. 6-64(a), the core region is
considerably smaller than that mecasured by tbe x-
ray microscope: the core also exhibils considerable
structure in the emission pattern. This latter feature
may suggest the existence of a pusher-fuel interface,
although the region of enhanced x-ray emission
does not totally encompass the centr.| region of the
core. This lack of emission could easily result from
temperature gradients along the interface. Both
high-energy (hr 3 10 keV) images where suprather-
mal b rahlung emission dc and two-
dimensional simulations with thermal transport in-
hibition suggest that asymmetries in the high-energy
core-ion emission can be correlated with regicns of
increased heating in a nonuniformly irradiated
ablator.

The high-energy images did not reproduce
from shol to shot during the experimental series,
and in 1 of the experi the ofa
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local minima is not obvious in the high-energy x-ray
core emission. Nevertheless, despite a small data
base, the performance of the capsules was
nominally unchanged as measured by other ex-
perimental obscrvables such as neutron yield, low-
energy (h» 2 3.5 keV) x-ray images, pAR at bura
time, and argon line imaging. A sample image and
line scan are shown in Figs. 6-65(a) and (b); these
should be compared with the corresponding zone-
plate images in Fig. 6-64. It should be noted that
dimensions of the core cmission structure (i.e., two
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peaks separated by 21 um) are similar in both im-
ages. The large difference in the asymmetries of the
emission peaks may simply reflect the
irreproducibility of the target irradiation.

Imaging of the line emission from a trace
amount of argon mixed with the D-T (np; ~ 1073
ap.y) provides information about fuel compression
that is not avzailable with x-ray continuum imaging.
The combination of low fills of argon (0.05 2 Pa,; 2
0.1 Aum), transport losses through the pusher (sus-
vival fraction ~0.2), and background emission from
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the silicon free-bound radiation from the pusher
resulted in extremely poor signal-to-noise ratios
(~1.5:1 to 2:1). The data reduction is further com-
promised by the need to unfold the effects of the
20-pm slit used in the experiment; this is particularly
true when the slit is comparabie to or larger than the
source dimension to be imaged. To unfold the data
we collapsed a uniformly emitting sphere or ellip-
soid into one dimension, producing a parabolic
radiance function, This profile is then convoluted
with a slit response function and compared to the
measured spatial profile.

Two experiments in which adequate data were
obtained gave source dimensions of ~25 (+10) gm.
The slit was aligned 10 provide a pole-to-pole view
(i.e., the minimum core dimension, as indicated by
the continuum x-ray imaging). Rough estimates of
the fuel density can be obtained from this data if we
assume instantaneous emission and equality of the
x-ray emission volume and fuel burn volume:

®  For a spherical core one obtains a fuel den-
sity of ~1.8g/cm3.

® For an oblate spheroid (with oblatencss
2:1), as suggested by the iwo-dimensional modeling
and continuum x-ray imaging, one obtains a density
of ~0.4100.5g/cm>.

In a more sophisticated analysis we compared
the measured argon spatial profile with the profile
predicted by two-di ional simulations which

calculate the non-LTE evolution of the argon He-
like emission during the implosion.” Figure 6-66
shows the calculated profile (including effects of the
20-zm slit) and measured argon profiles. In this
badly preheated implosion, mistiming of the argon
emission relative to the peak compression results in
a sampling of the fuel volume at about twice the
minimum calculated value. Our observation is thus
consistent with a two-dimensional simulation of the
implosion which gives a D-T density of ~1g/cm?; if
the implosion continues until maximum stagnation
the caleulation of peak fuel density is ~2 g/cm?,

In the 10X series we measured effective pusher
areal density (pAR)ejy, averaged over the D-T burn
duration, with neutron activation of 28Si (see Ref.
79 and Section 5, “Implosion Measurements with
Neutron Activation Techniques™). Excellent data
was obtained on 3 target shats, giving a mean value
of 5.8 (£1) mg/cm? (Ref. 84).

A simple model serves to illustrate the connec-
tion between pAR and D-T density. The model

® Assumes the final state is an isobaric and
isothermal spherical core with instantaneous D-T
burn.

® Incorporates the initial pellet geometry and
a parameter e, representing the fraction of the initial
pusher mass which is stagnated around the fuel at
burn.

® Uses an ideal gas equation of state to relate
the densities of the stagnated glass and D-T.

Solving the equations for conservation of fuel
and pusher mass gives the final fuel density as op =
G(pIRRE where G is an algebraic expression con-
taining the pellet parameters and €.

We can use this simple model to estimate the
fuel density attained experimentally. Setting € = 0.5,
we obtain fuel densitics of 1.5 10 2.5 g/cm? from the
measured (pAR)err (Ref. 71). If all the pusher is
assembled at high density about the fuel (i.e., if ¢ =
1), and no mixing occurs, then we obtain a lower
limit of 0.8 1o 1.4 g/cm’.

More detailed modeling of the activation
dynamics is possible with LASNEX simulations
which take into account both the finite length of the
D-T busn and the imploded-pusher density profile.
The plot of Fig. 6-67 gives the relationship between
D-T density and pusher areal density at peak
burn.” Thus. the activation measurement implies
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an average D-T density at burn time of ~1 to 2.4
g/em? (5 to 12 times liquid density).

Two-dimensional effects (i.e., nonspherical im-
plosions) modify the density that is attained but af-
fect the p vs (pAR)eq relationship only in patho-
logical cases. This is particularly true for the implo-
sions described here, for which core asymmetries of
1.5:1 to 2:1 are suggested by both calculations and
experiments.

Mistiming of the implosion (i.e., burn time oc-
curring before maximum compression) also affects
the interpretation of the activation measurement, in
terms of maximum fuel density achieved in the im-
plosion. Figure 6-68 gives the timing of the late
stages of the implosion and shows that the fuel den-
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sity at the sample time of the neutron activation
measurement is approximately hall the peak
calculated value,

Summary

The 10X experiments are among the first to ex-
amine targets whose performance drviates from
that of the traditional thin-walled exploding pusher.
Our measurements and calculations for this series
indicate in particular the achievement of compres-
sion of the D-T (ue} on the order of 5 to 12 times k-
quid density. Not all of our data js completely un-
derstood, but we have established the critical role of
sophisticated two-dimensional simulations to
describe asymmetric implosions.

A more quamitative understunding of the core
conditions of high-density implosions requires un
extension of our diagnostic cupability:

® High-cnergy x-ray imaging where x-ray
trapsport difficultics do not arise must be fully ex-
ploited in the future.

® The use of more thun one imaging spec-
trometer will provide an accurate determination of
the x-ray cmitting volume.

@ Increased seed-gus fills, allowing the use of
narrower slits, will reduce the present image unfold
difficulty and allow Stark broadening analysis.

@ The addition of ~0.1 atmosphere of Brinto
the fuel will make possible neutron activation
measurements of fuel areal density; simultancous
silicon activation measurements can be made in the
pusher.

We have also derived several near-term im-
provements in design and diagnostics from the 10X
experimental series. Several partially diagnosed ex-
periments during this series showed more uniform
ablator heating and increased core symmelry with a
“ball in plate™ target configuration (Fig. 6-69), thus
making it possible to achicve more nearly spherical
implosions.®> The neutron yield abtained on one
shot was ¢« with that r d on bare ball
targets, indicating that thermal losses to the plate
were nol excessive.

Besides providing more accurate data, these

p and develop will constrain our
simulation calculations and thus improve their
credibility.
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D-T Fuel Density Determination
from Measurements of Pusher
Areal Density (¢AR)

For near-term investigation of D-T fue) com-
pression in the intermediate-deansity ICF targets
(final fuel density o ~ 2 to 20 g/cm?; neutron yield
N ~ 106 to "0, we have chosen as our primary
diugnostic the determination of pusher areal den-
sity. pAR, by neutron activation.®¢ This technique
has recently been used to estimate the final com-
pressed state for thin-walled, single-shell exploding
pusher targets as well as thick-walled multilayered
targets irradiated with pulses of 200 to 400 ps (Ref.
87 and the previous article).

With present-generation targets, the neutrons
generated at peak D-T burn activate a measured
fraction of 2%i material in the glass pusher.

transforming them to %Al by the 2Si(n,p)Z8AI
reaction. *0.8 Assuming that the neutron yield oc-
curs during a time period short compared with time
scales of hydrodynamic motion, the number of ac-
tivations are directly proportional to the product of
the neutron yield N, and the pusher areal density
pAR = [[p(R)R [pysner at the time of peak burn.
The 2%Al atoms decay by #-emission (with a half-life
of 2.24 minutes) to excited 2%, followed by a 1.78-
MeV gamma deexcitation to the ground state of
2%, By measuring the 3, ¥ coincidence decay rate
from a known collected fraction of the pusher
debris,®¥ and taking the measured neutron yield, we
can delermine AR at peak bura (that is, the peak
neutron production rate). %%

An exact determination of pAR from the num-
ber of pusher activations would require knowledge
of the actual extended spatial distribution of
neutron production. For spherically symmetric
geometries, however, the assumption that the
neutrons all originate at the center of the fuel
produces the correct value for the determination cf
the number of activations (except for when the
pusher and fuel are mixed at the time of peak burn).
Consequently, except for analyzing the cases of
pusher-fuel mix and nonspherical geometries, we
will assume that the number of pusher activations is
directly proportional to the product of the neutron
yield and the pusher areal density. In this article we
show how a simple, conservative estimate of the
average fuel density at burn time, py, can be inferred
from pAR,

Target Geometry and Assumptions

The typical multilayered, ablatively driven
target shown in Fig. 6-70(a) is designed to acbieve
10 times the liquid density of D-T; although the
figurc shows the D-T fuecl contained by a SiO;
pusher, our analysis can be performed for pushers
of different matcrials as wcll as for pushers contain-
ing neutron-activation trace materials. Figure 6-
70(b) shows a typical onc-di ional p
calculation of the density distribution at peak burn.
The density jump at the pusher-fuel interface is the
result of the requirement of local pressure balance
and the different atomic weights of S0, and CF; 4.




D-T density
{p) ~ 10 ma/cm

& ’ R o)

Computer code simulations show that the tim-
ing of peak compression und maximum neutron
production in intermediate-density implosions de-
pend on both the target design and irradiation con-
ditions. For the targets discussed here. LASNEX
calculations predict that peak burn occurs ~150 ps
before maximum compression.3? Thus, provided the
pusher and fuel are not severely mixed at the time of
peak neutron production, fucl densitics determined
from mecasurements of pusher arcal density will in
general be conservative (lower than the peak valuc).

To simplily the problem of determining the fuel
density at peak burn, our simple model rests on four
assumptions:

® Spherical symmetry.

® Conservation of both fuel and pusher mass.

@ Uniform (though different) pusher and fuel
densities.

® No mixing of pusher and fuel.

We will show later that relaxing the assump-
tions of mass conservation and uniform density dis-
tributions result in moderately higher calculated
fuel densities for a given measured pAR, while the
effects of mixing and asymmetry produce reduc-
tions by (at most) a factor of about 2.

Thin-Walled Targets

Given the assumptions listed above it is
strajightforward to show that the statement of con-
servation of muss for the pusher and the fuel can be
written

" ,,,ALL(A_R)Z
o pAR Rl‘ 3 Rf
A R NPT S S s ¥
°ro, 202Ry AR 1 faRg\?
o — = [ —

Ry 3\Rgy

. 23

where p is pusher density, gy is fuel density, Ryis fuel
radius, and AR is pusher thickness; initial-state
values are distinguished from final values by the
subscript 0. If in addition we are dealing with thin-
walled targets and final experimental conditions
such that

aR
0

Fyh 1 AR <, 249)
0 Re

then Eq. (23) immediately simplifies to

[T Go(pAR)3’2 . :25)

where Gg = lzm/(poAR'_)):‘/Z is a parameter com-
posed of measured intial quantities. We observe
that given our initial assumptions. a measurement
of pAR at the time of peak D-T burn allows a direct
and simple calculation of the average fuel density
without independent knowledge of the pusher den-
sity or thickness.

Thick-walied Targets in the
Abseace of Mixing
In most 1argets and final compressed-fuel con-

ditions of interest. however, even if ARg/Rg < L.
AR/Re<i<] (and may indeed be >1) and Eq. (25)



will significantly underestimate pp. Yet it turns out
that knowledge of the relationship between prand
pusher density p at the time of peak burn is suf-
ficient to establish the more general relationship.
pr = f(pAR). Siill using the four assumptions out-
lined above, the conservation of pusher and fuel
mass [Eq. (23)] can in this more general case be
manipulated again to yield an expression between pr
and pAR of the form

£ =Gl M, Mstpak)¥? | o)

where M is the pusher mass, My is the fuel mass, «
= p/pg (the ratio of pusher density to fuel density at
the time of peak burn) and

-3
3 My 13 /
. (2 ) 2
Gen MP' Mf) “\an (l+aMr) ! - @D

Thus, if « is relutively insensitive to variations in
targel parameters and performance, G will be (in
the first approximation) a target-geometry-
dependent constant given by the initial conditions,
and we find that even in the more general case we
have a very simple relationship between prand pAR.
By invoking continuity of pressure and tem-
perature across the pusher-fuel interface at the time
of peak D-T burn, then for silicate glass pushers and
equimolar [D-T fuel we find that at the interface

16

T e—— 28
Lot (28)

where Z is the average charge state of the pusher.
Here we assume that

@ The pusher und D-T are perfect gascs.

@ Attheinterface, the D-T ion temperature is
equal to the electron temperature: this assumption
is satisfied except for transiently in the target center.

® The pusher is in thermat equilibrium with
the fuel electrons; for target sizes used in current ex-
periments this assumption is also satisfied.

For our first estimate of the functional
relationship between pgand pAR. we will therefore
assume that Eq. (28) is valid throughout the fuel
and pusher, and use the D-T ion temperature at
burn time. T. 10 evaluate Z. (We will later in-
vestigate the effect of fuel temperature equilibrium
as well as nonuniform fue! and pusher density dis-

tributions.) We choose T to evaluate Z ber ause:

@ T, the spatially and temporally averaged
D-T jon temperature at burn time, is the tem-
perature most directly inferred from the target
neutron yiceld.

®  Almost %% of the fuel mass lies beyond
Rg/2, where the temperature ratio approaches 1.

@ Even the transient ratio of e¢lectron to ion
temperatures is much less than two.

Tuking the specific case of $i03 pushers and us-
ing T ~ 0.4 keV as un approximate lower bound for
the average D-T fuel temperature at peak burn, Eq.
(28) becomes

p=apg , 29)

where 1.5 2 o 2 2.0, and the upper and lower limits
correspond to Z ~ 7{(T ~04dkeV)yand Z =10
for fully ionized SiO, (T = 1 keV), respectively. The
lower bound of T ~ 0.4 keV was chosen because
temperatures much lower would result in neutron
vields too low to allow determination of pAR by
neutron activation. Thus, for target performance of
interest (T 3 0.4 keV) the total variation in o is
relatively small, and we can cnsure a conservative
estimate of py by assuming o = 2 throughout the ex-
perimental parameter range (T 3 0.4 keV). Curve 1
in Fig. 6-71(a) is a plot of Eq. (26). assuming « = 2,
for a 10X target of the type shown in Fig. 6-70.
If & more accurate value of « is desired,
however, we note that for T less than a few keV,
neutron yield is u very sensitive function of the D-T
ion temperature. %%l Assuming that the D-T fuel
conditions do not vary significantly during the
burn, that burn time (10% to 90%) is approximated
by the final radius R¢ divided by the D-T-ion sound
speed. and given the D-T Maxwell-uveraged cross
section.® we can estimate the neutron yield as

N>2x 1027(pm2 Rm4)cz/3 23 (2_) 130)

€xp T3 '
where T isin keV, Rygand ppare in cgs units, and C
is the fuel compression.

Figure 6-72 shows the result of solving Eq. (30)
for the final D-T ion temperature as a function of
neutron yield. for 10X targets as shown in Fig.
6-70(a): in experiments a1 Shiva (previous artick) a
{uel density for these targets of up to 10 times liquid
D-T density was diagnosed using neutron activa-
tion. The curves show that for a given N. the final
temperature is not a strong function of the final
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density. Thus a simple one-time iteration will suffice
w give T sufficiently accurately to determine a.

Nonuniform Pusher Density
Distributions
We can now investigate the eifects of relaxing
some of our earlier assumptions. In the above
analysis we have assumed that whik fuel and pusher
density have different valaes. they were each un-
iform with radius. As mentioned previously. a fuel
density variation with radius will 201 affect the ac-
tivaiion of pusher material for ary given valuc of
AR, as long as the variation is spherically sym-
metric and no mixing has occurred. There aze many
bl ibk her densty distributions.

Y P

however, that could greatly affect the pusher activa-
tion. If a portion of the pusher material is ablated
during the implosion and thas significantly decom-
pressed, then for a given average fuel density the
pusher areal density will be less than in the case of
uniform compression of all pusher material at burn
time. In this case, curve 1 in Fig. 6-71(a) would un-
derestimate the fuel density for a given (measured)
PAR by approximately the amount of noauniform
compression: if 20% of the pusher mass of a 10X
target is ablaled away. pr would be approximately
20% higher than is implied by curve 1.

While the effect of disequilibrium: on fuel tem-
perature conditions is a reduction in implied den-
sity. the restlt is relatively insensitive to the tem-
perature ratio. Even assuming a D-T ion tem-
perature that is twice tbe electron temperature
throughout the fucl region. the refationship of gy
and pAR will see oniy a 25% reduction.
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Nonuniform Radial Density

In investigating the effect of nonuniform radial
density (and consequently pressure and tem-
perature) distributions, we will still usc T (the
spatially and 1emporally averaged D-T fuel tem-
perature) to evaluate (Z', and still consider Eq. (28)
valid a1 the pusher-fuel interface. Simulations®® in-
dicate that for our 10X 1arget the pusher is
decelerating near peak neutron production, so the
most realistic configurations give density distribu-
tions that arz peaked at or near the pusher-fuel in-
terface. With the tools developed above. it is thus
relatively easy to evaluate the cffect of such non-
uniform density distributions.

Curves 2 and 3 in Fig. 6-71(a) show the result
of determining pr from the neutron-activation-
determined pAR, for two such peaked density dis-
tributions. The aclual density-vs-radius distribu-
tions used in the putation are indicated (drawn
10 scale) in Fig. 6-73: rather than attempt to explore

a variety of analytical expressions for p(R), we have
chosen these two generic distributions as examples.
The numerical results quoted below are relatively
insensitive to shape perturbations. For a given
average fuel density, the effect of a nonuniform fuel
distribution is to alter pAR from the value of the
uniform density case.

We can now find pAR by evaluating the actual
integral, [p(R)dR. We note that the density distribu-
tion in model 2 in Fig. 6-71(b) (similar to that
predicted by detailed computer simulations®!) in-
creases the implied average pp for a given pAR, and
that moving the peak in the pusher density distribu-
tion away from the interface, as shown in model 2,
brings the average p; vs pAR back (approximately)
towards the isodensity result. A pusher density dis-
tribution could be generated that would reduce the
average pp by a faclor of 2 or 3 from the isodensity
curve; this, however, would require a pusher density
distribution similar 10 mode} 3 as shown, but with a
peak pusher density of ~10 times the average fuel
density at the time of peak neutron production.
Such high densities do not occur because the adj:-
cent SiO5 glass and D-T are thermally coupled, and
due to the finite time for the stagnation shock to
propagate to the outer glass, the pressure on the
outer glass is much less than the pressure on the
D-T.

In the absence of mixing, the assumptions of
conservation of mass and uniform density distribu-
tion in the pusher and fuel are thus ween to give a
conservative cstimate of average peak fuel density pp
as determined by pAR. In our discussion of the ef-
fect of mixing, we will therefore limit curselves to
the case of uniform density distributions.

Effects of Mixing

During the final stages of implosion. the dense
pusher wili be decelerated by the lower-density D-T
fuel. In this situation, the pusher-fuel interface can
suffer significant growth of spatial perturbations via
Rayleigh-Taylor instabilities. This instability can
result in significant mixing of the pusher into the D-
T fuel. The mixing process is (hus dynamic rather
than diffusive. driven by the density gradient at the
interface. and can be visualized as the final breakup
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of the wavy pusher-fuel interface and resultant in-
termixing of adjacent pusher and fuel “pockets.” In
addition, since adjacent layers of fuel and pusher
mass are isobaric and isothermal, the ratio of
pusher 1o fuel mass in the final mixed layer should
be comparable to and probably no greater than the
density ratio prior 10 mixing.

Simulations consider the upper unit of mix at
burn time as when the pusher mix has affected ap-
proximately 2/3 of the fuel mass.%! To ensure un
even more conservative estimate on the effect of
mixing, we will consider the situation when, at peak
burn, the entire fuel region s involved in the mixing
process; e, the ratio of pusher to fuel density at the
inferface, will be used fer the ratio of pusher to fuel
mass in the mix region. From the continuity of
pressure and temperature at the boundary of the
pusher-fuel mixture and the pusher we thus have

p= Pyt o =apptp =2app an

16
D+l
where pc is the pusher density in the core (i.c., in the
pusher-fuel mixture), and 1.5 2 « 2 2.0 as before.
Invoking conservation of fuel and pusher muss,
together with the assumption of uniform density
distributions, we can proceed as in the no-mix ex-
ample, and it is again straightforward to show that
{see Eq. (26)]

pp=Gla, My, MOGARIE |

where
3 1M o
=4 ,_L' 3 1 _
Ga, Mg, M = M, |47 *2a [(2 * faMf) ] :

(32)
Here (pAR)crris the effective [pdR as determined by
the neutron activation diagnostic, and not simply
JpdR as in the unmixed case. The factor of 3/4 in
the expression for G(e, M, My comes from the
assumption {in computing the contribution to
(pAR)cg] that the neutrons are produced
throughout the mixed core.

Equation (26) is plotted as curve 4 in Fig.
6-71(a), again using the conservative value of a = 2;
the corresponding density-radius distribution
(model 4) is shown in Fig. 6-71(b). We sce that even
with this severe degree of mix and with « = 2, the
implied pyis reduced only by a factor of 2 over the
unmixed case (curve and model I).

Since in the actual situation the outer layers of
the pusher arc cooler than the hot centrul fuel
region, mixing of the pusher and fuel involving any
significant amount of pusher mass would result ina
reduction of the fuel ion temperature and conse-
quently a reduction of the burn rate in the mix
region. Let us therefore analyze a more realistic cuse
for which an inner region of the fuel (say, R < Ry/2)
remains unmixed, and assume that the ion tem-
perature in this region is ~2 times that of the mixed
region, such that the ncutrons are preferentially
generated in this hot, unmixed region. [n this case,
the reduction in implied py for a given (pAR)yy is
only 35%. Relaxing the assumption of no pusher-
mass ablation, setting (Z) > 7, or relaxing the
assumption of uniform density distributions will all
again tend to increase the implied pp. Hence the net
error should be less than twofold, and curve 4 in
Fig. 6-71(a) is clearly a conservative lower bound of
the effect of mix.

Although we do not show the calculations here,
it is casy to show that only extreme deviations from
spherical symmetry produce reductions greater than
10 to 20%. Such large asymmetries would be readily
observable in x-ray inicroscope images.

Comparison of Model with
Experimental Results and
One-Dimensional Simulation

We now use this simple model (based on the
four assumptions) to predict the fuel densities ob-
tained in the actual intermediate-density experiment
series, and compare them with detailed one-
dimensional computer modeling. As mentioned
earlier, a series of 140-uym-i.d., 5-um-thick SiO;
microshells coated with 15 um of CF; 4 and filled
with 10 mg/cc of D-T were irradiated at Shiva with
20 TW in a 200-ps (FWHM Gaussian) pulse 28 The
target-wall thickness in these experiments offers
greater pusher preheat protection against suprather-
mal clectrons than the thin-shelled exploding-
pusher targets. And, as a first step towards the
targets ultimately required for high-density implo-
stons, these multilayered targets were expected 1o
operate in a more ablatively driven mode?” and 1o
reach final fuel densities of ~2 g/cm? (10X liquid
D-T density). The target and laser parameters and
experimental results are summarized in Table 6-15.
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Using neutron activation, the average, elfective
SiO; pusher areal density at peak burn was deter-
mined in these experiments to be 5.6 (+0.8)
mg/cmz. Using Fig. 6-72, we observe that even tak-
ing our lowest experimental value for neutron yield
(1.3 X 10% and a most optimistic value for the fuel
density (4 g/cm3, or 20 times the liquid D-T density)
we find that the minimum possible D-T ion tem-
perature for these experiments is 1 keV; conse-
quently, « is found to be ~1.5. Using this value for
a in the uniform density distribution model, our ex-
perimental pAR’s produce the range of pf's plotted
as curve 1 in Fig. 6-73, which also gives the one-
dimensional caleulations,? indicated by individual
squares. Since the one-dimensional calculations im-
ply that the actual density distribution is more like
the one used for case 2 during the discussion of Fig.
6-71, however, we also show the fuel densities for
this case (curve 2) in Fig. 6-73.

The one-dimensional calculations for this ex-
periment show that peak neutron production occurs
approximately 150 ps before stagnation (or peak
compression). Thus we would not expect any ap-
preciable mix of the fuel and pusher at the time the
neutron activation measurement is made, and for
these experimental conditions the two curves 1 and
2 should provide a good lower and upper bound for
the fuel density at the time of peak burn. The
relatively good agreement between the detailed
computer calculations and the simple model gives
us confidence that average fuel densities of 6 to 8
times liquid D-T densities were obtained at the time
of peak burn. These results are also in good agree-
ment with high-energy x-ray zone plate results and
argon-imaging results from the same targets (re-
ported in the preceding article). -

The question of the final compressed density at
stagnation is more complicated, as in this case the
possibility of mix will have to be included. As we
have no diagnostic measurement of pAR at this
time, however, we can only use the densities found
at peak burn as a lower. conservative estimate of the

actual peak densities. For dillerent targets and laser
irradiation conditions under which peak burn and
stagnation may occur simultaneously, although
neutron activation will give us pAR at the time of
peak compression, we will have to seriously con-
sider the effects of pusher-fuel mix in order to inler
final fuel density.

Conclusions

With only a few physically justifiable assump-
tions we have shown that neutron activation
measurements of pusher areal density can be used to
infer final fuel density with uncertainties of less than
a factor of 2. Our simple modeling is in good agree-
ment with complex simulation codes which include
neutron production as well as all of the relevant
hydrodynamics. Using this model we have found
that pusher areal densities of 5.6 mg/cmz. obtained
in recent target experiments on the Shiva laser, im-
ply a fuel density of 1 to 2 g/cm3.
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