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Target Design 

Introduction 
The Target Design program at LLL combines the efforts of the plasma, code develop­

ment, and design groups, in 
• Developing theories of beam-plasma interaction, implosions, and thermonuclear 

microexplosions. 
• Building plasma and implosion-burn computer codes. 
• Using these theoretical and computational tools to design targets and simulate ex­

periments. 
In late 1979 a prototype of our high-density target design was irradiated at Shiva, and 

achieved sufficiently high neutron yield to enable an experimental determination of density. 
Preliminary measurements indicated that this target reached our prediction of approx­
imately 100 to 200 times liquid density—a several-fold increase over the 50 to 100 times den­
sity achieved earlier in the year. We have thus increased achieved density by two of the three 
orders of magnitude (from normal density to 1000 times liquid density) required for high-
performance ICF-reactor targets. Inferred thermonuclear parameters associated with this 
record density arenr as 5 X 10l4cm~:!-sandan ion temperature of 0.5 keV. 

During the last year we attained a record thermonuclear ion temperature of 13 keV 
with an unusual type of exploding-pusher target irradiated at Shiva; with another type of 
exploding pusher we equaled our record exploding-pusher neutron yield of 3 X I01 0, 
achieved in 1978. The discrepancy between this neutron yield and our 1977-78 prediction of 
10 i : is due primarily to our anticipation of a higher implosion symmetry and laser-light ab­
sorption efficiency than actually occurred, and secondarily to the effects of less laser power 
and a longer pulse length that we assumed. 

Advances in our modeling of energy transport and suprathermal electrons have greatly 
improved the agreement between LASNEX calculations and our high-density experimental 
data (x-ray microscope images, argon line images, and radiochemical measurements). 
Several of our laser-plasma theoretical predictions have been confirmed experimentally, in­
cluding the behavior of Raman scattering in 2-ns disk experiments, improved coupling in 
short-wavelength disk experiments, and delayed suprathermal electron generation in high-
density experiments, all of which play a key role in many of our ICF targets. On the other 
hand, analysis of our gold disk data has turned up small discrepancies which might be due 
to neglect of significant physical processes; experiments with more sophisticated diagnostics 
(for measuring the density profile, for example) are required to explore these discrepancies. 
Our plasma theorists have also formulated important nonlinear corrections to inverse 
bremsstrahlung, and improved our understanding of resonant absorption, filamentation. 
and Brillouin scattering. 

The newly developed Cray-1 version of our primary target design code LASNEX has 
twice the computing capability of the old CDC 7600 version. LASNEX atomic physics, 
Brillouin scattering, and multigroup diffusion physics have all been improved, and a Monte 
Carlo photon-transport option has been added. 

We have made advances in the design of targets for achieving 100 to 1000 times liquid 
density with Shiva, for ignition with Nova, and for high gain with reactor drivers. Scaling 
laws and analytic approximations for a number of critical phenomena are in good agree­
ment with the detailed experimental results. 
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Our predictions of fusion-reactor 
driver requirements have not changed since 
last year, nor did our calculated target gain 
curves change in 1979 (Fig. 3-1). We expect 
to achieve the conservative levels initially 
and then follow a learning curve leading 
toward the more optimistic levels. The 

"conservative-" estimate in the figure is based on conservative assumptions about implosion 
instabilities and thermonuclear ignition and burn, and assumes efficient beam-target coupl­
ing (with ions or short-wavelength lasers). Target designs based on these conservative 
assumptions will achieve ignition at the LLL Nova laser facility (including frequency doubl­
ing) and at the Sandia Proton Beam Fusion Accelerator (PBFA II). Ignition is defined as 
energy deposited in D-T by thermonuclear heating, which equals thermal energy in DT due 
to implosive heating. 

Author: J . II. Nuckolls 

High-Z Disk Modeling 
In the pas! year « t have continued our efforts 

at achieving classical (inverse hremsstrahlung) ab­
sorption of laser light incident on disk targets. 
'"Shiva 2-ns Disk Experiments" in Section 6 of this 
annual report describes in detail the highly suc­
cessful results of this effort, which has achieved 80'v 
absorptions with gold disks both at Argus (uiing 
0.53-jum light. 600-ps pulses, and rnid-l() I J VV c m : 

intensities) and at Shiva (using l.06-pm light. 2-ns 
pulses, and mid-10 1- 1 W/cm" intensities). Thus we 
have moved deep into the efficient inverse-
bremsstrahlung absorption regime. 

These experimental data supplement basic 
theoretical progress made in the past year on the 
process of inverse bremsstrahlung and on its com­
petition with stimulated Brillouin scattering. (The 
theory is described in detail in several articles in this 
section that deal with laser-plasma theory and 
simulation.) Some aspects of this theoretical work 

were incorporated into our LASNKX modeling 1 of 
the disk experiments, and the improved model has 
been tested by comparing its predictions with 
previous disk experiments' and with the abovemen-
tioned Argus and Shiva data. The data present a 
formidable test for the model, as the experimental 
parameters involve factors of 2 in laser wavelength. 
10 in pulse length and spot si/e. 20 in target Z. and 
100 in intensity. 

In this article we describe the effects of our 
various additions to the modeling and show com­
parisons with our experimental data. We find the 
model's absorption predictions to be below the ex­
perimental results, implying less severe inhibited 
electron transport or additional absorption 
mechanisms such as ion acoustic turbulence. In ad­
dition, we consider some simple models of inverse 
bremsstrahlung absorption and compare their scal­
ing predictions with the LASNEX simulations and 
experimental data. 

The Simulation Model. Before describing addi­
tions lo the model, we briefly review the elements of 
the standard disk calculational model, which has 
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been shown to give good agreement with previous 
data.1 

• A portion of the incident energy is com­
pletely discarded from the modePs calculations, to 
account for stimulated scattering. The amount dis­
carded is determined from previous experiments; 
theoretical arguments are used to scale from one ex­
periment to another. 

• The light is absorbed by inverse 
bremsstrahlung on its way to the critical-density 
surface, where some 20rf of what remains is ab­
sorbed into a hot-electron spectrum to simulate 
resonance absorption. 

• The thermal-electron heat conduction from 
critical and below (the regions where the light is ab­
sorbed) to the (ncrdense plasma is inhibited by the 
2-slream mechanism: the inhibition factor varies 
from I to 0.02 as ZT t T, varies from 3 to .10: above 
30 the factor remains at 0.02. 

• Since conduction is inhibited, steep tem­
perature and density gradients form at critical. An 
atom moving rapidly across these sleep gradients is 
out of equilibrium, so the model must use non-LTE 
calculations of the mean atomic population levels 
and of the equation of state. 

One of the major improvements in this model is 
the "l.angdon factor" that reduces the classical ab­
sorption due to nonlinear effect;.." In inverse 
bremsstrahiung the electrons oscillating coherently 
in the laser*s E-field collide with an ion and become 
isotropic. Since collision frequency scales as v~\ the 
slowest electrons absorb most efficiently, thus 
heating up and speeding up. depleting the distribu­
tion of the slow, efficient absorbers. Usually elec­
tron-electron collisions will restore a Maxwellian 
distribution, thus repopulating the depleted low-
energy portions of the field. For high-Z targets, 
however, eleclron-ion collisions (inverse brems-
slrahlung) occur Z times faster than the elec­
tron-electron collisions, so the depletion of the 
slow, efficient absorbers continues, thus reducing 
the net absorption. The figure of merit for this 
process is a = Z(v5sc 'v;h). Calculations by Langdon 
show that for a > 10. the inverse bremsstrahlung 
absorption opacity should be reduced by half." For 
a *S 0.1 there is no correction (the nonlinear effect is 
negligible) and for intermediate values of a the mul­
tiplier varies smoothly from 1 to 0.5. 

We have also changed the way a one-
dimensional problem is set up. Instead of a pure-

disk (rectangular LASNEX zoning) we now use a 
portion of a sphere whose radius of curvature 
equals the illuminated spot-si/e diameter. The 
spherical divergence of the underdense plasma then 
mocks up. in one dimens. ^n, the two-dimensional 
effect of large plasma blow-off. Comparisons with 
two-dimensional runs show that this one-
dimensional method of running the code indeed 
mimics major two-dimensional features. 

Although considerable progress has been made 
in understanding the competition between inverse 
bremsslrahlung and stimulated scattering in large 
tinderdense plasmas, ihe need for more sophis­
ticated research remains an area for major improve­
ment in ihe model. Many physical effects determine 
the amount of scalier, including reinforcing effects 
(such as lighl reflecting hack off the critical surface) 
and weakening effects (such as connective damping 
of the scattering in the presence of a density 
gradient). These effects and others are sti'l being 
studied theoretically before they can be incor­
porated inlo the LASNEX code. The Brillouin scat­
tering model currently incorporated inlo LASNEX 
(discussed later in this section in "Brillouin 
Backscattering Model in LASNEX") has shown 
great promise. Since this addition to the basic model 
is still undergoing \igorous development, however, 
the work referred to in the remainder of this article 
does nol include this addition. 

Simulation Results. On our first set of runs we 
reinvestigated results for Au disks irradiated at 
Argus for I ns with 1.06-pm lighl. Figure 3-2 shows 
absorption predictions \s intensity for these shots, 
for two different inhibition models: classical con­
duction, and 2-stream inhibition of thermal elec­
trons. Recall that these results arc nol corrected for 
scattering losses. As intensity increases the 
background temperature rises, lowering collision 
frequencies and thereby reducing inverse brems­
strahlung. The classical conduction model trans­
ports more energy into the overdense plasma and 
blows out r.uire plasma into a shallow gradient, thus 
increasing the absorption as compared lo the in­
hibited model. In addition, the inhibited model bot­
tles up the energy in the absorption regioh, increas­
ing its temperature, which reduces the inverse 
brem..strahlung as compared to the classical model. 

Figure 3-2 also shows the absorption predic­
tions with a correction for stimulated scattering. 
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Fig. 3-2. Absorption prediction (for eitker classical or iaMMted coadactioa models) vs laser intensity. Dotted liaes are Ike same curves 
corrected for stimulated acatteriag losses. Experimental points (marked with an E) are from I.06-fim Argus laser light on Au disks with 
1-ns pulses. 

10 1 4 10 1 5 10 1 6 10' 

Laser intensity (W/cm3) 

deducui from experiments. Note thin the ex­
perimental points lie between the two corrected 
predictions; since previous modeling did not include 
the Langdon factor, absorption predictions were 
higher, thus making the inhibited model match the 
experiment. The possible implications of these new 
results are either that the 0.02 inhibition factor is 
loo severe, or that %ve have not modeled other ab­
sorption processes (such as ion turbulence) which 
would increase the absorption prediction and bring 
the inhibited model back into agreement with ex­
periment! data. Despite the new absorption results, 
though, the inhibited model does predict the correct 
amount of energy lhat is radiated (in the range from 
100 to 1500 eV) from the disk, whereas the classical 
conduction model predicts too much. This effect is 
due to the fact that the radiation is produced most 
efficiently in denser material, which is heated more 
efficiently under classical conduction conditions. 

As mentioned earlier, we now have a broader 
data base with which to compare the model. Figure 
3-3 also shows absorption predictions vs intensity 

Fig. 3-3. Same as Fig. 3-2, but for l.OcWim Shiva laser light 
at 2 ns. No corrections were made for stimulated Brillouin 
scattering due to uncertainties in the actual amount of scat­
ter. 

Laser intensity (W/cm ) 

for the classical and inhibited model, but for 2-ns 
experiments at Shiva. Corrections for scattering 
have not been made and cannot be experimentally 
estimated at this time. It appears, as before, that the 
uncorrected inhibited model matches the experi-
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Fig. 3-4. Same as Fie. 3-3, but for CH disk targets. 
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to the 1-ns data) slightly increased inverse 
bremsstrahlung at lower intensities (as expected) 
but apparently did not increase the stimulated scat­
tering. Secondly, the parylene with much lower Z 
absorbed nearly as well as the gold These questions 
will be dealt with shortly. 

Scaling Laws. As we sweep from low tc high in­
tensity we pass from the very strong inverse 
bremsstrahlung regime :o the weak one (with 
Brillouin scattering increasing all the way along). In 
this section we present results of scaling laws foi in­
verse bremsstrahlung (and stimulated scattering) in 
both limits, by setting (f l h s I) equal i"> n T 1 -. 

The vcak absorption limit, in which f.lh, = 1 -
exp(-f) * f ~ iVi(n c)(n/n c) 2L, yields 

-<Zr)°' 6r aV 2- 0 (1) 

Fig. 3-5. Absorption vs material, for Argus 600-ps la»r light 
at 0.53 (im incident on Au or CH; 1 = 3 X 1014 W/cra2. 
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ments quite well, with the probable outcome that a 
stimulated scattering correction would result in the 
experimental point's lying squarely between the two 
models' predictions. Figure 3-4 shows precisely the 
same behavior for CH. 

Figure 3-5 shows green-light results with CH 
and Au at 3 X 10 1 4 W / c m 2 for 600 ps. The 
LASNEX curves are uncorrected for stimulated 
scattering. However, in this case there was ex­
perimental evidence that such scattering was 
negligible. Thus, the inhibited model fits these data 
better. 

There are two surprises in these 2-ns data. 
First, the longer pulse and scale length (compared 

12) 

These equations (and thos•: that follow) were 
derived assuming that the density scale length, L, 
scales as C\ - ~ Tj 2. This assumption is somewhat 
questionable for at least two reasons. First, for very 
long pulses spherical divergence disturbs this rela­
tion. Second, for high intensity there is a steepening 
of the critical surface and a shortening of scale 
lengths. 

Since the quality factor Q (a measure of the 
amount of stimulated scattering) scales as (v l l M . /v c ) -
(L/A), using Eqs. (1) and (2) we find 

Oc MI r) ,0.8 v-0.2 (3) 

In the strong absorption limit' 1 fa|,s = I and the 
absorption occurs at lower density [n a = njl-a/'l-n'. 
where l . a is defined as c" 1 f0" i-a (n c ) (n /n c ) : dx = I ]. 
We find 

and 

T - < Z r l V > 0 - 2 

Q S B S - . , « x " z - ° - « 

(4) 

IS) 

We now consider the scaling with each 
parameter individually. Shorter wavelengths lead to 
greatly increased inverse bremsstrahlung [Eq. (I)] 
and decreased scattering [Eqs. (3) or (5)]. These 
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scalings were reflected in the high absorption results 
in the green light experiments. Lower intensity leads 
to higher inverse brcmsslrahlung [Eq. (1)] and 
decreased scattering [Eqs. (3) or (5)]. This was also 
seen in the low-intensity 2-ns Shiva data. In the low 
intensity-high absorption regime, scattering de­
pends only weakly on pulse length [Eq. (5)]. In the 
high intensity-low absorption regime, however, 
both inverse bremsstrahlung [Eq. (I)] and stim­
ulated scattering [Eq. (3)] are strongly dependent on 
pulse icngth, with stimulated scattering actually 
scaling slightly stronger with r. Indeed, there are ex­
perimental indications of this: for mid-101'' W/cm 2 

irradiations, the 2-ns result on An (60% absorption) 
is barely above the l-ns resi.lt 150% absorption), 
while for mid-101 5 W/cm 2 irradiations, the 2-ns 
result (25'."i absorption) is actually below the l-ns 
result (36"/i absorption). The lesson to be learned is 
that if w wish to absorb efficiently at long pulse 
l.-ngths by avoiding stimulated scattering, we must 
be sure to be in the strong inverse bremsstrahlung 
regime (by having low I and/or short A) where QSBS 
scales weakly with r. 

The only mystery that remains is in the Z scal­
ing. Equations (I) through (5) show that inverse 
bremsstrahlung should increase with Z, wi.iie SBS 
should decrease with Z, resulting in a higher-Z 
target absorbing better. The experiments, however, 
showed comparable CH and Au absorptions, as did 
the LASNEX code model. Study of this problem is 
underway, including the possibility that 

• The Langdon factor acts more strongly on 
Au (« = Z v 2

s c /v 2 ) than on CH, thus reducing the 
inverse bremsslrahlung for Au. 

• Two-stream inhibition is less effective for 
low Z (figure of merit ZTC/Tj). which would render 
the CH "uninhibited"; it would then absorb more 
efficiently than in the inhibited situation (which 
holds for Au). 

Since both the experiments and simulations run 
the full range from low to high inverse brems­
strahlung, we take as a global scaling law the 
geometric mean of the two limits, resulting in 

T e ^ 0 . 4 , 0 . 5 z 0 . 3 r 0 . 3 ( g ) 

This scaling has been compared to LASNEX runs 
for which we find 

T (LASNEX) ^ 0 . 4 , 0 . 4 Z 0 . 3 T 0 . 4 _ ( ? ) 

in reasonable agreement with Eq. (6). 
Conclusion. Our improved LASNEX model 

tracks many of the experimental trends which now 
cover a wide parameter range. An improved 
stimulated scattering package will help determine 
how well '.he model really stands up quantitatively. 
The nonlinear inverse bremsslrahlung correction 
lowers absorption which under many conditions 
implies the need for somewhat less inhibition or for 
invoking additional absorption mechanisms such as 
ion turbulence. On the other hand, LASNEX may 
be underestimating the absorption due to its in­
cluding the average temperature (suprathermals and 
Ihcrmals) in the basically nonlinear inverse 
hremsstrahlung phenomenon. 7 A y is thus too high, 
and reduces the calculated absorption. An ex­
perimental determination of density and tem-
pcature profiles would be extremely useTuI in 
ypecifying the correct physics to apply to the model. 
Finally, our simple scaling rules help to elucidate 
the experimental and code results. 

Author: M. D. Rosen 
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Electron Transport anu Preheat 

One of the key requirements in the design of a 
high-gain target is keeping the fuel at a low adiabat 
in order to facilitate very high compressions. When 
laser light impinges on the outside of a pusher two 
physical processes (diagramed in Fig. 3-6) may oc­
cur that could raise the adiabat and significantly 
degrade the implosion: 

• Laser-generated suprathermal electrons 
penetrating deep into the pusher may cause the 
preheated inside surface of the pusher to explode in­
ward, sending a shock wave ahead that preheats the 
fuel. 

• The large ablation pressure set up near the 
outside of the pusher (which will ultimately implode 
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the capsule) sends a shock wave through the pusher 
that propagates through the fuel as well. If the tim­
ing of this shock is premature, the fuel temperature 
will be raised too soon, thus making high compres­
sion more difficult. 

While our LASNEX code models these two 
phenomena (both temporally and spatially) quite 
accurately, it would nevertheless be useful to have 
simple analytic expressions for these effects. Such 
expressions would enable the target designer to pick 
the right place in parameter space without spending 
computer resources in a trial-and-error search for a 
low-adiabat implosion. In this article we develop 
such simple formulas, both for suprathermal 
preheat temperatures and for adiabat settings due to 
shocks generated by the ablation process. 

Suprathermal Preheat and Transport. In laser-
target experiments we usually monitor the high-
energy (20 to 100 keV) x rays produced when hot 
electrons slow down in dense material and emit 
bremsstrahlung. From the slope of that distribution 

we deduce T||, the suprathermal electron tem­
perature, and from its magnitude we find E H , the 
amount of energy in the hot electrons. Along with 
actual measurements we can appeal to theoretical 
predictions, since TH can be related to laser inten­
sity through particle codes4 and simple heories.5 

For conditions in which inverse bremsstrahlung ab-
sorpton plays only a minor role (high intensity, a 
short pulse, and a low-Z pusher). EH has been 
measured6 (and theoretically predicted7) to be in the 
range of 25 to 30% of the incident energy (100% of 
the absorbed energy). For longer-pulse, lower-
intensity irradiations we must rely on past 
experiments8 and LASNEX simulations which 
show- En to be only a few percent of the incident 
energy. 

How does a suprathermal distribution (charac­
terized by T H and EH) transport energy through and 
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deposit energy in a slab of material? What tem­
perature, T e v , does that material reach? Assuming 
an ideal gas and applying the simplification A a lOp 
(valid lor glass and gold), we find that 

T.„K + 1 ) « 7 X 1 0 5 e ( J / c m 3 ) , (8) 

*• he re e is ihe internal energy per unit volume. Tak­
ing ionization energy into account would slightly 
lower I: the ionization state Z can be approximated 
for gold as / a 1.6 Tit* and for glass as Z a 0.8 
I,',' !"o find T we need to know 

•ifl (9) 

A here \ is Ihe irradiated area. Thus, finding (he 
prch<:al lemperature al a distance x within a supra-
Iherm.'illy bombarded slab requires an expression 
lor dl dx as a function of x. 

We begin by hypothesizing an expression for 
the average dfi/dx. 

<li: - i ; 
dx UK) ' (10) 

where A is the range4 of an electron. (This equation 
is analogous lo a conventional energy loss, where A 
would be a mean free path along the direction of 
motion.) For energies between 10 and 100 keV, for 
solid material. 

• " $ • • $ * $ 
(fim) (11) 

This expression fits the energy scaling and coef­
ficient presented for aluminum data in Ref. 9. The 
sea irg of the expression with nuclear charge, ZN. 
includes the transport effect of multiple-pitch-angle 
scattering in high-Z material, which changes the 
direction of the electron without changing its 
energy. Thus the electron is taking a random walk, 
scattering randomly Z times before losing its energy 
lo a collision with another electron. This is the 
origin of \/Z"N in Eq. (11), since in a random walk 
the distance moved is the random step size times the 
square root of the number of steps. 

Substituting Eq. (U) into Eq. (10) yields the 
Thomson-Whiddington law, 

->-4-$f • (12) 

which gives the energy of a sample electron (which 
had energy Erjat x = 0) as it proceeds through the 
slab. In order to consider an entire distribution of 
electrons, we define the following quantities: 

r M ( v ) , N M ^ v H y 3 e x p [ - Q | , 

and 

<g(v» W s ( V d ( V 

giving, for T = Nil, 

thus, from Eq. (12), 

<>;.(x)>= / 4 « J f M ( » 0 ) ( ^ S ) 
Hlvu 

1/2 

(14) 

This gives an expression for the energy at some dis­
tance x within ihe slab when a suprathermal dis­
tribution has impinged on the slab at x = 0. For 
convenience we define Y = V/VH and L s 2X/AH-
Recall from Eq. (9) that we need to know dE/dx, so 
performing the differentiation of Eq. (14) yields 

im f5i f ,VV-L) -" ! «- J 
(15) 

We have evaluated the integral analytically (using 
the method of steepest descent) and checked the 
results numerically. For 1 < L < 100, a simple fit to 
the integral yields the elegant result, 
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dE_ 
dx " 

H 
P O i l o g . - L V["> 

(16) 
10* 

For thin samples (L « I) the right-hand side should 
be E H / 2 A H . Substituting Eq. (16) into Eq. (9) and 
then into Eq. (8) yields the final formula 

T „ ( Z + 1 ) » -
2 x 10 5 i : H ( J ) 

A(cm ) \||(cm)i logJ()L 
(17) 

where we recall the definitions 

and 

Z . = 0.8 T glass i 

*H=°-4Gii) v ^ 

1/2 

10 *(cm) 

Thus, given TH and En we can find T e v . And, as the 
pressure within the preheated material is. in the 
ideal gas approximation, 

P=(0.1)T (Z + DMB (18) 

the pressure can be found as well. 
Several refinements are required for this 

theory: 
• Suprathermals may be affected by electric 

fields set up by resistive cold-electron return 
currents and hence would not transport "clas­
sically" as is assumed here. 

• The temperature may be increased if 
suprathermals exiting the cold end of the slab are 
turned around by sheath potentials and redeposited. 
On the other hand, the temperature may be 
decreased since once the material is heated it ex­
pands, so that internal energy is converted into 
hydrodynamic energy, lowering T. 

• Theoretical predictions for TH and EH 
must take into account the losses of suprathermals 
as they reflect off the large corona in the underdense 
plasma. This effect reduces the original source TH 

and EH to that distribution EH.TH that actually 
deposits in the slab. The experimental measure­
ment, on the other hand, is the actual TH and EH 
depositing in the slab and emitting bremsstrahlung, 
so that is exactly the relevant EH and TH for this 
calculation. 

While the treatment presented here is based on 
the expression hypothesized in Eq. (10), a more 
careful treatment has been carried out by Caporaso 
and Wilson, l f l where the full diffusion equation is 
solved. The final result there is within 20% of Eq. 
(17) for I « L «S 100. 

Thus far we have calculated how the inside of a 
pusher is preheated. As far as preheating the fuel, 
the reader is referred to Ref. II. which relates 
specific internal energy deposited in the pusher to 
the shock it sends into the fuel as it explodes. Also 
calculated is the useful fraction f of the absorbed 
energy [in our case (OEH] that contributes to the 
shock heating of the fuel, since as mentioned above 
the hydromolion (explosion) begins as soon as the 
material begins to heat up. 

Shock Propagation. The other contributor af­
fecting the fuel adiabat is the main shock from the 
laser-driven ablation process. There are many 
papers in the literature that relate the ablation 
pressure, P,\. to the laser and target parameters; the 
reader may choose his favorite. Given a pressure 
wave of strength P,\ propagating through the 
pusher, how will the fuel be shocked? Standard 
hydrodynamic theory'- predicts that the shock 
speed effectively doubles as it leaves the heavy 
pusher and propagates into the cold gas fuel. Strong 
shock theory relates P loprjvf so that 

P f M p f A (19) 

where pf and pp are the initial fuel and pusher den­
sities, respectively. Typically pr = 0.01 and p p a 2; 
thus, the fuel is shocked with a pressure that is 1 /50 
the pusher pressure. The timing of the shock can be 
approximated through the strong shock relations 

t 2 _ ( T + 1 > P A 

2e„ 

(20) 
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where AR is the pusher thickness. The temperature 
of the post-shock-heated pusher is roughly 

T e v ( Z + l) = 2.5PA(MB> : (21) 

this is the same ideal equation as Kq. (18) except 
that the density is assumed to be shocked to 4 limes 
its initial density (strong shock theory states that //.. 
= (7+ D/ (7- l)Po=4p(,forT= 5/3]. 

liquations (21) and (17) should be compared in 
practice to get a feel for what sets the udiabat—does 
the preheat dominate or does the shock? 

We have done experiments1,1 to measure both 
preheat and shock at the backs of samples: TH and 
(in were also measured in the experimei.ts. liqua­
tion (17) successfully predicted the observed preheat 
temperalutes: l.qs. (20) and (21). along with a 
reasonable model for \'\. successfully predicted the 
strength and time of arrival of the shock signals. 
Comparisons with the I.ASNFX code were also 
quite favorable. These successes give us confidence 
in the validity of our simple theories. 

Our ability to calculate the fuel adiabat from 
given laser and target parameters gives us the first 
ingredient of a simple implosion model: work on 
completing the model is under way. 

Author: M. D. Rosen 
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Nuclear Preheat Calculations for 
Heavy-Ion Fusion 

Some of the energetic heavy ions incident on a 
fusion target will produce nuclear reactions. 
Typically the velocities of the reaction products are 
comparable to the velocity of the beam. Thus the 
energy of a reaction product is roughly proportional 
to its mass: its charge. Z, is also roughly propor­
tional to its mass and to its energy. 

At a given velocity, ion energy loss per unit 
length is proportional to Z". The energy of the beam 
and reaction-product ions, though, is proportional 
to Z. Thus the reaction fragments can penetrate 
more deeply into the target than the beam ions. In 
some cases these fragments may penetrate into and 
preheat the fuel; it is therefore important to deter­
mine if this preheat is large enough to have a 
deleterious effect on target performance. 

A high-gain, ion-driven target of the type 
shown in Fig. 3-7 can tolerate a fuel preheat of 
about I0 4 ,1/g (Ref. 14). The beam energy required 
to drive such a target is about I MJ per mg of fuel. 
Thus the fuel can tolerate preheat corresponding to 
about I pan in 105of the beam energy. Fortunately, 
only I to I 1% of the beam energy arrives early 
enough to contribute to preheat, so that I part in 
10' to I0 4 of the beam energy can be deposited in 
the fuel without serious consequences. For more 
complicated multishell target designs one must also 
consider preheat in materials other than fuel. For 
the designs we have considered, the allowable levels 
are also on order of 10 J/g. but in some cases this 
figure represents the total energy input and not just 
that arriving in the first 1 to 10% of the pulse. 

In order to investigate the nuclear preheat level 
quantitatively we have written a computer code 
which calculates the energy deposition of beam ions 
and nuclear reaction products as a function of 
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Fig. 3-7. Section of a spherical ion-beam fusion target. Ad­
ditional details about this type of target are given in the 1976 
Annual Report.14 

High-Z tamper 

Low-Z pusher 
seeded with 
same high-Z 

material 

penetration into a planar slab, consisting of layers 
of different materials to simulate a target. The 
angular distribution of the incident ions with 
respect to the normal is chosen to approximate the 
distribution expected with respect to the sphere 
radii under plausible assumptions about target radii 
and beam focusability. Since detailed differential 
nuclear-reaction cross sections for the multitude of 
possible fragments are not available at energies of 
interest for heavy-ion fusion (~1 to 20GeV). we 
assume that 

• The tclal cross section is geometric. 
• About 20% of the nucleons are emitted as 

neutrons or isotopes of light elements (H. He. or 
Li). 

• i he multiplicity of other nuclear fragments 
increases slowly with increasing atomic number, 
with the multiplicity values constrained by baryon 
conservation. 

Thus according to our simple model about 20 
light nuclei are emitted per interaction, and the 
probability of emission of any particular heavier 
nucleus is on the order of 1%. All fragments are 
assumed to have the same velocity as the projectile. 
The use of geometric cross sections is adequate for 
our purposes, as long as we use an incident ion 
beam that does not have a large cross section for 
electromagnetically induced fission. 

Figure 3-8 shows the results of a typical 
calculation for 10-GeV heavy ions incident on a 
typical high-gain, ion-driven target. Note the jump 
in deposition at the interface between the high-Z 
layer and the low-Z layer behind it: the interface 
between the low-Z layer and the D-T fuel occurs at 

Pig. 3-8. Energy deposition as a function of penetration. The 
contribution of nuclear debris to energy deposition in the fuel 
has been multiplied by 10'' to make it visible. The fuel region 
extends to 0.2 g/cm in this calculation although it would be 
much thinner in an actual target. 

300 

200 

100 

Low-Z/fuel interface 

HiqhZ/low-Z 
interface 

Nuclear contribution—•yf ^ t 
(X 10 3 | I. 

_L 
0.1 0.2 

Penetration (g/cm 2 ) 

a penetration of 0.16 g.'cnr. We have ignored 
statistical range straggling in this calculation 
because it is not important for calculating nuclear 
preheat. (We do include straggling in our target 
design codes.) Because straggling has been ignored, 
all incident ion beam deposition stops at 0.158 
g.'cirr: thus the energy deposition in the fuel repre­
sents only the nuclear preheat from the reaction 
products. The product of density and thickness of 
the fuel is about 10"' g.cm\ so we can easily es­
timate from Fig. 3-8 that the energy deposited in the 
fuel by nuclear debris is less than I part in I0 5of the 
total beam energy and is thus too small (by 1 or 2 
orders of magnitude) to be significant. It is not 
possible to construct a multiplicity model that in­
creases the calculated preheat by an order of 
magnitude without violating baryon conservation. 

We conclude that the preheat produced by 
nuclear reactions of 10-GeV heavy ions is not 
significant for the target design considered. 
Preliminary calculations show that this conclusion 
is also true for multishell targets, and seems likely to 
be true for neatly all types of targets. To verify this, 
we plan to extend detailed calculations to a wider 
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range of ion kinetic energies and targets. The ac­
curacy of our energy-deposition code will be im­
proved by more realistic modeling and by com­
parison with experimental nuclear data as they 
become available. Note, however, that while such 
d.tt.i are useful for precise target design work, they 
.:.'.• ;wt needed to establish the feasibility of heavy-

r l t 1 iL IMOn. 

\uthor: R. ( ) . BanRerter 
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Overview: Laser-Plasma 
Theory am? Simulation 

in l<*79 we continued to address critical laser-
plasma coupling issues which impact target design. 
Particular attention was given to processes which 
arc operative in the large underdense plasmas that 
characti-'i/e reactor targets: hot-electron generation 
'. la the Raman and 2-plasmon-decay instabilities. 
stimulated lirillouin scattering, and self-focusing 
and filainenlation of the laser beam. Based on an 
examination of options for improving the coupling 
we chose to undertake experiments with shorter-
wavelength laser light, and measurements to date 
confirm our predictions of improved absorption 
and reduced hot-electron temperature. 

Progress in advancing our understanding of 
laser-plasma coupling was made in many different 
areas. The theory of inverse bremsstrahlung was ex­
tended to include the self-consistent modification of 
the velocity distribution of the heated electrons. The 
classical absorption rate was found to be reduced by 
a factor of approximately two, by self-consistent 
modification of the velocity distribution, for many 
cases oi practical interest in high-Z plasmas. Our 
calculations of electron heating by Raman and 2-
plasmon-decay instabilities were extended to in­
clude large regions of underdense plasma; we subse­
quently found a sizable absorption into electrons 

with a temper-!'!"-e of ~ M> to !00 keV, provided 
there is a large region of plasma with a density of 
about one-fourth the critical density (0.25 n c). An 
experimental search for the Raman instability was 
initiated, and this instability was indeed observed. 
Ft rther investigations of electron heating via 
resonance absorption were conducted with simula­
tions of a capacitor model: these simulations 
allowed us to better assess the effect of the 
background electron temperature on the tem­
perature of the resonantly-heated electrons, es­
pecially in the regime of a severe steepening of the 
density profile. 

Calculations of stimulated Brillouin scattering 
were given a high priority: 

• We developed an improved model for the 
effect of self-consistent ion heating on the scatter­
ing. This model, which focuses on ion-tail forma­
tion, compares well with our computer simulations. 

• We discovered a possible enhancement of 
Brillouin scattering by light classically reflected 
from the critical density surface. 

• Our I.ASNEX model of Brillouin scatter­
ing was extended to take into account both ion tail 
formation and stabilization of the scattering by 
gradients in the plasma density and expansion 
velocity. Calculations using this model of the scat­
tering have been very promising, and are currently 
in at least semi-quantitative agreement with the ex­
periment. 

• In addition to calculating intensity profiles 
for filamenled light, we developed a simple model 
for the effect of filamentation on stimulated 
Brillouin scattering. 

Uncertainties in the plasma conditions and in 
electron transport continued to receive attention. 
Hydrodynamic calculations of steady-flow spherical 
profiles in the presence of electron transport inhibi­
tion were found to be in good agreement with a 
theory we had developed. We examined coronal 
energy losses into fast ions, and developed an im­
proved description of these losses. The effect of ion 
turbulence on enhancing the resistivity and reducing 
the heat transport by electrons was further ex­
amined both theoretically and in microwave experi­
ments. Finally, all these developments strongly 
recommend precise measurements of the plasma 
conditions in laser-irradiated targets. 

Author: W. L. Kruer 
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Nonlinear Inverse Bremsstrahlung 
and Heated-Electron Distributions 

We have found that when Zvfj/v; > 1 (where vo 
is the peak velocity of oscillation of the electrons in 
the high-frequency electric field of the laser. v c s 
(Te,'mc) - is the electron thermal velocity, and Z is 
the ionization state) laser-light absorption in a 
plasma via inverse bremsstrahlung results in a non-
Maxwellian velocity distribution for which the ab­
sorption is reduced by up to a factor of two com­
pared to the absorption in a Maxwellian plasma as 
usually assumed. Transport and atomic processes 
are also altered. Especially in materials with / » 1. 
but also for / = I. this is significant at intensities 
lower than those for which another absorption 
linearity (analyzed many limes before"'"19) is im­
portant, for which the measure is vjj/vj. This ratio 
may be expressed as vfj vj = 4 X 10""' IA" T 0. 
where I is the intensity in \V, cm". \ is the vacuum 
wavelength in jira. and T c is the electron tem­
perature in keV. 

Nonlinear inverse bremsstrahlung arises when 
Zvfj, v" > I. as electron-electron (e-e) collisions are 
not rapid enough to evolve a Maxwellian distribu­
tion from the flat-lopped velocity distribution 
produced by inverse bremsslrahlung. Consider the 
ratio of the e-folding time for electron heating to the 
e-e equilibration time r c c required to reestablish a 
Maxwellian distribution: the ratio is (thermal 
energy) J- H = ircv-;vf,. We have expressed the 
absorption in terms of v'o and r e 

(4(27T| " 3]n cZe4 In A mjv;.-. the same as the stan­
dard Maxwell-weighted e-i scattering rate"'"" (ex­
cept for a small modification""to In A). The heating 
time is shorter than rK (= r u Z) when Zvjj.'v; 5 3. 
in which case non-Maxwellian distributions are 
possible. 

In computer modeling of experiments in which 
inverse bremsstrahlung is thought to be the domi­
nant absorption mechanism, agreement with ex­
perimental data often requires that we invoke 
mechanisms which reduce absorption. Perhaps the 
effect described here has such a role in experiments 
on high-Z-doped glass disks. In these experiments, 
with intensities of ~10 1 4 W/cm 2 at wavelength 
1.06 Mm. electron temperatures of ~400 eV and Z ~ 
10 ("a conservative choice tending not to 
overestimate absorption"'"), we find v5/vj = 0.1. so 
the conventional nonlinearity 1 6" 1 9 makes only a 
1.5% reduction in opacity. Since Zvjj/v2. = I. 

however, the nonlinearity described here results in a 
40% reduction, comparable to other refinements--1 

invoked to improve agreement with experiment. 
The reduction in opacity found here has also been 
helpful in recent modeling of high-Z disks (see 
"High-Z Disk Modeling" earlier in this section). 

We derive the equation of evolution of the elec­
tron distribution function, f. due to e-i scattering in 
the presence of an oscillating electric field. For hi' « 
T0, there is good agreement between quantum and 
classical descriptions17-1'' except for modifications 
to In A. so for clarity we use a simple classical 
model."*-- Assuming uniform density and Held, the 
kinetic equation is 

St in.. "- av av 
•xy sr + C (f l . (221 

where A = (2 n c Z e 4 mj | In A in the usual notation: 
C^. is the e-e collision operator. Expansion in 
Legendre functions. f(v,t) = Hf|(v.l)P|(/u). simplifies 
the e-i collision operator. The first two equations in 
the expansion of Eq. (22) arc 

St in 2 S> \ 7 ° 
(23) 

and 

''"] el- P'O 2 S / , \1 2A ,. 
— I + V | , - —f , +( , . 124) 

where cl-.(t) mw = >.n cos u.-t. We have truncated the 
expansion by neglecting l'\ this implies vg v" « I. 
But the effects of \jj > \ j lor a Maxwellian distribu­
tion have been discussed extensively. anJ since our 
purpose is to demonstrate modifications that are 
possible even when vf ,« v--.. we are justified in mak­
ing this simplification. 

At intensities of ~ 1 0 1 4 the time-dependence of 
fj is predominantly at the high frequency w; it is the 
slow variation of f0 which is relevant. C 0 is eval­
uated using only f 0(Ref. 22, Eq. 7-71 b). As e-e colli­
sions do not much affect the oscillating flux ft, ex­
cept indirectly through the slow variation of f0, we 
drop C,. We thus obtain 
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f -J " —A n m v~ I dv »• 
3 t- c 0 

" W o / d v ^'o 

and 

M 3 v2 iu\v ; K / ' 

W i l l i 

L'l V I •" M U, 7... 

where r^( \ l = 2 \ v is the electron s c a l i e r rale 
and v., is defined h\ U.T 0,(V.J = I. I he rate ol u u n g e 
ol kinetic energy calculated I'rom I q. (26) is consis­
tent with ihe absorption in I q (25). 

The function g accounts for ihe changeover 
Irom the primarily reactive response of ihe faster 
electrons to ihe resistive response of the slow, 
stronels scattered electrons. lisuatK. collisions are 
ire.Ued as a perturbation on the oscillation of the 
enure distribution."'"-" i.e.. n ; a » 1 for all elec­
trons: .o g = 1 and. from Fq (26), absorption is 
MI',,|\ = I)) for \ ( | v c - 0. For Maxwellian I'D, this 
leads to the standard linear absorption re-
siili."'-'"--'•.-- Here, we see thai absorption is nf(1. 
c\ aluated » here g increases rapidly from = 0 to = I. 
i c . at the velocity v .̂ for which scattering and light 
frequencies are matched, "-'"^(vv) = I. Since \\ « v c 

in cases ol interest, ihe absorption is little changed 
bv this correction.- 4 

Numerical solutions illustrate the evolution of 
Id and its effect on abso rp t ion and other 
macroscopic properties. We use a numerical scheme 
s i m i l a r to one in Ref. 25 , in which the 
Fokker-Planck coefficients are calculated from f0 

without linearization, except that the energy con­
sistency between the finite difference forms of Eqs. 
(25) and (26) is preserved, and the rapidly decreas­
ing " ta i l" of the distribution is correctly represented 

(at least in thermal equilibrium): both properties are 
independenl of the spacing of the velocity /ones, 
which are larger at higher velocities. 

We cons ider first the effect of inverse 
hremsslrahlung alone, corresponding to the limit 
A,-, v - » I. An initially monoenergetic distribution 
diffuses and slows in balance so that no net gain in 
kinetic energy results |curve (al in Fig. 3-9). When 
electrons reach low velocities [such that ur c i lv) <• I) 
their loss of energy is slowed while upward diffusion 
of faster particles continues, so net absorption 
begins. This is ihe meaning of the result that the ab­
sorption rale depends on I'u at \ = v .̂. B> the time 
the eleclons have gained only II)'; in energy |curve 
(hi in I ig. I-1)]. In is close lo ils late-time form, 
described by a similarity solution of the form u" 
e\p (-v^ 5 u \ with u^ = v\vfll 6. which is derived 
from I q. (26) with g = I. l o r this distribution, the 

Fig. 3-9. Evolution of an initially monoenergetic distribution 
fn due (o e-i collisions in Ihe presence of an oscillating field; e-
e collisions are neglected corresponding to targe Zv0/vJ. Tile 
initial velocity, indicated by the dashed line, is 5.8 \itl. At 
first, electrons diffuse both up and down in balance so that ffl 

evolves greatly before it gains only 1% in energy (a). 
Thereafter, the slowest electrons cannot lose more energy, 
while others continue to diffuse upward, resulting in net ab­
sorption. When the energy has increased by 10% (b), fD is 
close to the self-similar solution (c), which is normalized to 
the same energy as (b). Both axes are linear. A change in ini­
tial velocity or in the constant A scales the times cor­
responding to curves laHc}, but does not alter their shape. 
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absorption is only 45'~r of what it would be if elec­
tron-electron collisions enforced a Maxwellian 
distribution. 

l o r a = / v n vj 5 I. e-e collisions alter the 
results only slightly, l o r example, with a = b the 
absorption is still only 49'r of its Maxwellian value, 
and inverse bremsstrahlung contributes equally 
with e-e collisions to diffusion of suprathermals 
into the "tail" of the distribution. With a = 0.5. the 
distribution is still depressed and flattened near v 
= 0(1 ig. 3-10). and absorption is reduced to (iTi of 
normal. When a is only 0.05 the reduction is 12';. 
I or any a. the reduction factor is I - 0.553 |l + 
((' :i ( . ) " " ! within ±0.005: sec also l ig . 3-1 I. 

1-ull quantitative evaluation of this effect re­
quires incorporation of spatial gradients and 
transport. In turn, the transport itself, and the 
degree of ionization. Z, are themselves affected by 
these d i s t r ibu t ions . Heat conduct ivi ty and 
collisional ionization are determined mainly by the 
tail of the distribution, which is truncated here. On 
the other hand, atomic recombination is affected h;. 
the slow electrons where our distributions are also 
deficient compared to a Ma.xwellian. Hnhanced ion 
fluctuations (above thermal level) act similarly to 
the high-Z condition in increasing the absorption 

Fig. 3-10. Distributions corresponding to various values of 
ZvJ/vJ, where vj s 'v 2V3. These are of course not steady-
state, but are distributions plotted as Zvj|/vJ decreases 
through specified values while the plasma heats up from a 
much lower temperature. Zv^/vJ» 1 corresponds to the self-
similar solution, and Zv*/-,* <.< ! is Maxwellian. 
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Fig. 3-11. Comparison of reduction in opacity by the non­
linear mechanisms of (a) this article, and (b) of Refs. 16-19. 
The abscissa of (b) is normalized to correspond to (a) for Z 
= 1 and etjual light intensity in circular polarization. If Z > 
1, (b) would remain closer to 1. Thus, for any Z and vj/vj < 
1, the mechanism of this article dominates. 

100 

ra te relat ive to t he e - e co l l i s ion ra te" ' ' ; t h e r e f o r e . 
n o n - \ 1 a \ w e l h a " . d i s t r i b u t i o n s a g a i n resu l t , al­
t h o u g h with a different d e p e n d e n c e t h a n d i s cus sed 
he re . ! mal ly . we n o t e tha t the n o n l i n e a r r e su l t s in 
Re t s . Ih to \K) a p p e a r to be i n a p p l i c a b l e to any in­
tensity o r i on i za t i on s ta te , b e c a u s e for \jj vj! ? I we 
find a m u c h la rger effect t h a n they d o . whi le for 
vfi \~ "". 1 the osc i l l a t ing e l ec t ron d i s t r i b u t i o n is no t 
even i so t rop i c , m u c h less \ l a \ w e l l i . m as they 
a s s u m e . \ co r rec t t r e a t m e n t of the l a t t e r s i t u a t i o n 
r e m a i n s to be d o n e . 

Author: A. B. I.angdon 
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Kosonan t Absorption 

Because ihe dominant laser-plasma coupling 
vi II.IIIIMIIS are enhanced in the relatively thin 

.: ' v il-ilciisii) laser, it is essential to devel >p a self-

.. -isisieni description of the dynamics the.e. He r e 
•it slum ih.H even weak resonant absorption- 7 acts 
-::"n«l\ upon (he hydrodynumic evolution of this 
reuuin. so .is to enhance resonant absorption and 
suppress other mechanisms. The coronal rarefac-
in'ii exhibits a step in density including critical and 
hoi plasma below the subcritical density at which 
!he tlo» emerges fiom the step. 

Driven resonant electron oscillations transfer 
absorbed energy to the plasma via wavebreaking. 
electing particles toward low density." These hot 
collisioniess electrons are confined by the elec­
trostatic potential, and subsequently pose two 
challenges to laser (inertial confinement) fusion: 

• To prevent them from preheating the 
target. 

• To use their associated energy to drive the 
implosion. 

Recent theoretical work""'" describes the scal­
ing of hot-electron temperature in the high-intensity 
regime: briefly, the laser beam or driven wave 
steepens the density profile from estimates based on 
the usual coronal rarefaction and thereby slows the 
increase of the hot-electron temperature with in­
creasing laser intensity. Here we present new and 
improved scaling laws for the temperature of hot 
electrons produced by resonant absorption in the 
modest-intensity regime: we define the modest-
intensity regime as that in which the driven wave 
pressure dominates the laser radiation pressure. We 
can thus justifiably neglect electromagnetism, as the 
laser's primary contribution to the system is energy, 

while in the high-intensity regime it contributes 
both energy and momentum. 

We have derived our results from a study per­
formed with the one-dimensional electrostatic parti­
cle simulation code E S I . 3 0 with which we in­
vestigated the scaling of energy, momentum, and 
charge balance of resonant electron oscillations in 
driven expanding plasmas. Our simulation code 
evolves the dynamics of an initially uniform slab of 
electrons and ions which expand into the vacuum 
under the influence of a high-frequency pump: the 
pump strength is independent of position in the 
critical region. This is the familiar infinite-
wavelength or capacitor model." 7 The pump fre­
quency is chosen to be well below the plasma fre­
quency of the initial slab. By mapping the hot-
electron heating rate onto absorbed laser intensity 
we can cast our results into a form useful for 
laboratory application and comparison to elec­
tromagnetic simulations. 

Analysis. The critical-density region and driven 
resonant wave are illustrated in l ig . 3-12. Momen­
tum balance on the underdense side of critical is es­
tablished by the wave pressure and the reaction 
pressure of electrons ejected toward the vacuum. In 
otner words, the saturated energy density of the 
wave is just that which balances the momentum flux 
of the ejected hot electrons, such that E- '8TT -
Or/2)' " fI/V|.|. Here f is the absorption fraction of 
laser intensity 1 into hot electrons of velocity VH ~ 
( T n / m ) ' : , and the factor (IT 2) ' " results from em­
ploying a half-Maxwellian distribution in com­
puting the hot-electron momentum flux in terms of 
its energy flux. The momentum flux of the hot elec­
trons exceeds that of the laser radiation whenever 
Or./.:)1 2 f l / v , | > ( 2 - f ) l / C . o r 

'Vmodes . < ( S , » l ) - 7 ^ 3 , k e V ' - < 2 8 ' 

Experience indicates that 0.3 is a useful estimate for 
f; Eq. (28) then becomes T H < 25 keV. Evidently 
the modest-intensity regime in the laboratory- 1 1 is 
| I ( W / c m 2 ) A : ! ( M ) | n l o d e s , < 1 0 ' < \ 

Momentum balance on the overdense side of 
critical is established by the background cold-
electron pressure and the wave pressure. Thus 
- v ( n T c ) ~ - r (E 2 /8 / r ) ~ -v[(7r/2)' 2 f I / v H ] , so that 
by crude integration we can estimate the upper den­
sity associated with resonant absorption, n*, to be 
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=LI + / S\ , / 2-£L 
\ . \2/ n . r c v 

For the experimental parameters of Ref. 32 this 
steepening is more than three limes that associaicd 
with the radiation pressure. 

In general the radiation pressure contribution 
should he included in estimating the upper density. 
An upper density greater than that given in Eq. (29). 
however, should not be expected to change the 
dynamics of the driven resonant wave cjualitall.-K 
from what is described here. The longer scale length 
(~c u:p) over which the radiation pressure acts 
suggests a doubly stepped profile in which the reso­
nant wave dominates locally hul for which the max­
imum density is given by radiation pressure. In this 
situation our results max be extended to the high-
intensity ret 'me. 

Driven systems are characterized by the single 
dimensionless parameter. x ( ) v c . Thi-. is the ralio of 
the jitter velocity of an electron oscillating freely in 
the pump field. v ( ) = eE 0 niu.'-,. and the initial (cold) 
electron thermal velocity. v ( = (T ( m)' ; . The 
space and time scales of the rarefaction and driven 
resonant wave are determined sclf-consistently 

Our principal results are the variation wuh 
\ 0 \ ( of ihe hol-eleclron temperature, the heating 
rate, and the densities delimiting the step. In general 
the stepped density profile dominates our results, 
and while a description of the system in terms of a 
single scale length is not a failure for cenain pur­
poses, it is not appropriate. Even for \ { ) \ t less than 
(m VI)1 - - 1 30 we find that wavebrcakmg 
governs the system: convection, solilon formation, 
etc. have never been seen. 

In Eig. 3-13. the normalized hot-electron tem­
perature. T|j T{, and the normalized hot-electron 
heating rate. On n L .T t \ t - . are plotted against \ n v ( . 
Note the break in the data at v„ v c - 1. Cold-
plasma modeling is appropriate for \ 0 v c > 1. while 
\ 0 v t < I is the warm-plasma regime. 

To identify the hot-electron heating rale with 
absorbed laser intensity, we begin with Q H n c T t v c 

and T H T t as functions of v ( ) v c : we identify O H = 
fl. and eliminate v(, v c to obtain the data displayed 
in Fig. 3-14. No te the role played by the 
background temperature as T H T t varies against 
fl(W cm : )A : (^) Tf :(eV). The break in the scaling 
is clearly evident. In the warm-plasma limit. 
fi , \ : TJ : ? 10" . curves I and 2 have slopes of 2 5 

Fig. 3-12. In the critical-density region the driven resonant 
wave supports itself against the background plasma pressure 
on the overdense side by the reaction pressure associated with 
the momentum flux of hot electrons ejected toward the under-
dense side. The curves are simulation data for v0/vc = I at t 
= I200/ J„;w„=.<p0,„/S. 
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Kig. 3-13. The hot-electron temperature, T H , and the hot-
electron heating rate, Q H , increase with increasing pump 
strength. v0. Note the break in the scaling at v 0 /v c =* I which 
separates the regimes of wann-plasma dynamics, vQ/vG < 1, 
and cold-plasma dynamics, v 0 /v c > I. The points plotted at 
v„/v. = 1 arc runs of the same physical system with different 
pump frequencies. The difference in results there represents 
the uncertainty of our results throughout. 
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and I 3. respected). Curve i yields the preferred 
scaling. I nleVi - <) X | ( r V l A : T , ) : \ which com­
pares iavorably with that given in Ref. 29: still 
within confidence limits, curve 2 yields T'n ^ 4 X 
10 , . ' l , \ - ) ' I / -. which compares favorabh with 
the scaling given in Ref. 28. Note that the scaling 
with cold background temperature is as strong as 
that with intensity. The cold-plasma limit given in 
Ref. 33 is recovered for fi.V T (

J : > 10". where Tn 
- 9 X IO" 7 ( f lA : ) : '. independent o l ' T ( . 

Comparison of our results with the data of 
Giovanell i 3 1 suggests that the interaction in the 
laboratory is governed by cold-plasma dynamics for 

\\- < 10 1 ? where the 2/3 power obtains, and by 
warm-plasma dynamics for U - > K) 1 5 where the 
2 5 or I '3 power obtains. 

The 2.3-power scaling of hot-electron tem­
perature was suggested previously by flux-limit and 
stochastic-heating estimates.-,4 We have confirmed 
the 2 3-power scaling here via cold-plasma es­
timates for resonant absorption: 

• Wavcbreaking occurs when electrons os­
cillate in the wave with a velocih. vc - eE/niu:. 
which scales with the effective phase velocity of me 
wave v c a V | , - 1. (2K a'). The hot-electron tem­
perature scales with the energ> an electron can gain 
in riding the wave across the resonant region. T M °c 
e l - I . 

• Combining these we find K- Sir - nt.T|| 
4ir: recall that momentum balance on the under-
dense side o1' the wave requires K- XT - (ir 2)1 : 

n v M . 
• Combini.ig again \ields T H <* ( f l . \Y •'. e\-

actK the desired result. 
I ii'.a ly. Tig. 3-15 shows the relative upper and 

lower densities hounding the step at critical densitv. 
n u n t and i i | n c respectively, as functions of 
fl.V T (

 _: the estimated upper density. n u ru-from 
l q . '2')). is also plotted. The width of the step region 
decreases from some 25 local (cold) Debye lengths 
at f l , \ - T, ' : - ID 4 to about I as fl,V T? : exceeds 
10". Typical values of the lower density are >ecn to 
be less than half critical. The agreement of me es­
timated upper density is quite good, except for the 
strongest pumps: neglect of the How contribution to 
momentum I a la nee in the step region" may be the 
major source of error. 

Summary. We have shown that the dependence 
of hot-electron temperature upon background cold-
electron temperature is as strong as the dependence 
upon laser intensity. We have also shown that the 
self-consistent coronal rarefaction, including reso­
nant absorption, exhibits a stepped density profile. 
We have demonstrated an equilibrium in which the 
driven resonant wave supports itself against the 
background plasma pressure by the momentum flux 
of ejected hot electrons. This demonstration pro­
vides a first-principles model of profile modi­
fication in the modest-intensity regime, as the local 
reaction of the flow to the momentum deposited at 
the critical density surface by hot-electron produc­
tion. The upper density of the stepped density 
profile may be much greater than critical density. 
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Fig. 3-14. Identi ,.,a heating by hot electron production, Q H , with absorbed laser intensity, fl "ie two curves in Fig. 3-1J are 
combined to obta , ( ing of hot-electron temperature with the laboratory obse^abfes f, I (W/cnt )• <\ I/O* and T ( (eV) . Curve 1 
with slope 2 /5 , c with slope 1/3, and curve 3 with slope 2 /3 are discussed in the text. 

f [ (W/cm 2 | \ 2 ( / i ) /T r

3 / 2 (eV) 

Fig. 3-15. The upper, n u , and lower, n ( , densities delimiting the step nt critical density, nt„ increase and decrease respectively with increas­
ing pump strength. The estimated upper density, n u of Eq. (2f*(, is in agreement with observations except in the most strongly driven 
systems. 
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and much greater than that associated with radia­
tion pressure steepening; experimental observations 
of such structures have been reported recently.' 
I'he associated lower density and the absence of a 
turning region with L/Ao > 1 act to reduce the ef­
fects of parametric instabilities, classical collisions, 
.nid enhanced turbulence. The jump in electrostatic 
potential associated with the density jump con-
tribules lo the formation of a hot corona. 

\uthors: .). R. Albritt.m and A. It. I.angdon 
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Heating by the Raman Instability 

Stimulated Raman scattering is the parametric 
decay of an incident photon into a scattered photon 
plus a longtitudinal electron-plasma wave (epw). 
The net gain scales with l(An/1.06 /im)" //An, where I 
is the laser intensity (W/cirr). f is the length of the 
underdense plasma in the decay region, and An's t n e 

laser wavelength; thus the process can be quite 
significant for the long scale lengths expected in 
reactor targets. The frequency matching conditions 
are wo -* "-V + "e, where WQ and « r are the angular 
frequencies of the incide.it and reflected light waves, 
respectively, and « e is the frequency of the electron-
plasma wave. As can be seen from the frequency 

matching condition, this process can occur for den­
sities =S0.25 n 0 where n c is critical density. 

Raman scattering is a resonant, absolute in­
stability for n « 0.25 nc, and occurs most efficiently 
at that density (with reflection and absorption up to 
50%). As the density decreases, the epw wavelength 
Ac. becomes shorter with respect to the laser 
wavelength and in particular with respect to the 
Debye length A D == [Tc/(47rn^)]l/2. The electron 
Landau damping becomes considerable for Ae Z 
10Aij. which occurs for high electron temperatures 
and low densities |n c /n TJkeV) 5 30, where T c is 
the electron temperature). Here the instability is a 
variation of Raman scattering called stimulated 
Compton scattering. There is also an intermediate 
regime for densities between about 0.1 and 0.25 
(depending on T,) f c which the instability is con-
vective. moderately damped, and can still absorb 
and scatter a significant amount of light. 

Since ct)e is much greater than the frequency of 
an ion sound wave, the Raman instability absorbs 
much more than Brillouin scattering, but that ab­
sorption is typically into fast electrons which can 
preheat a pellet core. 

Theoretical Estimates of Raman Scattering. 
Kinetic simulations show a rapid evolution of the 
electron distribution function into the nonlinear 
state in which the electron distribution is composed 
of a cold thermal Maxwellian plus a self-consistent 
tail of heated electrons"'"-'8, which in turn damps 
the plasma wave. The characteristic temperature 
T1 | o l of this tail is found from the simulations lo be 
about (mc/2)vp, where v p is the phase velocity of the 
epw. The electron density of the tail is determined 
by balancing the energy absorbed by electrons via 
the damped plasma wave with the heat flux carried 
off by the electron tail. The epw damping is then es­
timated from the rate of Landau damping by the 
heated electrons. This simple model is completed by 
computing the reflection from the damped olasma 
wave. The analysis is just like that for the reflection 
due to a damped ion wave, and results in an 
analogous expression for the reflectivity: 

A(l - A) = BJexp [x(l - A)l - AI , (30) 

where 
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Fig. 3-16. Reflection due to Raman instability as a function 
(a) of the density and (b) background temperature. The solid 
lines are the theoretical estimate for noise level B = 3 X 10 - 4 

and the circles are the simulation results for I(A0/I.O6 /im)2 

= 2.5 X 10 1 5 , M,/m c = 100, ZT e/T, = 5, f/X0 = 127. 

~ 0 ' 
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T. (keV) 
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Here r is the fraction of light reflected, k p and k r are 
the wave numbers of the plasma wave and reflected 
light wave, respectively, 7 is the Landau damping 
rate, c is the velocity of light, v o s c is the oscillation 

velocity of an electron in the electric field of the inci­
dent light wave aXos/T. and B is the initial noise 
level of the reflected transverse wave. 

Our theoretical estimates of the Raman reflec­
tivity are compared with sample simulation results 
in Fig. 3-16. In these simulations a particle code was 
used to propagate the laser light through a uniform 
region of low-density plasma. Note that the varia­
tion with background density and temperature of 
the computed Raman reflectivity of order 10% is in 
reasonable agreement with the simple model. Note 
also that rather large regions of plasma are needed 
to give a significant reflectivity, even neglecting the 
effect of gradients which are especially significant 
for Raman scattering. Hence it is not surprising the 
Raman scattering has only recently been observed 
in our experiments. 

Hot Klectrons. t-'igure 3-17 shows the hot-
electron distribution observed in a sample computer 
simulation. Note the high-energv electron tail which 
is generated by the electron-piasma wave as it 
damps. This tail is roughly Maxwellian in shape and 
has a characteristic temperature of l; keV. As a 
first approximation, this temperature is indepen­
dent of intensity, and depends mainly on the den.'ity 
and background temperature which determine the 
phase velocity of the Raman-generated plasma 
wave. This hot temperature is approximately 

Fig. 3-17. Particle number vs energy, showing the Max­
wellian nature of the Kaman-heated electrons. 
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Fig. 3-18. Raman-heated electron temperature, and scattered light frequency vs plasma density. The boxes are simulation results and the 
fraction of the light absorbed is next to the box. 
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(me/2)Vp. Figure 3-18 plots the hot-electron tem­
perature vs background density for two background 
temperatures; the theory is described in Ref. 37. 

The density gradient threshold of Raman scat­
tering is determined by balancing the growth rate 
and the con\ ..-ctive loss of the electron-plasma wave 
with the scattered electromagnetic wave across a 
mismatch length.4 0 The threshold is given at 0.25 n c 

by 1(A 0/I.06^m) 2/I0 1 6 5 35 {\0/L)i;i <vA<j0-7, where 

l. = (I/ n dn/dx) . Raman is in natural competi­
tion with inverse bremsstrahlung and it is in­
teresting to calculate the inverse bremsslrahlung ab­
sorption before the light reaches 0.25 n c. In a iinear 
density gradient, the e-folding absorption length 
from n/n c = 0 to 1/4 is ~ 1.5 X l0 4 X^THkeV)/Z. 
where Arj,, is the vacuum wavelength in micrometers. 
In the free-streaming flux limit, Tc(keV) = (Mop/5 
X lO'V'-1: this is faster than the A^'" 0- 7 scaling 
from LASNEX (see "High-Z Disk Modeling" 
earlier in this section). We can now put the absorp­
tion length into the density gradient threshold with 
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the temperature scaling to estimate the intensity for 
which Raman marginally occurs: I > 7 X I0' 2 

z ' , / 7 /A<v 7: for Z = 40 and A0„ = I, the intensity is 
5X I0 1 3 . 

Raman absorption decreases with a large 
bandwidth, as shown in Fig. 3-19. The bandwidth 
was chosen to be the same as is projected for an ex­
periment on Cyclops: seven lines of equal intensity 
separated by 6'!i. for a total width of 36%. When the 
growth rate is less than the line separation, we ex­
pect each line lo behave independently. The linear 
growth rate at 0.25 n c was 0.06 un. which is about 
equal to the line width for the higher intensity 
shown. At early times the bandwidth does not help, 
but later, when the heating provides some damping, 
there is a decrease in Raman absorption. For lower 
intensity, where the line width is greater than the 
growth rate, the bandwidth mostly drops the 
Raman below threshold. Raman and Brillouin act 
to reduce each other somewhat, since Raman 
heating partially reduces Brillouin and Brillouin 
reflection partially reduces Raman. 

Some processes self-consistr tly decrease the 
instability. Raman scattering occurs most strongly 
and with the hottest electrons at quarter-critical 
density, where the 2u p c instability41 and Raman 
sidescattering also occur. All three instabilities act 
lo steepen the density profile and hence drive it 

Fig. 3-19. Percentage of the light absorbed by Raman vs 
bandwidth of the laser for several total laser intensities. The 
simulation plasma had 130 A0 from demises 0.14 to 0.37 nc. 

below threshold. The hot electrons generated by all 
these processes as well as by the other absorption 
processes also help to damp Raman. 

Conclusion. The heated-electron temperature 
depends primarily on the phase velocity of the 
electron-plasma wave and is roughly independent of 
the light intensity. The heated-electron number does 
depend on the I(Ao/1.06 fim)". however. For every 
joule of energy absorbed. 1 to 2 or more joules are 
scattered (see "Stimulated Raman Scattering Ex­
periments" in Section 6). 

The characteristic dimensions ofreactor targets 
arc in millimeters, which means that Raman has 
thousands of light wavelengths in which to grow. 
Furthermore, a laser hot spot, focus, or filament 
could raise the light intensity sufficiently to drive 
Raman scattering vigorously. One problem with a 
filament is that if it pushes the density below 
quarter-critical there will inherently be a region 
where the density will always be at 0.25 nc; this issue 
is discussed in "Spatial Structure of Filamented 
Fight" later in this section. 

Authors: K. (;. Kstabrook and W. I.. Kruer 

References 
.If.. S.. (i. I slahrook. I) VV. Phillion. and V. C. Rupert. U.I. 

Laser Fustnii Monthly. I awrencc ! ivermore Laboratory. 
I ivermore. ( alii.. MM 79-fi (June 1979). 

37. \V. I Kruer. K. ( i . l.stabrook. and K. It. Sin/.. 
"Instability-Generated 1 ascr Reflection in Plasmas." .VHW. 
/•'ttwVm 13. 95: (I97.ll. 

.IK. U. I Krucr. K. (i . Istabrook. A H. I.angdon. and B. (-'. 
I asinski. "Raman Hackscalter ;n High Temperature. In-
homogeneous Miasmas." lo be published in Phys Fluids. 

19. I), w.. Phillion. W I . Kruei. and V. C. Rupert. "Brillouin 
Sealler in ! user Prouuced Plasmas." I'livs. Rev. It'll, .sv. 
15:9(1977). 

40. M \ . Rosenhlutli. "Parametric Instabilities in In-
homogeneous Media." Pins. Rev Lett 29. 565 (1977). 

41. V It. 1 une.don. B I. I.asiuski. and v> . 1.. Kruer. 
"Nonlinear Saturation and '.ecurrence of the Two-
Plasmon I; .-ay Instability." Phys. Rev Leu. 43. 1.1.1(1979). 

Two-Dimensional Simulations of 
Quarter-Critical-Density Heating 
in Large Plasmas 

With a view toward planning and interpreting 
long-pulse-length experiments, we have begun a 
new ZOHAR 4 - simulation study of the high-
frequency parametric instabilities which occur in 

3-23 

http://I97.ll


the neighborhood of quarter-critical density. These 
instabilities, which have been discussed previ­
ously 4 1 ' 4 ' 4 in the context of the steep density 
gradients associated with short-pulse-length experi­
ments, are 

• The 2ujpc instability in which the laser light 
ai frequency u>o decays into two electron-plasma 
\* ;ives 

• 1 lie Raman instability in which the decay 
•i.;n;' are an electron-plasma wave and an elec-
•loiiMunelic wave at ~u)(j/2. 

In large regions of relatively flat underdense 
plasma, these instabilities may absorb a significant 
imnuni of the laser light into an unwelcome high-

energv electron component. The Raman instability 
ma) also scatter the light at frequency ~w»/2 before 
H can be absorbed at higher densities. 

1 o find upper bounds in this parameter regime, 
«c begin with a simulation in which the ion motion 
is fro/en. The saturation mechanism which we iden-
lified in our previous two-dimensional simula-
i ions . 4 , , M however, cannot then occur; that is. we 
omit the process by which ion fluctuations driven 
up by the heating of the instability decay waves cou-
nle these decay waves into shorter-wavelength 
plasma waves which are then damped. The results 
we present here. then, confirm our understanding of 
the linear theory and provide upper limits or a 
worst-case scenario on the absorption, the electron 
distribution, and half-harmonic emission. 

We model in two dimensions (x,y) a plasma 
slab 21 AH long in ihe x (laser) direction, at density 
0.23 nL: n c is the critical density, at which the plasma 
frequency equals the laser frequency. The os­
cillatory velocity is 0.03c and the thermal velocity is 
0.077c (where c is the speed of light), corresponding 
to lO 1 5 W/cirr for an Nd:glass laser and a 3-keV 
background. At this high electron temperature, 
kr>\|3 ~ 0.13 at 0.25 n c (AQ is the electron Debye 
length) and the decay plasma waves are long-
wavelength. Much of our work 4 2 , 4 4 on the linear 
theory of the 2w„L. instability in hot plasmas, when 
kn > k p ] a s n l l l , is then applicable. The expected 
modes grow with kv/kn - 0.8, the most vigorous. 
The analytically calculated growth rate*4 for that 
mode, 

k v / k v A 
^ = ^ - 2 ( l - 3 j i ^ - ) = 0.002, (31) 
"0 4 \ * "0"0/ 

is in remarkably good agreement with the growth 
rate in the model as determined from the elec­
trostatic energy. 

The absorption fraction is 50 to 60% into a hot-
electron distribution which cuts off at 500 keV. This 
generated distribution is not a simple Maxwellian 
with a well-defined temperature. It is tempting to 
characterize it as a sum of Maxwellians with the 
temperature of each one corresponding to the phase 
velocity of a plasma decay wave. Such a description, 
with temperatures ranging from 40 to 130 keV and 
more, is not unique. An alternative parametrization 
is as a ~50-keV Maxwellian with a very high-energy 
tail. 

About 3% of the incident light is re-emitted at 
frequency wo/2. If we assume that half of the ~uo/2 
light produced is reabsorbed at its critical surface, 
then the Raman instability accounts for ~I0% of 
the absorption at most. Therefore, under the condi­
tions of this simulation, the 2wp c instability is the 
dominant absorption mechanism. 

We stress again that the ion fluctuations and 
their associated saturation mechanism are not in­
cluded in these results. Note also that the angular 
spectrum of decay waves is too limited in one-
dimensional simulations of the Raman instability to 
drive up ion fluctuations. In applying our results to 
experimental conditions, we then expect less ab­
sorption in a given length into a softer electron dis­
tribution than is reported here. More definitive 
answers await the two-dimensional mobile-ion 
simulations which are next on our agenda. 

In applying our simulation results to experi­
ments in which high Z-disks are irradiated by 
moderate-intensity laser light, collisional damping 
of Raman and 2w p e instability must be taken into 
account. We find that 

uJiT^T 3 ' 2 

\__l4_u e 
W Tei =* z « 2 J 

at 0.25 nc. Here, 7 m a x = knvo/4, 114 is the intensity 
in units of 10 1 4 W/cm -, \fi is the laser wavelength in 
micrometers, and T e is the background electron 
temperature in keV. The growth rate found in the 
simulation described above for 10 1 5 W/cm 2 and 
3 keV was one-third the maximum, and if we 
assume that Z = 50, then 
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In this parameter regime, collisional damping 
would therefore play a central role. 

Inverse bremsstrahlung is the dominant ab­
sorption mechanism in this parameter regime, and 
we need to check whether the laser intensity left at 
quarter-critical satisfies the 2w p c threshold condi­
tion. To make a preliminary estimate, assume a 
linear density gradient and note that the threshold 
condition in Ref. 44 may be expressed as 

l | / 4 > — T p 1 - 7 7 x l 0 1 6 W / c m 2 , (34i 
/j "M 

where 11 4 is the intensity at 0.25 nc. lor short scale 
lengths, as in exploding-pusher experiments, there is 
little absorption but the intensity must be high 
enough to satisfy the gradient threshold. On the 
other hand, for long density gradients, there ma; be-
too much absorption below quarter-critical density 
for this inequality to hold. Thus, there is some 
minimum intensity as a function of scale length 
below which 2wpi. will not occur, lor fixed 
background temperature, this minimum incident in­
tensity occurs when the gradient scale length is ap­
proximately equal to an absorption length and is ~5 
X 10 \V,'cm~'\u. Therefore, prior absorption by 
inverse bremsstrahlung may reduce the potency of 
the high-frequency instabilities at quarter-critical 
density. 
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The Effect of Reheating on 
Hot-Electron Temperature 

Theory and simulations of resonant absorption 
have been described in the past few annual reports 
and in the literature. 4 ; u 1 7 Briefly, resonant absorp­
tion is the direct conversion of the transverse laser 

light to longitudinal electron-plasma waves (epw) at 
the critical density [ I0 2 1 (1.06 nm/\{ir cm"3]. The 
oscillating longitudinal electric field of the epw 
heats the electrons by accelerating them down the 
density gradient to a temperature of approximately 
21 T ? 2 5 ||l(W/cm :)/IO l 6l(Ao/T06^m)- :| (Ref. 48). 
This article extends the previous work by studying 
the effects of magnetic fields and collisions (albedo) 
which return the heated electrons for further 
healing. We find that a magnetic field increases 
their temperature and collisions do not (see also 
"Resonant Absorption" earlier in this section). 

We studied the nonlinear processes of resonant 
absorption with ZOHAR. our two-dimensional 
relativistic. electromagnetic, kinetic simulation 
code. 4 5 ' 4 6 ' 4 1* We examined processes for forming 
macroscopic magnetic fields,4'' modeling macro­
scopic, slowly (time) varying magnetic fields by 
assuming the field to be an initial condition uni­
form in space over the simulation region. The time 
scale of the simulalion is less than a picosecond of 
real time but is about 90 laser cycles, which is ade­
quate if the magnetic field is large enough for the 
gyroradius of the suprathermal electrons not to run 
into the boundary condition and for there to be 
enough time for several gyro cycles [2ir/(eB/m,..c)]. 
Consequently, we chose a magnetic field of 10 MC 
for laser intensity H)"'. The magnetic field is a factor 
of 3 to 10 times larger than that determined by two-
dimensional LASNI-X calculations but this is 
necessary to fit the problem into the computer in a 
reasonable amount of computer time. We checked 
the scaling by also running smaller simulated fields, 

ligure 3-20 graphs the heated-electron tem­
perature vs time and shows about a 20'? increase in 
temperature per electron gyro period. The 20'? 
figure is uncertain b\ a factor of two. because the 
plasma is diamagnetic. reducing the external 
magnetic field (Kg. 3-21). and because the am-
bipolar electric field expands with the hydro mo­
tion. Note that the heating nears saturation at late 
time; this is caused by the reduced magnetic field, 
and by an effect described by Morales and Lee"'0 in 
which very fast electrons pass though the short 
region of the epw too quickly to be affected by the 
electric field. 

Short-pulse experiments5' showed that TH«I 
deduced from x-ray diagnostics increased with the 
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Fig. 3-20. Resonant absoiption T H o , vs time in laser cycles 
for (he case of a 10-MG magnetic field imposed upon the 
simulation region as an initial condition (u>c/<^ = 0.1; laser 
intensity = 9 X 10" W/cnf; TCM = 4 keV; saturation at 
{a) may be due to diagmagnetic effect that reduced i^ /uj, to 
0.05; heat rate ~20% per pass—or about 7 keV per pass; 
n,^, does not increase, and the "hots" become hotter). 
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Fig. 3-21. The density profile and modified magnetic field as 
a function of x/A 0. 
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target Z —: it was suggested that perhaps the Z-
dependence might be due to collisions in the high-
density region which returned some of the hot elec­
trons to be heated aga in . 5 2 The collision frequency 
is dominantly i>ei, which is proportional to Z. This 

"a lbedo" effect has an extensive literature in sec­
ondary emission of electrons from vacuum tube 
anodes. Typically, a beam of electrons lose about 
half their number and 0.3 of their energy in the 
high-collisional medium. We mocked this up in 
ZOHAR with a boundary condition that analyzed 
the dynamic electron distribution and returned half 
the heated electrons with 0.7 of their energy. The 
hot density increased but the hot temperature 
remained about the same, since the electrons lost 
about as much energy in the mock high-density 
region as they gained from the heating. R o s e n 5 3 

analyzed the asymptotic limit of nn„i and T n o t 

given the scattering material's number albedo fi and 
energy albedo K. and assuming the electrons receive 
iv of the original energy per reheating pass through 
the resonance absorption region: 

and 

"Hot "HotO' 7(1 - (3) , 

(35) 

(36) 

where Tuotn mid nnutn are the /.ero-albedo hot-
electron temperature and density. In the ZOHAR 
simulation just described, ft = 0.5. K = 0.7. and a = 
O.J. which explains why Tn„i remained the same 
and niim increased. Since the number of electrons 
returned vs energy is not a simple multiplier, 
perhaps a more careful treatment of the albedo 
model might yield results closer to the experiment. 

The 7 effect may be due to the fact that the 
drift velocity threshold for electron-ion instabilities 
decreases with increasing Z. and the resulting 
transport inhibition increases both the density and 
temperature gradient which can drive macroscopic 
magnetic fields. Transport inhibition increases 
Tc'old which in turn increases T n o l , but not enough 
to explain the experiments. Valeo and Bernstein 5 4 

proposed that overdense collisions among the cold 
electrons provide an increase in T o l d a t critical 
density, since there would not be as much cooling 
from the cold electrons from the overdense region. 
M a s o n - suggested that the density dip from a 
supersonic expanding p l a s m a 5 6 with spherical ge­
ometry could inhibit cold-electron transport by its 
electrostatic field. 

Long-pulse-length experiments show much 
more scattering in T H o l vs Z and no clear Z-
dependance, indicating there may also be a 
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geometric effect. For example, a low-Z target will 
expand more into the laser, causing somewhat less 
irradiance than a high-Z target. This effect has also 
been investigated, but preliminary results show that 
the effect is not strong enough. 

In conclusion, we have found that THOI clearly 
increases with macroscopic magnetic fields, since 
the heated electrons are recycled by the magnetic 
field to be reheated again. The experimentally ob­
served Tiioi - Zn— for short pulse lengths has not 
been clearly explained by the albedo effect because 
the hot electrons cool as much by overdense colli 
sions as they heat by resonance absorption. The Z-
dependenee may be due to transport inhibition in­
creasing T< 0 | j , or by increasing magnetic fields 
from vnXvT, or irom geometric effects. 
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Effects of Driver Bandwidth Upon 
Resonantly Heated Electrons 

It is predicted that broadband or multiple-line 
drivers can significantly lower the hot-electron tem­
perature due to resonant absorption in a 
plasma. > 1 M To test the bandwidth-dependence of 
the hot-electron temperature due to resonant ab­
sorption, we constructed an experiment which we 
then performed at microwave frequencies using 
bandwidths of _W- u; ^ 0.01. We were able to deter­
mine, for the range of bandwidths available to us. a 
scaling lav. for the hot-electron temperature as a 
function of bandwidth. 

The work was done on the PROMKTHt-lIS I 
low-density, pulsed-discharge plasma device at UC 
Davis. Microwaves (f» = 1.2 (JM/.) traveled down a 
cylindrical waveguide in the TMm mode and were 
incident upon an inhomogeneous, unmagneti/ed 
pulsed-discharge plasma (n c < 3 X 101"cm"'1). The 
plasma was essentially collisionless so collisional 
absorption was negligible. The electromagnetic field 
extended lo critical density (n̂ . = I.X X 10'"cm"-1) 
where the electric field (I", parallel to Vnc) resonant­
ly drove electrostatic waves, resulting in resonant 
absorption of the microwaves. The broadband 
signal was generaled by mixing a Gaussian noise 
source with the 1.2-GH/ center frequency. 

The heated-electron data were collected using 
planar-disk l.angmuir probes placed in the over-
dense region to avoid rf interference. Over one hun­
dred samples of the probe signal were averaged by a 
computerized data acquisition system. 

The result of driver bandwidth upon electron 
heating is given in I ig. 3-22 (all data are taken at a 
peak power of 200 W, where vo v,. s; 0.13). We see 
that increasing the microwave bandwidth decreases 
the hot-electron temperature. We find that T|| <x 
(Au: u;l 'a ~ for the range of bandwidths studied. 
The temperature of the heated electrons changes 
temporally as the density profile is modified by the 
ponderomotive force. Heated electrons appear on 
the same time scale as the rise time of the rf signal 
(-50 ns). The temperatures shown in Fig. 3-22 are 
the asymptotic values obtained after the density 
profile has reached a steady state (wp;t > 100). We 
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Fig. 3-22, Hot-electron temperature and density as a function 
of bandwidth. 
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see that the increasing microwave bandwidth lowers 
I ii while increasing the hot-electron density n i|. 

By defining a heal flux proportional to the 
classical free-streaming value. O annT|i ". we 
liml thai the heat flux observed is nearly constant 
over the range of bandwidths used, as is the absorp­
tion (as expected I. Our results suggest that a broad­
band laser driver can reduce the hot-electron tem­
perature produced by resonant absorption while not 
sacrificing absorption 
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Nonlinear Behavior Of Stimulated 
Scattering In Large Underdense Plasmas 

As lasers increase in energy and targets become 
larger, longer-pulse-length laser light is used to 

irradiate them. Much larger underdense plasmas are 
then created, and the size. L, of this plasma as seen 
by the light with wavelength Xn, becomes an impor­
tant parameter. This size parameter can be crudely 
estimated as 

where v c , p is a typical plasma expansion speed, r is 
the pulse length of the light, and R is either the 
radius of the target or the focal spot radius. Note 
that the characteristic size parameter scales as r.'Xn 
and that il is sometimes set by geometrical con­
siderations. 

The mix of laser-plasma coupling processes is 
expected to be sensitive to the size of the underdense 
plasma. When 1. \<) <? 10. the coupling is primarily 
determined by processes which occur at or near the 
steepened, rippled critical-density surface. When 
I. \ii > 10". processes such as inverse brems-
strahlung. stimulated Brillouin and Raman scatter­
ing, and filamentation can begin to play a sizable 
role: for example, a significant fraction of the inci­
dent light may be scattered by the Brillouin in­
stability before il reaches the critical-density sur­
face. 

We consider here several nonlinear effects 
which limit Brillouin backscattering of intense light 
in large underdense plasmas. After briefly consider­
ing ion trapping and harmonic generation, we focus 
on the self-consistent ion heating which occurs as an 
integral part of the Brillouin scattering process. In 
the long-term nonlinear state, the ion wave am­
plitude is determined by damping on the self-
consislently formed heated ion tail. A simple model 
of the scattering is presented and compared with 
particle simulations. 

Brillouin Scattering. Brillouin scattering W H ) 

can be most simply described as the resonant decay 
of an incident photon into a scattered photon plus 
an ion sound wave. Hence 

w 0 = u t + w i a ' ( 3 8 ) 

where ton, and cot are the frequencies of the incident 
and reflected light waves and u)ja is the frequency of 
the ion sound wave. As is apparent from this fre­
quency matching condition, this process occurs 
throughout the underdense plasma. In addition, 
since a>n» u>ia. nearly all of the energy of the inci­
dent light wave is transferred to the scattered wave. 
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mi. Hence Brillouin scattering is a particularly 
dangerous energy-loss mechanism. 

It is easy to show that Brillouin scattering is 
potentially an important effect in terms of decreas­
ing laser absorption as well. Consider a light wave 
with electric vector Ej incident on a uniform under-
dense plasma with density np. and let there be an ion 
sound wave of amplitude 5n. with frequency and 
wave number appropriate to scatter the incident 
wave into a backscattered light wave with electric 
vector Kr. Using Maxwell's equations and 
separating out the fast time- and space-scale depen­
dences, we readily obtain coupled equations for the 
slowly-varying amplitudes: 

ill 
r _ fin 

a x " " a n p * 

and 

ai. 
-1= a^t. . (39, 
Ox n p ' 

Mere 

~sfct)*/('*f- "'• 
where Xu is the wavelength of the incident light and 
n c is the critical density. These equations are readily 
integrated to determine the reflectivity, r. If we con­
sider a plasma with si/.e L. and neglect H^l.i com­
pared to h,(L). we obtain 

r= tanH2[a— M . (4i) 
1"P / 

A simple example is very instructive. Consider 
an underdense plasma with Dp = C.I nc. L = 10" Xn. 
and an ion wave amplitude of only ]"i of the plasma 
density. Equation (41) then predicts that r = 80^. 
showing itiat even a small density fluctuation can 
lead to sizable scattering in a large underdense 
plasma. 

Given that Brillouin scattering can be a signifi­
cant effect, it is very important to understand what 
nonlinear effects serve to limit the amplitude of the 
ion sound wave. We will first estimate the effects of 
ion trapping and harmonic generation and then 
concentrate on the important effect of self-
consistent ion heating, which produces a tail which 

damps the ion wave. We will emphasize the non­
linear regime in which the light pressure is less than 
or comparable to the pressure of the underdense 
plasma. In the opposite regime, which obtains at 
very high intensity, enhanced profile steepening will 
clearly act to significantly reduce the scattering. In 
order to focus on the nonlinear behavior, we will 
neglect the effect of gradients and simply treat the 
underdense plasma as an equivalent region of 
plasma with uniform density. 

Ion Trapping. Ion trapping is one effect com­
monly invoked to limit the ion wave amplitude. As 
the ion wave amplitude increases, its potential 
becomes large enough to nonlinearly bring ions into 
resonance with the waves Since such ions are ef­
ficiently accelerated by the • ave. a strong damping 
results, which serves to restrict the ion wave am­
plitude from further increase. If the ions are cold, 
the trapping condition is simply Ze0 = MVJ;/2. 
where </> is the potential. M and Z are the ion mass 
and charge, and v p is the phase velocity of the wave. 
Neglecting Debye length corrections, the trapping 
condition corresponds to fin n p =; ett>/llc = 1/2. 
which is a large amplitude. 

It is important to realize thai even a small ion 
temperature significantly reduces the trapping 
amplitude.''" This lemperature effect is readily es­
timated if one assumes a so-called "waterbag" 
velocity distribution for the ions. In one dimension 
such a distribution is constant with a velocity be­
tween ±s/T\, (v, is the ion thermal velocity I and zero 
for other velocities. Since the majority of the ions in 
a Maxwelliun distribution have velocities <|2v,. the 
walerbag distribution gives a reasonable first ap­
proximation for the onset of strong trapping, which 
now occurs when the fastest ion is nonlinearly 
brought into resonance with the v.ave: that is. 

where », is the ion temperature. Z is the ion charge 
and Hc is the electron temperature. Kor ffj/Zflc =0 .1 . 
\.q. (42) predicts a fluctuation amplitude of 6n/n p ^ 
0.13. Clearly the ion lemperature serves to 
significantly reduce the amplitude, but note that the 
trapping amplitude is still of order 10%. unless the 
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ion'* are quite hot \(I,,'7MC ~ O d ) | . Strong trapping 
does not in general limit the fluctuation amplitude 
u> a -.mall value. 

Harmonic feneration. Harmonic generation is 
.mother effect which acts to limit the ion wave am­
plitude, provided the wave number limes the elec-
•ri>n l)eb>e length (kA|>c) is small. If we neglect 
s '. 11, .effects. I lie frequency of an ion sound wave is 

• .|ik proportional to its wave number. Such a 
1.1 AIII ihen steepen, since harmonics are res-

I'III. drncn II »c consider an ion sound wave 
" amplitude An. wave number k. and frequency 
. m«l compute the growth of Us second harmonic 

'iie.in/ing the two-fluid equations, we obtain 

'\ c i.-i]iii,iic a characteristic steepening lime (l J b\ 
'he condition I'ini 2k) - flnlk). yielding 

i ^ l l l ^ (44, 

\\ hen k . \ j ) c ci>rrcctu>ns arc included, [he reso-
n.'iil voiiplini! is spoiled In particular, v̂ e ihen have 

where \* is the ion sound vslocit\ and 3 a = u,,(, k~ 
\f ) t _ for k . \ | ) c « I. Significant harmonic genera­
tion then at least requires that I., ? \ Au;. svhere 3a-
is to he evaluated for the second han,ionic. This 
corresponds to the condition 

n oc 

The estimate in l\q. (461 suffices to show that 
harmonic generation is not very effective in '.be hot 
underdense plasmas which are typical oT recent 
laser-irradiated targets. For example, let us consider 
the ion wave produced by Brillouin backscattering 
in an anderdv ise plasma with n p / n c - 0.33 and an 
electron tempc-ature of 3 keV. Then k'Xg,. = 0.07: 

in this case, significant harmonic generation would 
require that the ion wave reach a very sizable am­
plitude |Ar.(k).'np > 0.3 for this example). 

Ion Tail Formation. Let us now take a 
somewhat different approach and focus on the im­
portant changes in the ion velocity distribution 
which are a natural consequence of the Brillouin 
reflection. As shown by computer simulations, the 
long-term nonlinear state ' 1 ' is one in which the 
Brillouin-generatcd ion wave is damped by a heated 
ion tail, which indeed is necessary to carry off the 
energy deposition into the ion wave. The greater the 
reflectivity, the larger the ion tail, and so the larger 
is the ion wave damping. Hence the reflectivity is at 
least partially self-correcting. 

\ very simple model can be used to estimate 
the reflectivity in the nonlinear stale. Since the ion 
tail is produced by an ion wave with phase velocity 
vs. its characteristic temperature is approximately 
"ll = M v v an estimate within a factor of about two 
of agreement with our simulation. The magnitude 
of the ion heating (the tail density. ni{) is then 
readily determined by balancing the energy flux 
deposited in the damped ion wave with the flux 
carried off the tail1 

o> [07, 
"^ «•»».. » H > h r -

where r is the reflectivity. I and a' (1 are the intensity 
and frequency of the incident light wave, and the 
heal flux carried off by the ion tail has been es­
timated in the free-streaming limit. Having deter­
mined ni|. we can now describe the ion wave damp­
ing simply as l.andau damping on ine healed ion 
tail. i.e.. i', a', =s 0.K n n n p : more sophisticated es­
timates, including for example resonance broaden­
ing, just enhance the damping. 

We complete our simple model by computing 
the reflection from the damped ion wave. The am­
plitude to which the wave is driven is essentially the 
ponderomotive force due to the beat between the in­
cident and reflected waves divided by the damping 
rate-. 

,„ Zk2e2E.E 
££ = !_L (48) 
n p SmMo^KjUj 
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where Z is the charge of the ions, w, and c,- are the 
ion wave frequency and energy damping rate. M 



and m are the ion and electron mass, and (•., and !-., 
are the electric vectors o f the incident and reflected 
Sight waves. Subst i tu t ing I 4 I4X| in to I q . I.W) and 
integrat ing then gives the we l l - known result ' for 
the ref lect iv i ty, r 

r l l n = »Jevp|(JcI r 11 r} . 

Here I is again the si/e o f the plasma, n,, is the 
plasma density, v,,^ is the osci l lat ion velocity o f an 
electron in the incident light wave. v t is the electron 
thermal veloci ty, and H is the noise level o l the 
rellected wave at x - I . norma l t /ed to the intensitv 
of the incident light wave at \ = I) 

I he re l lec l ion is now determined as a funct ion 
ol plasma condi t ions \ s an example, consider 
( v l l v . v w r = 0 4 iwh ich corresponds to lAn = ' v 

l O 1 ' v \ - w

: tin-' and «L. = 3 k e \ ' l . and n r i \ = (I 3.' 
1 which is a typical density, tak ing into account 
modest prof i le steepening near the cr i t ical density 1. 
assume also a noise level H = Id 4 a n d an in i t ia l ion-
electron temperature rat io o f t ) 2 Our model predic­
t ions lor the reflectivit ies and tai l density as a func­
t ion ot plasma si/e lor this case are shown by the 
sol id lines in I ig . ' 03 These predict ions arc in 
reasonable agreement wi th s imulat ion results I or 
compar ison, the open circles denote I he long- term 
H r i l l o u m r e f l e c t i v i t y c a l c u l a t e d in a one 
dimensional s imu la t ion code which used part ic le 
ions and f lu id electrons Note that the reflectivity is 
rather small ( - 1 0 ' , 1 when I A n - 10. and gradually 
increases to a value o f - s ( ) ' ; when I An - 100 
Note also the substantial ion tail which sell-
consistently forms The mean ion temperature 
quickly becomes of order un i t s . Self-consistent ion 
heal ing is a very potent effect. 

I igure 3-24 compares the model predict ions 
(sol id l ine) w i t h s imu la t ion results for the reflec-
liv itv as a funct ion o f plasma densitv. w hen the scale 
length and intensitv are f ixed: I. An - 20 and 
(Vise v o l " = 1 3. The circles denote s imulat ion 
results using a code which treats bo th the electrons 
and the ions as particles, l o r these runs, the in i t ia l 
ion-electron temperature rat io was 0.2. and the ion-
electron mass rat io was 100. The result at n p n c = 
0.33 provides a po in t o f a compar ison wi th the 
numerical results using the hybr id code discussed in 

Fig. 3-23. The reflection due 10 the Brillouin instability and 
the ion tail density as a function of the size of the undenlense 
plasma. The parameters are (v„«/»v)2 = 0.4, n /̂n,. = 0J3, 
and H)/Z0t - 0.2 initially. The solid lines denote the model 
predictions (B = 10"*). The circles denote simulation results 
using a hybrid code (m/M = 1/400). 

the previous t igure. and the agreement is qui te 
reasonable Note ill.11 the reflectivity is rather sen­
sitive to the dcnsiiy o! ihe plasm.1 as expected f rom 
the 1011 heating model I he lew-.-i ihc ions, the larger 
is the heating sors is tcm wi th .1 given ref lect iv i ty ; 
hence prol i le steepening near ihe cr i t ica l density can 
play an impor tant role in reducing the scatter ing, by 
[mu l ing it to lower densities 

l l is part icularly n is i ruc l ive also to examine the 
rel lecl ivi iv as a f u n d ion ol intensity, keeping the 
plasma density and si/e constant ( n p n,. = 0.33. 
I A,, = sin 1 it'ore 3-2 ' shows ihe simple model 
predict ion lor the reflectivity as a funct ion o f 
» „ „ v t . r \ o i e that the reflectivity increases w i th 
v,-.si a IA.-, lor low intensity, but ihen lends to 
saturate as the ion tai l becomes sizable. -\s IAf) in­
creases, the sell-consistent ion heat ing increases, 
which acts to c o m p e l . u e for fu r ther increases in 
rel lect ivi iv 

3-31 



Fig. 3-24. The reflection due to the Brillouin instability as a 
function of the background plasma density. Here (v^/v,)2 = 
0.4, LM0 = 20. and yZ()t = 0.2 initially. The solid line is 
the simple model prediction (B = 10~*). The open circles 
denote simulation results using a particle code (m/M = 
1/100). 

n /n 
P c 

Fig. 3-25. The simple model prediction for the reflection due 
to the Briltouin instability as a fuK.ion of (v^/v^)2. Here 
"P A = •/-'• '-Ai = 5». B = 10"4ant)«,/Z»e = 0.2 initially. 
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A crude analytic estimate of the reflectivity on 
the saturated slate is 

r I III +kilB 
;. - W 

2 \\\l 
(501 

Sole the dependence of the reflection on the sl 'e 
parameter (I An) and the plasma density ( n p n L): 
this resull indicates thai, lor a given n p n t and I.. 
long-wavelength lasers are less sensitive to Brillouin 
scattering at high intensity, simply hecause there are 
letter wavelengths of underdense plasma available 
to relied the light. Of course, for a given i \ p a»d I . 
short-wavelength light I'r.dcrgoes less scattering 
orcause the plasma is more underdense to ihe light. 

We note that simpler ion heating models'' '' 
give similar results as long as the reflectivity and ion 
healing are si/able. ) or example, since the fraction 
of the ion.- in Ihe heated tail is si/able, it is con­
venient to approximate the ion heating as a main 
body heating. In this case, we simply balance the 
energy Mux deposited into ion waxes with the energy 
flux carried offhy a heated Maxwellian distribution 
with density n p . The effective temperature of this 
distribution is then 

p v el 

2/3 

and similar rellectix mes are obtained. 
Ihe fact that the numbers are not greatly sen­

sitive to the details of the ion heating is another 
manifestation of the partially self-correcting feature 
of the scattering in this simple model. It should he 
noted, however, that details of the ion heating may 
hi significant for understanding the frequency spec-
tium ol the reflected light. The normal modes of a 
mullitemperature distribution differ in detail from 
the normal modes of a single-temperature distribu­
tion. Simulations show thai when a heated tail 
develops, that tail becomes heavily populated and 
another higher-energy ':'.:! is formed. We also note 
that ion tails are less sensitive to expansion 
cooling.'* an effect which can compete with the ion 
heating in an expanding plasma. 

finally xve can crudely estimate the time re­
quired for the plasma to approach this nonlinear 
stale. The lime. in . lo produce the heated tail is 
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Assuming nn - 0.2 n p . ( n p n j v j \-(-;sc = 1. r = 1 2. 
» c = 4 keV. and !. = 50 -\|> Hq. (52) gives In - 20 ps. 
Of course, in practice, it may be difficult to observe 
a transient state in which the ions are initially 
healed, since this heating can gradually accumulate 
as the laser pulse increases from low to high inten­
sity. In addition, other effects such as shock heating 
can independently contribute to the ion heating. 

The I'.ffccls of (Gradients. It should be noted 
that gradients are not necessarily as effective in 
reducing Brillouin scattering in the nonlinear 
regime as they are in the linear regime. It is well 
known that gradients can greatly increase Ihe 
threshold intensity li.r the instability ^ (iradienls 
I,mil the region over v hich any given three waves 
can resonantly interact. Noting that the wave num­
bers of Ihe three waves Ik,, with i = 1.2.5) are now a 
function of position, let us define 

K = k.lx) k <\> - k (M (53) 

\ l some point. K = 0 (the waves are resonantly 
coupled), but away from this point a mismatch 
develops which spoils the resonant coupling. Hence 
the three waves can resonantly interact onlv over 

mie interaction region which can be estimated by 

I K J \ 1,2 . (54) 

Jo 

lav lor expanding about the point of resonance \K = 
k(0) + k \ . where nlO) = ()| then gives 

vim - r = « L . 155) 

Propagation of wave energy out of this interaction 
region introduces an enhanced damping rate of ap­
proximately v g l i\ni. where vfl is the group velocity 
of the iih wave. Hence the threshold intensity is in­
creased. 

Well above the threshold set by gradients, 
however, the reflectivity from a given interaction 
region is determined nonlinearly. and one must 
further add up the contributions of the different in­
teraction regions. Hence the bulk of the plasma still 

contributes to the net reflection. Note that non-
lineariy the reflectivity is not an exponential func­
tion of L (see l-'ig. 5-25). so the net cont r ibut ion 6 7 

from a number of small-r regions need not be much 
less than the co..iribution from one larger region 
(this assumes a distributed and or broadband noise 
source). Gradients will no doubt play a quan­
titatively significant role, but probably not the 
crucial role which they often play in the linear 
theory. Perhaps the most important aspect of allow­
ing for plasma expansion and inhomogeneity will be 
in properly determining the various density regions 
available for scattering, since the reflectivity de­
pend;, .•sensitively on n p n c. 

Ixperimentiil Evidence. Options. Recent exper-
imcnts' ' ' , ' ' ' s" '' witii longer-scale-lenglh plasmas do 
indicate thai significant Brillouin scattering is possi­
ble. In these experiments, sizable underdense 
plasmas (I. A,) > 50) were formed in various ways: 
'.A using a prepulse plasma, a long-pulse-l.ngth 
plasma in the sense of r An. or a preformed plasma. 
Table 5-1 shows a brief summary of some of the ex­
perimental results fo- ihe back-reflection of 1 .Oh-^m 
and lO.d-fim laser lignt. Note that a peak reflectivity 
of about HY'i has been observed with either 
wavelength. Note also that the pulse lengths (or 
prepulse delays) used in the experiments with 10.fi-
Mni light are much longer than those used with 1.06-
MM'I light, reflecting the expected L Xo-oependence. 

finally, if Brillouin scattering does prove to be 
a serious pro' 'em. there are some options for reduc­
ing the sea jring (although many more experiments 
are needed to determine the intensity and wave­
length windows appropriate for laser fusion ap­
plications!: 

• One option, of course, is to operate at 
lower intensity ('An), so that the plasma is more 
collisional and th.- Brillouin instability is more 
•veakly driven. Indeed, recent experiments 7 ' - s with 
several-ns pulses of 1.06-jim light have shown a high 
absorption ( - 7 0 to XO'I) at intensities of - l O 1 - ' to 
1() I 4 W cm : . 

• Increasing the bandwidth and or reducing 
the wavelength of the light are other effects 7 1 ' in the 
same direction: the plasma absorbs more by inverse 
bremsslrahlung and the instability is more weakly 
driven. 

• The complementary approach is to operate 
at high intensity and try to minimize the scattering 
by using its dependence on n . n p and L /A(). 
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Table 3-1. A brief summary of recent experimental results for the peak reflectivity (rg) of laser light (for more details see 
Refs. 63, 68-76). 

In'.citution \0(p<n) Target Pulse length t w->. 2 

2 cm 
PeakrB 

t w->. 2 

2 cm 

NRL 1.06 disk pp + 50 ps 
(~2ns) 

1 0 , 5 - 1 0 1 6 50%, f/2 

I.LL 

UofR 

1.06 

1.06 

disk, 
spheres 
spheres 

200 ps - 1 ns 

pp + 50 ps 
(~2ns) 

3 X lojj 
3 X 1 0 1 6 

1 0 1 S - 1 0 1 6 

50%, f/1 
15%, f/2.6 
25%, f/2 

KMS 1.06 gas jet 100 ps 10 1 4 -10 ' 5 40%, f/3.5 
I.ASL 10.6 sphere pp + 1 ns 

(10-35 ns) 
~ I 0 1 7 10-50%, f/2.5 

U of Alberta 

UCLA 

10.6 

10.6 

gas jet 
(0.1 HJ 

arc 
(0.015 N c) 

35 ns 

50 ns 

~ I 0 , S 

-2X 10 1 3 

60%, f/2 

5%, f/7.5 

U of Wash. 10.6 solenoid ~400 ns ~5X 1 0 1 1 5%, f/6.6 

Summary. The size of the underdense plasma in 
unils of the laser-light wavelength is an important 
parameter affecting the mix of coupling processes. 
Stimulated scattering of the light in large under-
dense plasmas is a very real concern. We have con­
sidered several nonlinear effects which limit the 
Brillouin scattering. Our calculations emphasize the 
importance of the self-consistent changes in the 
velocity distribution which are produced when the 
electrostatic waves damp into the particles. Simple 
theoretical models, formulated and compared with 
computer simulations, have shown that the reflec­
tivity is at least partially self-correcting. As the 
reflectivity increases, the velocity distribution 
becomes more distorted, enhancing the damping of 
the electrostatic wave and acting to reduce the 
reflectivity. 

We emphasize that there are significant uncer­
tainties in our attempts to quantitatively understand 
the level of stimulated scattering: more quantitative 
predictions will require a realistic treatment of the 
effects of gradients in the underdense plasma. The 
incorporation 6 6 , 8 0 of a model for stimulated scatter­
ing into a hydrodynamic code is being actively pur­
sued. In general, even the zero-order plasma condi­
tions are rather poorly known, because of uncer­
tainties in the electron transport. More experiments 

to diagnose the underdense plasma conditions are 
needed, and the angular distribution81 of the 
stimulated scattering also requires further investiga­
tion. Two-dimensional simulations suggest that the 
scattering occurs over a sizable range of angles; thus 
the back-reflection through a high-f-number lens 
can be a gross underestimate of the level of 
stimulated scattering. Finally, the competition of 
this scattering with other processes such as filamen-
tation is not well understood either theoretically or 
experimentally. 

Authors: W. I,. Kruer and K. ('•• F.stabrook 
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Physical Processes Affecting 
Stimulated Brillouin Scattering 
at Different Laser Wavelengths 

The relatively large targets appropriate for an 
eventual laser fusion reactor are expected to 
produce substantial regions of underdense plasma. 
Hence they are in a part of parameter space where 
stimulated Brillouin scattering (SBS) is of concern, 
due lo its ability to cause premature reflection ofthe 
incident laser light. Wc have investigated physical 
processes which determine the level of SBS for 
lasers having a variety of wavelengths, in an effort 
to extend our understanding of wavelength 
scaling.*" In particular, it is expected that inverse 
bremsslrahlung absorption will limit SBS 8 1 for 
short-wavelength lasers, whereas ion heating"4 or 
ion trapping1^ will be more important for longer-
wavelength lasers. 

To investigate these effects quantitatively we 
have used a model describing SBS in the presence of 
inverse biemsstrahlung absorption and SBS-
induced ion heating. The incident, scattered, and 
reflected light waves are treated in the WKB limit, 
and the ion-wave amplitude is determined either by 
the ponderomolive force or by an ion-trapping 

limit, whichever is smaller. The ion waves are 
assumed to be at the strong damping limit, and ion 
energy equations determine the ion temperatures 
parallel and perpendicular to the direction of 
plasma expansion. Ta and Tj.. The background 
plasma is taken to be spherical, with given steady-
state profiles of velocity and electron temperature 
v(r) and Tcfrl. The background electron number 
density n(r) is then determined from mass conserva­
tion. To account for profile-steepening at the 
critical-density surface, the electron density profile 
is assumed lo rise steeply to critical as shown in l-'ig. 
.1-26. starting from an (adjustable) density n, < nc. 

Within this model the equations describing the 
light waves may be written as follows. We define in­
cident and Brillouin-scattered dimensionless nor­
malized electric field amplitudes An and A s respec­
tive I v. bv. 

/ V * (56) 

where t = (I - n nu-) ". l:o is the field amplitude in­
cident at large r (in vacuum), and I:+ (Ii_) istheelec­
tric field of the incident (reflected) light. We also 
define an inverse bremsstrahlung absorption factor 
by 

Fig. 3-26. Schematic of electron density profile, n(r), and of 
the three light waves: A„ (incident), A s (Brillouin-scattere.1), 
and A R (reflected from the critical surface). Above a density 
n (< n c, the density profile is assumed to rise steeply to 
critical. 

|— n c 

Incident A _ A 0 

1 IV Brillouin-
scattered IV ̂ -^ " A s 
Brillouin-
scattered 
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Then the incidenl. Brillouin-scaltered. and reflected 
light waves (see Fig. 3-26) obey 

m^y-f^ 
o \ V . (6nA 

(58) 

-Li- 2 r .. 
2 ar V s 'f* ° 

!2M / _ i L \ _ ^ L _ p i ) 

and 

1 7 ^ 4 ' + ) ^ 

(59) 

(60) 

where i'(nc) is the classical electron-ion collision fre­
quency at the critical density, i>\ and u>s are (he 
damping and frequency of (he ion waves, Z is the 
ionic charge. k(> = w»/c is (he vacuum wave number 
of the incident light wave, and (<5ni/n)max is (he 
maximum ion wave amplitude allowed by ion (rap­
ping or wavebreaking. 

Ion (empera(ure is found from two ion-energy 
equations: 

1/2™-

and 

- ( n iVi i7 ( l 2 v ) - f ( T » T,> 

+ vh, n.(T ei r e 
M i a 2 1 

'~ob~<(i,) 

u l r J SBS 

= 7 ' T » " T l ' + " e i ^ T

e - T l ' -

(61) 

(62) 

The terms on the right side of Eq. (61) represent, in 
turn, expansion cooling, coupling between the 

Fig. 3-27. Profiles of background velocity and density to be 
used in parameter study of Brillouin scattering at various 
laser wavelengths. Other parameters: rc = 0.24 cm, IL = 2 X 
10" W/cm', T, = l.S keV, T!(rc) = 1 keV, Z = 2, and A = 
4. 

0.4 0.5 

Radius (cm) 

parallel and perpendicular ion temperatures at a 
rale i'ii. coupling of energy from electrons ai a rale 
i'ci. and parallel ion heating due to Brillouin scatter­
ing itself where I is the scaKcred light intensity. In 
(he direction perpendicular to (he flow velocity v 
|l\q. (62)|, only coupling to ions and electrons con-
tribu(es lo T i direcdy. 

We have wrillen a small computer code called 
SBS + IB. lo numerically solve Eqs. (58) through 
(62) for fixed background profiles n^r), v(r) TJ,T). 
and Tj(rc). We shall presen( below resuhs of a 
preliminary parame(er s(udy using SBS + IB. which 
kep( (he background profiles conslan( and s(udied 
mechanisms de(ermining (he level of Brillouin for 
different laser wavelengths. For this parameter 
study we used profiles which might be (ypical of a 
large spherical reactor-sized target: r c = 0.24 cm. I L 
= 2 X IO l 4 W/cm 2 , TLj(r)= 1.5 keV. Ti(rc) = 1 keV, 
Z = 2. and A = 4. The velocity and densi(y profiles 
are shown in Fig. 3-27. Electron density rose 
abruptly to critical above the density n/= 0.33 n c. 

We can use Eq. (61) to estimate when ion 
heating is expected lo dominate over expansion 
cooling. A dimensionless parameter, H. gives the 
ratio of (he Brillouin heating (o (he expansion-
cooling terms in Eq. (61): 
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Fig. 3-28. Profiles from code SBS + IB of ion temperature and ion-wave amplitude £n,/n, for two different laser wavelengths: (a) long 
wavelength, (b) short wavelength. Laser is incident from right; the noise level of the scattered wave at critical is 10"4. For \ L = 2 pm, ion 
heating is strong in the low-density plasma and is responsible for the decrease in Srjj/n seen at large radii. For XL = 1/3 pm, expansion 
cooling domimtes over ion heating. 
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where O is Ihe number of Brillouin gain lengths in a 
distance r characterizing the hydrodynamic flow. n c 

is the critical electron density, and M = v/c s is the 
Mach number. A rough measure of the importance 
of ion healing in limiting the growth of Brillouin 
scattering is the ratio H/Q. because the heating rate 
is only relevant when Brillouin is substantial. This 
ratio of heating rate to SBS growth is, according to 
Hn, (63). 

A l 0 1 6 W / c m 2 / U \ T e / W W • 
(64) 

Ion healing is thus seen to be an important 
Brillouin limitation process for higher laser inten­
sities li., longer laser wavelengths \\,, lower electron 

densities n/n c. cooler ions (Tj « ZTC), and smaller 
Mach numers. M. 

Kigure 3-28 illustrates this predicted scaling of 
ion heating with laser wavelength, showing strong 
ion heating for \\ = 2 jim. but only expansion cool­
ing for A[ = I ;3 Mm. It is interesting that collisions 
are frequent enough in the A| = 1/3 ^m case to 
maintain good coupling between the parallel and 
perpendicular components of ion temperature, and 
even to provide a bit of collisional heating from the 
hotter electrons near the critical surface. In contrast 
the two components of the ion temperature are 
decoupled when \\ = 2 ̂ m. In the \\ = 2 ̂ m case, 
ion heating al low density causes the size of the ion 
density perturbation 5nj/n to decrease at large radii, 
whereas when \\ = 1/3/tm the ion density pertur­
bation amplitude is largest at large radii. Despite 
this ion heating, however, the actual magnitude of 
the ion perturbation is larger by about a factor of 50 
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at A| = 2 ^m than at A[ = 1/3 (im. Thus according 
;o our model the total amount of Brillouin reflec-
tivity at A| = 2 ,um exceeds that at 1/3 jim, despite 
the presence of ion heating. 

In contrast to ion heating, which is most im-
poi'lam at long laser wavelengths and high inten­
sities, inverse bremsstrahlur.g absorption can limit 
SliS at short wavelengths or low intensities. Under 
the latter conditions one can estimate the Brillouin 
i|ualiij factor.*4 Q. by calculating the number of 
SHS i;,;in lengths in one absorption length for in­
verse biemsstrahlung: 

(65 J 

where l . j | , s is the distance over which the incident 
intensity is decreased by a factor I ,'e due to inverse 
brcmssirahlung absorption (lo be more exact one 
might want to use 2 L.,bs or 3 l. abs as the upper limit 
lor ihe integral). Reference 83 discusses this expres­
sion for a Hat density profile n(r) = constant. For a 
more general profile 

„(r, = n v (f) r > r, and u > 1 

one obtains, in the strong-absorption limit. 

°ib " W J U i <= 
(1-0/2/3-1) 

(66) 

(67) 

so that the wavelength scaling of Ihe SBS quality 
factor is 

(4M/W-1, / J £ l 3 ] < 2 . 
lb L \2p - 1/ 

(68) 

Thus when inverse bremsstrahlung is strong, 
Brillouin scattering is predicted to decrease strongly 
at short laser wavelengths. Figure 3-29 illustrates 
this decrease, showing the wavelength-dependence 
of electric field profiles for the incident and 
Brillouin-scattered waves: the results were obtained 
with the code SBS + IB. for the parameters 
described in Fig. 3-27. The incident electric field 

Fig, 3-29. Wavelength dependence of electric field profiles 
for the incident and Brillouin-scattered waves, for (a) AL = 
0.3 jim, (b) XL = 0.5 jim, (c) XL = 1.0 nm. Conditions of the 
laser and background plasma are described in Fig. 3-27; 
results are from code SBS + IB. Brillouin is predicted to be 
much stronger at XL = 1 iim than at \ t = 0.3 /im, according 
to this model. 
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amplitude at r = 6 mm is normalized to unity. 
When X[ = 0.3 ^m. there is virtua1 no SBS: the E-
field amplitude first swells due to spherical con­
vergence and then decreases a bit near r c due to in­
verse bremsstrahlung absorption. When the 
wavelength is increased to \\ = 0.5 pm. Brillouin 
becomes stronger as predicted by Kq. (68). and ab­
sorption falls to 25%. Near critical density inverse 
hremsstrahlung is present, but at a weaker level 
than for \\ = 0.3 fim. When the laser wavelength is 
increased again to 1 /Jin. Brillouin becomes stronger 
still, and allows only 4'< absorption to occur. Figure 
3-29(c) shows the incident wave so strongly depleted 
by SBS that little amplification of F due to spherical 
convergence can occur. Our calculations indicate 
that for these laser and targe' parameters, ion 
heating does not begin to limit SBS until the laser 
wavelength has exceededA| = 1 /itn. 

There are several important ways in which the 
crude SBS model described here could be improved. 
The Brillouin model developed recently1"' for use in 
LASNHX simulations incorporates the self-
consistent reaction of background conditions into 
the presence of SBS. a feature crucial for quan­
titatively accurate modeling. A second important 
improvement to SBS + IB would be the inclusion of 
density and velocity-gradient effects87 on SBS. and 
a treatment which allowed some of the light reflect­
ed from critical to be a source for Brillouin 
backscaltering.ss I inally. a parameter study incor­
porating wavelength variation (as in Fig. 3-29) 
should include the fact that the background profiles 
of density and temperature are different at each 
laser wavelength. We have examined the latter effect 
by using some LASNHX-generated profiles for the 
laser parameters of Fig. 3-29. More accurate plasma 
profiles produced even more severe Brillouin scat­
tering at long, laser wavelengths, because the 
plasma profiles tended to be much more extended 
for long-wavelength lasers, thus providing more un-
derdense plasma wavelengths for SBS to grow in. 
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Enhancement of Stimulated Brillouin 
Scattering in the Presence of a 
Critical Surface 

Previous analyses of stimulated Brillouin scat­
tering (SBS) have not considered the effects of a 
partially reflecting boundary, such as the critical-
density surface in a realistic plasma expansion. 
Generally, these analyses have found that the in­
stability exponentiates from some small noise level, 
a. usually taken to be in the range of 10"4 lo 10"-
(relative to the incident power). Thus for SliS lo be 
appreciable, the effective interaction length, which 
is set by the finite length of the plasma or by density 
or velocity gradients, must be much grealer than the 
growth length. We discuss here a mechanism by 
which a reflecting surface can greatly increase the 
effective noise level so that only a few growth 
lengths are required for significant scattering.S9 

Consider a homogeneous slug of plasm, of 
length I. (Fig. 3-30). moving with respect to a 

Fig. 3-30. Schematic representation of simple model for 
SBS: a homogeneous slug of plasma moving with respect to a 
partially reflecting surface. 
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reflecting surface at a speed v = M c s toward the 
laser. Here. M is the Mach number and c s is the 
sound speed. In the rest frame of the plasma, the 
left-going laser light. E [ , is Doppler-shifted up to a>i. 
= wo + kn Mc s . where kn is the free-space wave 
number and wo is the laser frequency, while the 
right-going (reflected) light, ER, is Doppler-shifted 
down to U;R = (1)0- k(]Cs(M - 2M S). where M c i s the 
Mach number of the reflecting surface. The beating 
of these light waves drives an ion wave, n*. with fre­
quency ID, = uj| - UIR = 2 koc s (M - M c ) . The equa­
tions for the slowly varying amplitudes of these 
waves are 

31-, 

\ c ax 4 n, R ' 

V-
J l ) n » , 

(69) 

(70) 

and 

V 7 

'M - M,.Y / M " M 
+ i 

2k oVSfVV7 

(71) 
i «. 2 2 2mMc WQ 

Here no and n c are the background density and 
critical density, t is the plasma dielectric constant, v 
is the ion wave damping rate, and m and M are the 
electron and ion mass. We assume that the ion 
waves are heavily damped and so have neglected 
Cjan/ax compar d to nrf in Eq. (71). Substituting for 
ri. we find equations for | E i J " a n d | E R | " : 

3 l n L i 2 a iEj^ y \ , 2 

- — II-1 I ft-pi 
b x dK 4 n u

2 m M c 2 \ £ 
c 0 s V 

i 2 Iv \2 
(72) 

( l - i f 

where q = (M - M c ) / V F a n d o)s = 2 kffi5-~/T. The 
boundary conditions are | E L I 2 = Erj/>/« at the right 

end of the slab, where t o is the incident vacuum 
field, and | E R | 2 = f| E L | 2 at the left end of the slab, 
where f is the reflectivity of the boundary. Solving 
Eq. (72). we find thai the fractional transmissivity, 
T. of the slab is given by 

1 - T O - f ) = fcxp!TO -00(1 )1 (73) 

where 

1 n 0 v 0 k 0 L 

0(n) = 7 
4 ' " c v2 3 T -

e 1 + 
i , 2 2 / , Y 

and v(j = (eHo/muo)". 
In deriving Eq. (73) we have neglected the light 

scattered by plasma fluctuations (noise) relative to 
the light reflected by the boundary, a « fT. If there 
is no reflecting surface (f = 0) then this noise level 
determines the transmissivity as shown previously, 9 ' 

T(l T) = a exp|TQ(n = 1)1 . 

There arc two important new features in Eqs. 
(73) and (74). Eirst, the quality factor, Q(t)). has a 
resonance function behavior, reaching a maximum 
at the resonant Mach number M = M c + VT, and 
falling off with characteristic width i\.'a\ for other 
Mach numbers. This behi.vior is demonstrated in 
Fig. 3-31. which shows the calculated transmissivily 
for A U R U S ' " simulations of the moving-slug 
prob'?m. Secondly, the transmissivity in the 
presence of a reflecting surface [Eq. (73)] is almost 
always much less than that obtained without the 

Fig. 3-31. AURLS results for transmissivity, T, vs relative 
Mach number M - M c , for the case Q (rj = 1) = 3.6, f = 0.7. 
Curve (a), 7/tus = 0.25; curve (b), »/ois = 1. The transmis-
sivities are slightly lower than predicted by Eq. (73), because 
of transient effects. 
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Fig. 3-32. Transmissivity, T, vs Q for exact resonance, M -
M c = V?. Curre (a) is Eq. (75) with a = 10"4. Curies (b) 
and (c) are Eq. (73) with f = I, 0.27, respectively. The solid 
circles represent AURUS simulations; squares represents 
particle simulations. Also shown are AURUS simulations of 
partially overdense isothermal expansions (triangles). 

Fig. 3-33. Plot of electron density for a fluid simulation in­
cluding ablation from solid density. Density fluctuations 
maximize near the resonance pointM-M c = V«* 

surface | hq. (75)). Only if . .T a I or Q(t?) « Q (n = 
I) are Ihese transmissivities comparable. In fact, for 
the case of a perfectly reflecting boundary (f = I) 
Eq. (73) becomes particularly simple: T = [1 + 
Q(n)]-' (Ref. 89). Figure 3-32 demonstrates this 
strong enhancement of SBS for various boundary 
reflectivities. 

Our simple moving-slug model (Fig. 3-30) is a 
good approximation of the case where the critical 
surface is steepened, either due to the pon-
deromotive force or to localized healing in a 
strongly flux-limited plasma. 9 2 We now consider 
simulations of SBS in an isothermal expansion, 
which is appropriate for plasma heating with 
classical heal transport. Part of the plasma is over-
dense, so that total reflection lakes place at the 
critical surface (f = I). We allow various damping 
rates and scale lengths. Even though the resonance 
condition. M - M c = s/f, is satisfied only al a single 
point, the width of the resonance is rather large, as 
can be seen from Fig. 3-31; essentially, a scale length 
of plasma participates in the scattering. Figure 3-32 
shows Ihe transmissivity points from the AURUS 
simulations. It can be seen that they fit the 
theoretical curve T = (I + Q ) _ l very well. 

Finally, we consider a simulation that includes 
ablation from solid density. The target was a glass 
disk, irradiated with l-^m light at an intensity 1 0 " 
W/cm 2 . Of the light reaching the critical suiiUce. 
30% was absorbed (f = 0.7); this corresponds lo ab­
sorption due to collective plasma effects (parametric 
decay, resonance absorption, etc.), and agrees with 
experimental measurements.9-* We allowed classical 
heat transport, but self-consistent ion heating was 

20 40 60 80 100 

x(M) 

not allowed. Rather, we set r = u.'s. Figure 3-33 
shows the density profile n p / n t . al a time 100 ps into 
the calculation. The SBS-active region is 0.I < 
n p / n c *S I. The position ofmaximum scattering is at 
the point predicted by the resonance condition. 
Evaluating Q al this time we find Q = 1.25. From 
Eq. (75). for f = 0.7 the predicted iransmissivity is T 
= 0.5I, whereas the simulation gives T = 0.48—cer­
tainly adequate agreement. 
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Calculations of Stimulated 
Brillouin Scattering with LASNKX 

Last year's annual report outlined the fun­
damentals of our Brillouin model in LASNEX, and 
results of the laser wavelength scaling of an 

3-41 



Fig. 3-34. Absorption and Brillonin reflection vs laser wavelength for several intensities. The aamber above the line is the intensity in 
W/cm 2. (Because light that has been reflected by Brillouin may be subsequently absorbed, the frictions of Brilkwin scatter and absorp­
tion may total more than I.) The experimental triangles correspond to tbe absorption of the LASNEX resalt nearest to it at the same 
laser wavelength. Note that the density and velocity gradients have essentially pushed Brillouin below threshold for the 3 X I0 ' 4 green-
light runs. 

10.0 

exploding-pusher model. In the last year, we have 
incorporated and done test runs of a number of im­
provements (described in detail in "Brillouin 
Backscattering Model in LASNEX" later in this 
section). 

All simulations were run on a gold disk, with 
laser pulse length of l ns FWHM and spot 
diameters corresponding to experiments where 
available (shown in triangles). LASNEX has mul­
tipliers on the rn. vv. the heated ion density, and the 

saturated ion density amplitude: all these were set at 
I in these runs. For consistency, transport inhibi­
tion was used in all runs, such that heat was 
transported no faster than the ion sound speed for 
ZT e /Tj» I, which is the case of interest. For W2 < 
3 X I0 l 4, however, there is experimental evidence 
that perhaps this is not necessary, as less transport 
inhibition would mean more absorption. 

The generators for these runs were modifica­
tions of the one discussed above (in "High-Z Disk 
Modeling") and were adapted to a treadmill rezoner 
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between 0.1 and 1 critical density, giving 10 zones in 
all. The absorption and Brillouin scattering changed 
less than 2% from the coarse-zoned examples. 

Figure 3-34 shows the absorption due to in­
verse bremsstrahlung and resonant absorption 
(solid lines), and reflection due to Brillouin scatter­
ing for light on the way to the target. After the light 
is reflected by Brillouin. it may 

• Be absorbed by inverse bremsstrahlung. 
• Be lost due to Brillouin again. 
• Escape the target without being affected by 

either Brillouin or any absorption mechanism. 
Conclusion. We have developed a model which 

predicts the fraction of light absorbed (±10%) by 
gold disks over a wide range of intensities and a fac­
tor of two in laser wavelength. We point out, 
however, that though the model is close to the 
short-pulse, green-light, French experiments, it un­
derestimates (by 10 to 15%) the absorption on CH 
disks as found by the long-pulse Shiva experiment.'. 
We have self-consistently included a new inverse 
bremsstrahlung multiplier9"' in LASNEX and found 
that the absorption is then too low. Absorption by 
ion acoustic turbulence is now being incorporated 
into LASNEX to find out if we can more clearly 
resolve the reason why CH and gold absorb about 
the same fraction and recover some of the absorp­
tion lost to inverse bremsstrahlung.1' 
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Steepening of Ion Acoustic Waves 

The nonlinear evolution of ion acoustic wa'. ,-s 
is a subject of both theoretical and practical impor­
tance. An interesting characteristic of a long-
wavelength ion acoustic wave is its tendency to 
steepen, i.e., to generate harmonics. Simple 
arguments'7'''1' indicate that this harmonic genera­
tion is efficient when the amplitude of the density 
fluctuation, iin. associated with an ion wave with 
wave number, k. satisfies the condition <'>n/n > 
4k2,\L5e. where n p is the background plasma density 
and XDc is the electron Debye length. This condition 

is easily satisfied, for example, by the ion waves 
generated via Brillouin scattering in microwave 
simulation experiments,91'' l ( l" or by the ion waves 
associated with the electron-ion decay instability in 
laser-produced plasmas. 

We have examined harmonic generation by an 
ion acoustic wave in a one-dimensional approxima­
tion via numerical solutions of the two-fluid 
description of a plasma. The ion fluid is described 
by the continuity and force equations 

fin. .. 
— + — in. u.) = 0 
a i »x ' • 

and 

a u i flui /«!•: „ , , 
+ u. = I'.U. . (761 

at l 3x M ' ' 
where n, and u; are the density and velocity of the 
ion fluid. F is the electric field. Z and M are the ion 
charge and mass, and i'j is a collision frequency 
which models Landau damping of the ion waves. If 
we neglect electron inertia and include a small pon-
deromolive force on the electrons, the analogous 
equations for the electron fluid reduce to 

n = n e\p( —+ a 1 . (77) 

where n c and "e are the electron density and tem­
perature, lip is the unperturbed electron density. </> is 
the electrical potential (L = -atfi.ax). and <v is the 
ponderomotive potential (normalized to HS.'Q) that 
drives the ion acoustic waves. We complete the 
model with Poisson's equation: 

_ 2 
— - = 47j.'(n n.l . 178) , 2 c i ax 

To investigate the harmonic generation, we ex­
pand these equations to second order in the poten­
tial 0. and then Fourier-transform: this results in a 
set of nonlinear coupled-mode equations. By ap­
propriately choosing a. we can excite an ion 
acoustic wave and compute the steady-state spec­
trum which results. 

In the present example, an ion acoustic wave 
with wave number kA^ = 0.06 is driven by a pon­
deromotive force. As the amplitude of this wave in­
creases, energy is nonlinearly coupled with its har­
monics. Finally, the wave reaches the steady-state 
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spectrum shown in F ig. 3-35. in wh ich the energy 
f lowing into the dr iven wave is balanced by the 
energy damped f rom the entire spectrum o f waves. 
Vote that a rich spectrum o f harmonics is p roduced. 
Indeed, the rool-mean-square f luc tuat ion ampl i tude 
i.'.s become nearly twice as large as the ampl i tude o f 
;he directly dr iven ion wave. 

Since the harmonics are supported by the 
d.reclly dr iven ion wave, their generat ion represents 
.i' i enhanced damping o f this wave. Th is is shown by 
•he ICMI I IS in I ig 3-36. where the steady-state am-
ji i ode ol the driven wave is p lo t ted as a funct ion o f 
•!,e unpl i tude o l the ponderomot i ve force (<>l that 
s wi les ;he wave The open circles are results f rom 
:l;e iHiinene.i l calculat ions, and the sol id line 
denotes a simple theoret ical estimate that includes 
the ellecls o l enhanced damping (a calculat ion 
w n l n m l the enhanced damping predicts larger 
steady-stale ampl i tudes! . T o obta in this estimate, 
we first define an effective energy damping rale i \ a s 
2 i„. where t„ is a steepening t ime. \ s shown in Ref. 
l "s. t . ' ^ i»- 2liAn i ip i . where « , is the ion acoustic 
frequency The steady-state ampl i tude is then 
predicted to be 

le agreement wi th the numerical 
i rmomc eencral ion can be more 

Fig. 3-35. The steady-stale spectrum of Ion acoustic waves 
found in numerical calculations in which one wave is driven 
by a ponderomotive force. In this example, the driven wave 
hai* l wave number k,^i)t = 0.06, i-j/a-j = 0.05 and a = 
S X 10-'. 
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Fig. 3-3*. The steady-state amplitude of a driven ion acoustic 
wave as a function of the ponderonotive potential that drives 
it. In these calculations, P|/u>, = 0.05 and the wave number of 
the driven wave is kjX,,, = 0.06. 
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impor tan t than the damping o f the dr iven wave 
when nil n_ > c, u:,. 

In summarv , we have investigated harmon ic 
generat ion by an ion acoustic wave. O u r pre­
l iminary results show that this harmonic generat ion 
can act l ike enhanced damping and signif icantly 
reduce the ampl i tude to which a long-wavelength 
ion wave can be dr iven. We need to extend our 
calculat ions to further explore the efficiency o f the 
h a r m o n i c g e n e r a t i o n as a f u n c t i o n o f the 
wavelength of the dr iven wave, and to allow for 
olher ion waves wi th wave numbers which are not 
an integral mul t ip le o f the wave number o f the 
dr iven wave. A n impor tan t question to be addressed 
is the role o f nonl inear frequency shifts on the har­
monic generat ion. We also plan to describe the ions 
as particles, in order to explore the effect o f har­
monic generat ion on ion t rapp ing . 
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Simultaneous Self-Focusing and 
Brillouin Backscattering of Gaussian 
Laser Beams 

/ 2 Z c 2 k 2 . | + ! . | : \ I I I 
nJ ; .s 

(841 

where vve have included an upper limit on I he SBS 
Ion healing is prohahlx :he major saturation ion wave amplitude. '>\v i). ' " model ion trapping. 

mechanism for stimulated Brillouin scattering (SBS) Combining i q s . (81)). (81). and (8.1). we obtain 
for long, moderate-intensity laser pulses. 1" 1 If the 
ions arc heated to T, - ZT t.. the spatial growth ; i ! , .,( . ^2 
length for self-focusing becomes comparable to that . i jk—- + -—(r—"J •• — , 1 . " '- ' 
ol 'SBS(Ref. 102). so these two processes should be '" ' :" \ '<"' ,2 

considered simultaneous!). Here vve carry out an u - I 
anuKsis of their interaction lor azimuthallv s\m- • i —%- i„ min (( !l . I . * , , „ ) — - I - n 

2 \ ' u ' 7 I 
metric laser beams in stead) state. We assume that •"' 
the beams are approximate!) Gaussian. (A discus­
sion of the validilv of the Gaussian beam approx- w here ). = e\p - "II i• + | : + 11- I -). u^n = ^niiu t \ . 
ima'.ion for pure self-focusing may be found in the M = \2, 4vj(| + r). and (', = 2n(l + r) [(I + 
ne\l article.) We find that a small amount of SBS ' . | ( r icj]. We have normalized l . ± to the modem 
can cause a self-trapped laser beam to diverge after field I n with quiver velocity v„. 1 he electron ther-
undergoing a single focusing event. mal velocity is \ t . ami • = T, / T c is the normalized 

W'e begin with the equations for the slowly ion lemperalurc. This equation can describe the 
varying (in r and z) envelopes of the left-gom • and simultaneous SBS and self-focusing of laser beams 
right-going light waves. K_ and h + . the ime- with arbitrary radial intensity distribulions. 
independent plasma density, n. and the SB^ ion We discuss next a set of momenl equations 
wave, n: describing some averaged proper.ies ol the incident 

, n and scattered beams. In deriving these equations we 
make the approximation of replacing the SBS scat-
tenne coefficient wuh its iniensitx-averaiied value. 

al+ 1 a /i.1 i\ " W , n \ , "o 
= 2ikz + - — [ r + — 1 — 1- — 

3.. r ar \ a r / ,.2 \ n J ,^2 

- 1 • i.-. / •" a •2ik + - — ( r h aZ r ar \ ,u ] 
"'I 1 

-• 0 . 

1851 

where 

and / r I ,.- i. min|( , I I 
/ 

t — + i—-N + 1 = T T 1 ! 1 • <82> / 
(86) 

In these equations n 0 and n t are the background and 
critical plasma density, r and u.-s are the ion-wave Taking the first two radial moments of t q . (85) 
damping rate and frequency. u.'() and k are the laser yields equations for power and mean square radius 
frequency and lo-al wave nurrber. and c and c\ are 
the speeds of light and sound, respectively: in Eq. 
(80), (*) means "conjugate" for the + equation 
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11 i he beam- W c close I his so I o f mo men l equal ions 
'•. iii.ikiML' ' .' Gaussian beam approx ima l i on . 

\~i/\ f \ p [ r~'a"(/n (K7> 

n u h l l o r w a n i (a l though ledums) lo 

•\\ in;j equations for \ + and a: 

I ' I'll |, I in 11')| 

Jf I c v pi II 

>i' ih I' = • \ r + A : ) , and X « , H = m i n d . 

»,i C, A- \ 
1 qua i io i i XS) describes lhe decay (growth) of 

the incident 'scattered) beam as it propagates 
through the i Miia. l .quat ion (SM) is an equat ion o\ 
Minium lor it t oo l mean square beam radius: this 
equat ion ha-. :cn derived p rev ious ly , " 1 1 neglecting 
SBS. The I I IL ' ion o f SBS has added an expl ici t / -
i lcp ' " . ' . I U ' I ' : 'he potent ial funct ion V(a . / ) . and it 
i i this new feature which al lows previously t rapped 
beams to become untrapped in the presence o f SBS. 

This phenomenon is apparent in the first in­
tegral o f Fq. (91): 

dz 2\d/ , / I 8z 
pU d LintP) 1 d(a P) 

1 2 dz (93) 

Fig. 3-37. Numerical solution or Eq. (103) (neglecting SBS). 
Plotted is nns beam radius, a, vs axial distance, z. 
Parameters are v j / v j = 0.1, nj/n,. =» 0.2, T = I , k»(z = 0) 
= SO, da/dz(z = 0) = 0. 

In the absence o f SBS. a-P is a constant. Thus the 
total "energy" o l the beam 1'. = I 2(da d / ) - + V is 
conserved. I f a beam enters the plasma w i th F < 0 
then F wi l l always he negative and the beam wi l l be 
t rapped, w i i h its ni ls radius osci l lat ing nonlinearly 
as shown in Fig. 3-37. In the presence of SBS, 
however. flV 3/ = tJF d / > 0, so that tne beam must 
eventually escape, i.e.. diverge indefinitely as F 
becomes posit ive. 

A n example o f this behavior is shown in F ig. 
3-3X Physically. the scattered l ight beam helps to 
deplete the plasma density so that the incident beam 
acquires more inward radial momentum per unit i n ­
tensity then it wou ld in the absence of SBS. Then , as 
the incident l ight approaches the focus, scattering 
rises rapidly due to the increase in intensity. A f te r 
passing th rough the focus the incident l ight intensity-
is decreased due to SBS. The incident beam does not 
deplete the plasma density enough for refraction to 
overcome the large radial momentum it acquired 
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Fig. 3-38. Same parameters as Fig. 3-37, except that SBS 
allowed; SWB = 0.1, i./u>s = 1, A?(ki = oOflO) = 10"4 A+(t 
= 6000). 
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during its flight towards the focus. \ s a result the 
beam diverges indefinitely alter a single focus. 

The simple moment equations derived above 
suggest a qualitative!) new feature of self-focusing 
when SBS is included. The.e equations, however, 
give only verv approximate descriptions of the 
system's true behavior: more quantitative results re­
quire full numerical solution of l.q. IX-4). 
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Spatial Structure of Filamented 
Light 

Self-focusing, or filamentaiion. may become an 
increasingly dominant effect in present-day and 
future experiments. In contrast to modeling of 
earlier short-pulse experiments, we now envision 
beams traversing ! 0 J to 10 4 free-space wavelengths 
of underdense plasma, and reactor targets as large 
as a centimeter 'n diameter 

To investigate the spatial structure of self-
focused light, we solve numerically a Schrodinger 

equation in cylindrical lr . /) geometry with an ex­
ponential nonlinearily. which describes the filamen-
lation of laser light in underdense plasmas due to 
the ponderomotive force. This work complements 
and extends previous analytic descriptions ' " ' o l 
sell-focusing in underdense plasmas. 

To derive the equation we want to solve, we 
start with the u a \ e equation 

lor the laser-light electric field vector I propagating 
in a plasma >l I requeue) u.-p. 1 el 

I r^r./p I'vpfnk / " ' ( I ' I • ts>5i 

where •,, is the free-space laser frequency ami k n is 
the wave vector corresponding to propagation ;n a 
plasma o\' unperturbed density n v !f n p (assumed 
here lor simplicity lo he a constant I is small enough, 
then space charge effects may be neglected: that is. 
we m.iv ignore v" • I- .Also, we assume that fw ,v- r 
small with respect to k,,(/l • t» »/. Iqiialion (94) 
then becomes 

The plasma dcnsiiv is determined bv balancing the 

isothermal pressure against [he ponderomo i i ve 

force: then 

v i h 

where e and in are the charge ami mass of the elec­
tron, respective Iv. v,, is the uscill.iliM v v elocilv iTtlu-
electron in (he laser clecric t'ield. with | v ( l | = 
e |i I n u ( l : and v, h is the electron thermal velocity, 
with (ii the units used here) v^h = e-(T,. 51 I ) where 
T. is the electron plasma temperature expressed in 
keV. 

The differencing scheme we use to solve hqs. 
(96) and (97) is chosen to preserve the conservation 
properties of 'he Schriidinger equation. Variable 
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zoning in both r and z leads lo economy in code size 
and running time. The Crank-Nicholson scheme is 
used to advance <(r,z) in z, and the nonlinearity is 
obtained by iteration. The flux is monitored as a 
check of the numerical scheme. The validity of the 
paraxial approximation as the beam focuses is 
checked by comparing the magnitude of the second 
derivative, 8 2e/3z 2, to the first derivative, 
|k,i |- |ae/a/ | . 

To compare lo earlier work,' 0 4"""' we first 
discuss the self-focusing of an initial Gaussian 
pulse. In order to solve Eqs. (96) and (97) 
analytically, the assumption is made that the beam 
remains a Gaussian as it fo. uses. An advantage of 
the numerical solution is tha no such assumption is 
necessary. 

Although different methods of solution are 
used in Refs. 104 to 106, the qualitative description 
is the same. Above a rather low threshold power, Pc, 
there are self-trapped solutio is: for stationary self-
trapped solutions the filament radius may be as 
small as several free-space wavelengths. Num­
erically, we find that for a given P c our work verifies 
the expression for the radius of the stationary self-
trapped filament given in Rel. 106. For powers 
above this critical power, however, the numerical 
solution predicts very different behavior than that 
obtained in the analytic solution. The beam does 
not retain its Gaussian shape, and focuses in a shor­
ter distance than predicted analytically. 

As an example, we describe a numerical 
simulation for P/P t. ~ 11. Here, \ ( ) /v, h = 0.1 and, if 
v.(l describes a 10-keV plasma, then the 
corresponding laser intensity is 2.4 X I0 M W/cm 2 

for 1.06-jum laser light. The initial shape ise(r,/=0) 
= e(r=0./=0) exp(-r :/a-) and k0<i = 700. Also, n = 
0.1 nc, where nt, is the critical densin (the density at 
which the plasma frequency equals the laser fre­
quency). 

Our results are illustrated by the flax contours 
of Fig. 3-39. These contours are chosen to give 
equal spacing for a Gaussian beam. This shape is 
lost as the inner portion of the beam focuses down 
to a very narrow filament. The power contained in 
this central inner portion is approximately the 
critical power—an intuitively pleasing result. 

After this first focus, rings begin to appear 
beyond the central inner portion. The second max-

Fig. 3-39. Flux contours for an initial Gaussian profile with 
I Vvihl ~ I-1 '"d K" = 700. If the beam '-ad retained its 
Gaussian shape, these contours would have remain equally 
spaced. 
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ima at 100 < k()r < 200 is evident in these flux con­
tours. [The appearance of rings beyond the first 
focus was first found in numerical work by Mar-
burger and Dawes"17 for a nonlinearily of the form 
|E| 2 /(I + |E/E S | 2 ) .] 

A snapshot of |v ( ) /v, h | - vs k 0r beyond the first 
focus is shown in l-ig. 3-40. Note the evident non-
Gaussian nature: the maximum intensity is nol on 
the beam axis at this point in z. Similar snapshots at 
any point in z always show this well-defined central 
portion and a long tail: the Gaussian initial shape is 
nol maintained during the beam evolution. Figure 
3-41 shows |V|)/vihl_at r = 0. vs z. Notice that after 
first focus at k(>z = 26 700, the intensity oscillates 
about a large value, never returning lo its initial low 
value. 

We compared our results with those of the 
analytical theory with the Gaussian shape ansatz by 
numerically integrating Eq. (26) of Ref. 106. The 
results for | v 0 / v l h | - a s a function of z are indicated 
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Fig. 3-40. Plot of I v o / v j 2 vs k 0 r at k „z = 29 000 for the 
initial Gaussian of Fig. 3-39. This snapshot is taken beyond 
the first intensity maximum. 
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Fig. 3-42. Plot of initial | v 0 / v l n | 2 ys k 0r for the ring beam 
(solid curve) and a Gaussian of the same flux (dotted curve). 

400 

Fig. 3-41. Plot or | v 0 / v l h | 2 at r = 0 as a function of k„z for 
the initial Gaussian of Fig. 3-39. The solid curve is the code 
result with first focus at k 0z = 26 700. The dotted line is the 
analytic result with the Gaussian shape assumption. 
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by thedottei line in Fig. 3-41. These analytic results 
are much loo low and the resulting distance to first 
focus is more than twice that found without the 
Gaussian shape assumption. At first focus, 
however, the analytic model has even sharper 
behavior than le numerical solution. The peak 
value of | vo /v ,h , : is 1.5 X I 0 2 and the resulting 
beam radius is less than the beam wavelength. Ac­
cording to the analytic model, the beam then os­
cillates by continually relaxing to Us original state 
and refocusing. Thus the analytic model as 
developed in Rcf. 106. with its Gaussian-shape an-
satz. does not reproduce even the qualitative 
behavior found in the numerical solution, whether 

well before first focus, at first focus, or beyond the 
focus. 

Wc should add a note of caution about the 
sharp behavior at first focus in our numerical 
results. There arc several simplifications and 
assumptions in the derivation of Eqs. (96) and (97): 
steady state, cylindrical symmetry, slow variation 
with respect to / . scalar rather than vector optics, 
and no back-reflected light. 

<V-. envious advantage of the numerical solu­
tion is the ease with which we can study the 
propagation of initial pulse shapes other than Gaus­
sian. To dale we have tried "super-Gaussians" 
| „ c - l r n) J] . | n ( j "ring" beams; we find rather similar 
behavior for both. For the initial profile of Fig. 
3-42, 

c(r,z = 0) = e(r = 0) €H-e)] (98) 

with k 0 n = 500 and the central intensity 
corresponding to v ( ) / v l h = 0.12, or 3.4 X 10 1 4 

W / c m 2 at lOkeV for Nd:glass. The flux contours 
are shown in Fig. 3-43. Again, these flux contours 
were chosen to give equal spacing for a Gaussian 
beam, but there is little evidence of Gaussian-like 
propagation. 

The ring beam reaches first intensity maximum 
at kHz ~ 16 000. A Gaussian beam with the same 
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Fig. 3-43. Flux contours for the ring beam described in 
Fjg. 3-42. 
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power (v ( |/V||, = 0.146, k{la = 922) reaches first 
focus further downstream, at k(,z ~ 21 000. Also, 
the maximum intensity at first focus is u factor of 
five larger for the Gaussian beam. 

After the "first focus" of the ring beam other 
rings appear, and these maxima slam into the cen­
ter. This singularity at r = 0 is a consequence of the 
cylindrical-symmetry assumption used in deriving 
Eq. (96). If a/imuthally-dependenl behavior were 
included, we would expect these rings to break off 
in'o small-scale filaments. 

A central issue in the study offilamentatior in 
!•• " ' i :o laser fusion applications is its competition 
with other processes in the underdense plasma. Asa 
s'.arl toward understanding this competition, we 
have included the effects of inverse bremsstrahlung 
absorption with its density-dependence in our code. 
The absorption length is assumed to be larger than 
the distance to first focus without absorption. 

Not surprisingly, this finite absorption length 
results in longer distances to first focus and lower 
maximum intensities. But note also that as the beam 
focuses, the density is lowered and the absorption 
rate decreases. Therefore, the behavior of the most 
intense part of the beam is qualitatively unaffected 
by the inclusion of an absorption length greater 
than the distance to first focus. 

To apply these results to laser-plasma experi­
ments, we point out the scaling properties of Eq. 

(95). Ifthe density changes by a factor of n, then ad­
justing the radial size by , r 2 and changing the 
propagation distance, z, by kn.(n)/«ko(«n) ~ 1/or 
regains the original equation. Thus one numerical 
example encompasses a family of results. 
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Update of Model for Ablative 
Laser Fusion Implosions 

A few years a g o " 1 8 we described our pre­
liminary work on a model for ablative laser fusion 
implosions. Here we present an updated and ex­
panded version of that model, which includes a 
more detailed description of the density jump at the 
critical surface. 

There is now a rather complete literature 
describing scaling laws for laser fusion targets of the 
exploding-pusher variety, in which heat is carried 
dominantly by hot suprathermal electrons. In the 
present section we derive scaling laws for a different 
type of laser fusion target, called an "ablative" 
target. In ablative implosions hot electrons are not 
important to the overall energy flow. Rather, the in­
ward flow of energy is via thermal conduction, and 
is roughly balanced by the outward flux of plasma 
energy and PdV work from the ablation surface. To 
conserve momentum the remaining cold material 
must be accelerated inward, or implode. 

We shall present simple expressions describing 
the ablation pressure, critical radius, and ablation 
rate for spherical ablative targets. These quantities 
are functions of the laser intensity, laser wavelength, 
and target size. Effects of inhibited heat transport of 
a magnitude inferred from a large body of ex­
perimental d a t a " 0 are explicitly included. Previous 
work on spherical laser-driven ablation was largely 
computational rather than analyt ic , ' ' ' exploring the 
regime where heat transport inhibition is not 

important 112.113 
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Although the present model has been 
developed for spherical geometry. Ref. 114 shows 
that it may be applied with some success to planar 
targets, by setting the effective ablation radius 
roughly equal to the spot diameter in a planar 
irradiation. 

The Ablative Flow. Classical expressions1 l r > for 
conductivity, K, and heat flux, q. are valid when the 
scale length for temperature variations. L-r. is much 
longer than the electron-ion mean free path. When 
gradients are so steep that Lr becomes less than a 
mean free path, the classical expression for q implies 
that the characteristic speed for heat How is much 
faster than the electron thermal speed. This seems 
physically unreasonable, at least for electron dis­
tribution functions close to Maxwellian. A common 
remedy has been to postulate an upper limit on the 
heal flux in this regime, frequently one expresses 
this "saturated" magnitude of the heat flux. qs;,|. in 
terms of the electron thermal speed v,,. s 
(kT./m,) 1 l 

V l = t , ° c k T c , , t c s 5 # c ' 1 ' m ) 

Here n c is ti;c number density of electrons, f is the 
flux limit as usually defined. </i is the flux limit scaled 
to hydrodynamic variables, and c = ( p / ^ ) ' " is the 
isothermal sound speed, where p and /i are the 
pressure and density. 

At present the appropriate value for the flux 
limit, f. is uncertain. Interpretation of a variety of 
laser-plasma interaction experiments"" has been 
possible only when f is assumed to be approximately 
0.03. Work is in progress to understand the si/e of 
the flux limit fand the mechanisms responsible for 
inhibited energy transport. 

In the work below, we will take the electron-
heat flux to be the minimum of the classical and 
saturated values. We leave f as a parameter in our 
solutions: our only restrictions are that f be constant 
in space, and. for the analytic work, that f Z 0.4 for 
a D-T plasma. 

A typical temperature profile, T(r). for a laser 
fusion target has a high temperature at the critical 
radius, and a low temperature at the ablation sur­
face. As a result, one can show that conduction is 
typically classical near the cold pellet surface, R.„ 
whereas it may be saturated near the critical surface. 

The overall flow is obtained by solving 
separately in the classical and saturated regimes, 
and then matching the solutions at the point where 

the classical and saturated heat flows are equal 
(details of the derivation not presented here are dis­
cussed in Refs. 111 and 1161. The equations to be 
solved are mass conservation, 

2 m = 4;rr pv = constant , (10CII 

the equation of motion for the gas. 

pv(dv/dr) =-dp/ilr, p = pc" , (101) 

and the energy equation. 

r 2(d/dr)r 2 niv(v2/2 + 5c2/2) + <l/r] = "><r rc> . 

tit)-" 

In these equations v is the radial flow velocity and I 
is the absorbed laser intensity at the critical surface, 
l o r this work we assume the electron and ion tem­
peratures to be equal: extension to separate values 
of T c and Tj is straightforward.' "' The pressure is 
given by p = n c k T e + iiikT, = nkT/ju. The mean 
mass per particle is /u = Anip/(Z + I). where the ion 
mass and charge are A m p and Zc. The critical sur­
face for a laser of frequency w lies at the radius r c 

where the electron density is n c = mcu)"'(47re"). It is 
assumed that the laser deposits its energy at r c . We 
are thus neglecting absorption in the underdense 
plasma (r > r j . V\ e also assume that the laser light 
pressure is negligible, finally, we assume a quasi-
steady state. We discuss the validity of these 
assumptions below and in the following article. 

Inside the pellet surface liq. (102) may be in­
tegrated to obtain 

(5/2)m c*(l + M"/5) + 4irr" ipr - A -• constant . (103) 

where m = 4irr_(>v is the mass loss rate and M = v/c 
is the isothermal Much number. The constant of in­
tegration A is the difference between the outward 
enthalpy flux and the inward conductive heat flux, 
l-'or subsonic ablation of an unpreheated puiel. 
both terms are very small at the pellet surface, so 
that A = 0. Reference 111 shows that this approx­
imation is an excellent one in the regime in question. 

In the classical region close to the pellet sur­
face. Kq. (103) can be solved analytically in the limit 
M 2/5 « 1: 

T/T c = ( n i , ' m c l 2 / 5 (1 - Rji)1'5 , (104) 
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Fig. 3-44. Dependence on • limit, *, of M a, the Mach 
number in the saturated region; and ra, the radius where the 
saturated region begins. The ablation radius is R t. 

where rh c = 16 ?rfiK(r i ;)R l l/25k is the ablation ral j 
that would obtain if the classical region extended 
out to the critical surface. In fact, the heal flux 
reaches the saturated value in Fq. (99) at some 
radius r s < r c . 

In the saturated region (r s < r< r j , the energy 
equation is simply M s ( l + M;/5) = 2</J where 0 is 
the renormali/ed llux limit defined by q ,:1i s 50pc \ 
We conclude that the Mach number in ll e saturated 
/.one. M s . is constant and depends only on the flux 
limit 0 (see Fig. 3-44). The How is super ionic in the 
saturated /.one for 0 > 0.6. The morrentum and 
continuity equations yield 

in the saturated region, where p\ s /.(r,.— i$r). 
The dynamics in the classical zoie are dis­

cussed in Ref. 115. Briefly, the Mach number in­
creases monolonically. reaching M s a t the point r s; 
hence the assumption that M ~ « 5 made in deriving 
Fq. (104) is approximately valid for0<; I ( M 2 Z 2). 
For larger values of 0 the energy and momentum 
equations do not decouple, and they must be solved 
simultaneously" 2 ; there is a family of subsonic 
solutions ( M s < 1.0 Z 0.6) and a unique trans-
sonic solution. 

The ablation rate rh can be obtained if the 
above equations are supplemented by the jump con­
ditions at the critical surface. Mass, momentum. 

and energy conservation imply [pv] = 0, [ p v + pc~] 
= 0. and 

/!V4irr 2hv 2/2 + 5c 2 /2| + 111 => . ' 1 0 6 > 

where [y] £ y ( r c + Sr) - y ( r c - 6 r ) for any variable y. 
Since the temperature is a maximum at r c where the 
laser energy is deposited, the jump in the heat flux at 
r c is [q| 5<Hp\ + in)ci provided the heat flux is 
saturated on both sides of critical (the case of 
classical heat How for r > r c i s analy/.ed in Ref. I I I ) . 
Here /Ji.2 = /)(r c ± fir), c t. = c(rL.), and T is assumed 
continuous. Fqualion (106) then gives 

kT(rc) = n(l/10«pL.) 2 / 3 i l 2 / 3 (0) , (107) 

where the function II is derived in Ref. 111 and is 
plotted in Fig. 3-45. and I is the laser intensity at the 
critical surface. 

Scaling Laws. We have now described solutions 
in the classical zone near the ablation surface, and 
in the flux-limited region inside the critical surface. 
Next the global structure of the flow and its 
macroscopic properties are found by matching these 
separate regions together. 

The classical and saturated solutions within r c 

must match onto each other at the point r s where 
the classical and saturated heat Hows are first 
e q u a l . 1 " - " 6 For subsonic flow ( M s < I. 0 Z 0.6) 
one finds r s = R a ( l l + M;)/10. For 0 > 0.6. r s 

that radius where the trans-sonic solution for M(r) 
passes through M s : M(r0 = M S. The resulting func­
tion r s ( 0 ) / R a is plotted in Fig. 3-44. 

Fig. 3-45. Dependence on fl.ix limit, <J, of (a) the function 
H(0) defined in Eq. (107), and of (b) the ratio p, ;V C , which 
represents the size of the density jump at critical. Hers pt = 
(r C -Sr) , and p c is the critical density. 

2 | ^ I I 1 1 I I I I I 1 1 1 1 J 1 1 1 1 
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p l ' l I I I I I I I I I I I I 1 I I I I I 
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The ablation rate and pressure may be 
expressed" 1 in terms of a numerical parameter, a, 
that corresponds roughly to the ratio of the mean 
free path at r c to the ablation radius R a : 

[p4/3..4/3 14/3 7 4/3 ,7/6 "I , 

F TW" Vm Z A e 6 T x / j0_\ 

(R t /O.l™) l I / J

0

7 / 3 (Z + l) 7 / 2 J X W 

(108) 

Here e<5j is a function of Z (defined in Ref. 115). 
P| \v is the laser power in units of 1 0 L W, X M m is the 
laser wavelength in micrometers, and InA is the 
Coulomb loga r i thm." 5 

The ablation rate rh is then given by 

m = 8.2 x in G(») x 

4/3 
Af p./3 

•AHA^h, (109) 

where Ms(</>) and G($) are shown in Figs. 3-44 and 
3-46, and A m p a n d Z are the mass and charge of the 
ions. 

The ablation pressure p H ( in cgs units) is 

P . - ^ ' 3 . ^ ' \WA™4, .no) 
where #(</>) is shown in Fig. 3-45 and lo is the laser 
intensity (in cgs units) at the ablation surface R a . 
Similarly, the temperature at the critical surface is 

kT . 

,2/3 AH/h4 ergs . (I l l ) 

For simplicity we now specialize to the flux 
iimit value <p = 0.3. f =s 0.03, which to date seems 
most closely supported by 1.06-Mm experiments. We 
also assume A = 2Z » I. Then the ablation rate rh 
and pressure p a are given by 112 

'0.5 / R .1.9 

— ( -—) 8.0 \0.1 cm/ g/s 

and 

X \0.1cmj wm\ / 
Mbai , 

(112) 

(113) 

Fig. 3-46. The functions a(0), 0(0), and G(0) appearing in 
Eqs. (109H111). 

I l l l l I l l I l I I I I l 

where R a is the ablation radius of the pellet, 114 is 
the absorbed laser intensity at R a in units of l O ' 4 

W/cnv. . \^ m is the laser wavelength in micrometers, 
and Z is the ionic charge. Similarly, the radius and 
temperature of the critical-density surface are 

a\ 14 jim/ (0.1 cm/ZR ) 

and 

>(«H< /0.1 cm) 0 ' 1 keV 

(114) 

(115) 

Figure 3-47 illustrates these scaling relations, and 
compares them with LASNEX simulation results 
(described in Ref. 111 and the next article). Figure 
3-48 illustrates typical density and temperature 
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Fig. 3-47. Parameter study showing (a) temperature at 
critics! T c , (b) critical radius r c, and (c) ablation pressure p, 
as a function of absorbed laser power P L in terawatts (1 TW 
- I0' 2 W). Other parameters are \ u = 2.65 fim* R, = 0.1 
cm, ,}i = 3.3, Z = 6, A = 12. The solid line is theoretical 
prediction; points are results of computer hydrodynamics 
calculations described in the following articles. 

20 
I I I I I 

- l a ) 
i i 1 1 1 i i - | r 

10 

—T-rTiT i m l i i i i 

2.5 (1)1 

10 100 1000 
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profiles from the present theory, for laser power l' | 
= 7X.5 TW. These compare quite well with the 
I .ASM.X calculations. 

these results of our model show that shorter-
wavelength lasers should produce higher ablation 
rates and pressures for the same laser intensity and 
target parameters. Alternatively, to produce a given 
ablation pressure, i.e.. a given target implosion, a 
higher intensity laser is required at longer 
wavelengths. I rom l-.q. < 113> with p ; 1 . Z. and R., 
fi\ed. the scaling is I oc X|' 7. ,\ l-^m laser would 
thus have to be 3.3 limes as intense as a l/2-^ni 
laser to drive the same implosion. Collective effects 

Fig. 3-48. Spatial profiles of density and temperature, for 
laser power P L = 7S.S TW and other parameters as in 
Fig. 3-47. Solid lines show theoretical predictions; dashed 
lines are numerical results described in the following article 
from the hydrodynamics code LASNEX. The two agree quite 
well. 

0.1 0.2 0.3 0.1 

Radius (cm| 

of hot-electron production and stimulated scatter­
ing not included in our model would tend to exacer­
bate this already strong wavelength scaling. 

We conclude with a brief discussion of limita­
tions on the validity of our theory, due to various 
assumptions we have made. These limits are con­
sidered in detail in the next article and Ref. 111 

• Neglect of inverse biemsstrahlung absorp­
tion ii. the underdense plasma places a lower bound 
on the laser power or a lower hound on the laser 
wave length. 

• An upper limit on the allowable laser 
power arises from our assumption that an electron 
heated at the critical surface will not be able to 
penetrate to the classical /one without suffering a 
collision. 

• Our neglect of hot electrons is valid when 
the fraction ofsuprathermals is <; I0"i at the critical 
surlVee. as is seen in long-pulse or short-wavelength 
experiments. 

• The steady-now hypothesis means that our 
theory is valid only when the laser parameters vary 
slowly, compared to the time it takes a fluid element 
to travel from the ablation surface to the critical 
surface, l o r laser powers near a few hundred TW. 
wavelengths near 1 (im. and target sizes near 1 mm. 
this means quant i ta t ively 1 " that our theory should 
apply to portions of a laser pulse where the power is 
roughly constant over time scales of 1 to 2 ns. 

Within these limitations, extensive com­
parisons with computat ional hydrodynamics 
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calculations have shown the present theory to he ac­
curate to better than 10rr. 

Authors: C. K. Max, f. V. McKee, and \V. C. Mead 
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"test case." to evaluate the numerical art of solving 
simple fluid-dynamics and heat-floxv problems. 

In this section, we 
• Present a description of the numerical 

modeling. 
• Discuss issues involving the algorithm used 

to calculate heat flow. 
• Compare the results of parameter studies 

with theory. 
• Shoxx dynamical calculations performed to 

test the validity of two of the theoretical hypotheses. 
Notation used throughout corresponds to that 

used in the preceding article. 
The Computational Model. The fluid-dynamics 

code 1 ASNIiX has been used for the work pre­
sented here, but with simplified physics in order to 
be consistent with the assumptions of the theory. 

Hydrodynamics were modeled in one-
dimensional spherical coordinates using a standard 
l.agrangian explicit differencing scheme." " s 

Zonal coordinates and velocities are interface-
centered. Density and temperature are /one-
centered. The artificial viscosity used had the form 
developed by White."''The equation of state of a 
fully ioni/ed. ideal gas (« = 5, i) xxas used, xxith 
pressure and specific energy (in cgs unitsl given by 

Pl. |!S = 9 . 6 l X i n l 4 ( ^ - L ] p i | i c V . 

x'P5 2 0 

The computer-code thermodynamics were sim­
plified to agree with the assumptions of the theory: 

• All radiation physics and ion conduction 
were turned off. 

• The electrons and ions were described as 
single-temperature Maxwellians xxith electron-ion 
collisionj.il coupling increased by a factor of l()'' 
above the Spit/cr l :"value. to ensure T,.. = T,. 

We present here our l.ASNI-X algorithms used 
to numerically solve the one-dimensional flux-
limited diffusion of thermal electrons, followed by a 
brief description of an older xersion of the code with 
which xve encountered some numerical difficulties. 
The notation used to represent plasma parameters 
in the code is illustrated in !ig. 3-49. lor the discus­
sion to follow, temperatures are in keV. and the 

Hydrodynamic Calculations of 
Steady-Flow Spherical Profiles 

During the gestation of the theory discussed in 
the preceding article, we performed extensive 
numerical simulations using the fluid-dynamics 
computer code I.ASNLX. 1 | 7 We sought consistency 
and accuracy checks to evaluate important aspects 
of both the theory and the code. In the process xve 
discovered and corrected several inconsistencies and 
inaccuracies in both. The theory benefitted from 
tests of many of the simplifying assumptions in­
volved in obtaining the analytic solutions. The code 
benefitted from the use of theoretical profiles as a 
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Fig. 3-49. Terminology for discussion of numerical next-flux 
algorithm. Successive zones are indicated by index K. Den­
sity, temperature in keV, pressure, and volume V are zone-
centered, whereas radius and velocity are interface-centered. 

Interface (K) 

Center 

Zone: 

n e r 
T 
P 
V 

V 

t t 
K - 1 K K+1 

physical quantities will be tagged, as required for 
clarity, with 

• The zonal index K. 
• The time step index n. which indicates a 

quantity evaluated at the end of cycle n. In certain 
expressions mixtures of cycle-n and cycle-(n - I) 
quantities are involved; quantities composed of 
variables from such mixed time-steps will be in­
dicated by the cycle number " M . " 

• A superscript C or I as a reminder of cell-
or interface-centering. 

The heat-flux crossing boundary K during cy­
cle n is obtained by solving 

A0'(K,n) = -« j f f <K,M)v ' K n T (I17i 

implicitly, with (,cri (evaluated as described below) 
held fixed. The temperature gradient is defined as 

The minimum conductivity is normally set to KMIN 
= 10 1 4 erg/s-cm-keV, and has no impact on this 
work. 

The classical conductivity at a ceil center is 
well-determined in terms of cell-centered quantities 
at the end of the previous time-step: 

"Clas' 

3.066 x 1 

,(K 1/2, n - 1) = 

,9 / V \ /(T(K 1/2, n i ) ) 5 / 2 \ / ere \ 
\ 6 0 / \ Z«»A Ascmkev/ • 

as in Hraginskii. Here 

0.9067 4.408 5.4053 
V + 1.20 

7/ Z' 

1.3008 1.5956 0.7778 

Z J Z 
0.0961 

(120) 

(121J 

(122) 

and we take ln.\ = 10 to agree with the theoretical 
model. In our parameter studies we have assumed a 
fully ionized plasma, Z = 6, for which 7o/i5o = 
8.068. The averaging to obtain an interface-centered 
classical conductivity is performed using 

{ M A X [ " c W K ' « • " " 11- «cias , K + 1 / 2 ' " U]f 

' rK-l/2, n "*" A r K+l/2, n „> 

[ i r K + l / 2 . „ « C l a s ( K + " 2 ' " - " ] • (123) 

where 

y l T TCK-H/2, n) - T(K - 1/2, n) ( U g ( 

K.n 0.5 X |r(K+ l,n) - r('' - l .n) | 

Since the conductivity depends strongly on tem­
perature, the solution for 1Q is actually explicit and 
the time-step is controlled by limiting the relative 
change in temperature, AT/T, to a maximum value 
« l for every zone. 

The effective conductivity is determined as 

I _ 
Keff" M' M I N ( K C L A S ' "]--.L.)J (119) 

A r K-l /2 ,n = r ( K ' n > r f K - l , n ) (124) 

This averaging scheme was chosen historically to 
apply to kcrf. in order to satisfy the requirement that 
diagonal flux-limited transport in two-dimensional 
calculations not exceed transport along the mesh 
directions. In the code used for this work, however, 
averaging of this form was used for K^ias only. This 
thermal-conduction averaging scheme reported ade­
quately for the calculations reported here. 

The flux-limited "conductivity" is computed 
using 
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= 2.120 fn T 3 ' 2 ^ - - ^ - . ( ,2S, ' VT scmkcV ' ' 

In order to calculate an interface-centered quantity, 
the three terms in Fq. (125) are "averaged" 
sepa.ately: 

Kj.-L(K,M) = 2.120 fx 

[V(K - l/2,n)n e(K - 1/2, ni + V(K + l/2,n)n c(K + 1/2, n)l 

V(K- 1/2, n) + V(K+ 1/2, n) J 

X MAX [T(K 1/2.n l).T(K+l/2,n D] 3 / 2 ( v ' K M f) . 

(126) 

Here, the mixed gradient is defined as in Fq. (118). 
but with coordinates from cycle n and temperatures 
from cycle (n - 1). 

We next briefly discuss a previous numerical 
scheme which presented some difficulties (discussed 
later in this article). The "old" heat-flow algorithm 
differed primarily in ihe evaluation of K\.\ and the 
sequence in which the averaging to obtain interface-
centered quantities occurred. First, the value of s\i 
at zone center K-l '2 was computed from Kq. (125) 
by taking nfT 1 -)K-I : and MAX (1/T) between the 
interfaces K and K - l . Next, a cell-centered effec­
tive conductivity was obtained using Fq. (119) for 
cell-centered quantities. Finally, a weighted average 
of cell-centered KCffs of the form of Fq. (12?! was 
used to obtain interface-centered conductivities. As 
mentioned above, this algorithm had been chosen to 
prevent faster flux-limited heat-flow diagonal to the 
mesh in two dimensions. The effect in one dimen­
sion, however, was. in cases of strong gradients, to 
have vT in Fq. (117) and (1 /vT) in Fq. (125) com­
puted on opposite sides of a cell, yielding u 
systematic error of significant magnitude. 

C'alculational Methods. As shown in the 
previous article, the profiles obtained theoretically 
have two regions where velocity, density, and tem­
perature gradients are steep: the ablation surface, 
and the critical surface where the laser energy 
deposition is localized. The latter, particularly at 
low flux limits, is the most demanding for the code 
numerics. 

In order to resolve the profiles around the 
critical surface, a treadmill rezoner was used. 
Relatively coarse zones were used above a density 

10 to 50 times the laser critical density. As the mat­
ter ablated and flowed to lower density, it crossed a 
threshold density where the treadmill rezoner split 
the zones in half, as required to maintain a transi­
tion in zone mass down to a fine-zoned region in the 
outer part of the profile. Typically a ratio of coarse 
to fine zone mass of between 3 and 10 was found to 
be the best overall compromise in resolving the 
ablation and critical surfaces. 

The initial conditions for the calculations were 
set up by numerically solving for the theoretical 
profiles, and then transferring them to the 
I.agrangian mesh. The zones were chosen to have 
constant mass in the coarse- and fine-zoned regions, 
with a transition of a lew zones, varying mass by a 
factor of about two. between the two regions. The 
initial velocity at each vertex was set to the 
theoretical value at that spatial location. The zone 
temperature was chosen to conserve internal energy. 
Typically, the transfer from theoretical profiles to a 
roughly 200-zone mesh conserved momentum to 
about {''•}< and energy to about 0.1'?. 

The calculations were run for 0.5 to 5 times the 
flow time (the time for a fluid element to How from 
the ablation surface to the critical surface). The 
shorter runs could be zoned more finely than the 
longer, since less mass was ablated. The detailed 
comparisons presented in this and the preceding ar­
ticle were made after >2 flow times. A dual-
treadmill scheme could perhaps be employed to give 
improved resolution at both the ablation :<nd 
critical surfaces for longer runs, within the con­
straints imposed by a reasonable number or zones. 

Issues in the Choice of Algorithms for Heat 
Flow. One of the "artistic" features of numerical 
problem-solving is the development of suitable dif­
ferencing algorithms. In the use of a fluid-code, it is 
frequently necessary to perform repeated calcula­
tions, applying both quantitative criteria and "com­
mon sense" tests to assess the adequacy of a given 
algorithm. In the following discussion, we present 
as an example a numerical algorithm which turned 
out to be inadequate for calculating strongly in­
hibited heat transport, yet which produced such suf­
ficiently "reasonable" results that its quantitative 
failures took a long time to isoiale. In fact, its 
shortcomings would have taken considerably longer 
to identify had we ,.ot been compar ing our 
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numerical results with the theoretical profiles 
presented in the preceding section. Our motivation 
in describing our experience with this algorithm is 
in illustrate the kind of subtle warning signs that 
;,.r. appear when a numerical algorithm begins to 

1 igure 3-50 shows fluid-code calculations of 
ic.-iMi> and temperature profiles for flux limit 0 = 

i< computed using two different flux-limit 
n.-iihim. as described above (for the relation be-

.-vci- •/• ind f. see I;q. (99) in the previous article). 
i .'!il algorithm, which uses a local maximum 

*,:.i !n.uter. produced interesting density and tem-
pei.iiui'.' structures near the critical surface. These 

FIR. -'-SO. Fluid-code-calculated density and temperature 
profiles using "old" (solid lines) and "new" (dashed lines) 
flux-limit algorithms for the « = 0.6 case. Several calcula­
tions were required to show that the density and temperature 
structures seen using the "old" (lux limit algorithm (see 
"The Computational Model," and "Issues in the Choice of 
Algorithms for Heat Flow") changed qualitatively with dif­
ferent time steps and zonings, suggesting numerical 
problems. 
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0.4 

seemed physically reasonable, but calculations per­
formed using different zoning patterns and time-
step controllers showed that these structures were 
very sensitive to simple changes in the details of the 
calculations. This suggested numerical trouble, but 
the origin of the problem was very unclear. 

Figure 3-51 shows similar profiles calculated 
for the case <t> = 0.3. Here the "old" flux-limit 
algorithm, when zoned sufficiently finely near 
critical, exhibited a large temperature jump (a factor 
of two or three between adjacent zones). At this 
point, direct calculation of the code-generated heat 
flux inward from critical clearly showed a reduction 
by a factor of two to three from the expected value. 
This was traced to the old flux-limit algorithm 
which used the maximum value of vT from adjacent 
zones, and which could thus systematically un-

Fig. 3-51. Fluid-code calculations of density and temperature 
profiles for old and new flux-limit algorithms, for the if = 0.3 
case. Here the old algorithm produced a temperature jump at 
critical which behaved quite physically and systematically 
modified the calculated plasma parameters. The size of the 
temperature jump was considerably reduced when an im­
proved heat-flow algorithm was employed. 
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derestimate the heat flow through a given zone in 
certain steep-gradient situations. 

This flux-limit algorithm was replaced by a 
simpler one which never displaced the temperature 
gradienl used lo compute the flux limit by one 
zone's width. The result was instantly gratifying: 
numerical behavior was vastly improved, sensitivity 
to zoning declined, and agreement between the 
fluid-code results and the theory was greatly en­
hanced. 

Using the new algorithm. Ihe temperature 
jump at Ihe critical-density surface, which had 
previously been significant, became quite small. 
This fact has led us to wonder about ihe physical 
reality of the large temperature jumps frequently 
seen in computer hydro-calculations of strongly in­
hibited heat flow. Our experience emphasizes that 
such temperature jumps can sometimes be artifacts 
of the heal flow algorithm. 

In reality, the existence and size of any tem­
perature jump at critical density would be deter­
mined by microscopic physical processes occurring 
within the discontinuity. Neither our present 
theoretical model nor our hydrodynamics code in­
cludes such detailed physics. What our present 
hydro calculations do show is that it is al least 
dynamically self-consistent to have no temperature 
jump across the critical-density surface, for 0 > 0.3. 

In summary, strong transport inhibition places 
considerable stress on numerical algorithms used to 
calculate flux-limited heat flow. Our experience 
suggests that extensive screening by numerical, 
analytical, or experimental cross-checks is necessary 
to establish the trustworthiness of a given heat-flow 
algorithm. The theoretical profiles developed in the 
present work may be useful for future investigators 
as a test-case for the adequacy of various heat-flow 
algorithms. 

Results of Fluid-Code Calculations. Two 
parameter studies were performed using the im­
proved algorithm: one varying the flux limit <t> and 
the other varving the laser power P | . 

In the first parameter study, the flux limit <i> 
was varied from 0.3 to 1.4. Laser and target condi­
tions were: X] = 2.65 ,um. absorbed laser power P[ 
= 78.5 X lO ' -W. A = 12. Z = 6 (fully ionized car­
bon), and a solid pellet of initial radius R a(t = 0) = 
0.1 cm. The results are depicted as circles or 
triangles in Figs. 3-52 to 3-55. for comparison with 
the solid lines which represent predictions of our 

Fig. 3-52. Variation of the critical radius, rc, and the radius 
where beat flow becomes saturated, r s, with flux limit, tf. 
Solid lines are predictions or theory with absorbed laser 
power P, = 7.85 X lu 1 3 W, XL = MSum, R, = 0.1 cm, A = 
12, Z - 6. Points are results of computer hydrodynamics 
calculations described in the text. The saturated region 
becomes smaller and rc larger as 0 increases. 

I 0 I , 1 1 1 1 l _ _ i 1 
0 0.5 1.0 1.5 2.0 

0 

Fig. 3-53. Temperature at the critical surface as a function of 
flux limit, <p, for absorbed power P L = 7.85 X I 0 I J W, A, = 
2.65 >im, R, = 0.1 cm, A = 12, Z = 6. The solid line is 
theoretical prediction; potnts are result of hydrodynamics 
calculations. To the right of the maximum in T c (0) , laser 
energy deposited at the critical radius is dominuntly carried 
away by inward heat flow; to the left, by outward kinetic-
energy flow. 
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theory. The code values of m shown in Fig. 3-55 
represent spatial averages over all r > R a . In general 
the hydro calculations showed the Mach number in 
the saturated zone to be constant to a few percent 
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Fig. 3-54. Ablation pressure, p,, i s • function of the flax 
limit, 0. Solid line is prediction of theory with absorbed 
power P L = 7.85 X 10° W, XL = 2.65 jim, R, = 0.1 cm, A = 
12, Z = 6. Points are results of computer hydrodynamics 
calculations described in the text. For fixed laser and target 
parameters, the ablation pressure falls strongly as transport 
becomes more inhibited. 

T 20 

Fig. 3-55. Mass loss rate m as a function of flux limit, 0, for 
the same conditions as Fig. 3-54. Solid line is theoretical 
prediction. Points are results of hydrodynamics calculations; 
error bars represent ±2 IT at a given time in the computer 
run, and give a feel for the degree of spatial variation in m. 
(In a strict steady state, m would be constant in space.) 

across the region. In contrast, m showed more 
spatial variation at each given time. The error bars 
in Fig. 3-55. which represent ±2 a. are an attempt to 
illustrate the magnitude of this spatial variation of 
rh due to the lack of exact steady flow. The 
parameters m. rc. T c. and p a show excellent agree­
ment between theoretical and hydrodynamics 
results. 

The second parameter study varied the ab­
sorbed laser power over a factor of 100. from 2.35 X 
10 i 2Wto2.35 X 10 I 4W. Other conditions we -etf> = 
0.3. Ra(t = 0) = 0.1 cm, Z = 6, A = 12. AL = 
2.65 /ira. Above the upper limit of P[ = 2.35 X I0 1 4 

W. a was too large to satisfy the validity conditions 
for the theoretical model. As in the previous study, 
theoretical profiles were used as initial conditions 
and the calculations were compared with theory af­
ter at least one or two flow times. Figure 3-47 (in the 
previous article) shows the very good agreement 
between theory and dynamical calculations for T c, 
rc, and p a versus absorbed laser power P|.. 

We conclude that when the laser and target 
parameters are within the range where our theory 
should apply, the steady-state model developed in 
this work agrees very well with numerical fluid code 
calculations. 

Examples of Validity Checks. In this section we 
illustrate calculations which delineate the regions of 
parameter space where our theory should be ap­
plied. Predictions of the analytic model are com­
pared with the numerical results, to explore what 
happens as the model is pushed to the edge of its 
region of validity. We consider here two examples: 
the steady-state hypothesis, and the neglect of radia­
tion pressure. More complete results are presented 
in Ref. 122. 

A fundamental assumption of our steady-state 
ablation model is that characteristics such as the 
laser intensity and the density and velocity profiles 
do not change by large amounts in the time it takes 
a fluid element to flow from the ablation surface to 
the critical surface. In reality of course, laser pulses 
often have rise times shorter than the hydrodynamic 
flow times. For reactor-scale targets, several classes 
of target designs use laser pulses which start at low, 
fairly constant power, then rise quickly compared to 
a flow time, and finally stay at relatively constant 
power for several flow times. We would like to be 
able to apply our quasi-steady state theory to such 
laser pulses during the constant-power intervals. 
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Fig. 3-56, To test sensitivity to severe transients, the laser power in a fluid code calculation was given the temporal profile shown in (a). 
Target parameters are R, = 0.1 cm, A « 12, Z = 6, <f> = 0.6, AL = 2.S5 urn. Density profiles (b) are shown at four times during the 
evolution. At t = 0.16 ns, the profile has not yet begun to respond to the higher incident laser power. The profiles at t = 2.4 and 4.0 ns 
show a density bulge around p S 10 - 4 gm/cm 3, which is due to the increased ablation of material in response to higher laser power. By t = 
6.7 ns, the density bulge has propagated outward to the critical surface and the code's profile agrees quite well with the steady-state 
theory. 
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To test whether such a use of our model is 
likely lo be valid, we performed a computer calcula­
tion using the laser power temporal profile shown in 
Fig. 3-56(a). The power was increased by a factor of 
10 in less than 1 How lime, and was held constant 
thereafter. We found that after 1.5 flow times had 
elapsed after the power transient, the dynamical 
code results converged to the steady-state theory 
within better than I0nf agreement. 

Figure 3-56(b) illustrates in more detail how 
this convergence occurred. When ihe laser power 
was first increased, the critical radius was driven in­
ward because the inner part of the target had not yet 
ablated enough material to maintain a larger critical 
surface. As the ablation pressure and ablation rate 
increased and the newly ablated material began to 
reach the critical surface, however. r c increased 
quite quickly. The evolving density profiles shown 
in Fig. 3-56(b) show this " b u m p " of newly ablated 
material moving outward. In the last profile shown, 
the computed density has relaxed to excellent agree­
ment with the theory. 

We conclude that the quasi-steady model can 
probably be reliably applied to situations where the 
laser power remains roughly steady for more than 
one or two flow times, independent of increases or 
decreases in transient power which may have 
preceded such a steady-power regime. 

To test the validity of our assumption that 
1 : Sj-n t T c is not large in the theoretical model, we 
performed a hydrodynamics calculation in which 

the ponderomotive force was included in the hydro 
code in the WKB l i m i t . " 7 We chose a value of <t> 
large enough that M s would be greater than unity (0 
= 0.9. M s = 1.33). in the hopes of seeing a steady-
state "shock plus D-Front" of the type predicted in 
Refs. 123 and 124. This structure arises when super­
sonic plasma approaching the critical density sur­
face encounters a flow restriction produced by the 
laser radiation pressure: the resulting shock raises 
the sound speed to permit a subsonic rarefaction 
»ave (D-front) at the critical surface. 

Our results are shoivn b> the solid line in Fig. 
3-57. illustrating the density profile. As expected, 
for these parameters the ponderomotive force 
makes only a small and localized perturbation to 
the overall plasma density profile. With the excep­
tion of the immediate vicinity of the critical surface, 
the profile from the hydro code is in excellent agree­
ment with the theory developed neglecting the pon­
deromotive force. 

A second issue addressed .n Fig. 3-57 is the ex­
istence of a steady shock plus D-fronl for M s > 1. 
The figure shows that a steady compressional struc­
ture did indeed form in the critical surface region, as 
predicted. An enlargement of this critical region ap­
pears in the inset (b). and numerical study of this 
structure showed it to be a shock plus D-front. This 
structure persisted in the same form for the entire 
duration of the computer run. We believe this is the 
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Fig. 3-57. Fiuid-coae-generated density profiles included ef­
fects of I (solid line) and 10 (dotted line) rimes die WKBpon-
deromotive force. Liuer and target parameters are absorbed 
power P , = 78.5 i W , X, = 2.65 tim, * = 0.9, R, = 0.1 
cm, Z = 6, A = 12. This figure supports the remit thai 
(within the context of our model) the ponderomolive force 
does not cause any significant modification of (he global den­
sity profile (a). The inset (b) is a magnification of the 
crilicai-surface region, and shows the supercritical density 
.omprcssion, or shock plus D-front, expected in this case, 
since M. > 1. 
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first computational confirmation that steady den­
t in structures above the critical density can persist 
for significant limes, for laser pulses whose power is 
roughly constant in time. 

Conclusion. We have presented salient methods 
and results from numerical simulation of steady-
stale spherical hydrodynamic flows. We find quan­
titative agreement to better than ~ I 0 % between 
lheor\ and simulation, over a wide parameter range 
for which the theoretical model assumptions hold. 
We have also explored some examples showing the 
nature and extent of our model's applicability to 
situations near its limits of validity. 
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Electron Heating Due to 
Resonant Absorption 

Hot-electron production and electron-heat 
transport inhibition are studied experimentally with 
the PROMKTHHUS I device at the University of 
California at Davis. This device models laser ab­
sorption due to resonant absorption and parametric 
instabilities, and electron-heat transport inhibition 
due to ion ucoustic turbulence and a dc magnetic 
field. Intense, p-polarized microwaves are incident 
onto an inhomogeneous, essentially collisionless 
plasma. The microwave field is mainly parallel to 
the density gradient so that electrostatic waves are 
driven near the critical surface, resulting in electron 
heating and resonant absorption of the microwaves. 

The time history of the electron energy dis­
tribution at high power ( v o s c / v c o = 0.7) is illustrated 
in Fig. 3-58. The current vs voltage (l-V) charac­
teristic of a one-sided Langmuir probe is shown in 
Fig. 3-59. This probe is in the overdense region near 
the critical surface, and pointed so that electrons 
moving up the density gradient are measured 

• Just before the microwave pulse begins (t = 
0^s) , the electrons have a Maxwellian distribution 
(shown by the exponential shape of the current-
voltage curve) with a relatively cold temperature 
( T e o ~ 1.3 eV). 

• After a short time (0.1 ^s , longer than the 
estimated wave-breaking time), high-energy elec­
trons are observed ( E e > 30 T e o ) . These must be 
electrons accelerated by the resonantly driven elec­
trostatic waves, because the ions have not moved 
significantly. Also, the thermal electrons (those elec-
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Fig. 3-58. Time evolution of the electron current-voltage 
curve. 

Voltage (10 V/div) 

Fig. 3-59. Logarithm plot of typical I-V curves. 
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Irons with energies near the plasma potential) s .1 
have a relatively low temperature. 

• A little later (0.2 MS), however, significant 
thermal-electron heating (and a higher current of 
high-energy electrons) is observed. In addition, the 
plasma potential becomes more positive. 

• Still later (0.3 MS), the thermal electrons 
have been significantly heated. The electron energy 
distribution is bi-Maxwellian125 as shown in Fig. 
3-59. 

Notice that the thermal electrons are strongly 
heated. The hot electrons in a previous 

experiment. where s-polarized microwaves 
decayed to electron-plasma waves and ion acoustic 
waves, were hotter [Tn(s-polarization) ~ 4Tn(p-
polarization)]. The suprathermal electron tem­
perature, TH, agrees well (within 40%) with a scaling 
law 1 2 5 which was derived from particle simulation 
calculations for laser parameters. This agreement is 
remarkable, because no normalization is used in the 
comparison: that is, the values of v o s c / v u o , T c, angle 
of incidence, and absorption from the microwave 
experiments are directly substituted into the scaling 
law. In fact, the agreement would be within 10% in 
absolute value if the initial electron temperature 
were used. 

The key difference between the simulation 
results and the results from microwave experiments 
is that the thermal electrons are strongly heated at 
high power in the microwave experiments. As 
shown in Kg. 3-60. the thermal electrons in the 
overdense region are heated as they approach the 
critical surface (at 10 cm). The estimated thermal-
electron drift velocity at high power is much larger 
than the threshold value for the ion acoustic drift in­
stability. V^Tc/Tic * 10, so that Vc/\co * 0.05). 

Strong ion acoustic turbulence (6n/n < 20%) 
and a dc electric field are observed in the overdense 
region where the thermal electrons are heated. The 

Fig. 3-60. Temperature of thermal electrons traveling toward 
the critical surface In the overdense region. The critical sur­
face is at 10 cm. 
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waves travel down the density gradient and have a 
broad spectrum in angle and frequency. Our 
measurements imply that effective electron collision 
frequencies due to the ion turbulence are as high as 
''dT/uJpi: * 0.04 (~ 300 times the electron collision 
frequency). This value agrees with theory [I'dr/wpe 
=s (nn/n)-, with the measured value Sn/n « 0.2]. We 
also observed large-amplitude ion waves (Sn/n < 
20"0 in the underdense region which propagate up 
and down the density gradient. These waves are 
probably excited by parametric instabilities. 

With such large levels of ion turbulence near 
the critical surface, thermal and even some 
suprathermal electrons should be scattered and con-
lined near the critical surface. We have verified that 
thermal electrons are confined near the critical sur­
face, by measuring the decay of the thermal-electron 
temperature after the end of the microwave pulse. 
As predicted by diffusion theory, the thermal-
electron temperature decays exponentially: the 
decay time gives i'di/iopc a 0.03. in agreement with 
the above estimates. We also find that the dc electric 
field is increased by a localized, weak magnetic field 
(u-'CL"'u.'<i < \'"t). The magnetic Held is transverse to 
the electron flow and localized so that thermal (but 
not suprathermal) electrons are confined. The dc 
electric field must then be increased so that the 
return current is maintained. 
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Electron-Heat Flux Inhibition 
Due to Ion Acoustic Turbulence 

Electron-heat conductivity in a plasma must be 
high enough so that the absorbed laser energy is 
transported to the ablation surface. There are 
strong indications hat the electron-heat flux is 
severely inhibited in some laser experiments; 
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mechanisms which could inhibit the electron-heat 
flux are thus under intense investigation. 

One commonly invoked mechanism is drift-
driven ion acoustic turbulence. Thermal electrons 
must drift towards the absorption surface to com­
pensate for the flux of suprathermal electrons which 
carry the absorbed laser energy to the ablation sur­
face. These drifting thermal electrons drive ion 
acoustic turbulence, if the electron drift velocity. V j , 
is large enough (for example. Vj > C s i f Z T c / T j » 
I). The ion turbulence (in clumps, rather than in­
dividual ions) then scatters the electrons. Thus, the 
electron mean free path can be shorter than the 
collisional value, and the heat flux is inhibited. 

The key unsolved problem is the level of inhibi­
tion directly connected to the level of ion acoustic 
turbulence (the electron mean free path due to the 
turbulence is \ crr * Aoc/(i5n/n)", where Ap c is the 
electron Debye length). We are performing model­
ing experiments'-8 and calculations1 2 9 with the ob­
jective of finding the level of electron-heat flux in­
hibition for laser-driven pellet parameters. Our 
previous results, reported in last year's annual 
report, 1" showed large dc electric fields, thermal-
electron heating (T c « 10TCO). and large-amplitude 
ion acoustic turbulence (Sn/n < 0.2, or \c{[ > 25 
A|)C) in the overdense region just above critical den­
sity. I\ven at the highest power (v 1 ) 5 C /v c o as 0.7, 
where v o s c = cl-io/mmo and to is the electric field of 
the incident microwaves), however, the dc electric 
field did not significantly inhibit the hot-electron 
heat flux: flux inhibition was fn > 0.5, where fn is 
the factor of heat-flux reduction from free stream­
ing. Nevertheless, our calculations indicate that 
thermal-electron heat flux is strongly inhibited (f| > 
0.06, Acir > 50 \\)e), l 2 ' 'und for some conditions the 
thermal-heat flux is reversed (q t ~v"Tc instead of q, 
—vT c ) . This strong inhibition is in apparent agree­
ment with the inhibition factors which are required 
in the hydrodynamic calculations of some laser ex­
periments. 

The reason that the thermal electrons can be so 
strongly inhibited by ion acoustic turbulence is that 
the heat flux of the thermal electrons is made up of 
two terms (i.e., q, ~ aV<j - ji vTe) which tend to can­
cel in laser-driven pellets. Thus, under conditions 
where VJ, is large enough to compensate for the hot-
electron heat flux, q, * 0 or even -vT e. The ion 
acoustic waves are driven by an effective drift (vef r^ 
7 v d + vT e) however, so that vcrr can be large: the 



ion acoustic turbulence is strongly driven, but the 
heal flux is strongly inhibited. 

We have made detailed measurements131 of the 
ion turbulence, and improved our computational 
model. 1 2 9 Our measurements show that the spectra 
of ion acoustic turbulence peaks at a lower fre­
quency than the frequency of the fastest-growing 
mode. This indicates that mode-coupling is shifting 
the turbulence to lower frequencies. We have 
therefore incorporated a model of mode-coupling 
due to induced scattering from the ions 1 1 2 and 
electrons1'1-1 in our calculations. We find good 
agreement between the calculated and measured ion 
acoustic spectra. Thus we can understand why the 
mean free path implied by the measurements is in 
fairly close agreement with the Sagdeev formula. i'cir 
= IO"2(ZTc/Ti)(Vd/vc)u;pc(A (.|T« VC/^IT). which was 
derived 1 1 2 assuming that induced scattering is the 
dominant mode-coupling mechanism. 

We have also constructed'-14 a computational 
model of the effect of the dc electric field driven by 
the ion acoustic turbulence on the plasma density 
profile near the critical density. We have included 
hoi ions in this model, since ion acoustic turbulence 
levels seen in the microwave experiments should 
result in strongly heated ions. Preliminary results in­
dicate that the dc electric field in the overdense 
region can be large enough to reflect the ions before 
they get to the critical surface. The importance of 
this discovery is thai the density in the critical 
region must decrease so that the density profile is 
not in steady state. When the density has decreased 
to the point that the critical density is near the point 
of ion reflection, then a new cycle starts, with the 
ion reflection point moving farther in the plasma. 
This suggests that the density profile near the 
critical density would not have a steady state, but 
rather that a relaxation oscillation would be set up. 
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Plasma Code Development 

Much of the code development effort this year 
was spent converting codes to run on the Cray-1 
computer, and tuning them lo run efficiently. The 
veelori/ed Cray version of the liSI code was used 
for the studies described in "Resonant Absorption" 
earlier in this section. The /OMAR code,'-1''used in 
many plasma studies, now runs about four times 
faster on the Cray than on the CDC 7600: much of 
this speed is due to the rcprogramming for the Cray 
of the 7600 machine-language particle integrators. 
In order lo achieve similar economies, new physics 
codes will be written only for the Cray-1. bypassing 
the ( DC 7600. I or example, two extensions of the 
one-dimensional hydrodynamics code AURUS 
(Ref. 137) are being implemented on the Cray. In 
one. a IMC model for the ions provides a fully 
kinetic description of their dynamics. In the second, 
a WKB treatment of the light allows efficient 
simulation of stimulated Hrillouin scattering over 
very large plasma regions. 
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l.ASNEX and Atomic Theory 
Overview 

During 1979 we completely restructured and 
r o u o l e the I.VSNHX code lor the Cray-1 com­
biner Several physics improvements were made in 
•hi: i. ode as a natural consequence of this translation 
p'.in.o-'- and other improvements were made in 
::;.!•. where experiments had pointed out obvious 

.'C'KICMUCS in our models or where new capabilities 
.MI needed lo carry out current design work. 

I lie atomic physics package. XSN. was 
', .liliiil to include electron degeneracy and a I'or-

,>: ,1 ihe.iry nl shell-pressure ionization, and screen-
'iir coclficicnis were adjusted U> reduce the average 
eiu'i IN ionization polenlials. These improvemenls 
made on]\ small changes in the calculated 
lieqiiency-dependent opacities: however, pressures 
and energies, which are needed lor non-1.1T. 
talcul.ilions. have improved significantly, and they 
are now thermodynamically consistent. We have 
begun to use XSN as well as a Ihomas- l ermi-
Dnac model to calculate ion-beam deposition in 
dense plasmas. 

The Brillouin backscattering model that 'imits 
the amount of laser light available for absorption 
has been modified lo self-consistenlly calculate 
saturation by density gradients and ion damping. 
\ccordingly. calculated laser-light absorption on 
gold disks is now more in agreement with experi­
ments. 

Additional terms have been included in the 
mulligroup diffusion equations used to transport 
charged particles from .hermonuclear reactions. 
Compared with standard diffusion models, the new 
methods are less sensitive to /one size and lime step 
and provide better agreement with Monte Carlo 
calculations. 

In transferring I.ASNHX to the Cray-1 com­
puter, we have made many improvements to the 
structure, reliability, and speed of the code. By 
automating the management of memory, we have 
eliminated many kinds of programming errors and 
made it possible for as many as eight people to work 
on the code simultaneously without interfering with 
one another. Also, we have found that it is now 

much easier to add new physics packages and user 
conveniences. 

Most of LASNEX has been rewritten to take 
advantage of the fast vector instructions on the 
C'ray-I. l o r some procedures, such as matrix inver­
sion, this capability required us to develop totally 
new methods. 

Currently. l.ASNIiX is running about twice as 
fast on the Cray-1 as it does on the 7600. Compiler 
enhancements expected in the next few months 
should allow us to realize vector speeds for most of 
the coding. We anticipate further improvement in 
speed by a factor of two. 

Author: (•. B. Zimmerman 

Improvements in the I.ASNKX 
Atomic-Physics Package 

The I.ASNhX in-line atomic physics package 
XSNQ has been revised lo improve its treatment of 
heavy atoms in dense plasmas. The changes give a 
significant improvement in I he physical description 
of atomic ionization, equation of slate, and opacity. 
'! he revised code provides a unified atomic model 
useful for the entire range from low densities (in-
eluding non-1 II condit ions) to very dense, 
degenerate matter. 

XSNQ Subroutine. 1 he I .ASNIX code uses 
XSNQ. originally developed by W. I.okke, for 
calculations of hot plasmas at low densities. 1 The 
package is a convenient source of atomic data—in­
cluding ionization state, energy levels, populations, 
equation of stale, and optical-absorption coef­
ficients (opacity)—and it calculates both equili­
brium and nonequilihrium problems. We are mak­
ing a continuing effort to improve this package with 
respect lo computational speed and physical 
accuracy."" N l 

Inerlial confinement fusion research is unique­
ly interested in plasmas of high density (// > 0.1 
g/cnr 1): however, normal atomic-ioni/.ation calcula­
tions encounter difficulties when applied to atoms 
in such a dense plasma. These difficulties, which oc­
cur for dense plasmas and are associated with 
continuum-lowering and pressure ionization, in­
clude 

• Large regions where the ionization state Z 
is constant and independent of density and tem­
perature. 
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• Pressure ionization occurring as discon­
tinuous jumps of ionization state. 

• Slow computational convergence near 
these jumps. 

• Disagreement with the statistical-atom 
(Thomas-Fermi. Thomas-Fermi-Dirac) calcula­
tions by as much as a factor of two. 

Similar problems arise in other atomic-
ionization calculations for dense plasmas, including 
those based on the Saha equation. An additional 
difficulty specific to the XSNQ screened-hydrogcnic 
model is produced by inaccurate ionization poten­
tials for heavy elements: this problem is most evi­
dent at relatively low plasma temperatures (i.e.. 
< 100 eV). Table 3-2 gives a comparison that il­
lustrates this problem for gold ( / = 79). 

Finally, there has been a continuing difficulty 
with thermodynamic consistency of I.TF and non-
I.TF equations of state. 

We have developed practical solutions to these 
difficulties. Our changes retain the XSNO energy-
level scheme and preserve compatibility with the 
opacity calculation and non-1.TF equation?. "Ihe 
modified code is faster than the original because it 
achieves self-consistency in fewer iterations. 

Screening Coefficients. The iorti/alion poten­
tials arc obtained from a screening model originally 
developed by II. M a y e r . I 4 : F'or electrons of any 
shell, n (n = principal quantum number = 1.2.3....). 
a screened nuclear charge. / , , . is computed as 

Z = 7. > Stn.il I'. I I' . 11271 
n ^ i n n 

i<n 

where / is the nuclear charge. S(n.i) is the matrix of 
screening constants. T„ = I 2| I - (I 2 i r ) | S(n.n) is 
the screening within the «th shell, and !'„ is the num-

Tible 3-2. A comparison of cilculational models, for the 
first few ionization potentials of gold. 

Original XSNQ New XSNQ Scofield 
Ionization [Mayer S(n, i)] (NewS(n, i)| Hartree-Fock-

stage (eV) (eV) Slater (eV) 

ber of electrons in the ;ilh shell for the ion in ques­
tion. (In thermodynamic equilibrium. I>n is the 
average shell population.) 

From the screened nuclear charges, a total ion 
energy. F j O M . is constructed by use of relaliMsti. 
hydrogenir energy levels, and this ion energy is dif 
ferenced to produce the ionization potentials. I hi 
procedure predicts Ihe ionization potentials i.| ..' 
the elements in terms of a single lt)-hy-10 ni.itn\ o 
screening constants. Mayer calculated the scicc.."-' 
constants S(n.i) by applying first-order pcrturlviin". 
theory to hydrogenic wave functions 

To test Mayer's screening constants. w. .-<\ 
pared the predicted ionization potentials «••!• 
large data base 1 "" calculated with Ihe II.i: ••v 
lock-Slater theory Ihe data base contains sin 
ionization potentials for 3D elements 

Ihc root mean square fractional dcviaiioi' .-; 
the M a \ e r - \ S N O ionization potentials lion; :!\ 
Sciil'icld data base exceeds 100'.—an aveugc •:• ••< 
of a factor of two in ionization potential Isce I if 
3-M). Ihe large disagreements occur loi the low 
ionization states of heavy atoms, howevci. imi 
therefore are important only lor cold plasma i I -
101) eV |. 

Hecause the screening constants ciitci I he 
theory as fixed parameters. we arc able to opiiiui/c 
the results by aditisting Ihe sLiccuing const.mis 
1 his has been done b\ a least squares pioccduic 
I he nils deviation ol the new ionization potentials 
from the Scofield data bast is reduced to 2* . ihis 
appears to be the host that can be iJnevcd without 
adopting a more detailed dcscnption ol snhshcll 
splittings It has been UTilicd that the new screening 
matrix docs not predict negative ionization poten­
tials lor tiny clement ( liaiaclcnstics ol the new 
screening constants are summarized as follows 

« I hey yield a lac toi -ol lour reduction in the 
average error ol ionization polenlials 

• 1 he new matrix retains the important sym­
metry property FSii.j) = J-S(j.i). 

• I he matrix-elements are smooth monotone 
functions of shell indices i.j tsee Fig. 3-621. 

• 1 he largest alteration in any sc. :ening con­
stant is less than 10'i. 

Figure 3-n3 compares ionization potentials 
calculated from the new screening constants with 
the Scofield data-base for aluminum, iron, barium. 

1 69.8 
2 82.6 
3 95.7 
4 109.3 
5 123.4 

13.4 9.2 
23.0 20.5 
33.1 32.2 
43.6 46.2 
54.6 61.1 
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Fig. 3-61. Ionization potentials of four elements s, re plotted as functions of the number of bound electrons. The solid line interpolates be­
tween the Hartree-Fock-Slater 1 4 2 values; the poii-ts are produced by the XSNQ package with the original (Mayer) screening. Note the 
substantial disagreement for nearly neutral heavy atoms. 

10 000 

1000 

100 

Number of bound electrons, N„ 

and gold. I lie first lew ionization potentials are 
significant!) improved. Clearly, these new screening 
constants will improve the ability of l.ASNHX to 
describe low-temperature material properties. 

Pressure Ionization Model. When atoms press 
together at high density, bound electrons are 
released into the free-electron continuum, a process 
called pressure ionization. In our ••pproach. the 
pressure ionization is phenomenol jgically described 

h\ introducing a shell degeneracy I)„t/;) that en­
forces the removal of the «th shell as the atom is 
compressed. The electrons of the «lh shell are 
assigned an approximate orbit radius 

= (0.529 X 10 cm)I— 1128) 

where n is the principal quantum number and Z n is 
the screened nuclear charge in nth shell: the shell 
merges smoothly into the continuum when the 
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Fig. 3-62. The new screening constants S(iJ). 
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a\crugc atomic spacing drops below 2r„. In this 
model, the shell degeneracy is taken to he 

(»'lf 1 + 
(1291 

where/i is the material density. The coefficients a.h 
are adjusted to produce approximate agreement 
with the Thomas-I ermi-Dirac theory. 

Thermodynamic formulation. The Hclmholt/ 
free energy of the ion is constructed as 

• l-ree Knergy: K,„n = l:.\„„ - TSj o n -
• l-'nergy: t : , „ n = " n fn Pn-

• I ntrop> S^„, = -A |l>„log(l'„) + (1 )„ - l'„) 
log (I !'„)]. w here 7, = one-electron energy \ 1 _Vd eV 
/|5 n"). I n = l'„ I).i = occupation = number of elec­
trons per quantum stale, and k = Holl/mann on-
stant. 

The total Iree energy I is 1 „„, plus contribu­
tions from free electrons and from continuum 
lowering The free electrons are allowed arbitrary 
degeneracy. Ml thermodynamic averages (f„. / . 
pressure, energy) are derived from this free energy. 
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Fie. 3-63. Ionization potentials as calculated with the new screening model agree more closely with the Hartree-Fock-Slater values. 

HR. 3-64. Numerical test of thermodynamic consistency for the modified XSNQ. The quantity shown is A = |T(B/i/aT) -P]/[ae/9V|, 
which should be unity. The slight deviations from unity arc caused by numerical differentiation on a finite (50 X SO) grid. 

0.98 

Density (g/cm 3) 

I I he procedure guarantees thermodynamic con-
Mstcnc>. which iv important lor hydrodynamic ap­
plications1, the numerical results show excellent ther 
mody mimic consistency I see Fig. 3-64). 

The pressure obtained from this free-energy 
model contains three terms: free-electron pressure, 
including degeneracy effects: an electrostatic con­
tribution obtained from the continuum lowering: 
and a shell-compression pressure not considered by 
previous workers. The latter term is given by 

.ID 

' shvU 2^sv lofll - U (1301 

This term contributes when an occupied shell is 
squeezed into the continuum. The pressure and 
energy are plotted in Fig. 3-65 for aluminum. (This 
is the electronic pressure: solid-state bonding and 
ion kinetic contributions are omitted.) The ioniza­
tion state. Z, is plotted in Fig. 3-66. 

Addition of pressure ionization (in the form 
described here) and free-electron degeneracy has re-
ouired several changes in the opacity and non-LTE 
portions of the XSNQ code. With these changes in­
stalled, the computed results appear to give a more 
realistic description of very dense plasmas. 

The theory described here gives an immediate 
practical description of pressure ionization in dense 
plasmas. Efforts are underway to employ more 
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Fig. 3-65. Modified ionization model results for aluminum: (a ) electronic pressure, and (b) electronic energy. 

Density (g/cm ) Density (g/cm°) 

Fig. 3-66. The ionization state Z ( n , T ) of aluminum: (a) as calculated by the original average atom model and (b) as calculated from the 
new model. In (a ) the density range from H T 4 to I 0 4 g / c m 3 ; the temperature from 1 to 10 keV. Note the following unsatisfactory 
features: flat shelves where Z = constant; very abrupt jumps between shelves; wrinkled extensions of the jumps that continue up to high 
temperatures. All these features are associated with the pressure-ionization model. The calculation in (b) has been adjusted to give ap­
proximate agreement with the Thomas-Fermi-Dirac theory in the range of pressure ionization. The Z (n ,T ) surface is considerably 
smoother. 
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rigorous quantum-statistical calculations to supply 
more detailed information about spectroscopic 
phenomena encountered in pressure ionization. 

Authors: R. M. More and C. B. Zimmerman 
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Energy Deposition by Fast Ions 
Widespread interest in heavy-ion fusion has 

prompted us to re-examine the l.\SNHX model for 
ion energy-deposition in hot dense plasmas. The ex­
isting I.ASNI-X deposition package follows text-
hook theory.' separately calculating energy loss to 
bound and free electrons. The average ionization 
potential required for energy loss to bound elec­
trons is calculated by a plausible scaling formula 
that is correct in the two limits of cold matter and 
fully ionized plasma. However, we believe that ab 
initio energy-deposition calculations give a more 
convincing basis for heavy-ion target design. Dur­
ing 197°. we began development of two theoretical 
models that will be used to calculate heavy-ion 
energy loss. In the future, we hope to incorporate 
the results of our development effort into the 
l.ASNl'X code. 

The practical problem concerning heavy-ion 
energy loss is that all existing experimental informa­
tion refers to cold matter, hut ICK target plasmas 
reach high temperatures and pressures. The actual 

rate of energy loss is expected to change drama­
tically with the thermodynamic state of the 
l a r g e ; I4XI4C, 

To briefly describe our calculations, it is useful 
to w rite the energy loss per unit of path length in the 
general form 

(131) 

•n 

w here / is the current charge of the fast ion. vn is its 
velocity, m is the electron mass, and N is the ion 
number density in the target plasma. I. is Ihe slop­
ping number per larget atom, often calculated as a 
logarithm of a ratio of lengths (e.g.. maximum and 
minimum impact parameters). The important un­
known quantities are / and I.. 

I or fast ions, the charge stale / depends 
mainly on the ion velocity vnand is believed to de­
pend weakly on the plasma thermodynamic state, 
for this case, we currently use the empirical 
formula given by Belz. 1 4 7 lor slow ions. /. cannot 
fall below the thermal ionization stale of an impu­
rity ion in the plasma: this is calculated by 
i'homas-1 ermi theory. The XSNQ code contains a 
useful set of rate equations and cross sections that 
can be modified to calculate the charge state of 
moving ions: this calculation is under way and will 
provide a better estimate ol'Z(vo). 

The stopping number. L. can be calculated 
by two methods. In one approach, the ions of 
the target plasma are described by Thotnas-
lermi-Dirac theory.14* This theory includes many 
effects of high pressure and temperature, including 
thermal ionization, electron degeneracy, and strong 
ion-pair correlation. The theory is not completely 
quantum mechanical and omits effects of bound-
electron energy quantization. To be certain that the 
omitted effects do not significantly alter the slop­
ping power, we intend to verify our results by using 
the screened hydrogenic ionization model (XSNQ). 

To calculate the stopping number per atom. 
i-Mom- from the statistical model, we have adopted 
the local-density approximation of Lindhard and 
Winther1 4 9: 

f \ Z e V r ) l 
= / n(r)L0[n(r),T " n M 1 - - i f - d 

(132) 

In this equation. L0[n(r), T. v0] is the stopping num­
ber per electron in a uniform electron gas having 
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density n and temperature T (for fast ions of 
velocity vn). A similar theory is widely used to 
calculate energy loss in cold matter. 1 5 0 We have 
modified the Lindhard-Winther approximation m 
the following ways: 

• The electron density n(r) is calculated from 
a finite-temperature theory (i.e.. TFD theory). 

• The stopping number Ln is obtained from 
the finite-temperature dielectric function. 

• The factor in heavy brackets in Eq. (132) is 
a correction for curved orbits followed by heavy 
ions traversing the volume of a target atom. The 
term vj(r) is the ion-pair potential.'•' and E is the 
energy of relative motion of projectile and target 
ions. 

• The classical Bohr minimum-impact 
parameter is used where appropriate (heavy-ion 
projectiles). 

We have applied this formalism to calculate 
stopping of helium ions (alpha particles) in gold at 
several densities: the results are shown in Fig. 3-67. 
The normal density results are (generally) within 
about 20% of experimental data. 

A second approach uses the XSNQ ionization-
equilibrium model to provide detailed populations 
and energy levels for the target plasma. The average 
ionization potential of bound electrons is then 
formed directly by using hydrogenic oscillator 
strengths. The usual stopping theory' 4 4 is used to 

Fig. 3-67. Energy loss per atom for helium ions in gold at 
three densities calculated from the TFD model. The units of 
5(E) are eV-cm2 per 10 1 5 atoms; dE/dx is S(E) times the 
target ion number density. 

120 

100 

~l TTTl I TTTT I TTTT 
Gold 

Normal density 

100 

obtain the free-electron contribution. The advan­
tage of this second approach is that it will provide 
an independent check on the validity of results ob­
tained from the statistical model. 

Authors: R. M. More and D. S. Bailey 
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Brillouin Backscattering Model 
in LASNEX 

In the 1978 ann I report 1 5 2 we described our 
stimulated Brilloui scattering (SBS) model for 
LA3NEX. In the p -.1 year ve have made many im­
provements and additions, to more accurately 
model the Brilkn.in backscattering in underdense 
plasmas. We have changed the densit'-dependence 
of our model: included the effects of in-
homogeneous media: added a self-consistent 
calculation of le hot-ion contribution to ion damp­
ing: improve ihe saturation calculation: improved 
the calculat >n of backscattering when a very small 
fraction is reflected; and considerably expanded the 
treatment of backscattered light. Below, we describe 
these ch;> iges to our SBS model. 

Thi fraction of light reflected in each zone by 
Brillou n backscattering is obtained by the follow­
ing equation [compare with Eq. (54) on page 3-63 of 
Ref. 52]: 

Reflection = 1 - exp 

Ion energy (MeV) 

•<f)'fe)t 
8LR)K) I + -

•e.k) 
(133) 
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where 

-•^fe!/kf 
/ \ l / 2 / c +v 

(134) 

(135) 

i IK j-rad'.'nts are taken along the direction of the 
incident light and will be explained below. A is a 
constant except in the case of very small backscat-
ttring. .is discussed below; v o s c/v,. is the ratio of the 
oscillation velocity of an electron in the laser electric 
Held 10 the electron thermal velocity; n/n c is the 
ratio of the electron number density to the electron 
number density at the critical surface (where top = 
uipC): f.'Xo is the ratio of the path length to the 
vacuum laser wavelength: wj/u)r is the ratio of the 
ion damping to the ion acoustic frequency; T c, Tj, 
and Z are the electron and ion temperatures and the 
ionization state, respectively; C s is the ion sound 
speed; kn = 27r/Ao; v is the material expansion 
velocity, and Ax is zone length. 

New Features of the SES Model. We have 
thoroughly investigated the density-dependence of 
the Q factor, and we have now settled on the depen­
dence shown in Eq. (133); this dependence gives the 
best fit to the simulation data, and is theoretically 
justified.1 5 3 

Both density and velocity gradients affect the 
stimulated Brillouin scattering instability. I" the 
presence of inhomogeneities of the plasma proper­
ties, the resonance conditions are satisfied only in a 
finite region of space. Thus the instability is effec­
tively damped if the waves propagate out of the 
resonant interaction region before significant 
growth occurs. In Eqs. (133) to (135), we show how 
the gradient terms are included in Q, the exponen­
tiation length of SBS. The effects of inhomogeneous 
media on three-wave parametric instabilities were 
first derived by Rosenbluth.1 5 4 The form we have 
employed is derived by replacing Nishikawa's in­
tegration length in his Eq. 111-57 by the mismatch 
length, l 5 4 as suggested by Kruer. I 5 6 As a diagnostic 

check, the code calculates the threshold conditions 
for density-gradient saturation. 

RWv U2 *S:fe:l (136) 

and velocity-gradient saturation. 

/ osc\ 
\ v e / 

2 (Vv) \ ( 

< 2.55 
K) 
® 

(137) 

and monitors the number of times that these condi­
tions are satisifed. 

In last year's annual report 1 5 2 we mentioned 
l lat the ions heated by SBS are optimally located in 
position and velocity space to do the most damping, 
and that the ion-ion equilibration time is usually 
large enough to make this nonequilibrium effect 
visible. Initially, we simply mocked up this 
phenomenon by a multiplier on the ion temperature 
in the (u)j/u)r) calculation. Now the contribution of 
Ihe hot ions to the damping is calculated self-
consistently. This improvement is indicated in Eq. 
(133) by the subscript "Tot" on (u\/wt). 

We now use the following equation to calculate 
ion damping: 

Tot Hot 

"iHot 
H 

"iTot Cold 

iCoH 

"irot (138) 

where njHot and riiCold are the number densities of 
the hot and cold ions, and njjoi is the total ion den­
sity. The damping frequency of the cold ion is 
calculated as described in Ref. 152. The ui/a;rHot 
calculation is simplified by assuming ZTe/TiHoi = 
2: i.e., the hot ions are accelerated by SBS to a tem-
perat ire 1/2 M\C% 

In our new self-consistent calculation, the den­
sity of the hot ions must be found to evaluate 
ojj/wrTot- Ions are heated by the SBS; they remain 
hot for the ion-ion equilibration time, T\\, which 
may be long compared to the other time scales of in­
terest. Thus time histories of the fraction of hot ions 
as a function of electron density. n a are required to 
calculate n;Hot- We have divided the underdense 
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plasma into the following five sections so that the 
ratio of electron density to critical density, n/n c . 
ranges from 0 to 0.0625, from 0.0625 to 0.125, from 
0.125 to 0.25, from 0.25 to 0.5, and from 0.5 to 1.0. 
The total run time is divided equally into 20 time 
blocks. For each of these 100 points in (t.nc) space, 
the fraction of hot ions is stored and, of course, up­
dated at each time step. Finally, we obtain the 
current niHotU.ne) where 

• W 1 ' " ^ / n i H o t u ' ' V d t ' 

by the appropriate summation. 
We found that our nonlinear saturation state­

ment was not suitable for a problem with zones that 
were greater in width than a few vacuum wave­
lengths. This is, of course, the usual situation in 
hydrodynamic calculations. In the old model, the 
maximum saturated backscattering occurred 
throughout the entire zone in which the saturation 
limit was reached, irrespective of the zone size, 
resulting in nonphysically large amounts of 
backscattering. In the .tal world, the maximum 
backscattering would not occur over many wave­
lengths: instead, SBS would be self-limiting through 
the intensity dependence, (v o s c/v c)~, of the Q factor. 
The backscattering reduces the light intensity 
reaching XQ further into the plasma. 

To include this natural self-limitation in our 
SBS package, we wrote a saturation loop that is 
short and fast. Each zone in which saturation occurs 
is treated in pieces of length An- The proper light in­
tensity, with the backscattered part deleted, is used 
for each plasma slab of thickness An. We have found 
that this technique works very well to correct the 
overestimate of scattering that occurred in the sim­
pler model. 

For quite small reflection, the total backscat­
tering is smaller than the pump-depietion regime 
described by Eq. (133). The code monitors the 
space-integrated Q from the previous time step and 
sets A so that the total reflection agrees with the 
more complete description of Ref. 157 for a noise 
level of 10"4. 

Finally, we have expanded the options 
available for monitoring backscattered light. Last 
year, we reported chat all of the backscattered light 
was assumed to be scattered out of the target and 

was lost from the problem. Now, the user may select 
any of the following four options: 

• All of the backscattered light is lost, as 
before. 

• None of the backscattered light is lost ex­
cept that scattered into vacuum. Instead, the light 
backscattered on the way up the density gradient 
into the material is added back into the light ray at 
the scattering location, as the ray propagates back 
down the density gradient. Likewise, on the way 
back out of the material, the backscattered light will 
augment the ingoing ray on the next time step. This 
model is one-dimensional and allows only one laser. 

• Some of the backscattered light is lost, but 
the rest is traced. This is a combination e f the first 
two op'.ions: the user defines a certain fraction of 
the backscattered light to be tracked, as in the 
second option: the rest of the light is then lost, as in 
the first option. This model may be thought of as 
allowing a fraction of the scattered light to be 
sidescattered and lost: the rest of the light is 
backscattered and tracked. 

• The user may track the light that is 
backscattered as the laser goes up the density ramp, 
but not the light that is backscattered as the light 
propagates down the density ramp. Again, this is a 
combination of the first two options, using the 
second option on the way into the target and the 
first option on the way out. 

In conclusion, the Brillouin backscatter model 
has been extensively expanded and improved, and 
this model now predicts '.o within 10% the absorp­
tions seen in gold-disk experiments. The results of 
these predictions are discussed in "Calculations of 
Stimulated Brillouin Scattering with LASNEX." 
earlier in this s—lion. 

Authors: J. A. Harte and K. ('•• Estabrook 
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C har^ed-Particle Vlultigroup 
diffusion 

I )uring the past year we completely rewrote the 
.irrmonuclear-hurn-producl transport routines in 
! \ S \ I V U'c undertook this project in order to 

>.'.• advantage of fast vector operations on the 
•: .•;;.•! imputer. hut many physics improvements 
•ir;c incorporated at the same time. These improve-
:i:---IIts include: 

• C (insistent isotope production and deple-
•ii.'i lor all reactions. 

• The ability to transport any reaction 
product 01 knock-on from elastic scattering. 

• Inclusion of all important in-flight reac­
tions and nuclear elastic scattering involving 
i .otopes of hydrogen and helium. 

• The ability to use completely arbitrary 
energy-group structures for all charged particles. 

• Inclusion of inertial terms in the flux equa­
tion for all charged particies. 

The most importani improvements have been 
the last two items of this list. In this article we 
discuss the importance of including the inertial 
terms. 

Starting from the lokker-l'lanck equation. 
Rcf. 15X takes the zero and first moments to obtain 

— + "'•', — - i n + o w i o 3 ' 2 ] ! - : - ! , - ' (140, 
St 1 i c SI. | L 0 -I ' ( 

and 

i l v ? . i i L ( E / E 1 3 / 2 ] i ; k / 
• 31 =' r c SI- ( L 0 J v | • '• 

(141) 

!n these equations n\ is the density of particles at 
energy h. v is their velocity. J]- is their flux. r t.is the 
slowing-down time considering onl; electron colli­
sions, ho is lhe energy at which energy losses to elec­
trons and ions are equal. j | . is the stress tensor, and 
<T| is the scattering cross section. The bracketed 
term in each equation represents the effects of 
energy loss: in Kq. (141) we can identify it as an iner­
tial term, since it accounts for the fact that charged 
particles remember their direction as they lose 

energy. Previously, we had followed Ref. 158 and 
simplified Kq. (141) by assuming 

= 0 (steady-state) , 
3t 

-1- = "" n l : ( ' s o t r °Pi C J ' 

— =0 (noninertial) . 
SI ! | 

lor comparison, ihc current I.ASNKX charged-
parlicle diffusion mode! can be characterized by 

s Ti-. 
= 0 (steady sta'dj , 

at 

7i, =\)iu>)n. (asymptotic angular distribution) , 

and 
— , retained (incrtial) . 
at. | | 

To test these modifications, we ran a problem 
in which 3.5-MeV a particles were emitted from the 
center of » uniform D-T sphere held at a tem­
perature of 50 keV. Under these conditions the o 
particles deliver energy to thermal ions only near 
the end of their range, and thus the deposition to 
ions as a function of distance from the a source is a 
critical measure of the «-particle transport. In Fig. 
3-6S we compare I.ASNHX calculations with and 
without the inertial term to a Monte Carlo calcula­
tion of the same problem. We see that the improve-

Fig. 3-68. Cbarged-particle inertia) term produces a peaked 
deposition profile, in agreement with Monte Carlo calcula­
tions. 
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ments made to LASNEX's charged-particle diffu­
sion method have greatly increased its ability to 
track the accurate Monte Carlo simulation. 

Author: (i. B. Zimmerman 
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Solving Tridiagonal Linear 
Systems on the Cray-I ( mputer 
at Vector Speeds 

When we examine the numerical algorithms 
used to solve the physics equations in LASNEX, we 
find that a large number of subroutines require the 
solution of tridiagonal linear systems of equations. 
Radiation transport, thermal- and suprathermal-
electron t ransport , ion thermal conduct ion, 
charged-parlicle and neutron transport, all require 
the solution of tridiagonal systems of equations. 
The standard algorithm that has been used in the 
past on CDC 7600's will not vectorize and so cannot 
take advantage of the large speed increases possible 
on the Cray-I through vectorization. There is, 
however, an alternate algorithm for solving 
tridiagonal systems, called cyclic reduction, which 
allows for vectorizalion, and which is optimal for 
theCray-1. Software based on this algorithm is now 
being used in LASNEX to solve tridiagonal linear 
systems in the subroutines mentioned above. The 
new algorithm runs as much as five times faster than 
the standard algorithm on the Cray-1. 

The Basic Algorithm. Consider a tridiagonal 
linear system of equations 

b. ,X. . +a.X. + C.X..,, = Y-. i=l ,2 n , (142) 
l - l l - l 1 1 I l + l l 

with bo = c n = 0. The standard algorithm for solv­
ing these equations is: 

and 

Xj = djCW. - CjX^,), i = n,(n - 1 ),...3,2,1 (146) 

This algorithm is recursive and cannot be vec­
torized, and therefore will only run abou' twice as 
fast on the Cray-1 as it did on the C D C 7600. 

But note that the standard scalar algorithm is 
just I I Jccomposit ion. ' 5 ' ' If our original equation 
is written in matrix notation as MX = Y. with 

a t c, 0 0 

b, a 2 c 2 0 

0 b 2 » 3 e 3 

0 0 b 3 

then we may decompose M as a lower-triangular-
malrix I with unit diagonal elements and an upper-
triungular-matrix I', i.e.. M = LU. Here 

(148) 

and 

",- c l 0 

' \ (1 «2' c 2 0 

0 0 - 3 ' c 3 

(1 () 0 
' . • / 

(149) 

I hen we solve I.W = V and I X = W to find X. 
To obtain an algorithm which allows some vec-

tori/alion we reorder the rows and columns of our 
matrix so that first we take all the odd multiples of 
I. then all the odd multiples of 2. then all the odd 
multiples of 2". etc. Thus we apply a permutation P 
which takes the original ordering. 1.2.3 n. into 
the new ordering 

and 
1,3,5.7 2,6.10.14 4.12,20,28 8,24,40,56,. 

2«,3.2q,5-2q,7-2<1 2 P . (150) 

followed by 
Here p is the highest power of 2 with 2 P < n. 

Our original matrix equation now becomes 
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(I'M!' ' j(l'X) " fPYl 051) 

il » t perlorm I 1 decomposition on this reordered 
matrix we obtain a new algorithm called cyclic 
reduction f his algorithm is vcclon/ahlc because we 
are eliminating ali the odd variables first (which are 
not coupled to each other), then all the odd-
niultiplc-ol-2 variables (which are not coupled to 
each other), and so on I urthermore. the fact that 
flic .il|.'orj(}i/n is |nsi I I' decomposition on a per­
muted m.ilri^ tells ns that it is just as slahle as the 
a.'ml.ud scalar algorithm, a virtue not shared by 
oiliei methods (or icc ton/mg tndiagonal systems 
>..< ti as iccursise doubling 

\ | i p l \ ing the s tandard lonmilas for I.W 
decomposition, and eliminating those terms which 
arc /cm because of ihe particular sparsily pattern of 
oui icoidcred main*, we obtain 

i" b„ u" t. and d d - a . , i ••• I (n ] i.n . (152) 

w i W(2i) <2i ll (2i ll u(2i) (2i+I) 

li>r i - 1,2 r(q*l,n> . (154) 

We set X? = dfwf. and then for each q = (p - 1 J, (p 
- 2) 4.3.2.1.0 we take 

X q \ *(2j) i 
<q«l ) 2 < 2i <; rlq.n) 

and 
X'1 d'1 Tw'1 ( q X c | 

*(2i 1) (2i 1)L (2i I) (2i 2 l*Qi 2) 

",2i l ) X ( 2 i | ] ' 1 0 i ' - ' " « • " • 

1155) 

(156) 

f inally, X , = X,. for i = I n. 
Clearly all the above operations at the q level of 

reduction are vectorizable with vector length r(q + 
I, n). Thus we now have a vectorizable algorithm 
with veetori/ation on lengths n /2 , n /4 , n /8 1. 

Implementation on the Cray-I. The numbers 
r(q,n) are easily calculated from r(O.n) = n and 

I fen for each q = 0.1.2,3 p we lake r (q+l ,n)^SHHTR|r(q,n) , l | . 1157) 

,'I 
i2ii 

(2i I) ' 

l (2 i l i I2i l l ' 

(21 ll »-?2i 

>:2i 

•: 2i 

'. 2 i -

•- 2i 

1 •- ilq.n) 

I < r(q,n) 

rdi.n) . 

1 < r(q,ni 

where r(q.nj is ihJ largest integer, r. such that r • 2 q 

« n. 
l o r the solve, we let 

u<2i> 
= u q d q 

(2 i )" (2 i - t r 2 <; 2i < r(q,n) 

a ' l + ) =?1 i'1 a' 1 

(2i-l) (2 i - l ) 

v i l 2 i ( 2 i + i r 

u i u 2 i u ( 2 i + l ) ' 

r - 2 H < n . 

= Y., 

fq u'1 
t(2i)"(2i|-

1 «; i e r(q+t,n) , 

1 < i < r(q+l,n),, 

1 < i<r(avl,n) 

i= 1,2 n (153) 

where SHIITR(n | .n?) is nt (in binary notation) 
shifted right n? positions with the rightmost n;> bits 
of ni lost off the end. 

It is important to give consideration to storage 
layout and possible memory bank conflicts. Con­
sider for example the forward sweep of the solve. 
The "natural" storage layout is to store W , q in 
the | i - 2 ( q + "l element of the Y array and just keep 
overwriting W |s,j with W, . The problem with 
this is that vector reads from and writes to memory 
in increments of 2 q on the C'ray-1 cause bank con­
flicts and loss of speed if q > 2. For q = 0,1.2 we can 
read or write one word per clock period. For q = 3 
this degrades to one word every two clock periods 
and for q > 4 the performance degrades to one 
word every four clock periods. To eliminate this 
problem we use the following storage scheme. 

V/j = Yj is stored in the first n = r(0,n) ele­
ments of the Y array. W, is stored in the next r(l ,n) 
elements of the Y array, and so on. Thus 

w? = Y (s(q,n)+i| (158) 

Then for each q = 0,l,2,...,(p - 1) we take where s(0,n) = 0 and s(q + 1, n) = s(q,n) + r(q,n). 
X 7 is stored in the same locations as W ,. The matrix 
elements (°[ and r , are stored in b( s ( q , n ) + if u < ! and 
711 are stored in C[S( q, n) + ,|, d7 and d , are stored in 1 * , 
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Fig. 34». Ratio of acalar to vector execute* Ham for the soMoa of a trMlagoaal matrix of leagta N. For both symmetric (a) ami 
asyawietric (b) autrices, tbe asymptotic rale or the rector cyclic reelactkm algorithm is more lhaa six times the scalar rate, but this 
• i iaoa caa a* achiereJ only with rrislltriy loaf rectors. 

i i iiinil i 11null i i mini i i mml : mi, ' i i m i l l i i i m i l l i i i m i l l i i I I I I M I i i i i n 
10 10 z 10 J 10* 10 s 1 

; 1 hi i | " i * 11 With l ' l l s storage scheme nil memory 
reads and writes are dune in increments of I and 2. 
and all hank cunllicts are eliminated. Since 

N rlq.nl «; N (n/2q) c 2n . (159) 

q=0 q=0 

the arrays a.b.c. and > must now he 2n elements 
long instead of n elements long, and so we need 
twice as much storage as is required for liie standard 
scalar algorithm. 

Performance. This algorithm was hand-coded 
for the Cray-1 by R. I-., von l loldt for bo'h the sym­
metric and nonsymmetric matrix cases. In f i g . .1-69 
the hand-coded vector cyclic reduction algorithm is 
compared with the Cray-1 FORTRAN C I T -
compiled standard scalar algorithm. N is the 
problem dimension and ( t s / t v | is the relative execu­
tion time of the scalar and vector algorithms. The 
cyclic reduction algorithm was also coded with CFT 
and it was asymptotically about 4.5 times faster 
than the CFT scalar algorithm: thus the hand 
coding made only a 50"( improvement over CFT. 

Author: I ) . S. Kershaw 
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A Veclorizable Incomplete Cholesky-
( 'on-jugate (Gradient (K'<"(.) 
Algorithm for (he Cray-1 Computer 

In I ASM V the two-dimensional radiation 
transport, electron thermal cond; , i . ion thermal 
conduction and neutron transport all use ICC(i lo 
solve the transport equations. We have been using 
the l( ( ( i method " ' " to solve the diffusion equation 
with a nine-point coupling"' 1 scheme on the ( I X ' 
7600. In going from the CDC 7600 to the Cray-1, a 
large part of the algorithm consists of solving 
tridiagonal linear sys'ems on each I. line of the 
I agrangian mesh in a manner which is not vec-
tori/able. I herefore a direct translation from the 
7600 lo the Cray would not give much increase in 
running speed because the vectori/.ation potential of 
the Cray cannot be used. We have developed an 
alternate ICC(i algorithm for the Cray-I which 
utilizes the vector tr' l iagonal solver described in the 
previous article. This new algorithm allows full vec-
tori/ation and runs as much as seven limes faster 
than the old algorithm on the Cray-1. I l is now be­
ing used in Cray I.ASNEX to solve the two-
dimensional diffusion equation in all the physics 
subroutines mentioned above. 

Thus we have an equation, MX = Y, where M 
is positive definite and symmetric, and the sparsity 
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paitern is such that M„„ Mi,(i±n. M,.(i±KM\Xv 
Min± k\l \ \± i i are the only nonzero elements. 

The ICCG method consists in finding an ap-
pioximate Cholesky decomposition for M ~ U)l . . 
:'icl then using the conjugate gradient algorithm, 
i •.•: m - Y - MX 0andp(,= (1.1)1. Vr,) . then 

fr- .d.!) ! . 1) 'r. l /t i i j .MPjl . 

" ! I l i 

',.t ', W 
-, - [ ' , H . 1 ' , " , l ' ' 1 ' ( i + . i J / [ r r , u , L , V ' ' i ] -

and 

' M I .im', Vl> + b l p r 

!:>! I ( I . I . : . .. 
I his algorithm is all trivially vectori'nhlc ex-

•.cpi for the e\alualion of I he approximate inverse 
on the residual. 11 01 ' r ' r , . Vk ith the choice for the 
approximate Cholesky decomposition given in Kef. 
IWi I his is a recursive operation which can only go 
,ii scalar speeds on the Cray-1. To veetori/e it we 
iniisi use a different approximate decomposition 
which allows for veetori/.ulion. 

I o sec how this is done we first write the exact 
< holesk\ decomposition in block form, in which 
our matrix M can he written 

where the \ , and B, are tridiagonal matrices of 
dimension KMAX. and i = 1.2.3 I.MAX. The 
Cholesky decomposition ma) now he written in 
block form. M = 1.1)1.'. where 

/ L , o o o \ 

(.-'{ l., o o 

0 ° c 3 L 4 

/u 1 o o o \ 
n n A n 

0 0 0 D. 

• • • / . 

• 'ere the I., are lower triangular matrices whose 
diagonal elements are all 1. the Dj are diagonal 
matrices, and I.;, C„ I), are given recursively by 

and 
' • i -V 'A 

W l ' ' " * ! C',i l) U(i l.C(i . | ) " X 1 

11601 

(161) 

for i = 1.2.3 l.MAX. 
If we write the unknown and right-hand-side 

vectors in block form. 

fl /; 

where Xj.Yj are vectors of length KMAX, then 
l.Dl.'X = Y may be solved by a forward sweep. 

K'lv^ll'-.M^iVli,,] 11621 

for i = 1,2.3 I.MAX, and a backward sweep. 

X,-Lr ' r D 1

1 |w,-L I - , B i X ( i t I J (163) 

lor i = l.MA.'- i.( l .MAX-l) 3.2.1. 
Now let us examine th: sparsily pattern of the 

I , and C, for the case of exact Cholesky decomposi­
tion. A | is tridiagonal so l.| will be lower 
tridiagonal. Since H| is tridiagonal. Kq. (160) im­
plies that C'IIIJ] will be non/ero for j < i + I and 
zero for j > i + I. liquation (161) thus implies that 
A; is n dense matrix (all elements non/.ero) and so 
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1-2 is dense lower triangular. Thus in general we find 

and 

Li(j,k)" 

C i O , l < ) : 

0, k >j 

nonzero, k < j 

0, k > j + 1 

/ nonzero, k «s j -t- 1 

the L| and Dj matrices and suppress the hlock sub­
script " i " for clarity, we then have explicitly: 

Thus we have extensive fill-in: that is. main ele­
ments which were zero in Ajand Bjbecome non/ero 
in I., and C',. This greatly increases both storage re­
quirements and the amount of compulation. 

We seek an approximate 1.131.' decomposition 
which has no fill-in. To accomplish this, in l.q. (160' 
we throw away (i.e., neither compute nor .,iore) at. 
but the tridiagonal part of C;. Then in l q . (161) we 
throw away all but the tridiagonal part of ( ' '„ |> 
" ( i - n C'd-i). thus making A; and l.j tridiagonal. We 
thus obtain an incomplete block decomposition. M 
~ 11)1 . ' . where I., and (.', have the same sparsity 
pattern as A, and B,. Note that the solve [(-qs. (162) 
and (163)] does not use Cj explicitly, and so the (_', 
need not be saved once the A(i+n have been 
calculated. Only the I., and I), need be stored. Now 
we have reduced our incomplete decomposition and 
solve to a series of tridiagonal decompositions and 
solves. 

In the previous article we have shown how to 
vectorize tridiagonal decompositions and solves on 
the Cray-1 using cyclic reduction. Here we simply 
apply this algorithm to the incomplete version of 
Hqs. (160) through (163) and we have a fully vec-
torizable ICCG algorithm. 

In detail the algorithm is as follows: 
• If K MAX < I.MAX we transpose our grid 

(interchange KMAX and l.MAX) so that LMAX 
becomes the inner loop and KMAX the outer loop. 
Thus our block matrices will have the largest possi­
ble dimension and our vector tridiagonal solves will 
vectorize as well as possible. 

• The incompleteness of the decomposition is 
accomplished in Kq. (160) by performing only the 
first two levels of cyclic reduction in evaluating li, = 
DjCj = 1_7'Bj, and ignoring elements outside the 
tridiagonal band. All higher levels of reduction cou­
ple only elements inside the tridiagonal band with 
(zero) elements outside the band and so have no ef­
fect. If we use the notation of the previous article for 

Ej.(j-l) = B J ( j l i 
1-. . = B. . . 

J.J J.J 
h j , ( j + l ) = B j . ( j + l ) 

for all odd j . 1 < j < KMAX. 

I =H l 1 0 ' li l ( 0 l l ) 
'.i.j Y i (J ti ti I'.i i V " - i ' 

for all even j . 2 • i • KMAX. 

' j , ( j l i V i l i ' ( i - l ) H n "• ' ) ' ' ' 

' j . < M ) ' % • ! i ') " ' i M i . n - ' i i • 

for all j = 2k with k odd. 2 « |S K M A X . .u-J 

'.i.(j n " " j i j I) ' n i l " i j l M I 11 
H i , 

'(.1./2 l l ( l 2l. l l I I ' 

l - = i ! i " " n 
J.IJ+I) i , l j+ l l I ' . 1+1 I.I i-> 11 

.111 . 
i j /2 i ( j O i . n i n ' 

for all | = 2k with k e\en. 2 « i «= KM \ . \ 
To specify 1-q. (160) in detail we let !;. - dj;'. 

where j = k • 21 with k odd. Then 

"i in ir in .r • 
hi n = A i .n n V n ' i . n 11 

lor j = 1 KMAX. and since \ is symmetric. 
'^(i-ll.j = -'Vd-lv Once we have determined A,, we 
simply use cyclic reduction decomposition to solve 
l- i l) j l T = A, for I., and l \ 

We must make one modification of the decom­
position algorithm given in the previous article. A 
negative pivot would destroy the posithe definite-
ness of our approximate identity. (LDI ')~'M * I. 
so we must modify any negative pivot to a positive 
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value. We do this by changing d^ji-D = l/d^i-nfor 
1 < (2i - 1) < r(q,n), from the previous article, to 
dVi)= l/ldl:,-!)!-

• We now solve for X using Eqs. (160) and 
(161). If Z is any vector (of length KMAX). then 
BjZ and B ;Z are trivially vectorizable and Ll'Z and 
L", IT,'Z are the forward sweep and the backward 
sweep of the cyclic reduction solve as described in 
the previous article. 

We now have a completely vectori/.able 
algorithm lor finding an approximate Cholesky 
decomposition. 1.1)1.' ~ M. of our matrix ;<id for 
calculating, (l.DL ) r. the approximate inverse ap­
plied ID lhe residual. Thus we have completely vec­
torized the ICCCi algorithm. 

fhe new vector algorithm has been imple­
mented on the Cray-1 using Cray-1 FORTRAN 
and is about 10 to 15 times faster than the standard 
ICC Ci algorithm coded in FORT RAN on the CDC 
7600. 

Author; i). S. kersha» 

References 
IMi I) S Kershaw. "1 he K ( (i Method fur the Iterative Solu-

hen ol Swems of I inear l.qualHins." ./ C tirnp Pfn:\ 26. 
4.1 ' ITXi 

'•I 1) S Kershaw. Pijlereritiiig ut llw Oiftusiun Equation in 
I .uizrttngtan Hydrodynamics (ode*. 1 awrenee t.ivermore 
I abor;ilor>. I ncrmorc. Calif.. I ( RI.-K2747 (1980). to 
appear m ./ ( limp /'/jr.v 

Hot-F.lectron Mome • um 
Deposition in LASNEX 

Theory and simulations of resonant absorption 
have been described in past annual reports and in 
the l i terature. 1 6 2 - ' 6 4 Briefly, resonant absorption is 
the direct conversion of the transverse laser light to 
longitudinal electron-plasma waves (epw) at the 
critical density [10 : l (1.06 ^m/»n) ! cm"1]. The os­
cillating longitudinal electric field of the epw heats 
the electrons by accelerating them down the density 
gradient to a temperature of approximately 21 
T^keV") 0 2 5 [l(W/cm:)/10l(,(A()/1.06 Mm2)]0'4 The 
momentum of the accelerated electrons acts with 
the ponderomotive pressure of the transverse and 
,„ngitudinal electric field to steepen up the density 

gradient at critical. The consequences of this 
steepening are: 

• Resonant absorption becomes accessible to 
a wide range of angles 1 6 2 ' 1 6 3 ( L A S N E X users can 
use an absorption-vs-angle mode). 

• The (T|i0fnHot) helps to push back critical 
density, nc, which helps to explain why gold disk ex­
periments have a red shift in the backscattered 
light. 1 6 5 

• The v steepening affects inverse brems-
strahlung absorption. 

• Brillouin scattering. 
l.ASNBX models resonant absorption in a 

very simple way. A user-defined fraction, I -
XI.RI'LFR, of the laser energy reaching or ex­
ceeding a given density, XLTHRESO*nc, is depos­
ited at the ray turning point. The energy dumped 
is deposited in the electron bins (if they are present) 
at a temperature specified (XLALPHA) or deter­
mined by a semi-empirical formula (LTHOT). 
LASNEX has no knowledge of the resonant field 
nor of the directed motion of the heated elections. 

The momentum imparted by the resonant elec­
trons may be calculated by energy flux conserva­
tion. Therefore the force exerted by the hot elec­
trons at n c can be included in the "dump-all" 
(resonance absorption) model in LASNEX. A 
calculation of the time rate of change of momentum 
due to the hot electrons created by resonance ab­
sorption is given below with an equation ap­
propriate for inclusion in l.ASNEX. 

This model assumes that all of the laser energy 
deposited by resonance absorption is transferred to 
the hot electrons which are ejected from n c and 
stream down the density gradient. Thus, the conser­
vation of energy density flux gives 

which may be solved for nu o t , the number density of 
hot electrons. In this equation, E and B are the laser 
field quantities, f is the fraction absorbed by 
resonance absorption, m e is the election mass and 
VHoi = (2Tii U i /m e ) l / 2 is the thermal velocity of the 
hot electrons. Equation (164) eives 
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where c is the speed of light and vg is the peak os­
cillation velocity of electrons in the laser electric 
field. The total flux of hot-electron momentum 
flowing down the density gradient is then 

Combining Eqs. (165) and (166). one finds 

C ^ I i . . (167, 
v Hot 

Thus the force due to the hot electrons is the rate of 
change of momentum as the hot electrons are 
created at n c and flow away down the density 
gradient. So. for a zone of cross section A. 

V^flA 
' ' H o t " " • ( 1 6 8 > 

Hot 

o r . in L A S N E X un i t s . 

w°- 0 9 5 V#^r 

where FH 0 I is directed up the density gradient. In 
deriving Eq. (167) we have used 

0.082[l( jerks/sh/cm 2 KA 0 /1 .06/im; : ! ] , (170) 

where I is the light intensity with vacuum 
wavelength A(j. 

Including Eq. (169) in LASNEX will improve 
the resonance absorption model. LASNEX does 
not know, however, that the hot electrons are all 
moving down the density gradient, so that the total 
problem momentum will nof'be '.-onserved. But the 
local affect near critical density should be correct. 

The importance of the hot-electron force may 
be estimated by comparing il with the pon-
deromotive force. The ratio of the two forces is 

so for a plasma with f = 03 and T | | o t = 15 kcV, the 
Iwo forces are equal; whereas for a lower Tn 0 l = 
3 keV, ,7noi is almost three times Kp o n (Tiiot is also 
discussed in "Resonant Absorption" earlier in this 
section). 

Authors: K. G. Kstabrook and .). A. Harte 
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Target Fabrication 

Introduction 
Our primary task in target fabrication continues to be the development and application 

of techniques for producing and characterizing targets used in current experiments. In addi­
tion, we must carry out the research and development that will make it possible to produce 
the advanced targets required for future ICF studies. 

The complexity of the targets, the diversity of materials used, and the variety of charac­
terization methods required in our work all require expertise in a large number of technical 
fields. Materials science, plasma physics, optics, electron microscopy, analytical chemistry, 
and cryogenics are only a few of the scientific fields in which the staff must be proficient in 
order to solve the problems of target fabrication. 

The past year has seen several particularly noteworthy achievements in the area of 
target fabrication: 

• The yield of target-quality glass shells from the high-temperature furnaces has in­
creased to 99% in some batches. 

• Special diagnostic gases have been put into the glass shells during their formation. 
e ! ligh-Z gi.iss shells have been developed: these include 'lead glass ( - 50% lead oxide, 

and tantalum glass (~50% tantalum oxide). 
• Target-quality coatings of hydrocarbon (CH) polymers more than 100 /urn thick 

have been deposited on glass shells. 
• Layers of beryllium, platinum, and other metals have been applied to glass shells. 
• By using modern highly sophisticated micromachining techniqueG, we have 

produced hemishells of CH polymers with microinch surface finishes (on the order of 
250 A). 

• A powder ir "sand" of 
frozen hydrogen spheres (:0 
iitm diameter) has been pro­
duced as a potential method of 
filling cryogenic fusion targets 
to high densities. 

• We have assembled 
multiple shell targets that have 
exceptionally good geometrical 
tolerances. (In Fig. 4-1, the 
components of a double-shell 
target oriented for assembly are 
shown suspended from a 
human hair.) 

Detailed descriptions of 
these and many other advances 
in target fabrication are in­
cluded in subsequent articles. 

As target designs change 
and become more complex, 
both materials research and the 
development of characteriza-
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tion and assembly techniques must provide the means for producing these advanced targets. 
Creative, highly competent, and hardworking scientists, engineers, and technical support 
personnel will continue to be needed to achieve our goals. 

The continued support of "outside" contractors will also be a necessary and highly 
valued part of our program. The contributions of such organizations as the Rockwell Inter­
national Rocky Flats Plant, the University of Illinois Charged Particle Research 
Laboratory, and the National Bureau of Standards Laboratory at Boulder have been in­
valuable to the success of the target fabrication effort. 

Author: ('. I). Hendricks 

Class Sphere Development and 
Production 

During the pasl year w continued both to 
meet the needs of the Laser Fusion Program IV r 
quality glass microspheres and to improve and ex­
tend the scope of our techniques. Our fabrication 
processes are now refined to the point where we can 
tune our droplet system to produce microspheres 
wiih ihe desired diameters and wall thicknes"--. Our 
dried-gel capabilities are enhanced by density- and 
diameler-sieve-cutting the resultant microspheres to 
narrow the mass distribution. We showed that fill­
ing the microspheres during fabrication with such 
highly reactive gases as bromine is feasible. We used 
our droplet systems to make lead oxide micro­
spheres: we also began developing tantalum glass 
spheres using the dried-gel technique. In addition, 
we initiated a study of sol-gel and pelletizing tech­
niques as possible improvements to our dried-gel 
processes. Finally, based on studies of the working 
strengths and permeability of the glass micro­
spheres, we developed improved techniques for fill­
ing the spheres with D-T. These advances are dis­
cussed in more detail in the articles that follow. 

Sphere Fabrication Processes 

We have continued to refine our understanding 
of the liquid-droplet process.1 In this process, we 
use acoustic disintegration of a liquid jet to produce 
uniform drops of an aqueous solution of glass-
forming compounds. The size of the liquid drop is 
affected by the solids content in the glass-forming 
solution, the feed pressure of the solution, the 
orifice size, and the acoustic driving frequency. The 

uniformity of th- drops is evidence that the resul­
tant microspheres all have the same mass. In the 
past, we obtained batches of spheres with uniform 
wall thickness by sieve-cutling over a narrow diam­
eter range. 

We now obtain directly from the furnace 
narrow-diameter distributions tunable to the 
desired sphere sizes. This advance is directly at­
tributable to our understanding of the interplay 
among the size of the droplet, the temperature 
pioitiv1 o! !ht- Hryin^ reg!;"<:', and t!:-' flow r.i!^ .>whc 
furnace air. A key aid to this understanding is our 
use of a fast and accurate device for measuring 
sphere diameters that enabled us to develop an ex­
haustive statistical model of the liquid droplet 
process. A diameter distribution of a batch from ;• 
furnace tuned to produce 140-gm-diam spheres ap­
pears in Fig. 4-2(a). The spheres continue to have 
narrow thickness distributions as well as excellent 
concentricity [see Fig. 4-2(b)]. The capability of 
tuning the diameter of the sphere has greatly en­
hanced our yield, so that only a couple of hours of 
running time are needed to produce a batch large 
enough to be processed through the fill and coating 
stages of target fabrication. 

We also produce microspheres by using a 
dried-gel process.1 Although more flexible in terms 
of available sizes, the dried-gel process has the dis­
advantage that the microspheres produced have a 
broad range of wall thicknesses, which means that 
simple diameter-sieving will not result in a batch 
with a narrow wall-thickness distribution. 

To narrow the wall-thickness distribution, we 
developed a density-sieve-cutting procedure to use 
in conjunction with diameter-sieve cuts. For spheres 
witn densities between 0.6 and l.5g/cm 3 we suc­
cessively sink and float the spheres in liquids such as 
pentane and chloroform to separate the desired wall 
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Fig. 4-2. Droplet production: (a) diameter distribution of droplet batch and (i>) interference picture of spheres showing excellent concen­
tricity and narrow-thickness distribution. 
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thicknesses for given diameler ranges. An example 
of a resulting dried-gel batch is shown in Fig. 4-3. 

Such batches obtained from the dried-gel 
process can be useful for coating. By combining 
spheres prodjced by the liquid-drcplet and dried-
gel techniques, we can tailor the thickness distribu­
tion of sr>! ;s in a coating batch such as shown in 
Fig. 4-4. ' ins gives us the flexibility to match target 
fabricat: ,n resources to the target requirements. 
Consider the request for a I00,umi.d. X !0/urn glass 
sphere coated with 100 ^m of CH. Although 
calculations indicate that 10 t±m is the optimum 
glass thickness, there is a reasonable likelihood that 
spheres between 5 and 20 /urn thick will also be 
desired. Rather than coating batches with a variety 
of rarrow thickness distributions (which would take 
months if done sequentially), it is more efficient to 
coal micrjspheres having the tailored distribution 
shown in Fig. 4-4. The spike guaran tees a 
reasonable probability of obtair 'ng 10-Mm spheres 
and the broad background covers the range of other 
potentially useful sizes. 

Although a few more days of sorting time is re­
quired to separate the spheres after coating. it is wcli 

Fig. 4-3. Sroad-thickness-distribution batch for coating 
spheres approximately 100 ^m in diameter with thicknesses 
ranging from 6 to 17 ̂ m. This batch was obtained try boiU 
density- and diameter-sieve cutting a batch that was produced 
by the dried-ge! mtihod and that initially had a much broader 
distribution. Note the excellent concentricity. 
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Fig. 4-4. Tailored ttkluMM *htr*«kni of s^bwM i'w ef­
ficient coitiag wil* kjrirocaitmi ftHyma. 
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worth the effort in view of the time that would 
otherwise be spent making and coating separate 
batches of spheres. When target requirements are 
more well-defined, as in the past with \40-fim X 5-
lim spheres, we can use just the narrow distribution 
batch produced by the liquid-droplet process. 

Authors: R. I.. Woerner and V. F. Draper 
Major Contributors: J. E. Andrews, M. H. Corzette, 
W. E. Elsholz, G. A. Gleeson, C. L. McCaffrey, 
R. .1. Moore, and S. L. Weinland 
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Diagnostic Gas Fills 

Adding special gases to the D-T fuel in fusion 
targets provides the capability of making measure­
ments to determine the D-T fuel density attained 
during implosions.2 At present, imaging and 
broadening of the x-ray lines emitted by argon seed 
gas is used. However, this technique is limited to 
relatively thin-walled targets because of the attenua­
tion of the x-ray lines. 

For the thicker-wall targets (i.e., ablative 
targets), we would like to extend the neuron-
activation techniques3 used on the glass pusher to 
find the pR of a diagnostic seed gas; 7 9Br has been 
proposed as the best choice for a gas from the 
standpoint of diagnostics. 

Although we routinely use simple permeation 
to fill glass spheres with D-T, this method is not 

practical for the desirable diagnostic gases. By in­
troducing argon into the furnace atmosphere, we 
have been able to trap up to 0.2 atmospheres (at 
room temperature) of argon in the microspheres 
during the fabrication process.4 Bromine is highly 
reactive and therefore much more difficult to han­
dle. During the latter part of 1979, we began a series 
of experiment'., to determine the feasibility of adding 
bromine to the internal atmosphere of the 
microspheres. 

Using a dried-gel system, we produced glass 
microspheres with up lo 0.31 atmospheres of 
bromine trapped inside. The bromine is probably 
present as II Br and Br2. The small experimental fur­
nace used for this experiment is capable of produc­
ing target-quality spheres 70 to 300 /urn in diameter 
with wells 1.5 to 3 /(in thick on a selection basis (i.e., 
by sorting through batches to find acceptable 
spheres). A major effort is still required to adapt 
this process to a liquid-droplet system for producing 
batches of acceptable spheres. 

In our experiment, we used two furnaces, one 
located above the other. The upper furn.ice was 
operated at 1440°C and produced the spheres in a 
static air atmosphere. Below the upper furnace, 
separated by a cooled 12-in. zone, is a second fur­
nace containing a bromine atmosphere. This fur­
nace is operated at 1200°C. The 12-in. cooled zone 
prevents the bromine from rising to the upper fur­
nace. If too much bromine is present in the upper 
furnace the glass material and bromine react violen­
tly, preventing glass spheres from forming. 
However, if the spheres are first produced and then 
immediately passed through a bromine atmosphere, 
the bromine does not react with the glass but ap­
pears simply to permeate through it. 

Authors: R. I- Morrison and R. L. Woerner 
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High-Z Glass Spheres 
We have continued development of lead-glass 

spheres, which we began last year using the dried-
gel process.5 By extending the process to the liquid-
droplet system, we produced several batches of thin-
walled, lead-glass microspheres that contain about 
30 mole % of lead oxide. Since these microspheres 
were produced at an oven temperature below the 
critical evaporation temperature of lead oxide in the 
glass, the percentage of lead oxide in these 
microspheres is uniform and approximately equal 
to the oxide percentage in the aqueous solution. 
This was verified by secondary x-ray emission data 
together with index-of-refraction measurements. At 
300°C the characteristic D-T fill time for these 
spheres was several hundred hours. 

In an attempt to decrease the fill time constant 
and aid permeation studies, we reduced the lead 
content. Spheres with diameters of ~l50/um and 
walls 0.5 jum thick and containing 25 mole % lead 
were filled at 400°C. The measured permeability in­
dicates that similar composition spheres 100 ̂ m in 
diameter and 10 ^m thick would take approx­
imately 100 hours to fill. The concentricity of the 
thir.. 25 mole % spheres needs to be improved. 

We also produced lead-oxide glass spheres with 
reasonably thick walls (5 to I3jum). Some spheres 
were concentric, but problems remain in controlling 
the geometry and composition of the spheres. 

The wash used for the alkali-silicate glasses6 is 
unsuitable for our high-Pb content glasses because 
of excessive surface deterioration. All the Pb-glass 
spheres washed with this technique showed some 
degree of cracking with subsequent uniform strip­
ping of the surface. 

We found that hydrogen peroxide was the best 
wash solution of those we examined. At all ranges 
of temperature and concentration, the surface ap­
pearance was enhanced, and we obtained the 
quality shown in Fig. 4-5. (An ethanol rinse follows 
the H2O2 wash in all cases.) 

Additionally, we have developed a very prom­
ising new tantalum glass that may well provide all 
the characteristics required of high-Z glasses. We 
have blown a glass containing 50 wt% tantalum into 
good quality microspheres by the dried-gel produc­
tion method. 

The dried gel is produced by using organo-
metallic compounds in an ethanol solution. The gel 
forms very rapidly and can dry overnight because of 

Fif. 4-5. Typktl Pb-gtas mlcrarh«re surf«-e after H 20 2 

WMfc. 

the high volatility of the alcohol, ne spheres 
produced from this gel show good sur -e charac­
teristics and can be filled with D-T by pre .ntly used 
methods. We have also demonstrated good concen­
tricity in these spheres. 

I'urther experiments with this glass will be 
devoted to controlling the diameter and wall 
thickness. If we can achieve this control, tantalum 
glass will very likely replace lead glass in satisfying 
our high-Z glass requirements. In future experi­
ments, we will develop production of tantalum glass 
by the li ̂ uid-droplet technique. This method of 
production is important because it permits us to 
manufacture batches of very narrow diameter and 
wall-thickness distribution. 

Authors: R. I.. Morrison and R. I . Woerner 
Major Contributors: J. ('. Koo and J. E. Andrews 
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D-T Fill Techniques 
During attempts to fill glass microspheres for 

both the low-density thermonuclear-burn Shiva 
targets and the argon-diagnosed intermediate-
density experiments, a high proportion of the 
desired thin spheres broke. We reviewed the 
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available data from past fills and precrush studies to 
determine whether the breakage could be correlated 
with the expected mechanical properties of the glass 
spheres. It appears that the spheres are failing under 
compression that is due to buckling. 

We avoided this problem by combining our 
present unoerstanding of the mechanical properties 
of the spheres with the known permeation rates for 
D-T and He to prescribe the appropriate fill-
pressure steps and times for the various aspect-ratio 
spheres.7 More experiments are required to confirm 
and refine our knowledge of the mechanical 
strength and permeability of the spheres. 

When a sphere is subjected to a uniform ex­
ternal pressure, the sphere wall undergoes a 

Fig. 4-6, Strength limits of glass microspheres. Curve I 
(hoopstress) Indicates the compressive prcssare limit that 
applies to spheres with aspect ratios, d/t < ~65 ami, since uc 

~ a, (~10 kbjr), the extensive limit for all spheres. [Here, 
P H - •WO'/t).] Curve II (elastic buckling) indicates the 
compressive limit for spheres with d/t ~ 65. The points 
represent the thinnest spheres known to have survived the 
various till pressures. During fill (700 K), 20 mg/cm3 = 233 
bar; after fill (390 K), 20mg/cm3 = 100 bar. (P„ = 
[8EA/3(i->2)][l/(d/t>2].) 
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compressive-hoop stress. The failure limit for 
compressive-hoop stress is indicated by Curve I in 
Fig. 4-6, where we have used a compressive stress 
limit of 10 kbar (109 Pa). This value is probably ac­
curate to within ± 15%; it was chosen on the basis 
of the measured value for bulk samples of mul-
ticomponent glass systems that are reasonably close 
to the glass sphere composition. 

Because of buckling, however, thin spheres will 
fail at much lower pressures than indicated by 
Curve I. In Fig. 4-6, Curve II is a plol of the elastic 
buckling pressure limit of the microspheres; it is 
also based on the measured values for bulk samples 
of similar multicompor.ent glass. 

The expression for the elastic buckling limit is 
valid as long as the stress remains less than the 
elastic limit or—since there is no well-defined elastic 
limit for glass—(at most) less than the yield point. 
As seen from Fig. 4-6, this is the case for micro­
spheres with aspect ratios greater than about 65. 
For smaller aspect ratios, inelastic buckling is the 
failure mode, and it occurs at pressure values lower 
than predicted for elastic buckling. For spheres with 
aspect ratios less than 65, the compressive-hoop-
stress curve serves as an upper limit. The unsafe 
region above both limits is indicated in Fig. 4-6. 

Along with the estimated curves for the 
strength limits of the microspheres, we have also 
plotted some rough data from various D-T fills. The 
points represent the thinnest sphere known to have 
survived the various fill pressures. The results are 
quite consistent with elastic buckling as the failure 
mode, even though the limit curves are approxima­
tions for ideal spheres, and concentricity and other 
structure defects greatly reduce the buckling 
pressure and provide scatter in the data. To be safe, 
the external overpiessure on the spheres should be 
kept a factor of 5 to 10 less than the failure limit in­
dicated in Fig. 4-6. 

How large a fill pressure the spheres can hold is 
governed by the tensile strength, ah of the sphere 
material. Unfortunately, it is difficult to estimate 
accurately the tensile strength of glass. Unlike com­
pressive strength, the tensile strength is unpredict­
able and highly dependent on cross section. 
Measurements of al for some glass compositions 
have varied from as low as 0.7 kbar for bulk sam­
ples to as much as 100 kbar for thin fibers. Ad­
ditional factors, such as surface imperfections, also 
produce wide scatter in the data. Because the 
microspheres are relatively thin in cross section (I to 



10 Mm), 10 kbar is a reasonable estimate for <rx. Thus 
Curve I in Fig. 4-6 can also represent the bursting 
limit of the spheres. 

As seen from comparing Curves I and II in 
Fig. 4-6, the glass microspheres will buckle under 
compression at a lower pressure than they are 
capable of containing under extension. If we wish to 
fill a sphere to a pressure higher than its buckling 
point, we can simply ramp-fill the sphere. This is 
done by applying the maximum allowable pressure 
difference and subsequently increasing the external 
pressure at the same rate as the pressure increases in 
the microspheres, thus maximizing the pressure dif­
ferential and minimizing the fill time. 

The lime, At, needed to ramp-fill a sphere to a 
final pressure, Pf., is given by At = TPi./APm.,x, 
where A P m a x is the maximum overpressure that can 
be applied. Current fill limes are typically 35 to 

50 hours. The time constant, r, depends on the 
geometry of the sphere and the permeability of the 
sphere material. Based on preliminary experiments, 
we use r D _ T = 2 X 10"2 (lt-x 2/r0)(h/Mm2) where r; 
and r 0 are the internal and external radii and t the 
wall thickness of the sphere. A more accurate value 
for T remains to be established, especially for 
spheres with walls less than 3 jim thick, many of 
which lose their fill at a faster rate than anticipated. 

To supply the ramped pressure, we have 
developed a vanadium D-T hydride gas generator. 
Vanadium will form a hydride at room temperature, 
but will release the hydrogen at high pressure when 
heated. A pressure of 10,000 psi can be obtained at 
less than 300°C. The generator consists of a high-
presr.ure chamber filled with vanadium granules 
that is connected to two transducers (one for con­
trol and the other connected to a recorder). These 

Fig. 4-7. Schematic for vanadium hydride D-T ramp-iilling system. 
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are connected through two high-pressure valves to 
the sphere-loading system (Fig. 4-7). A heater sur­
rounds the vanadium chamber, and two thermocou­
ples are also connected to the chamber. (One con­
nects to a recorder and the other to an oven-
lemperuture cutoff.) This entire unit is placed in a 
secondary container to prevent the loss of tritium in 
;hc event the chamber, or a transducer, or other 
equipment should rupture. Because there is no con-
Msiciil relationship between pressure and tem­
perature, we used the voltage signal from the 
pressure transducer to control the heater power. 
1 his signal is compared to a voltage that represents 
the desired pressure at a given time. This power-
required voltage signal notifies a power controller 
n) supply the power for the healers. Oven tem­
perature and overpressure safely cutoffs are 
connected to this unit. 

Authors'. R. I.. Woerner and I.. I). Christensen 
Major Contributors: I. M. Moen and B. W. 
Weinstein 
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Coatings and Layers 

The performance of many laser fusion targets 
can be improved by the addition of one or more 
layers around the microsphere fuel container. 
Coaling these layers onto targets, whether the sim­
ple D-T filled glass shells or the double-shell assem­
blies described in "Assembled Second Shells," is a 
difficult, two-step effort. We must first develop the 
coating processes to deposit materials with the 
desired properties, and then we must coat the 
microspheres and assemblies with extremely smooth 
and uniform layers of these materials. 

Low-Z coatings have been formed by plasma-
polymerization of hydrocarbons as ws!\ as by sput­
tering beryllium. High-Z coatings have also been 
formed by sputtering platinum. For both plasma 
polymerization and the sputtering process, the ex­
acting surface-finish requirements (<0.1 fim) con­
strain the choice of coating material, the deposition 

rate, and the energy deposition at the coating sur­
face. The processes must virtually eliminate all 
defect-causing particles greater than 0.1 fim (these 
particles originate from a number of sources). With 
D-T filled microspheres, the processes are further 
constrained: they must not heat the microspheres 
above I00°C, a temperature that could cause loss of 
the fill gas by diffusion. 

We must provide continuous, random motion 
of the microspheres during these processes to ensure 
a uniform coating. Strong electrostatic forces, 
however, cause these moving microspheres to 
adhere to one another, forming clumps. Further, in 
coating soft metals or coating with high fluxes, the 
shells additionally tend lo clump or cold weld to 
each other or to the coaling apparatus as a conse­
quence of complex, poorly understood processes. 

Microsphere adhesion and many of the 
problems with particulate contamination can be 
overcome by levitating single glass spheres in a 
coaling process. One successful levitation scheme 
re'ues on a molecular beam support for the spheres, 
a process that we describe in detail under 
"Molecular Beam Levilation During Coating." 
below. 

An entirely different approach to depositing 
metallic layers is electroplating. Intrinsically a low 
temperature process, electroplating provides low 
mechanical stress for the shells during coating, and 
it is versatile in the materials it can deposit. Soft 
metals are the first coating that electroplating can 
add to our coating capability. 

Our first article, "Hydrocarbon Coatings." 
describes advances in the plasma polymerization of 
hydrocarbons, which we initiated last year and 
which we now use in current production. There­
after, "Beryllium Coatings" describes progress in 
sputtering beryllium. We discuss platinum sputter­
ing used for a high-Z, high-density tamper layer on 
microspheres in "Sputtered High-Atomic Number 
Coatings." Finally, we review our progress toward 
electroplating metallic layers in the article "Elec­
troplating." 

Authors: S. F. Meyer and W. L. Johnson 

Hydrocarbon Coatings 
During 1979, we continued development of a 

plasma polymerization process to produce ultra-
smooth hydrocarbon coatings in response to the 
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need of the Laser Fusion Program for an inter­
mediate-density target. The coating for this target 
must be far thicker than any ultrasmooth coating 
previously deposited on microshells by plasma 
polymerization. The specifications require a coating 
thickness greater than 100 /xm with a density of 
l.Og/cm- and a finish belter than 0.2 nm over the 
entire surface. 

A number of factors enabled us to provide 
hydrocarbon coatings that satisfy the specifications: 

• Improved knowledge of and control over 
defect growth in the plasma polymerization process. 

• Completion of an automated plasma 
coaler. 

• Rapid and accurate characterization of the 
developed coalings provided by the Surface 
Analysis and Target Characterization Groups. 

• Improved glass microshell quality provided 
b> the Glass Shell Ciroup. 

As a consequence, we are now able to produce 
hydrocarbon coatings up to 135 iim thick, while 
maintaining a surface smoothness of better than 
0.1 iim. 

Plasma Coating Process. Plasma polymeriza­
tion of hydrocarbon gases has been studied exten­
sively by others. s~ l 0Our own process is very similar 
to the process we used lo form fluorocarbon 
coalings. We have described thai process—as well 
as associated hardware—in the 1978 Annual 
Report." Briefly, the plasma-polymeri/ation 
process activates a hydrocarbon monomer gas as it 
passes through an electrical discharge formed in a 
helical resonator. The activated molecules then con­
dense to form a polymer on a substrate. The plasma 
is formed inside a quartz discharge tube covering a 
piezoelectrically driven vibrator pan that holds the 
glass microshells. Vibrating the microshells into 
continuous random motion allows a uniform 
coating of polymer to be deposited. 

The parameters that must be carefully con­
trolled to give good reproducible couings with the 
desired surface finishes include ihe total gas 
pressure in the discharge tube, the flow rates of the 
monomer gas that forms the plasma, hydrogen, and 
a possible third gas that helps control polymeriza­
tion. Coating rates are typically 1 nm. h. and it is 
impractical to hand-control these parameters for 
the 100 h needed to produce a 100-̂ m coating. We 
have overcome this difficulty by constructing an 
automated coater with prevision for self-protection 
in case of system failure. Gas-flow rales and total 

system pressure are independently controlled, and 
Ihe coater is capable of unattended operation in 
excess of 100 h. 

Coating Defects. Farly efforts at coating 
microshells produced surfaces thai were completely 
covered with dome-shaped defects. (When magni­
fied, a largel would resemble a cauliflower.) Such 
coatings have been iraced lo the presence of small 
particles that can nucleate defects any lime they set­
tle on the surface being coated. The sources of these 
particles arc almosphcre-hornc dirt and particles 
formed during the polymerization process itself. 

We minimize intrusion of atmosphere-borne 
dirt b) shielding the apparatus .hen il is open for 
loading. We also clean Ihe quartz discharge tubes 
for two hours in an argon discharge that further 
reduces particulates introduced lo the s\stem. The 
Glass Shell Group maintains a high standard of sur­
face cleanliness on the glass spheres themselves by 
using a series of washes.'-

Polymer, of course, forms on any surface in 
contact with the plasma. The coating deposited on 
the interior walls of the quartz discharge tube 
becomes a source of particulate contamination 
because tensile stress in the deposited coating causes 
the coating to crack and peel. The intrinsic stress 
leading lo ihe contamination is neutralized by con­
trolling the system gas composition and thus the 
coating properties We have found that a combina­
tion of trans-2-hutcne and hydrogen {(lowing at 0.3 
and 1.9 seem, respectively I maintained at a total 
system pressure of 75 mTorr produces a minimum 
stress coaling. In addition, it is necessary to sur­
round the gas-discharge section of the plasma 
coater with a water jacket. This dielectric layer 
reduces the electric field at the quartz reaction vessel 
wall and consequent!} decreases electron and ion 
bombardment that in pari cause intrinsic stress in 
the film. Reduced discharge-power levels also 
reduces this sputtering effect. We have found that 
20-W discharge power is optimal. 

Finally, thick polymer coatings are typically 
deposited in two separate steps with a change of dis­
charge tube between the steps. This prevents thick 
coatings from developing on the wall. Neutraliza­
tion of intrinsic stress has increased coating 
thickness from a maximum of 2 Mm (the thickness at 
which the first flake contamination appears) to over 
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100 jum. which makes it possible to deposit thick 
coatings on targets in a single balch run. (As an 
aside, in contrast to tensile stress, a large com­
pressive stress in the polymer coating on the dis­
charge tube wall can cause the tube to explode after 
several hours of coating. This problem is also solved 
by the remedies discussed above.) 

A second source of particulate contamination 
arising from the coating process itself is generation 
of particles in the gas phase. "These particles, rang­
ing in size from a few hundred angstroms to several 
micrometres, are created by gas-phase polymeriza­
tion. The extent of gas-phase polymerization is 
limited by turning the discharge off for one second 
every ten seconds. This allows growing particles, 
which are levitated in the electrostatic fields of the 
discharge, to be swept out of the coating region. 

hven after eliminating all these sources of par­
ticles, we found that defects were still appearing in 
the microsphere coatings, We suspected the cause of 
these defects to be irregularities present on the glass 
microshell itself. 

The effect of a surface irregularity on coating 
quality is shown in Figs. 4-8 and 4-9. The surface 
quality over most of the microshell surface is better 
than 0.1 iim. The target quality of the coating, 
however, was destroyed by a substrate irregularity 

Fit. * * SEM photomicrograph of* defect in a 41-fim-thkk 
coating Hut orlf hates' at Ike microshell surface. 
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which, when covered by the growing coating, 
became a dome-shaped defect. We now have a clear 
understanding of the growth behavior of these 
defects and can predict the aspect ratio of defects 
based on a knowledge of substrate irregularities. We 
quantitatively studied the effect of coating substrate 
surface irregularities on coating defects and found 
that, to achieve target quality coatings, it is 
necessary to eliminate not only particles in the 
coater environment but also irregularities larger 
than 0.1 nm on the glass microshell. 

Known surface irregularities (polymer latex 
beads) were dispersed on a clean glass substrate. We 
masked the beads in a way that permitted us to 
produce a gradient of polymer coating. In the 
foreground of Fig. 4-10. the coating is less than 
I fim thick, while further back the coating grows to 
20 ^m thick. We found that the size of the defect ex­
pands laterally as the film thickness increases. 
However, the aspect ratio (the ratio of height to 
width) diminishes as the film thickness increases. 
Close examination of a thinly coated latex bead 
reveals that the coating has increased the width of 
the particle as well as its height. This can happen 
only with an omnidirectional coating flux. 

Fig. 4-9. Optical photomicrograph obtained by oil immersion 
allowing the profile of a defect growing from a wbstrate 
irregularity In a 135-pm-tbkk coating. 



Fig. 4-10. Known surface irregularities (lA-pm-iitm latex 
•uteres) coated with a gradient of plasma polymer up to 
20 fin thick. 

Large defects, low aspect ratio 

Small defects, high aspect ratio 

— | | — 1 0 Mm 

To further measure the spatial distribution of 
the coating flux, we mounted a single microshell on 
a stalk in the plasma discharge. Figure 1-11 is a 
radiograph of the coated ball: the outside diameter 
of the glass ball is 144 jim, and .> portion of the 
mounting stalk is still visible. The coating is neany 
uniform over the entire surface, indicating a uni­
form spatial distribution of the coating flux. 

If an omnidirectional coating flux is assumed, 
the topology of defect growth becomes a simple 
geometric problem, lor a hemispherical surface 
irregularity, successive layers of coating will 
replicate the contour of the original, forming a 
spherical defect that is concentric with the original 
(Fig. 4-12). The locus of the intersection of the 
defect with the smooth, unaffected surface can then 
be geometrically determined. Thus the defect si/e 
grows laterally as the film thickness increases: 
however, its height remains constant. Similar 
geometrical arguments for defect growth have also 
been made for spherical irregularities and defect 
growth on spherical substrates. 

To investigate the growth rate of defects and to 
check the model, we plasma coated a range of sizes 
of latex beads. Figure 4-13 shows a normal view of 
the film defects resulting from coating over 1.1-Mm-. 
0.3-Mm-. and 0.1-nm-diam latex spheres. The 
smallest sphere produced the smallest defects with 
the lowest aspect ratio. This shows that small 
defects produce disproportionately large defects 

Fig. 4-11. Mkroaadl moated oa a stalk coated with 
polymer. The unilonBiry of the costing indicates an om-
nklrectloual coating process. (Ball diameter = 144 fin; 
coating thieknesa - 24.6 fim top, 23.4 jun side.) 

Fig. 4-12. Dejects in plasma polymerized coatings grow by 
replication of the original irregularity. The defect radius is a 
function of the coating thickness and irregularity radius. 
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Fig. 4-13. SEM phmmlingtapha of defects —cleared ky known aarface irregarariffes (cmitiaf IkickKCM - 13.8/im). 

10| im H | - — 1 0 Mm H (- 10 Jim 

Fif. 4-15. Hydrocarbon co.Hi* (110 fin tkkk) on • 140-ky-
S-iim glass mkroskdl broken for Inspection. 

irregularities. Most of the experimental points lie 
between the expected curves. The close fit shows 
that the physical behavior is fairly well-modeled as 
an omnidirectional coaling flux. 

Production Results. Figure 4-15. a scanning 
eleclron microscope (SUM) photomicrograph of a 
target broken for examination, shows the coating to 
he concentric, homogeneous, and smooth. The 
coating thickness (measured from the photomicro­
graph) is 110 Mm. and it took 106 h to deposit. The 
clean fracture displays the typically homogeneous, 
void-free coating. Inspection of the interface be­
tween the glass and the hydrocarbon coating shows 
it to be also void-free. The surface finish shown in 
Kig. 4-15 is better than ! fim. which is still not ade­
quate for target use. Further improvements in prr-

Fig, 4-14. Reduced defect dimeter as a function of reduced 
film thickness. Dita points i re wnutuv^ defects. The solid 
lines show the growth behavior expected for spherical and 
hemispherical Irregularities as predicted by the geometrical 
growth model. 

0 50 100 150 
Reduced film thickness, T R (T/Dj) 

» hen the defect si/e is normalized io the size of the 
starting irregularity. 

The data are summarized graphically in Kg. 
4-14. where reduced defect diameter (normalized by 
the latex sphere diameter) is plotted against reduced 
film thickness. The two solid lines show the 
behavior expected for the geometric growth models 
for films growing on hemispherical and spherical 
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Fig. 4-16. HydrocukM coathg (135-fia-tMck) with a sur­
face ftoWi letter Una 0.2 ̂ « . 

ticulate elimination and glass-shell quality resulted 
in surface finishes hetter than 0.1 j/m on coalings 
135 iini thick (fig. 4-161. 

Thick hydrocarbon coatings require different 
thickness characterization techniques than are used 
for the thin fluorocarbon coatings. Coalings thicker 
than 40 ^m are beyond the range of the Zeiss inter­
ferometer. The Target Characterization Group in­
stead applied x-ray microradiography to the non­
destructive measurement of the thick coated targets 
! igure4-l7. an x-ray microradiograph of a hydro­
carbon coated microshell. shows that the coating is 
concentric with the substrate and measures 110 ̂ m 
thick. Volumes calculated from the measured 
thickness were combined with coaling weights 
(determined on a quart/, fiber balance) to yield 
coating densities of 1.00 ± 0.05 g cnv. 

Immersing the targets in an oil having nearly 
the san.e index of refraction as the coating reduces 

Fij. 4-17- X-ray radiomicrograali of * HO-^aMWck 
kyOocarfcaa-caatea' target. 

— | 100 /um | — 

diffraction effects and allows a penetrating view of 
the internal structure of the coaling, figure 4-9 
shows a glass shell (I.W-fjm outside diameter. 12-^m 
wall thickness) lhat is coated with hydrocarbon 
polymer Ihydrogencarhon ratio averages I ..VI: 
shorthand notation: ( II i <) to a total thickness of 
I.V>Mm. -\ nondefected coating is shown in fig. 
4-65 (in "Materials Analysis Developments and 
Surface Studies." this section). Thj poly mer coating 
is typically deposited in Iwo separate steps to pre­
vent intrinsic stress buildup in ihe coating that 
deposits on the discharge lube. The change of dis­
charge tube lo prevent highly stressed thick coalings 
causes a definite color change in the coating. Oiher 
rings are also visible within the coating thai corres­
pond lo slight variations in process conditions. 

Oil immersion also allows us to examine the 
glass imcroshell surface after coating. Through this 
technique we have verified the relationship between 
coating defects and substrate irregularities. The 
result is thai we have set quantitative quality stan­
dards on microsr.ell surface contamination. 

Author: S. \ . Letts 
Major Contributors: R. .1. Hayes. C . W . Jordan. 
R. M. Krenick. S. K. Mayo. I). \V. Myers, and I.. A. 
Witt 
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Beryllium Ablator Coatings 
In 1979 we continued development work on 

coating thick, dense, smooth Be on both micro­
spheres and hemispherical mandrels for second-
shell applications. The target shown in Kig. 4-43 
I see "Double-Shell Targets," this section) is a 
typical Be second-shell design. Hemispherical 
second-shell Be layers may be up to 200^m thick 
and should he dense, smooth, and have low im­
purity content. We use a hemispheric-ally shaped 
copper mandrel as the Be substrate. The Be coating 
should also he machinable because the critical con­
centricity (<2'») and surface finish ( < I AIm) re­
quirements of these shells may require precision 
machining after deposition. The recentering 
tolerance (1 nm) for remachining the coated man­
drel to ihc required concentricity rules out an high-
temperalure (>I00°C) deposition process thai 
>soald thermally strain or deform the mandrel. As 
• me solution, we have developed room-temperature 
deposition techniques using rf sputtering with a 
cylindrical magnetron sputtergun to coat thick, 
adherent, dense Be onto water-cooled. Cu hemi­
spheric.il mandrels. 

The cylindrical magnetron rf sputtering system 
is capable of depositing Be on a water-cooled man­
drel at a rale of 5 um h-kW rf using a 0.4-Pa (~3 X 
10"' Torr) argon plasma. A schematic of the cylin­
drical sputtergun and water-cooled mandrel block is 
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shown in Fig. 4-18. We have described our ex­
perimental procedures in detail elsewhere. 1 4 '" 

The morphology of beryllium growth on cop­
per mandrels held at 15°C during sputtering de­
pends on the argon gas pressure, sputtering power 
(rate), and impurity-gas doping. A rough, open, 
low-density structure grows at high pressure and 
low power (3.3 Pa and 300 W), as shown in Fig. 
4-l9(a). This film also has an unusual {101} texture 
orientation. Low-pressure and higher power 
(0,49 Pa and 1000 W) sputtering results in thick Be 
coalings with a fine-grained, polycrystalline surface 
structure, bulk density, and ', 100} orientation. An 
example is the 22-(tim-thick film surface shown in 
Fig. 4-19(b). We can further improve the surface 
finish on thick Be coatings at 15°C by gas-impurity 
doping during sputlering. With a 0.5 at.% oxygen 
and 0.3 at.% nitrogen content in the Be coating, the 
surface finish is very fine-structured, as shown in 
Fig. 4-20. Analysis by x-ray diffraction indicates 
only a very weak Be {lOOf line, suggesting the Be 
film is nearly amorphous. These low-temperature, 
hijh-ratc deposition techniques produce very-fine­
grained, dense, smooth Be coatings that we believe 
are suitable for the precision machining operations 
necess; -y in constructing the Be second-shell layer 
of ihe proposed double-shell targets. 

Thick (>10 //m) Be coatings exhibit large 
crystal facets and unacceplably rough surfaces when 
deposited at high power onlo uncooled. mechan­
ically floating substrates. This is unfortunately the 
environment of a thermally isolated, moving-glass 
microsphere, during any physical vapor deposition 
tPVD) coating process. We have conducted ad­
ditional work with rf sputtering of Be onto floating 
planar glass substrates that are allowed to reach 
about 200°C during the sputtering process. 

We have successfully suppressed the high-
temperature grain growth such as the rough-faceted 
002, crystallite surface shown in Fig. 4-21 to the 

much smoother, cone-free surfaces of Figs. 4-22 and 
4-23 by gas doping of oxygen or nitrogen. The sur­
face structure in Fig. 4-21 is polycrystalline with a 
•110: orientation, presumably resulting from the 
0.5 at.% of N ; and Os contained in the Be. Heavier 
doping levels, up to 14 at.% oxygen, produced the 
amorphous structure shown in Fig. 4-23. From 
these results, we are optimistic that low-pressure, 
high-energy rf sputtering with controlled, low levels 
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Fig. 4-18. Cylindrical rf sprcrtergun and mandrel substrate holder used for production of Be iiemispherical shells. 
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Fig. 4-19. SEM photomicrographs of Be Clan deposited at I5°C and 0.5 Pa on Co: (a) showing roagh growth from Mgfc-pnmre spat-
tcring (3.3 Pi, {101} orieatatioa), aad (fc) the aarface of a hlgh^urit), 22-itwhMct Km, {.00} orientatioa. Note tke replicated Ca 
mandrel poMsMag fcratdies fa the center right. 

1 /Urn 

Fig. 4-20. SEM photomicrographs of a Be film deposited at 
IS°C, showing an improved surface finish with a impurity 
doping of I.Sat.%. 

Fig, 4-21. SEM photomicrograph of a hlgh-purlty Be film 
deposited on a hot glass tufcftrate showing faceted {002} 
crystallites growing from a substrate area. 

1 /irr 1 jum 

Fig. 4-22. SEM photomicrograph of the surface of a BE film 
deposited on a hot glass substrate with {110} orientation and 
2 at.% total impurity. 

Fig. 4-23. SEM photomicrograph of an impurity-stabilized, 
amorphous Be film deposited on hot glass substrates contain­
ing 14 at.% oxygen. 
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Fig. 4-24. SEM photomicrograph of the surface finish of « 
Be-coatetf glass microsphere after Be sputter deposition in a 
cooled vibrating cage: (a) 2-„m-thick Be coating (b) 7-nm-
thick Be coating. 

of gaseous impurities is a promising technique to 
refine the surface finish of thick Be coatings on 
hollow glass microspheres. 

We have sputtered thin Be coatings on glass 
microspheres using the water-cooled vibrating cage 
techniques described in detail in the next article, 
"Sputtered High-Atomic-Number Coalings." 
These Be coatings required no gas-impurity doping 
to produce smooth, cone-free surfaces. Two rf-
sputtered Be coatings on 140-MITI glass microspheres 
with thicknesses of 2 jim and 7 ̂ m are shown in 
Figr. 4-24(a) and 4-24(b). respectively. 

Authors: R. J. Burt and S. F. Meyer 
Major Contributors: I". J. Wittmayer and K. I.. 
Montgomery 
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Sputtered High-Atomic-Number 
Coatings 

High-Z, high-density coatings on glass micro­
spheres are needed as the tamper layer in the 
proposed double-shell target shown in Fig. 4-43 (see 
'Double-Shell Targets,"' this section). The tamper 
specification? are 30-nm surface smoothness, 100-
nm thickness uniformity, and thicknesses in the 5-
to W-fim range. The spherical nature of these sub­
strates—coupled with the small dimensions 
(~ 100 /urn o.d.)—makes it difficult to achieve the re­
quired uniformity and surface finish by using con­
ventional physical vapor deposition processes. 

Previous attempts at sputtering onto moving 
microspheres with a batch process at LLL, at Los 
Alamos."'andat KMS Fusion, Inc.,"have suffered 
from severe sticking problems, thereby preventing 
the continuous motion needed for costing unifor­
mity. Only the Molecular Beam Levitator moving a 
single ball (described in "Molecular Beam Levita-
tion During Coating," this section) has been suc­
cessful in a sputtering environment.16 Our intro­
duction of the vibrating screened cage reported 
previously'* greatly reduced the slicking problems 
and allowed the first practical batch application of 
sputtering on microspheres. 

We have successfully batch-coated micro­
spheres with up to 6 )im of Pt, with a surface 
roughness of 100 nm, thickness nonconcentricity of 
less than 300 nm, and density greater than 98% of 
bulk Pt. In the remainder of this article we outline 
the screened-cage batch process technique, the dif­
ficulties in microsphere coaling, and our var: JS 
solutions to these difficulties. 

Screened Cage and Fixturing. We conduct our 
microsphere coating experiments in a stainless steel, 
diffusion-pumped vacuum system equipped with a 
gas-flow controller and a Sloan S-310 Spultergun 
with a custom matching network. Dataloggers and 
chart recorders monitor the deposition parameters 
during runs. The sputlergun and screened cage are 
illustrated schematically in Fig. 4-25. 

The screened cage for bouncing and confining 
the microspheres consists of a piezoelectric crystal 
compressed between a massive steel base and a low-
mass copper block. An axial bolt piov ; the com­
pression and acts as the spring in the mechanical 
spring-and-mass system. Three copper rings bolted 
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Fig. 4-25. Schematic illustration of spuiiergtin and screened cage showing their relative orientation and major components. 
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to the copper block clamp the screen and thin cop­
per pan to form the cage. The pan acts like a 
mechanical amplifier to bounce the balls, since the 
pan amplitude is much larger than the displacement 

of the block and crystal. The block is electrically 
isolated from the crystal electrodes and the ground­
ed base to allow independent biasing of the cage. Of 
course, the microspheres are not in continuous con­
tact with the cage, so the biasing effect is rather in­
determinate. Cooling for the cage is provided by 
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channels in the copper block for circulating water or 
liquid nitrogen, and by conduction through the 
screen and copper ;jan. 

Our initial mtthod for driving the crystal used 
a frequency-modulated oscillator running at the 
crystal resonance and swept over a range of pan 
resonances. Unfortunately, as the cage temperature 
and mass changed during coaling, the drive system 
required continual tuning to maintain optimum mo­
tion, and encountered problems with repeatability. 
To improve the reproducibility, we switched to a 
"white noise" drive. Since all frequency compo­
nents are present, the cage tuning has little effect on 
the microsphere motion, and the drive can be 
calibrated with a simple rms voltage measurement. 

To confine 70-jim microspheres, we need to use 
a 300-mesh screen with an initial transmission of 
only 65%. which is steadily reduced during coaling. 
This small screen mesh restricts both the visibility 
and coating rate of the microspheres. The micro­
sphere visibility is further restricted by the shallow 
angle of the side viewport shown in Fig. 4-25, and 
by the omnidirectional plasma glow. Improved 
lighting and belter optics are highly desirable for 
reproducible results. 

Microsphere Sticking Problem. Two clean 
metal surfaces, such as those produced in vacuum 
deposition, can cold-weld together by deforming 
slightly and bonding under impact.'9 The cold-
welding tendency depends directly on hardness and 
is worst for the soft netiils. such as Cu. Au, and Al. 
The severity of the vacuum welding problem with 
gold is graphically visible in the SEM micrograph in 
Fig. 4-26. The thin gold coatings on the two 
microspheres have stuck together to form a patch 
which has almost separated from the two spheres. A 
large number of roughly circular patches where the 
coating was completely torn away are visible here 
and on other spheres from the coating run. Such 
welding either produces unacceptable defects or 
prevents a uniform coating. 

The hard metals, such as Ta, Mo, and W, do 
not cold-weld easily; however, they present a nearly 
impossible stress-failure problem. Coatings of these 
metals flake off the system walls and rip the cage 
screen as a result of stress buildup, making a thick 
defect-free coating very difficult to deposit. By con­
trast, Pt is a nearly ideal metal because of its duc­
tility, high Z and high density, and relative 
resistance to vacuum welding. 

Fig. 4-26. SEM photomicrograph or two gold-coated 
microspheres showing cold-welding damage spots and torn 
flap of cold-weMed coating. 

— - I 1 - — 10 Mm 

In addition to the rigid clumping of vacuum 
welding, a second type of sticking—believed to be 
electrostatic in origin—produces clumping of the 
microspheres to each other, to the pan, :md to the 
screen. This sticking action is intermittent and 
usually reversible when the coating conditions are 
changed. This sticking usually takes the form of 
microspheres moving up to the underside of the 
screen and either adhering motionless to it, or mov­
ing intermittently around or. it. Sometimes the 
microspheres c'ump together and stick to the pan 
without motioi. Increasing the bouncer drive or 
reducing the sputtering power releases the 
microspheres, which then return to normal bounc­
ing in the pan. If the operator does not intervene 
during sticking, the microspheres will either be 
coated nonuniformly. or will become attached to 
the screen, pan. or other microspheres. Driving the 
cage too hard, on the other hand, can cause crack­
ing and breakage in the Pt coating. Keeping the 
microspheres in constant motion without breakage 
is a major problem. 

We do not yet fully understand the exact 
mechanism of this sticking process. However, it 
seems to be caused by microsphere charging from 
the difference in electron and ion mobility in the 
sputtering plasma. The evidence for an electrostatic 
mechanism includes the following: 
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• The screened cage reduces the sticking 
relative to an open pan. 

• A bias voltage on the cage reduces the 
sticking. 

• Rf sputtering has less sticking than dc sput­
tering at similar power levels. 

• Addition of an electronegative gas such as 
oxygen to the plasma atmosphere minimizes stick­
ing. 

» The degree of sticking is proportional to 
the plasma power density. 

• Closing the shutter relieves the sticking 
(and stops the coating). 

Adding oxygen as a dopant gas in our sputter­
ing process is one of the most effective methods for 
preventing sticking. We still do not fully understand 
why oxygen helps, but its effect is clearly es­
tablished. Once oxygen is introduced into the 
plasma during coating, the microspheres im­

mediately become unstuck, and bounce freely. As 
the oxygen flow is gradually reduced, at a critical 
level the microspheres clump back together again. 
The clumping and unclumping actions are reversi­
ble and controlled strictly by the oxygen. 

Platinum Deposition Process. As with beryllium 
coating reported in the previous article, we found 
that coating parameters such as operating pressure, 
cage bias, temperature, and impurity-gas doping 
have a substantial influence on the Pt coating that is 
in good agreement with Thornton's Structure Zone 
Model 2 0 shown in Fig. 4-27. The transition region. 
Zone T, produced by low deposition pressure and 
low substrate temperature, is the desired region for 
the very smooth, uniform coalings needed on laser 
fusion targets. 

Our best coatings were achieved with a water-
cooled cage using 300-mesh screen. The deposition 
parameters included total pressure in the vicinity of 

Fig. 4-27. Coating-growth structure zone model of Thornton2" showing how sputtcred-coating structures change with temperature and in­
ert gas pressure. 
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Fig. 4-28. Smooth pratteam coating (ISO-am surface fbish, balk platinum density) grown oa microsphere under best spattering condl-
tiocs. Coae defects visible represent 300-aa: defects. 

20 ym 2/Jm 

Fig. 4-29. Low-density, poroas, Zone 1 structure of Class I platinum coating on microsphere. Sputtering pressure above 
(7.5 aiTorr) promotes this growth. 

Pa 
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0.8 Pa (6 mTorr). with oxygen flow of 0.5 seem, 
argon gas flow of 30 seem, bias of-100 V, and rf 
sputtergun power of 300 W. The white-noise-driven 
bouncing action was set for minimum motion 
without high-speed impact with the cage walls and 
screen. A typical Pt-coated microsphere thai was 
coated with these parameters (shown in Fig. 4-28) is 
~98% bulk Pt density and has a ~100-nm surface 
finish. Deposition pressures of 0.8 Pa and lower 
typically produce dense, smooth coatings which are 
typical of Zone-T growth. However, the deposition 
rate of 1 /im/h appears to decrease monotonically 
with decreasing pressure, so operating at the lowest 

possible pressure is not necessarily desirable. Dif­
ferent deposition parameters produce coatings with 
characteristics that fall predominately into three 
other classes. Below, we discuss in funeral terms 
how each coating parameter influences the coating 
structure. 

The quality of the Pt coating decreases with in­
creasing deposition pressure, in agreement with the 
Structure Zone Model. Pressures above about 1 Pa 
(7.5 mTorr) produce the Class 1 coating shown in 
Fig. 4-29, which is indicative of Zone I growth. 
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These Zone 1 coatings appear grainy, porous, or 
loosely packed, and they are of low density. The in­
ert gas pressure during sputtering and the degree of 
oblique incidence appear to be the dominant 
processes responsible for Zone 1 structure forma-
iion 

(he oxygen dopant also affects the Pt-coating 
characteristics. The addition of about 2% oxygen to 
ihe .irgon sputtering gas (which is the amount 
provided by the 0.5-sccm oxygen flow rate that 
produced the coating of Fig. 4-28), refines the grain 
structure in the growing I't coating, and hardens the 
iiK.-t.il against cold welding. With a large amount 

- III'. I of oxygen, the I't coating becomes hard and 
brittle. «ith evidence of platinum oxide formation. 
I he resulting (hiss II structure shown in Kig. 4-30 

Fig. 4-30. Class II pbtfiimm coating broken by impact with 
cage. Coating was hardened with excessive amounts of ox­
ygen doping during sputtering. 

• 10jUm 

is brittle, extremely fine-grained, and characterized 
by cracks and broken layers from impact damage. 
On the other hand, when we use insufficient oxygen 
(«1%), the Pt coating is soft and forms the Class III 
structure shown in Fig. 4-31. Accretion of loose 
particles within the cage by cold welding probably 
accounts for the patchy surface. The impact of the 
bouncing action "hammered" the soft Pt particles 
into a semismooth surface. The desired oxygen dop­
ant level falls between these two extremes and de­
pends, of course, on both sputtering rate and system 
throughput. 

The bouncing action is the third most impor­
tant parameter (after total pressure and oxygen 
dopant) in controlling Pt-coating characteristics. 
The gross nonuniformily seen in some depositions is 
obviously the result of inadequate bouncing action. 
On the other hand, too vigorous a bouncing action 
causes cracking and breakage of the Pt coating. An 
effect of vigorous bouncing action that is not so ob­
vious is that the impact of the microspheres onto the 
cage parts—the Ni screen in particular—can trigger 
the release of micrometre-sized particles. On im­
pact, the small particles adhere to the Pt coating, 
producing "cone defect" nuclei. We achieved our 
cleanest coatings by reducing the bouncing action to 
to a level where the microspheres barely moved 
around, with minimum collisions with the screen. 
We need an improved optical observation system, 
however, to monitor this bouncing action ade­
quately. 

Traditionally, substrate bias voltage is used to 
increase the argon ion bombardment of the sub­
strate to yield a cleaner and denser coating. With 

Fig. 4-31. Platinum coated microsphere showing "soft" Class III coating grown with insufficient oxygen doping. 
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our cage configuration, it is not clear how well the 
ion flux penetrates the screen. In any case, the 
microspheres are not at bias potential most of the 
time because of the bouncing action. We do not ob­
serve in the coating a pronounced difference be­
tween biased and unbiased runs. However, as noted 
above, the bias definitely helps prevent sticking. 

We have been unable to directly monitor the 
actual microsphere temperature during coating. We 
have inferred from measurements on isolated ther­
mocouples that with a water-cooled cage the 
probable microsphere temperature is on the order 
of 150°C. considerably lower than the onset tem­
perature for diffusion-dominated grain growth in 
platinum (Zones 2 and 3 in Fig. 4-27). This coaling 
temperature appears acceptable for all but very 
thin-walled microspheres, where some evidence in­
dicates that the D-T fill can leak out during the 
coating process. Preliminary experiments with 
liquid-nitrogen cage cooling and with magnetic 
deflection of the plasma electrons have shown some 
reduction in thermocouple temperature. We will in­
vestigate the magnetic deflection coating melhod 
further before reaching a conclusion, Efforts are 
continuing to fine-tune the set of coaling param­
eters to achieve a smoother surface finish and to 
achieve a higher degree of repeatability. 
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Electroplating 

High-atomic-number elements required in ad­
vanced target designs can be deposited by elec­
troplating under conditions thai preserve fragile 
laser fusion targets. We have therefore begun a proj­
ect to produce coalings by the use of electroplating, 
a melhod thai offers unique advantages. It is a well 
established coaling method that can be applied lo 
deposit a wide variety of metals. Figure 4-32 shows 
the elements that can be electroplated from aqueous 
solutions. Other elements may be deposited from 
nonaqueous organic solvents at low temperatures or 
Irom fused salts at high temperatures. The solution-
plating techniques (electroless, electroplating, and 
immersion plating) are also complementary lo sput­
tering. It has been found very difficult to sputter 
smooth coatings of very soft metals such as gold or 

Fig. 4-32. The highlighted elements can all be electrodeposited from aqueous solution. (Almost all elements can be electrodeposited 
with the proper choice of solvent.) 
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copper.-1 Solution plating is well suited to deposi­
tion of these metals in a low-temperature, low-stress 
environment. 

Two major problems arise in the plating of 
glass microsphere fusion targets: First the ul-
trasmooth nonconductive glass surface must be 
treated to achieve a very smooth, adherent and con­
ductive surface (called a strike) for plating. Then, 
the conductive microspheres must be sustained in 
random motion while electrical contact with the 
cathode of the plating cell is retained. (The motion 
is essential to achieve a uniform coatiiig 'Nckness.) 

Fig. 4-33. The typical sliver strike surface deposited from an 
ammonlacal AgNOj solution. 

— I 1 M™ | — 

Fig. 4-34. The surface finish of a thin (~i000 A) sputtered Pt 
the coating. 

\-—30/im 

Most industrial processes for plating glass in­
volve a chemical or mechanical etching of the glass 
to obtain a rough, high-surface-area substrate for 
plating. 2-' 2 1 This is, however, unacceptable for use 
with fusion targets. Sputtering can produce smooth, 
relatively hard, thin metallic coatings on glass that 
accept overcoats of electrodeposited metal, as 
Fig. 4-33 shows. These sputtered coatings are often 
strained, however, and this can lead to plating dif­
ficulties. We have therefore developed an alternate 
method for the deposition of a strike layer. 

Modifications to ancient mirror silvering 
techniques (Brashear) allowed us to produce a 0.14-
^m-thick silver strike with the surface shown in 
l-'ig. 4-34. The silver coating is adhesive and 
cohesive, and it readily accepts overplates of gold or 
copper. The nodular silver growths on the surface 
have formed at the solulion-containf r interface. We 
can remove most nodules by washing and ultrasonic 
treatments. Other strikes we investigated—such us 
colloidal PdC'Uor precipitated metal sulfide?—were 
completely unsatisfactory. Tin deposited by the 
thermal decomposition of SnC'U coaled unevenly. 
We expect further changes in the silver process to 
result in far better surface finishes. We may also 
find it advantageous to follow the example of target 
builders at Los Alamos and make a nickel strike by 
the decomposition of Ni(CO).jat the surface of glass 
microspheres.2'' 

The second major impediment to uniform elec­
troplated surfaces is the plating lank or cell in wh'ch 

;. The utility of this smooth Pt coating is marred by tensile stress in 
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the plating occurs. To achieve the random contact 
of the cathode necessary for electroplating, we 
found the cells shown in Figs. 4-34 and 4-35 to be 
acceptable. The cells we have designed and 
developed also are capable of dispersing gas bubbles 
on the surface of the target (a problem that disrupts 
the plating of very small objects).--' 

The cell in Figure 4-35 has a cathode which is 
vibrated by an electromechanical transducer to im­
part motion to the microspheres. Solution is also 
pumped through the screen to further aid micro­
sphere motion and to replace depleted solution. An 
even more gentle motion can be achieved with the 
cell shown in Fig. 4-36. Mass flow, viscous forces, 
buoyant and gravitational forces all can be balanced 
to produce a rolling motion along the tapering walls 
of the cell. The result is uniform plating with very 

Fig. 4-35. Vibrating cathode electroplating nil. 

Nylon 
screen 

small loss of microspheres due to breakage or 
because they become plated to the cathode. 

Although electroless and immersion plating 
would have allowed us to use simple plating cells, 
each of these processes was unsatisfactory. Immer­
sion plating (also called displacement deposition) is 
the deposition of a metallic coating by chemical 
replacement of substrate atoms from a solution of a 
salt of the coating metal. The thickness of immer­
sion coatings is limited. Once a continuous layer of 
coating is established, substrate atoms can no 
longer be replaced by the coating metal. Typically, 
gold can be immersion-plated only to about 
0.025 Aim thick. 1' 

Fleclrolcss plating uses the electrons provided 
by oxidation of a chemical reagent present in the 
solution to deposit metal atoms on a catalytic sur­
face. For the electroless process to be useful, it must 
be autocatalytic. Once the initial catalytic surface is 
completely covered with coating atoms, the newly 
produced coating must itself catalyze the deposition 
of more coating atoms. Ideally, the process should 
conlinue until all the coating atom;: are removed or 
the supply of reducing agent is exhausted. 

We found that the apparent benefits of the elec-
troless system, simple containers, no external reduc­
ing potential, near-perfect throwing power and low 

Fig. 4-36. Electroplating flow cell. 
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Fig. 4-37. Grain structure in an etectroJess An deposit. 

——I | — 3 j im 

poiosity were offset by the need for the strike to 
vcr\c as a catalyst and by the poor surface 
smoothness caused by the relatively large grain sizes 
i? to > nm) shown in Fig. 4-37. In addition, in elec-
iroless plating—as in electroplating—the solution 
and microsphere motion must always be maintained 
to replenish the coating species present in the active 
plating volume adjacent to the microsphere. 

Although electroplating is well developed as an 
engineering technique, only the gross features of the 
chemistn of the solutions is understood. These 
details become very important in the plating of tiny 
laser fusion targets, whose uniformity and surface 
finish must be so extremely well controlled. The use 
of well-developed commercial plating baths has 
been an aid to producing a consistent plated 
product. We have found that a commercially 
available gold-plating solution, BDT-510, offers 
small grain si/e (40 to 60 A), good leveling and high 
brightness. Figure 4-38 shows a cross section of a 
gold coating plated on a glass microsphere from 
BDT-510. We have also plated copper from a com­
mercial pyrophosphate bath. 
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Molecular Beam Levitation 
During Coating 

One attractive possibility for producing the 
ablative, outer shell of the double-shell targets 
(Fig. 4-43, next article) is to support them using 
molecular beam levitation during a coating process. 
This technique provides a unique means of support 
for these delicate targets which allows them lo 
rotate freely in a contactless environment while be­
ing coated. This method of supporting individual 
microspheres is also advantageous because it 
minimizes particulate contamination, which pro­
vides nucleation sites for surface defects.-5 Of the 
various levitation schemes previously proposed 
(e.g., electrostatic, magnetic, optical, acoustic, etc.), 
molecular beam levitation appears to be the most 
easily adaptable to discharge coating tech­
niques. 2 6 ' 2 7 

Beams of argon atoms can be formed by flow­
ing argon gas through very small capillary tubes 



(10-15 jum diameter) at low pressures.-1* An in­
dividual microsphere can be supported on these 
beams and coaled in a plasma. 

To understand the physics of this leviiation 
device, we have made careful measurements of How 
and pressure of the leviiation gas. It is import:'.,! to 
identify the gas How regime in which lesitation 
lakes place (viscous or free molecular), because the 
associated forces are quite different. 

The data from one such measurement arc-
shown in the graph in Kig. 4-39, where the rise in 
chamber pressure, P;(l), was monitored as a func­
tion of different. fiv.;<1 values of lesitator back 
pressure, P h for a 50-nm capillar) arras. The graph 
shows thai for hack pressures less than I Torr. the 
dala fall „long the same slraighl line, corresponding 
to a constant, pressure-independent value for con­
ductance. At a back pressure of 10 Torr. the data 
deviate significant!), indicating that the conduc­
tance of the levitator has changed. Free molecular 
How through cylindrical tubes is described h\ 
Knudsen's equation.- 1 ' which can he rewritten in the 
form: 

Fig. 4-39. Graph showing the rise in chamber pressure, P2(t), 
as a function of constant, leviiator back pressure, P,-

•(¥')| P 2 ( t>=P,] l exp 

where V ,s the volume of the chamber, and (.'„„„ is 
the conductance. Conductance in a cylindrical lube 
is eiven hs 

3 i 

and r and ( are the tube dimensions. In the case of 
viscous How. Poiseuille's equation" ' describes How 
through cylindrical tubes, and il can be rewritten in 
the form: 

P,(t> = P. tanh-— , 
I TV 

where 

4 
7TT 

' 8TJ(. 

and <i is the constant of viscosity for argon. On the 
basis of these two equations, we infer from the data 
in Fig. 4-39 that the levitator operates in the free 

1000 2000 
Time (s) 

3000 

molecular How regime lor hack pressures less ihan 
I forr with a sD-utn capillar! ar ra i . A 140- by >-/jm 
glass microsphere levitates at a back pressure of 
lOOmTorr using the 50-fini capillars arras—well 
within the free-molecular-lloss regime. 

Severai problems arc associated with molecular 
beam lev nation of a Imv sphere in a coaong dis­
charge: stability ol the target during ou t i ng , elec­
trostatic forces that result Irom ihc target charging, 
and continual adiustnienl ol ihc lev nation How to 
compensate for the weight added to the sphere bs 
the coating process 

Wo have solved the problem ol slahilits bs 
placing a specialls beveled, en te r ing ring over the 
capillars arr.iv. The bevel acts as a circular deflec­
tor, providing a i idi.iliv directed force on the 
microsphere. This lorce is spring-like in nature, 
creating a potential minimum at the center of the 
ring. The levitated microsphere is therefore held 
vers firmly in place ,a the center ot the ring in 
Kig. 4-40. 

A second problem, thai of electrostatic force, is 
especially severe whenever a metallic sphere is 
levitated above a melalli. substrate in a plasma. The 
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metal sphere charges to the f loa t ing potent ia l o f the 
plasma and is consequently at t racted to the con­
duct ing olane o f the lev i ta lor by its own image 
force. This image force at t ract ion can be overcome 
by p roduc ing an opposing f ield using a d.c.-biased 
screen placed above the levitated sphere. 

in the course o f placing thick plastic or other 
l ow-Z coat ings on spheres. we may have to operate 

Fig. 4-40. A levitated microsphere is held (Irmly at the center 
of the ring by effusive Dow from the lip. 

the lev i tat ion-coat ing system for several tens o f 
hours, [-'or this reason. we need a ful ly automat ic 
le \ i i a lo r -coa t ing system. Schemes for such a system 
are currently under development. One such scheme 
consists o f imaging the levitated microsphere on a 
posit ion-sensing detector. Then , us the microsphere 
lowers because o f the increased coat ing weight, : 

change in height is detected, and a signal is fed hack 
to the valve that contro ls the levi tator gas f low. This 
system is shown in f i g . 4 -41 . 

We cur rent ly use a manua l l y ope ra ted , 
molecular-beam, lev i la ior -coat ing system. The 
funct ion of this system is 10 evaluate special 
problems such as coat ing double-shel l targets or 
m u l t i p l e - c o a l i n g targets. F igure 4-42 shows a 
microsphere that was coated w i th copper by elec­
t rop la t ing , then wi th C'-l- plastic coat ing in the 
lev i tator-coat ing system. Lcv i ta t ion-coa l ing may 
well he the only al ternat ive for fabr icat ing future 
generat ion, mul t ip le shell targets, such as discussed 
in " O o u b k - S h e l l Targets" (the next art icle). 

Author: ,1. K. Crane 
Major ( ontrihutors: R. I ) . Smith, (. . R. Korbel, and 
(' . W . Jordan 

Fig. 4-41. A levitated sphere is imaged on a special deleter, producing a signal based on the height of the ball. This signal can then be 
used to control the flow of levhation gas. 
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Fig. 4-42. Multiple shell tai, 
fim Cu by electroplating; at. 
sphere. 

duced with the aid of molecular beam Invitation: (a) 140-by-5-pm glass sphere coated with 1 
jy-5-tim glass sphere with 1 pm Cu—plus an additional 2 pm CF plastic—coated on levitated 
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Double-Shell Targets 

One method proposed for obtaining better per­
formance in fusion implosion experiments is the use 
of a double-shell target cesign similar to that shown 
schematically in Fig. -1-43. Double-shell targets 
make use of he principle of "velocity multiplica­
tion": The outer shell is imploded like an ordinary 
ablatively driven target, accelerating the relatively 
massive outer shell pusher to a high velocity. When 
the outer shell pusher strikes the inner lamner. the 
less massive tamper recoils and implodes with a 
higher velocity. 

In ihe first versions of these double-shell 
targets, the outer shell consists of a single layer of 
CH polymer. In "Machined Hemishells." we 

describe Ihe micromachining and assembly tceh-
nk|iies that have been most successful for producing 
these targets. In "Alternate Approaches.' we 
describe alternalive processes thai we hope will im­
prove target quality and reduce fabrication time. 

Machined Hemishells 

The simplest procedure for fabricating double-
shell targets is to assemble two hemispherical shells 
("hemishells") around the inner target sphere. So 
far Ihc most successful method for producing CH 
hemishclls has been machining with an ultrapreci-
sion single-point diamond lathe. Two versions of 
•his process have been developed, one at LLL and 
one at Rockwell International. 

The steps in the l.Ll, process are shown in 
Fig. 4-44: l-'irsl a copper mandrel is cut with a 
hemispherical tip whose raijius is the desired' inner 
rt.dius .if the hemishell. The mandrel is removed 
from the lathe and a hydrocarbon coating is ap­
plied. The mandrel is then replaced in the lathe, and 
the outer surface of the hemisphere is cut. 

In developing this process, we were required to 
solve a number of difficult machining and materials 
problems. To ensure that the hemishell wali 
thickness will he uniform, the mandrel must be 
repositioned in the lathe v. ;ih an accuracy better 
than 0.1 jim. We accomplish this by holding the 
mandrel in a massive chuck assembly that has been 
machined to exacting tolerances. This chuck 
assembly can be replaced in the lathe rapidly wilh 
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Fig. 4-4). General double-shell targe! design with a Mgh-Z, high-density tamper coating on the glass microsphere, and a separate low-Z 
sbla'.or shell. 

Low-Z ablator — CH or Be 

Mixed organometallic pusher 

Void 

High-~<£, high-density tamper 
Pt, Au, or Cu 

Glass microshell 

D-T fuel 

the required accuracy; in addition, it provides a con­
venient means for holding and transporting the 
mandrel. 

Another prohlem wc encountered was obtain­
ing suitable mandrel material. Ordinary oxygen-
free, high-conductivity (OFHC) copper has grain 
irregularities that cause imperfections in the 
machined mandrels. To alleviate this problem, we 
electroplate a layer of high-quality copper onto each 
mandrel before machining. The machining is done 
in the fine grained electroplated material, providing 
a smooth mandrel and, therefore, a smooth inner 
surface on the hemishells. 

One of our most difficult problems was cutting 
a smooth, flat rim with sharp corners. Conventional 
diamond-cutting tools have a radius of about 
25 fim. These tools tend to push the CH material in 
front of them, often forming a "lip" of material on 
the inner edge of the hemishell. This problem was 
solved by using an extremely sharp diamond tool 
with a radius of about 0.02 fim. 

The hydrocarbon material used for the 
hem sphere must satisfy several requirements: 

• It must not contain any voids or other 
defects. 

• It must be hard enough to he easily 
machinable but elastic enough that it d'jes not 
develop cracks. 

• The cure cycle must be at less than about 
I50°C to avoid any distortion of the mandrel and 
chuck assembly. 

• The material must adhere to the mandrel 
sufficiently that the hemisphere does not come off 
during machining of the outer surface. 

Our best results were obtained with a 
polybuladiene/vinyl toluene monomer mixture 
cured with 3% Lupersol 101 peroxide. The polymer 
cures at 125°C for 16 h. An attractive feature of this 
material is that by varying the amount of curing 
agent, we can control the hardness to suit machin­
ing demands. We found that a thin coating of 
polyvinyl alcohol (PVA) over the butadiene im­
proves the curing process. The PVA reduces 
volatilization of monom;. and peroxide and ex­
cludes oxygen, which would inhibit polymerization. 
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Fig, 4-44. Sequence for producing a CH second shell by micromachining: (a) A copper mandrel is machined with a hemispherical tip. 
i b) The mandrel i® coated with CH polymer and remachined to form the outer surface of the hemisphere. The copper mandrel is dissolved 
away, leaving the henuspheie shown in (c). 

After the CH layer has been applied to the 
mandrel and the outer surface of the hemisphere has 
been cut, the machined hemisphere and mandrel are 
cleaned by ultrasonic agitation in a series of baths. 
The copper mandrel is dissolved away and the 
hemishell is cleaned in another sequence of baths. 

The hemishell is then ready for final inspection and 
assembly. 

Rockwell International has developed an alter­
nate process for making hemishells that provides 
more rapid processing. The copper mandrel is left in 
the lathe during tne entire machining, coating, and 
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remachining sequence. Because the mandrel 
remains in position throughout the process, the 
problems of repositioning are eliminated. However, 
the coating processes and materials that can be used 
are somewhat restricted. The mandrel cannot be 
placed in a special environment for curing, and the 
coating musl be applied rapidly because the lathe is 
unavailable while coaling is under way. The 
machining and materials problems encountered in 
the Rockwell process are similar to those described 
for the LLL method. The best resi'ls have been ob­
tained with a molten polystyrene coating applied to 
a heated, slowly rotating mandrel. The composition 
of the polystyrene was carefully chosen lo minimize 
stress caused h\ thermal shrinkage. 

The two methods are complementary. The 
LLL process allows more flexibility because the 
mandrel and chuck assembly can be readily moved 
.:bout for a complicated coating and curing 
procedure. Also, the lathe is not in use during the 
coating process. The Rockwell procedure provides 
more rapid processing and simpler fixturing. Han­
dling is minimized, and there is no need for ul-
traprecise realignment after coating. Both processes 
have successfully produced target-quality hemi­
spheres. 

Assembly Procedure 

A highly skilled operator assembles these 
double-shell targets under a high-power optical 
microscope using tiny glass vacuum chucks and 
precision, hand-operated micromanipulators (see 
Fig. 4-1). 

The inner sphere is placed at the center of a 
plastic support film stretched over a wire loop. The 
sphere is covered with a second support film on a 
smaller wire loop. The two films adhere on contact, 
trapping the sphere. Severing the first film between 
the two concentric support rings leaves the 
sandwiched inner sphere supported by the smaller 
loop. We apply hydrostatic pressure to force the 
two films into c! lse contact with the sphere. The 
CH hemispheres are now bonded around the inner 
sphere. One hemishell is held in position with a 
vacuum chuck. Through a fine glass capillary, held 
in a second manipulator, we extrude a minute bead 
of fast-curing adhesive on the edge of the hemishell. 
Then we center the sandwiched inner sphere over 
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the hemisphere and press it onto the adhesive-
coaled rim. When the adhesive has cured, we repeal 
the process with the other hemisphere. This 
procedure requires a great deal of skill. Precise 
alignment must be maintained, and each sequence 
must be completed in three lo five minutes before 
the adhesive cures. 

The targel can be held in position for the laser 
by using the film sandwich on its wire loop for sup­
port. Alternatively, the completed target can be cut 
oul of Ihe support film with a laser machining 
facility" and mounted on a support stalk. 

Alternate Approaches 

Cleaved Coatings. One alternate approach for 
making hemishells for multishcll targets is to coat a 
spherical mandrel with hydrocarbon polymer, split 
the coating into two halves, and then remove the 
mandrel. The advantages of this method are lhat 
many mandrels can be coaled simultaneously with 
the same methods used to deposit CH ablator layers 
on single-shell targets,'2 and that the two 
hemispheres will be an exact malch for each other, 
even if the fracture is not smooth or located exactly 
on the equator. Figure 4-45 shows a coating frac­
tured by this method. 

The problem with the method is that it is dif­
ficult to propagate a controlled fracture to con­
sistently produce two nearly hemispherical parts 
with no pieces missing. Also, because neither of the 
two pieces is ever exactly a hemisphere, problems 
arise in assembling the target. The two non-
hemispherical pieces distort the support films for 
the inner capsule, causing misalignment. We can 
overcome this, however, by using a small stalk or 
several small, hollow plastic spheres for supporting 
the inner sphere. 

Molded Hemishells. Another approach being 
explored for making hemishells for multishel! 
targets is molding. If successful, such a process 
would provide reproducible hemishells much faster 
and more cheaply than precision machining can. 

Preparation of a mold cavity for fabrication of 
these tiny hemispheres is a challenging problem. 
With the newly developed "zero raaius" diamond 
machining tools, it is possible to cut the male mold 
section. However there are no tools small enough to 
allow direct machining of the female half of the 
mold. We solved this problem by machining a male 
mandrel from which the female mold section could 



Fif. 4-4$. Aa alternate awtfcoi of aroaadaf CH aeiiaaaerea for doaMe-aaell target* b to coat a |laaa Microsphere with CH and then 
tractate the «adaf hit* twa harre*. The two aahe* will aiatch nea rf tke tractate does not lie exactly aloag tke diameter. 

be replicated. By using nickel for the mandrel and 
electroplating it with copper, we were able to use the 
differential thermal expansion of the two materials 
to separate the female mold section from the man­
drel. Figure 4-46 shows the mold configuration. 

Initial experiments used a room-temperature-
cure silicone rubber to avoid damaging the delicate 
mold. Several hemishells were made with this 
material, demonstrating the feasibility of the con­
cept. However, when we attempted lo polymerize a 
hydrocarbon monomer (styrene) in the mold, 
shrinkage and volatilization during cure resulted in 
voids. 

We then tried several epoxies, which are non­
volatile and cure at low temperatures with little 
shrinkage. Partial cure was achieved, but removing 
the hemispheres from ihe mold proved difficult. We 
found that mold release agents on both the male 
and female mold sections, along with differential 
cooling, were required to allow demolding. 
Scanning-electron microscope photography reveal­
ed that great care had to be exercised to prevent sur­
face irregularities that stem from buildup of the 
mold release agent. Mold cleaning has proved to be 
quite difficult. 

We also tried thermoforming in the mold. 
Preserving the dimensional accuracy of the mold re­
quired us to observe an upper temperature limit of 
75°C. We formulated a special polystyrene with an 
unusually low glass-transition temperature, and it 
appeared to be quite moldable. We obtained im­
proved surfaces by using a preformed, very smooth 
sheet of polymer, slightly thicker than the ultimate 

hemishell wall thickness. This sheet was pressed in 
the mold to form a hemisphere. The first hemi­
spheres made by this process deformed to a partially 
flattened state in several weeks due to plastic 
memory effects. Hemispheres made more recently 
with different thermal treatment appear to be 
stable. These initial results are promising; however, 
much additional development is required to es­
tablish a viable molding procedure. 

Molecular Beam l.evitation and Coating. A 
third possibility for producing the outer shell of the 
double-shell targets is to assemble a pair of thin 
hemispheres around the inner capsule, support this 
preussemhly in u levitator (described in "Molecular 
Beam Lev-union During Coating," above), and 
coat it with CH ablator material. The advantage of 
this procedure is that the ablator layer contains no 
seam that would disrupt the symmetry of the implo­
sion. Also, plasma-discharge coaling techniques 
developed for single-shell targets'2 can be used to 
apply Ihe ablator. 

The substrate hemishells are produced by 
coating a hemispherical mandrel with parylene. In 
this process, dimer gas is pyrolyzed and gaseous 
monomer is allowed to condense on the cold man­
drel. Polymerization takes place during condensa­
tion. This process produces a uniform coating about 
5 /um thick. The coated mandrel is placed in an air-
bearing spindle lathe and the polymeric coating is 
cut at its equator using a diamond tool. The man­
drel is removed by dissolving in an acid, leaving a 
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Fig. 4-46. Mold for forming hemispheres: (a) the overall mold , ^figuration (The large shank with " S " curves provides centering of the 
two mold pieces without binding.); (b) close up of the mold cavity itself; (c) the extremely small inside radius obtained on the male man­
drel with "zero radius" diamond machining tools. 

(a) 

II 

: :%r-^s=v 
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Fig. 4-47. Double-shell target produced by coating CH onto a levitated subassembly of two thin parylene hemispheres. Currently, defects 
in the subassembly seam produce large defects in the coating. However If these defects can be controlled, this process will provide 
seamless second shells. 
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free-standing, thin-wall hemishell. Two of these 
hemishells are assembled around the inner fuel cap­
sule by the procedure described in the preceding ar­
ticle. 

We have successfully levitated and coated 
several subassemblies using the molecular beam 
levitator and plasma discharge coating process. 
Coatings as thick as 50 urn have been achieved. Un­
fortunately, the seam in the subassembly serves as a 
nuclealion point for defect growth, resulting in a 
continuous band of thick, rough coaling around the 
target. Figure 4-47 shows an example of a target 
produced by this technique. 

Future work in this area will concentrate on 
eliminating the defect caused by the seam. With im­
proved assembly procedures, we can reduce the 
magnitude of the initial deTect. By controlling the 
coaling parameters, we can increase the ability of 
the coating process to "bury" small defects, lather 
than having these small defects nucleate the growth 
of larger ones. 
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Analysis and Characterization 

Physical, chemical, and structural characteriza­
tion of targets is necessary both to provide feedback 
for the continued development of fabrication tech­
niques and for measurement of each target prepared 
for laser experiments. Development of new target 
designs requires constant improvement of our 
measurement capabilities. 

In "Production Characterization," we describe 
the role of characterization in the target production 
sequence. Most of the measurement techniques used 
routinely in target production have been described 
in previous annual reports. 3 3 _ ? 5 However the 

Fig, 4-48. Fusion tirget fabrication sequence. Characteriza­
tion plays a key roie: batches of target spheres must be in­
spected after each fabrication step. The same characteriza­
tion techniques are also used to select and individually 
measure eacn target sphere that is sent to the laser. 

development of new targets, such as those using 
nontransparent coatings (metals and thick polymer 
layers) and double-shell designs, has resulted in 
changes in emphasis and in the development of 
several new procedures. 

In "Development of Automated Characteriza­
tion Techniques" and "Materials Analysis Develop­
ments and Surface Studies." uc describe new mea­
surement systems that have been developed to meet 
the need for increasingly rapid and accurate target 
characterization, as well as materials analysis. 

Production Characterization 

Figure 4-48 illustrates the typical sequence for 
target production and characterization. Batches of 
microspheres must be inspected at each step in the 
fabrication sequence. We measure the size distribu­
tion, thickness and uniformity of each layer, surface 
finish, and the amount of fuel and tracer gas fill to 
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Fie. 4-49. Schematic orseatlanto«ate4 reflection Interferometer. The microsphere ii rotated mder computer control so that the operator 
systematically scans the entire aarface for defects. 
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evaluate whether the spheres meet target specifica­
tions. We combine these results with measurement 
of the relevant material parameters such as density, 
refractive index, chemical composition, crystal 
structure, and surface contamination to provide 
feedback about each fabrication process. 

Once the batch of spheres has passed through 
the final fabrication stage, the target-quality spheres 
must be selected from the batch. This selection is 
generally a multistep process tailored to each par­
ticular batch. Depending on the most prevalent 
defects and the speed of the various measurement 
techniques, the order of the sorting steps is chosen 
to eliminate unacceptable spheres as rapidly as 
possible. For example, if the batch consists of glass 
spheres with a narrow wall thickness distribution 
that received a very uniform, transparent coating, 
the first sorting process will be interferometric in­
spection for wall thickness nonuniformities. [f, on 
the other hand, the batch of glass spheres has a 

broad thickness distribution, the first sorting step 
will be to look for spheres with the proper wall 
thickness. 

Spheres that have no defects discernible in the 
batch-sorting processes are removed for individual 
examination. The thickness of each layer, as well as 
the amount of D-T fuel and tracer gas fill, is 
measured. The target sphere is examined in one of 
our manipulation systems that allow systematic ex­
amination of the entire sphere for surface defects 
and contamination, and measurement of wall thick­
ness variations of transparent targets. As with batch 
sorting, the order of the measurements is arranged 
to reject defective spheres as rapidly as possible. 

The development of new targets and fabrica­
tion processes during the year has resulted in 
changes in emphasis and the implementation of 
several new procedures. Microspheres coated with 
metals or with thick polymer layers (~50/jm) re­
quire radiographic measurements to determine wall 
thickness and uniformity. These radiographic mea­
surements are much slower than optical measure-
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men Is, so an optical inspection lor surface defects is 
employed as a screening procedure prior to 
radiography. 

These opaque targets also require an inler-
ferometric inspection of the entire surface for small 
defects that are not measured by radiography. We 
have modified TOPO I, our semiaulomated inter-
ferometric inspection system-14'"' to provide these 
measurements. Figure 4-49 shows a schematic of 
the modified arrangement. We are able to change 
from reflection to transmission measurements or 
back in a few minutes. 

Production of hemispheres for multishelled 
targets has also prompted the development of new 
measurement procedures. To measure the thickness 
and refractive index of these hemispheres. we use 
interferometric techniques similar to those used for 
measuring glass microspheres.-17'"* However, 
because of the large wall thickness of these 
hemispheres, fringe counting under monochromatic 
light is no longer practical for measuring optical 
paths. Instead, we use accurate, position-sensitive 
probes to record the position of the sample relative 
to the optics of an interference microscope, while a 
white light interference pattern is used to locate 
each surface or interface.35 

A particularly important feature for these 
hemispheres is the condition of the rim, which must 
be very flat and smooth to permit accurate 

assembly. We use reflection inlerferometry to 
measure the flatness of the rim within 0.05 ^m 
[Fig. 4-50(a)]. We also use an SEM to obtain high-
resolution pictures of the machined surface and to 
determine the shape of the corners [Fig. 4-50(b)]. 
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Fig. 4-51. lawraveaieat ia naoWtiaa froai I9T7 (a) to 1979 (b). The carve Is the aaaroxiaiate aaaer lirit of acceptable defects for a 6*0-
pia-ataa, 40-fin-tfcick target sphere. Oar altlaute goal is both aarface ami iategratea'-a'eiHity neaureawat (fpJr) of all aaacceataUe 
defects for either traaapareat or opaaae targets. 
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Development of Automated 
Characterization Techniques 

To meet the target characleri/alion needs of 
laser fusion research, constant improvement is 
necessary in both the resolution and speed of 
measurement. Such improvements are, for the most 
part, gained b\ automation and on-line data 
analysis. During ihe year, we added automated 
digitization and processing of microradiographic 
images to our capabilities. This has improved the 
speed and accuracy of our measurements of non-
transparent targets. New x-ray sources improve the 
quality of the images themselves and reduce the 
processing time. An automated interferometric 
measurement and sorting system has been devel­

oped that reduces by a laclor of five the time re­
quired to characterize a hatch of transparent 
microspheres. A fully automated system for map­
ping the surface of a target with 0.01-jim accuracy is 
under development. We discuss each ot these im­
provements in detail in this article. 

The effect they have made on our target 
measuring and sorting abilities is shown in Fig. 
4-51. which compares the resolution presently 
available with that of two years ago: and Table 4-1. 
which shows the improvements in measurement 
speed that we have achieved in the same time. 

Automatic X-ray Image Analysis and Sorting 
System. We have started the development of a 
microcomputer-based system to automatically ex­
tract measurements of opaque targets from their 
respective x-ray film images. The microradiographic 
techniques for recording these x-ray images have 
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Fig. 4-52. Automatic x-ray image analysis and sorting system (AXIAS). This system provides rapid digitization of micro radiograph im­
ages and on-line computer analysis. Image processing time is less than one minute (vs turnaround times of a day or more for ordinary 
digitization and snaseovenl aaalysis on a large time-sharing computer). 
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Table 4-1. Improvements in measurement speed from 
1977 to 1979. Both the time to measure and sort large 
numbers of spheres and the time required to completely 
map a preselected sphere have been reduced by factors of 
between 5 and 10. 

1977 1979 

Transparent targets 5 min 30 s 
Opaque targets I5min 3 min 
Thickness map 5 min 1 min 

(transparent target) 
Surface map - IS min 

(transparent or opaque) 
Thickness map - -(opaque target) 

been described in the 1977 and 1978 Laser Annual 
Reports.- 1 4"' 5 Previously, the examination of ihe x-
ray images has required manual inspection with an 
image-splitling microscope for coarse measure­
ments. For precision measurements, microden-
sitometry and computer analysis on the CDC-7600, 

a large, t imeshar ing computer system. ' ' ' was re­
quired. I hesc techniques arc t ime-consuming and . 
especially in ihe latter case, not well suited for large 
numbers o f targets. Thus , we were mot i va ted to 
develop a rapid and accurate \ - ray image measure­
ment system. Specif ical ly, the A u t o m a t i c X-ray I m ­
age Analysis and Sor t ing ( A X I A S ) system was 
designed to accomplish the f o l l ow ing : 

• Reduce measurement t ime for 100 spheres 
to a few hours. 

• Provide accuracy comparab le to the C D C -
76(H) analysis. 

• A l low several opt ions lo r speed vs accuracy 
in order to provide au tomat ic sor t ing o f a large-
array of images. 

This system is shown schematical ly in F ig . 4-52. A 
film plate w i th an x-ray image o f an array o f targets 
(see Fig. 4-53) is examined by a television camera 
th rough a h igh-power opt ica l microscope. One in ­
d iv idua l taiget image is in view at a t ime ( fou r ex-
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Flf. 4-53. Caatact ariirwi.<hajaai] af m amy af faiaa 
targets, la Hi flaal fana, la* AXIAS tjltm wRI 
automatically aart lareaga aack aa amy, iilai l i t tfcaat af 
•target ajaaHty. 

aniples are shown in Fig. 4-54). The video image is 
digiti/cd at high speed into a special-purpose ran­
dom access memory from which the computer 
processes the image. 

Once the image has been transferred lo 
computer memory, image processing can be used lo 
make precise, rapid measurements. The system 
currentl> provides noise-reduced scans and 
operator-controlled cursors for making measure­
ments. Provisions for high-accuracy, fully -
automated measurement and sorting are under 
development. 

The film plate, camera, and microscope system 
are shown in Fig. 4-55. The camera (manufactured 
by Image Technology Methods, Inc.) incorporates a 
logarithmic amplifier to detect optical densities in a 
linear fashion. By contrast, most commercially 
available cameras are linear devices, and they detect 
optical densities in logarithmic fashion. Because of 
very high signal-to-noise characteristics, the ITM 
camera can detect an optical density range of 3 
(dynamic range of 1000). A very bright xenon 

source illuminates the image through the micro­
scope, which enables the camera to be set so that 
shading error and latent image of the vidicon are ex­
tremely small. The microscope uses several objec­
tives of different powers lo enable examination of 
different si/e targets with maximum resolution. The 
system is capable of viewing target images up to 
700 pm in diameter with the lowest magnification. 
At high magnification, Ihe spatial resolution is less 
than 0.5 ym. 

The video image is digitized h\ an K-hit A D 
converter in I 30 s and stored directly into a 512-
hy-512-b> -12-bit random access memory. This 
digiti/er processor (manufactured by Quantex. 
Inc.) is capable of summing and averaging sequen­
tial frames of video images so that the electronic-
noise is reduced significantly. Shading error from 
the light source can be subtracted directly from the 
image, since this error is additive in logarithmic 
mode. 

We have developed a very high speed data 
channel from the digitizer memory to the DFC LSI-
11 2 microcomputer, so that the computer can read 
or write image data either point by point, iine by 
line (hoth horizontal and vertical), or block by 
hlock. The transfer rate is 5.34 pis pixel (a pixel is a 
picture element), and an entire image can be 
transfered in 1.4 s. We have also developed the 
software to control the video image digitizer 
processor lo control such functions as digitize, 
frame average, and subtract. This enables the com­
puter to directly and rapidly digitize noise-reduced 
images in the video processor and then to transfer 
the images for analysis. 

In a measurement, we extract a horizontal 
cross-sectional scan through the center of the 
sphere. We determine diameter and wall thickness 
by locating the edges in Ihe cross-section. Our ac­
curacy in locating these edges is limited by film-
grain noise, as shown in Fig. 4-56(a). We can reduce 
the grain noise by averaging several successive 
horizontal lines [Fig. 4-56(b)]. However this 
procedure reduces our resolution because the adja­
cent lines do not all pass through the center of the 
sphere and are therefore not identical. We can 
reduce the grain noise without a loss of resolution 
by averaging along an arc. This method of averag­
ing, which we refer to as a "wedge scan," is i l ­
lustrated in Fig. 4-56(c). The resulting cross section, 
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shown in Fig. 4-56(d), is very significant!) noise-
reduced compared with the unaveraged cross sec­
tion shown in Fig. 4-56(a). Edge measurements are 
much more accurate after this averaging. 

In the present system, an operator measures 
thickness by positioning cursors, using fast interac­
tive software. These measurements are usually ac­
curate to 0.5 to 1.0 nm and can be made in a few 

minutes for each sphere. In the next development 
stage, the computer wil l be programmed to 
recogni/e these edges and make the measurement 
automatically, reducing measurement time pe-
sphere to a few seconds. We also plan to implement 
a least-squares fitting analysis similar to that used 
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Fig. 4-55. CaaKra « 4 mkroscot* for the AXIAS system. 
The fiha slates hi Ike foKgrowHl are placed on the 
sakrcacope state for examkutkM and digitization. 

on the < DC-7MH!. 1 ' ' Th is method has hecn found 
accurate to 1.3 urn in diameter measurements. 
0.3 urn in wal l- thickness measurements, and 0.1 ^ m 
in no; iconcenlr ic i l> measurements. In a pre l iminary 
test, uc have found that this more detai led analysis 
takes about 70s on the LSI-1 I 1 microcomputer . 
'! he f inal development that we have planned at pres­
ent is to prov ide totally automated sort ing of an 
array of images. The computer u i l l cont ro l the 
pos i t ion ing o f the f i lm plate and w i l l recogni/e and 
measure each target image. Based on a set of cr i ter ia 
prov ided by the operator , tne system w i l l progress 
f rom rap id , coarse measurement and selection to 
more accurate, slower measurement o f the better 
images. 

The A X I A S system (F ig . 4-57) is convenient to 
use, and it p ro . ides data that have impor tant im­
pl icat ions for i i icrosphere p roduc t ion . One o f the 
ma in advantages o f the A X I A S system is that it is 
very easily upgraded. Computer ized small-scale 
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defect measurement on fusion targets has been 
demonstrated by W h i t m a n et a l . 4 " This analysis 
could he easily implemented on the A X I A S system, 
using a fast f loat ing-point processor. Ano the r 
fu ture use of this system wou ld be to direct ly 
analyze images as they are recorded by a realt ime x-
ray system. This type o f system wou ld provide even 
more rapid tu rna round in the character izat ion of 
opaque targets. 

Automated Sphere-Mapping Syslcm. Du r i ng 
the year, we reached the f inal design stage of an 
automated sphere-mapping system ( A S M ) . The 
A S M system wi l l p rov ide capabi l i t ies s imi lar t o the 
T O I ' O I I in tc r le romel r ic mapp ing s y s t e m ^ ' 4 1 ^ 
already in use, bul w i th the signif icant added abil i ty 
to map opaque as well as transparent target spheres. 
In add i t i on , the system optics have been totally 
redesigned for much simpler opera t ion , and sol id-
state phase-shift generation has been incorporated 
to improve measurement speed and accuracy 

Tue AS.V1 system is d iagrammed in Fig. 4-5X. 
A microcomputer wi l l con t ro l the sphere-rotator 
system and wi l l coordinate the ro ta t ion wi th inler-
feromelr ic phase measurement o f the surface 
topography. The topographic data can he stored on 
a computer disk and displayed in real l ime on a 
graphics display. A permanent copy o f the graphics 
display can be made for compar ison w i th other 
target spheres. The system wi l l be fast enough lo 
map a 150-pm-diam sphere in less than I minute 
w i th 5-nm ampl i tude resolut ion and 1-jim spatial 
resolut ion. 

The A S M optics consist o f an opt ica l phase-
shift generator, a phase-shift interferometer, and an 
opt ical v iewing system. The opt ica l phase-shift 
generator is d iagrammed in Fig. 4-59. A l inearly 
polar ized, s ing le- longi tud ina l -mode HeNe laser is 
p a s / ' d th rough a spatial f i l ter to reduce phase-front 
d is tor t ions. The l inearly polar ized ou tpu t beam is 
passed th rough a quar ter-wave plate and then split 
by a 50-50 beam spl i t ter. The result ing beams are 
passed through f l int glass acoustoopt ic modula tors 
that are dr iven by r f signals w i th a smal l , very well 
defined frequency d i f f e r e n t Typ ica l frequencies 
are 40 and 39 M Hz. Fach beam exits the acoustoop­
tic modu la to r w i th the frequencies o f the f i rst-order 
d i f f ract ion component shif ted by the r f d r i v ing fre­
quencies. The first-order d i f f rac t ion components 
are passed th rough or thogona l polarizers and then 
recombined by a beam combiner . In this ou tpu t 



Pig. 4-56. Significant improvements in resolution are achieved by averaging to remove grain noise. Trace (a) is a single line from the 
digitized image. Identifying the boundaries between different layers is almost impossible. Averaging successive lines [as shown in (b)] 
reduces noise, but resolution is lost because the scans do not all lie atong a diameter of the sphen A "wedge scan** (c)—in which the 
data are averaged along arcs—provides the higlwesolntion, noise-reduced image shown in (d). 

beam, the frequencies of the transverse elec­
tromagnetic (te) and transverse magnetic urn) com­
ponents differ b\ 1 M i l / . The resulting beam passes 
through constantly changing slates of elliptical 
pola vation at a frequency of I M i l / . This I -Mi l / 
"rotat ion" can be delected simply by placing a 
polarizer at 45° to the le or tm modes, then viewing 
the resulting 1-MHz intensity variation by using a 
photodiode detector. Any phase shift between the te 
and tm polarizations will cause a corresponding 
shift in the phase of the 1-MHz intensity \ariation. 
The ASM interferometer optics |shown in Fig. 
4-60(a)] cause the relative phase of the le and tm 

componenls to be mo.lulated by path length 
c h a n t s introduced h\ urface defects on the 
targets. One polarization component is used as a 
probe beam, while the other serves as a reference, 
fhe probe beam is first focused lo a point on the 
face of the target sphere. Ihe reflected probe beam 
is then directed around the target onto the reverse 
side. On the reverse side, the beam is focused 
towards the center of the target sphere so it strikes 
the sphere over a fairly broad area and is reflected 
directK back on itself. After reflection from the 
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Fig. 4-57. Conpater and diaplay hardware for the AXIAS syttcm. 

reverse side of the target, the probe beam is recom-
bined with the reference beam. 

This output beam is directed through a 
polarizer at 45° and onto a photodiode detector. As 
the target sphere is rotated, any changes in 
diameter, either from nonsphericity or from small 
surface perturbations on the front surface, will 
cause a change in optical path of the probe beam 
and, therefore, a shift in the relative phase of the te 
and tm components of the output beam. This will, 
in turn, cause a shift in the phase of the 1-MHz in­
tensity variations seen by the photodiode detector. 

An electronic phase detector 
compares the phase of this output 
signal with the phase of a reference 
signal taken directly from the 
phase-shift genera tor . This 
measurement can be very rapid 
and accurate (easily to 1/100 of a 
cycle in 1 ^s, corresponding to a 
resolution of better than 5 nm for 
detecting defects on the target). 

The primary advantage of the 
interferometer arrangement shown 
in Fig. 4-60(a) is that it is insen­
sitive to changes in position of the 
target sphere. Small translations of 
the target along the beam axis 
cause no change in path for the 
probe beam. In an ordinary inter­
ferometer, where the probe beam is 
simply focused on one point on the 
sphere, any motion of the sphere 
along the beam axis has the same 
effect as a defect on the surface. 
Because our interest lies in defect 
amplitudes of 10 nm, we would 
need a manipulator able to main­
tain the sphere position to 10-nm 
accuracy. (Such a manipulator 
would be extremely expensive.) 
With the ASM interferometer, the 
manipulator is required to main­
tain the sphere position only within 
~1 /im. Another advantage is that 
we can make minor modifications 
to the optics of the same system 
[see Fig. 4-60(b)] to measure wall-
thickness variations of transparent 
spheres. 

To measure the surface irregularities ofa target 
in the ASM system, we must place the target be­
tween the target rotator tips in accurate coincidence 
with the optical axis of the measuring branch of the 
interferometer. To accomplish this, a target-viewing 
and alignment instrument (shown schematically in 
Fig. 4-61) has been designed and integrated into the 
ASM system. 

To precisely locate the target in the inter­
ferometer, we view the target simultaneously along 
two orthogonal axes. One viewing arm is coincident 
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Fig. 4-S8. Schematic diagram of the automated surface mapping system. The controlling microcomputer correlates high-speed phase-
measurement data from the optics with position data from the target sphere to generate a map of the sphere surface. The apparatus can 
resolve a defect with ait amplitude of 10 nm. 
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with the interferometer axis and uses the inter­
ferometer focusing objective as an imaging objec­
tive. The other arm uses an identical objective 
placed at 90° to the interferometer axis. As Fig. 4-61 
shows, the image formed by each of these two objec­
tives is projected onto an alignment reticle. The two 
targets and reticle images are combined in a central 
beam splitter so that both images can be seen in the 
same field of view. The beam-splitter output is 
directed to both an eyepiece and a TV camera. Once 
the reticles have been aligned on the interferometer 
axis, they serve as a reference for positioning the 
target on the rotator tips. The target is centered on 
each reference reticle as it is viewed by either the eye 
piece or TV screen. This system has been tested in 

an oplicjl bench setup, and the measured resolution 
limit is l.S fim. 

Automated Sorting Interferometer. We have 
automated a white-light Mach-Zehnder inter­
ferometer that was originally developed for 
cryogenic targets4 to provide quick diameter and 
thickness measurements of microspheres (J-lg. 
4-62). T lis computer-interfaced interference micro­
scope aids the production of glass and transparent 
coated glass spheres, and it accelerates the 
presorting of targets. 

The Mach-Zehnder interferometer is par­
ticularly well suited to this application. The long-
working-distance objectives (13 mm, 10-power) 
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Fig. 4-59. Optical phut-shift generator for the surface-mapping system. This device generates a light beam in which the te and tm com­
ponents change in relative phase at a frequency of 1 MHz. The resulting beam passes continuously through different states of elliptical 
polarization. 
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Fig. 4-60. Phase-measurement optics for automated surface mapping. One polarization component is directed onto the sphere, while the 
other serves as a reference (defects in the sphere cause changes in the optical path of the probe beam, resulting in a relative phase shift 
between the te and tm components): (a) optics in a reflection node; (b) changes necessary for a transmission measurement of 
transparent targets. 

• = — To detector 

N | ',,' - T — . . fi[-
4-46 



Fig. 4-61. Viewing optics for aligning a target in the automated surface-mapping system. The target is viewed along two orthogonal axes. 
Each arm includes a reference reticle for target alignment (all dimensions in mm; M = magnification). 

Illumination beams 

Target 

To facilitate the loading of the target in the precise 
position an optical system piovides two orthogonal 
views of the target on a common image plane. 

TV detector M= 10X 
Camera/monitor M - 25X 
Total M = 250X 

allow ample room for handling the targets and the 
essentially arbitrary long arm length provides space 
for phase-measurement hardware. 

The spheres to be inspected are placed on a 
transparent window attached to a motor driven x-y 

stage. The objective in the stage arm magnifies and 
focuses the microsphere image, while the compen­
sating objective in the reference arm provides in­
dependent control of the interference pattern. 
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Fig. 4-62. Automated interference microscope diagram. The system automatically measures tke thickness of each microsphere selected 
by the operator. The data are stored in computer memory and can be plotted as histograms of wall thickness u d diameter. 
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We detect the interference pattern with a 
phmodiode array (a 1024-linear-element Reticon 
array) interfaced to an LSI-11 computer that also 
controls path-length adjustments. To measure a 
sphere, we rough!;, center the image of the ball over 
the photo-diode array by viewing a television 
monitor. The sphere diameter is deter1 lined by the 
number of reticon elements subtended by the sphere 
image. 

Thickness measurements are made by finding 
the wedge positions for the white-light interference 
maximum in the background and in the center of 

the ball.4-1 The change in wedge position corre­
sponds to a change in wedge thickness, and from it 
we can calculate the thickness of the sphere wall. 
Th,e system is calibrated by counting fringes of laser 
light vs wedge position. System accuracy is 5 //m for 
the diametei measurement and 0.1 ium for 
thickness. Focusing effects in the single-pass 
Mach-Zehnder interferometer are only half as 
severe as in our double pass Twyman-Green inter­
ferometers. This allows us to measure very thick, 
high-aspect-ratio targets. We have successfully 
measured targets with CH coatings of more than 
100 jim on a microsphere with an inside diameter of 
100 ^m. 

In addition to measuring target diameter and 
thickness, the computer also controls the x-y stage 
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and remembers sphere positions and sizes for later 
retrieval oTthe spheres. This, coupled w i the short 
measurement lime, enables us to rapidly charac­
terize and sort large batches of spheres. 

Authors: J. A. Monjes, R. M. Singleton, B. W. 
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Materials Analysis Developments 
and Surface Studies 

The Surface and Materials Analysis Group 
concentrated in three new areas this year: optical 
analysis, surface analysis, and microlopography 
mapping by SEM. 

Optical Microsc">y. We have added a Zeiss 
Axiomat optical microscope to our complement of 
tools (Fig. 4-63). It is a polarized light instrument 
capable of magnifications from 10 to 3200X using 
both transmitted and reflected light, and it is 
coupled with a temperature-controlled stage for ex­
amining objects immersed in index-of-refraction-
matching liquids. Figure 4-64 demonstrates the 
ability of the microscope to see through an im­
mersed, thick plastic-coated ball. The various levels 
that we have previously observed only by examining 
a fractured coating on the SEM are now visible, 
along with defects at the glass-to-plastic interface. 
Crossed polarizers are used to further enhance 
detail and locate birefringent particles. 

Fig. 4-63. Zeiss Axioms! microscope 

Microtopography by SKM. We routinely use an 
SEM lo examine the surface of target material. The 
simplest way of measuring defect heights is in 
profile, but this method suffers from two major 
problems: we can see only a small portion of the 
surface at one time, and depressions can he 
obscured by their edges. We are developing a new 
SEM system that is based on the backscaltcrcd-
electron technique of Lebiedzik 4 4 which directly 
measures height and has a spatial resolution of less 
than 0.5 iim. 

The system is composed of a conventional 
SEM with solid-Male diode detectors for hackscat-
lered electrons placed radially aboul the beam at 0°, 
90°, ISO0, and 270° to the electron collector. In a 
plane containing the beam and the sample, these 
detectors form a l)0° cone angle with the sample, as 
shown in Figs. 4-65 and 4-66. Backscatlered elec­
tron (BSE) duxes are strongly dependent on the 
take-off angle, hence w can use Ihem to determine 
a local slope h\ taking differences between the 
signals seen by two opposing detectors. Because we 
are using two detector sets, we are able lo measure 
slope in any direction. Since the hackscattered 
signal is also a function of atomic number of the 
scattering surface, we normali/e our data hy 

'o~ 'l80 

'""•o-'iso ' 
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Fig. 4-64. CH,j coatings examined in a 1.50 index-of-refraction liquid siiowing the ability or the optical microscope to see through a 
thick sample: (a) transmitted light and (b) crossed Polaroids. 

where | B = the normalized difference of BSE 
signals, 
I 0 = BSE signal from the 0° detector, 
and 
l|Wi = BSE signal from the 180° detec­
tor. 

The slope, <v, of the surface in our geometry is then 
aiven hv 

= arc sin 1 B-

This is valid only for slopes up to ±45°. 
The computer controlling the SEM receives the 

slope data and processes them by calculating first a 
baseline between the detectors and then the height 
differences, displaying them on a graphics terminal. 
By scanning a raster pattern over the sample, the 
computer builds up a topographical image. 
Figure 4-67 is a topographic plot of aluminum 
metallization on a silicon wafer; the letters 
measured 2.5 nm high and are clearly resolved. 

Initial tests show good correspondence with 

Fig. 445. Orientation of backscattered detectors to the sam­
ple for height measurement. 

Primary electron beam 

< t - l 

both a roughness standard and surface height 
resolutions on a sphere better than 0.5 fim. Our next 
steps will be to create microstandards for calibra­
tions at 5000X magnification, establish optimum 
operating conditions, and evaluate the accuracy of 
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the system on glass- and metal-coated spheres. 
When complete, the instrument will be used 
routinely for surface measurements. 

Surface Analysis. Analysis of the composition 
of surfaces is important for solving problems en­
countered in developing new coating techniques or 
new high-Z glasses. We have, therefore, installed a 
Physical Electronics Industries 590, high-resoluti. n 

Fig. 4-66. Fixture to hold the hackscattered electron detector 
•round the electron beam, (The fixture mounts on the final 
lens of the SEM.) 

scanning Auger spectrometer for surface-
composition analysis. (The system is shown in 
Fig. 4-68.) It has a 0.2-^m spatial resolution and 
allows studies of the top 5 to 20 A of a surface, 
detecting all elements except hydrogen and helium. 
Figure 4-69 indicates the mean escape depth of 
Auger electrons for various elements as a function 
of the energy of the exciting electron beam. The sen­
sitivity of our instrument is typically 0.5 at.% and a 
5-keV argon ion gun is available to make sputter-
etch depth profiles. Sample exchange can he made 
in I5min through an air-lock system. 

The simplest application of Auger spec­
trometry is for planar surfaces such as metal films 
and multilayer composites. We have profiled a gold 
surface cleaned in an oxygen plasma. The result, 
shown in Fig. 4-70, reveals that the surface con­
tamination layer on regular-production gold discs is 
less than 30 A thick. Most target applications nre 
not this simple and can be severely limited by 
damage from the exciting electron beam that 
decomposes SiOi. evaporates polymers, and causes 
mobile ions such as N a + to move. To minimize the 
exciting-beam current, we use pulse-counting elec-

Fig. 4-67. SEM topographical plot of an aluminum metallized silicon wafer. The metallization is 2.5 pm thick. The inset is an SEM pic­
ture of the same area. 

Micrometres 
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Fig. 4-68. PHI 590 scanning Auger. 

>hj* % ' 

\ 

Ironies to reduce noise and allow analysis at I nA oT 
beam current. 

Analysis of metal-coaled spheres is more dif­
ficult than analysis of planar surfaces. Because the 
argon-ion etch rate is a function of incidence a.igle. 
it varies with location on the sphere. In addition, the 
etch beam is larger than a single target sphere, hence 
it sputters substrate material from areas outside the 
sphere. Some of this material is deposited on the 
sphere, contaminating the surface and complicating 
the analysis. To overcome this problem, we use thin 
silver epoxy as a nonsputtering mounting material. 
We are also working to calibrate the etch rate as a 
function of incidence angle so that we can correctly 
interpret the results of sputtering through the 
coating on a microsphere. Figure 4-71 shows a 500-
A platinum coating on a glass sphere that is ad­

ditionally covered by a large number of white parti­
cles and holes. Analysis with a 0.2-pm electron 
beam reveals these particles to be pure platinum and 
not a contaminant. (Electron-beam-induced x-ray 
fluorescence cannot make this measurement 
because the area where x rays are generated is larger 
than the particles we wish to sample.) 

Auger electron energies are affected by the 
chemical environment of a materi"l. Oxides and 
carbides appear as peak shifts; they can be used to 
determine not only the elemental composition of a 
sample but also to gain information about chemical 
compounding. Figure 4-72 shows a comparison of 
beryllium in an oxidized film with pure Be; the shift 
from BeO to Be is quite evident. Similar effects ex­
isting with Si0 2 and PbO are used to analyze glass 
spheres. 

Glass and plastic are the most difficult samples 
for surface analysis. Not only do they decompose 
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Fig. 4-69. Mean escape depth of Auger electrons. 
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Fig. 4-70. Auger depth profile of an oxygen-plasma-ashed 
gold surface. 
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under the electron be;'.m, but they also become 
charged, causing instabilities in the measured 
energies. We can, however, reduce charging by 
lightly gold-coating before analysis, adjusting the 
electron-beam voltage, and taking data on an edge 
(see Fig. 4-73). These precautions make analysis of 
a crystal growing on a glass surface possible. As Fig. 
4-74 shows, potassium and sodium form complexes 

Fig, 4-71. Flatinum coating 500 A thick on a glass sphere. 
Auger spectroscopy showed the small particles to be com­
posed of pure platinum. 

with carbon and nitrogen, which leads to large 
crystalline defects. Quantitative analysis is not 
possible on this sample because the intensity of the 
sodium peak is rapidly reduced by ion migration 
caused by electron-beam heating and charge im­
plantation. Experiments are underway with lower 
electron-beam currents and cooler samples that 
should improve our ability to handle such analyses. 

4-53 



Fig. 4-72. Auger spectra of oxidized and uMXfdlzed beryllium. A aroaoumwd Be shift from BeO to Be is visible. 
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Fig. 4-73. Auger spectrum of a crystal on a glass sphere after sputtering off the surface contamination. 

0 200 400 600 800 1000 1200 1400 1600 1800 2000 
Electron energy (eV) 



Fig. 4-74. SIMS Sfcctnua of • wuM 4-pa-will glc 
syhcrt showng aNttli ttftf&m am OK mrtmct. 

100 

8 

! n 

Cryogenic Targets 

1 1 1 1 ' I ' M 

v\_ 
Potassium-39 

Sodium-23 

1 1 1 1 1 I i 1 i 
2000 4000 6000 S000 

Time (si 

An alternate technique we have used is secondary 
ion mass spectroscopy (SIMS), which invokes 
similar sputtering of a sample and using a mass 
spectrometer to detect the ions produced. We are 
currently adding SIMS to ihe Auger. Before mm »c 
have used an ion-probe mass analyzer at Applied 
Research Laboratories (Los Angelesl to obtain 
these data, l igure 4-74 is a SIMS profile that shows 
surface alkali depletion from washing. The instru­
ment is highly sensitive to alkalis hut has only a 200-
«m spatial resolution and wines widely in sen­
sitivities to other elements. Combined with Auger 
spectroscopy, however. SIMS can be used to give 
accurate materials analysis of a sample. 

As with all target fabrication work, surface 
analysis of spherical samples is more complicated 
than analysis of planar samples. We are developing 
new techniques to handle these problems and are 
further exploring the applications of Auger spec­
troscopy to glasses and metals. 
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The Cryogenics Group has responsibility for 
fabricating targets that contain liquid or solid D-T 
fuel and for developing the technology for placing 
these taigets for irradiation in the laser target cham­
ber. To these ends, with the participation of NBS, 
Boulder, we have continued work on a cryogenic 
pylon (lor holding and positioning cryogenic 
targets) and have built and tested a prototype ap­
paratus for rapidly removing cryogenic shields from 
around the targets. Additionally, we have initialed 
investigations of techniques lor fabricaling more 
advanced targets with higher fuel fills or more com­
plicated geometr ies than simple glass fuel 
microspheres. 1 hese techniques involve making, 
characterizing, and using solid D-T pellets, and us­
ing fill tubes m lormuig thick D-T layers, l inal ly. 
we have undertaken ,"i c\peri,r:e:.:.il and theoretical 
analv-as ol [he formation o\' liquid lavers on the in-
Icn>>! ol glass sphcrev I ndcrstanding the prollles 
and stabilities of Mich layers is important in the con­
tinuing development of techniques for producing 
thin uniform fuel layers in muliilavered targets. 

Solid Hydrogen Spherical Pellets 

Some advanced high-gam target designs are 
mullilayered; one of the '.-yers is a spherical annular 
space filled with solid D-T fuel, and a central 
spherical core is also filled with solid D-T 4 * 
(schematically shown m l ig . 4-7J). Such targets 
might he required for power reactors. (See also 
l-ig. 4-83.) Targets with thick annular layers of solid 
D-T fuel, but with no fuel core, will prohahh be in­
vestigated with Ihe Nova laser facility. Solutions to 
the problems of forming thick annular fuel layers or 
voidless cores are difficult. We are investigating two 
possible approaches: the use of solid spherical fuel 
pellets, which we discuss here, and the use of fill 
tubes, which is described in "Condensed D-T Laver 
Formation." our ne\t article. 

Thick annular spaces in multilayered targets 
might possibly be filled with a "powder" of very 
small close-packed D-T spheres whose diameters 
are much less than the thickness of the imnulus. 
Such close packing necessitates uniform sphere size 
in the powder. We have developed a hydrogen 
isotope spherical pellet generator to investigate and 
develop these techniques. 
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Fig. 4-75. Sector of a spherical inertia! confinement fusion 
target having 2 central ignitor and an outer solid fuel layer. 

Fig. 4-76. Ten-pm hydrogen powder generator. 
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Our peh generator is similar lo thai devcl-
|ieil In | ,)si t kirn. I urnhull. and Hendricks;""' it 
- nn. tared si emalicallv in I :g. 4-76. We liquefy 

pniil'ied hvdn .'en gas (to avoid the complications 
"I h • mill up | i F at this stage ol our development) in 
i imii i i i i i i ndenser held on the cold end ol a 
J"sed-c\ele cluini refrigerator. The liquefied 
Kdrouen is hen forced through an X-^m-i.d. 
dr.iu n-glass mvzle to form a jet. We are able to 
break Ihe |e into a stream of uniform liquid 
spheres, each ihoul lOjim in diameter. hv driving 
ihe pie/oeleeine ceramic that surrounds ihe nozzle 
ai a f requent of several hundred k l l / . B\ main­
taining the |. al pressure in ihe jet chamber jusi 
below the Irn c point pressure (54 Torr for ll;t. we 
are ahle lo cause the liquid drops to rapullv 
evaporate, th. cby cooling and free/ing. The fro/en 
pellets v.ill u mately fall into a cryogenic catcher 
mainlained n . r 4 K. For this reason, we use helium 
gas to maim I the jet-chamber pressure, since II; 
v.nuld rapidl freeze out on the cold catcher and 
weld the pellets logelher. 

In order to produce a stable liquid hydrogen 
jet, we found that Ihe condenser temperature musl 
be maintained between 14and IS K. Temperature is 
controlled by feeding back an electrical signal from 
a sensor to a heater on the refrigerator. It is also 
necessary lo maintain the jet pressure above 
150 Torr absolute and the j -t chamber pressure be-

Cold t ip -
T - 1 4 K r PureGH, 

a) 

8-flTl JGt -

T o piezoelectric 
ive 

Iween 51 ai J 54 Torr. We have designed and cen-
sirucled a gas control svslem for purifying control 
gases and maintaining control pressures. 

Maintaining the jet issue from the nozzle re­
quires a good deal of attention to keeping small par­
i t i es or free/able gas contaminants out of the 
svslcm. We therefore included liquid nitrogen traps 
m the gas and vacuum lines of the gas control 
system. Additionally. Ihe nozzle system was cleaned 
and assembled in a class 100 clean room. With these 
precautions, we were ahle to repeatedly produce a 
liquid-hydrogen jet. and break up the jet by means 
of the piezoeleeliic transducer. Our optics, however, 
were incapable of resolving individual spheres. 

In the future, we plan to upgrade our optics for 
single-panicle characterization. In addition, we will 
incorporate the cryogenic catcher into the system to 
begin characterizing the aggregate character of the 
solid hydrogen powder, and study its close-packing 
properties. We will also increase the pellet diameters 
for possible use as central cores. 

Author: T. P. Bernat 
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K. Kim (University of Illinois) 
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Fig. 4-77. Schematic of apparatus to study cryogenic fill tubes and fuel layers. 

Legend 
A. - Liquid helium D. - Cell f i l l tube wi th F. Cold flange heater I. Sapphire windows 
B. - Liquid nitrogen coaxial heater G. - Thermometer J. Test ceil 
C. - Spring fingers E. - Needle value H. Cold flange 
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Condensed D-T Layer Formation 
Layers Condensed Through Fill Tubes. A 

second method for forming thick, uniform annular 
Livers in the multilayer large! shown in l ig . 4-7.^ is 
lo condense the fuel through a small fill tube. Such 
an approach overcomes the problem of the very 
high pressure fills necessary i f 'he fuel were diffused 
into the glass ball prior to assembly and freezing. It 
also allows the fuel to be introduced at a convenient 
time in target assembly. It is difficult to imagine 
how such a target would be assembled without this 
or a similar rr"»'hod of introducing the fuel. Fill 
tubes might also be useful in void-free filling of cen­
tral cures. 
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Our objectives ,n this study are fourfold: 
• 'In explore the size limitations imposed on 

fill lubes hy mechanical, materials, and fabrication 
problems. 

• To learn Uchmt\uc- lot keeping till tubes 
clear during fuel fill. 

• To -.ludy the formation and structure of 
Ihick layers solidified from ihe gas phase. 

• To form void-freecentral cores. 
To achieve these objectives, we have designed 

and built a vanahle-teniperalure cryostat capable of 
temperature control in the range 2 to 40 K. shown 
schematically in Fig. 4-77. Temperature is con­
trolled by balancing the liquid-helium How—from 
the main reservoir lo the cold flange through which 
it circulates—against electrical heating produced in 
a resistance wire wound on the cold fianee. We 



determine liquid helium flow by setting a needle 
valve thai is located in the helium reservoir. Tem­
perature is sensed by a germanium resistance ther­
mometer and the sensing signal is Ted back to the 
heater. The optical windows on the cryogenic shield 
and chamber are made of sapphire, a material with 
good I hernial conductivity that absorbs well in the 
ir, Ira red. As a result, room-temperature radiation is 
prevented from reaching the experimental cell in the 
interior of the chamber. Helium exchange-gas 
provides thermal contact between the cell and 
chamber. We can introduce purified hydrogen gas 
into the cell through a vacu m-jacketed capillary 
that passes through the liquid.iclium reservoir. The 
ga- i1- cooled by radiation and by "spring fingers" 
thai establish thermal transfer between the lower 
portion of the capillary and the liquid helium. To 
prevent frozen hydrogen Tom clogging the 
capillary, which would result Irom the temperature 
oi liquid helium (4.2 K; hydrogen freezes below 
14 K). we have installed a coaxial, small-radius 
heating wire through the capillary. An additional 
heater below the cold flange prevents clogging in the 
vicinity of the flange. By controlling the two 
heaters, we can control the temperature of the 
hydrogen gas entering the cell. 

As in any cryogenic experiment, all gases in­
troduced to the cryostat must be free ofdirt or con-
densible impurities. We have constructed the gas-
handling system shown in Fig. 4-77 to provide 
purified helium and hydrogen. We can accurately 
measure and control gas pressures and can control 
the hydrogen-gas flow rate. 

At the time of this writing, we are just begin­
ning experiments on layering and voidless filling of 
a l-mm-diam blown glass sphere equipped with a 
0.05-mm-i.d. fill tube. After gaining experience, we 
will attempt smaller spheres with approximately 
0.01-mm-diam fill tubes. Techniques must be 
developed for fabricating these spheres for 
cryogenic survival. 

Liquid Layers on the Interior of Glass Spheres. 
Current laser fusion targets are fabricated by 
coating diffusion-filled glass microspheres with one 
or more layers of organic or inorganic materials. 
The glass microspheres range in size from 70 to 
140 ̂ m and contain only a few tens of micrograms 
of D-T fuel. When such targets are cryogenic, the 
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D-T fuel must form a thin, uniform, and smooth 
layer on the interior of the glass microsphere. These 
layers will typically be 1 to 5 urn thick. Two 
methods for forming the frozen D-T layers on the 
interior of uncoated glass microspheres developed 
at LLL and LASL 4 7 a:., reviewed in the 1977 An­
nual Report.41* Briefly, the irregular frozen fuel in a 
cooled target is vaporized by a heat pulse and 
allowed to rapidly refreeze on the interior wall 
directly f.om the vapor. This process consistently 
produces uniform frozen layers in these thin-walled 
(I to 3^m) bare-glass microspheres. The process 
relies on rapid heal removal from the vaporized 
D-T fuel, however, and the extrapolation of the 
technique to layered, multishelled targets may not 
be simple. It is possible that in thickly coated targets 
the D-T fuel may condense out as a liquid that then 
freezes. While liquid, the fuel can flow to the bot­
tom of the sphere. In designing specifically 
cryogenic ICF targets, it is important to know the 
lime- and temperature-dependence of the liquid D-T 
layer structure, so that the maximum permissible 
time in the liquid state fo r a given layer sphericity 
can be Jetermined. The thermal transfer properties 
of the target must then be designed to ensure that 
the liquid freezes before this time. With this con­
sideration in mind, we have begun a theoretical and 
experimental study of the structure and stability of 
the liquid fuel layer. Our objective is to develop a 
quanlitative, physical model of such layers that will 
be useful in the design of cryogenic ICF targets. 

An earlier, unpublished liquid layer model by 
Campbell4'' is available, but it is not consistent with 
the behavior of D 2 liquid layers observed in recent 
experiments performed at the U liversity of 
Illinois.50 In these experiments (see Fig. 4-78), initial 
liquefaction produced—far above the triple 
point—a uniform layer of D 2 that became thicker as 
the temperature of the sphere was decreased [Fig. 
4-78(b)]. Below a certain temperature, the thick 
layer became unstable and collapsed into a localized 
droplet that collected at the coldest part of the 
sphere when a temperature gradient was present 
[Fig. 4-78(c)], and in the bottom of the sphere when 
the temperature was uniform. Increasing the tem­
perature reversed the behavior of the liquid layer. 
Similar behavior has been observed by other 
groups.5 1 

The thick uniform layer of Fig. 4-78(b) is not 
indicated by Campbell's model, which instead 
predicts that the layers will always have zero 



Fig. 4-78. Macn-Zefcnder interferograms of liquid D2 behavior formed from 186 standard atmospheres in a 200-by-7-pm glass sphere: 
(a) no D2 liquefied; (b) a S-jim uniform liquid layer far above the triple point; and (c) collapse of the layer to a droplet. 

thickness at the top of the sphere. Campbell's model 
includes the cohesive attraction between the liquid 
and glu. < substrate only through the contact angle. 
The model therefore precludes continuous liquid 
layers, since, in such layers, contact angle plays no 
role. 

We include the cohesive substrate attraction 
explicitly in our model, because it is the only possi­
ble explanation for the continuous layer of Fig. 
4-78(b). We express the attraclion through a surface 
potential of the form V(r) - - or" 3, where a is a con­
stant that depends on the substrate material, and r is 
the distance between the substrate and the liquid 
surface. This form for the potential is taken from 
the literature that deals with superfluid helium film 
profiles on vertical substrates.52 A simple balance 
between this surface potential and gravitational 
energy, with no bulk surface tension effects included 
(appropriate near the critical point), yields the liq­
uid profile on the interior of a sphere shown in 
Fig. 4-79. To continue this work, we will include the 
effects of surface ension, which must lead to the 
collapse of the layc to a spheroid [Fig. 4-78(c)]. We 
will also study the dynamics of the instability 
leading to the collapse in order to predict the 
collapse time scale. 

Author: T. P. Bernat 
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H'lg. 4-79. Thickness profile of liquid D 2 layer on the Interior 
of a sphere for a substrate potential V(r) = • ar ' ' . The layer 
is thickest at the bottom (180 degrees down from vertical). 
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Cryogenic Target Systems for 
Shiva Target Chamber 

Cryogenic Pylon. In our last Annual Report.5-1 

we described a cryogenic pylon that has two 
capabilities: It can transport a cryogenic target con­
taining a preformed solid D-T layer to the Shiva 
target chamber. It can also form the layer after the 
target has been placed in the target chamber at 
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room temperature. Workers at the NBS, Boulder, 
have tested several components of this original 
design. 

They tested the electromagnetic repulsion 
system for the cryogenic target cell at room tem-
pcralure. The electromagnet inductance was 
150/41: discharging a 160-jiF capacitor at 435 V 
through it gave an average velocity of 259 cm/s to a 
5.1-gm aluminum test cell with a 3.6-cm-diam repul­
sion flange. The flange would thus clear the target in 
Ics ihan 10 ms. This performance should be im-
p,o\cd with both the repulsion coil and the cell at 
i.nogcnic temperatures. 

NHS. Boulder, also tested the thermal perfor­
mance of the intermediate cryogenic shield sur­
rounding ilie target cell (the shield is held to the 
cryogenic tip of the pylon by gold-plated spring 
lingers). When the point of attachment of the shield 
to the pylon was at 20 K, the temperature of the 
shield itself was 40 K at the attachment and 43 K at 
the free end. No other cryogenic shields were 
located between the test shield and the room-
temperature vacuum chamber, hence the heat load 
was due only to radiation. We conclude that this in­
termediate shield arrangement would be more than 
adequate in actual use. 

As we discussed in the last Annual Report,5-1 

firing any cryogenic target in the target chamber 
will require the presence of a cold, light, rapidly 
removable cryogenic cell to maintain the target dur­
ing final positioning. The cell must be coolable to 
10 K or below while exposed to ambient radiation 
and must contain several hundred millitorr of 
helium exchange gas to provide thermal contact 
with the target. The exchange-gas escape rate must 
be less than 0.5 seem to prevent the target chamber 
pressure from rising above 10"' Torr. The cell seal 
must, however, be completely dry and easily broken 
•„) ensure that the target will not be jarred by the cell 
removal. 

V.'e are developing two types of seal, which are 
shown schematically in Fig. 4-80. The lapped flange 
seal can be cooled by a cryogenic target mount 
flange. Thermal transport occurs by means of the 
exchange gas in the seal gap, whose pressure must 
be high enough to fall in the gas-conduction regime. 
For a 10-̂ m gap, this pressure is above 300 mTorr. 
In preliminary work, we measured a leakage rate of 

Fig. 4-80. Schematic of two types of dry, demountable 
cryogenic seals: (a) lapped flange and (b) layered mylar. 
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0.3 seem with a cell-gas pressure of about 
500 mTorr. The mounting flange was cooled to 
about 10 K. and the 12.7-mm-o.d., 6.4-mm-i.d. 
flange was lapped to a 10-^m finish. These results 
are encouraging. However, the lowest cell tem­
perature obtained was only about 20 K, and in con­
tinuing work we will attempt tr 'ower this by sur­
face treatment of the mating flanges and by varying 
the geometry of these surfaces. 

The layered mylar seal provides thermal insula­
tion, as well as a slow leak rate, and it is very useful 
when the target is held by the sort of noncryogenic 
pylons that are currently in use. In this case, all 
cooling must be provided by the cell retraction 
mechanism. In our initial tests with the cell around 
20 K the seal leak rate was 0.018 seem with 1 Torr 
cell pressure. The leak rate for this type of seal is a 
strong function of sealing force. 

We have embarked on the development of a 
cell retractor capable of providing cryogenic cooling 
to the target and target cell. Figure 4-81 is a 
schematic of the cryogenic cell retractor. The 
cryogenic shield is thermally coupled to the cold 
finger by helium exchange gas. This shield can act as 
the freezing cell for a target held on a room tem­
perature mount using the layered mylar seal (as 
shown in Fig. 4-81). Alternatively, it can completely 
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Fig. 4-81. Schematic of cryogenic retractor. Cooling is provided by the retractor mechanism, but can slso be supplied by the target 
mount. 

cover a freezing cell held on a cryogenic mount, 
thereby providing a radiation shield. Again, NBS, 
Boulder, is participating in this work. 

In operation, the cryogenic shield is retracted 
from the target by an electromagnet repulsion 
scheme similar to that used in our earlier retractor 
designs. The retraction compresses the soft bellows, 
which thus absorbs the impulse from the elec­
tromagnet. NBS. Boulder measured the shield posi­
tion vs lime of a prototype retractor at room tem­
perature to obtain the results shown in Fig. 4-82. 
The time for the tip of the shield to clear a target is 
about 3 ms. This is at least an order of magnitude 
faster than the fuel vaporization time in the 
presence of radiation. 

They have also tested the ther.mal performance 
of the prototype and found that the cryogenic shield 
varied between 5 and 14 K, depending on radiant 
heal load, even though the temperature of the thin 
sleeve around the cold finger remained at 5 K. This 
indicates a high thermal resistance between the 
shield and ihe sleeve, probably due to an epoxy 
layer between the two. We will replace this epoxy 
with a more highly thermal conductive solder. 

Author: T. P. Bernat 
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Fig. 4-82. Results of tests on cryogenic retractor: shield posi­
tion vs time measured in air at ambient temperatures. 
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High-Rate Manipulation, 
Coating, and Transport in 
Target Production 

To continue our efforts of 1977 and 1978. we 
are studying the problem of producing ICF targets 
at a high rate and with high yield in a "Target Fac­
tory." In this article, we evaluate possible incor­
poration into a factory scenario of some techniques 
developed or perfected during 1979: we also attempt 
to identify areas where further work is needed. In 
what follows, we consider the double-shelled target 
shown in Fig. 4-83, which has many of the features 



Fig. 4*83. The target designed for use in reactors h a 0.5-cm-diam nested multisnell (each shell consists of several layers.) 

• • & * * 

of the complex, reactor-type targets that must be 
built in an automated processing system. We discuss 
the production processes for each of the elements of 
the target in the paragraphs that follow. 

Inner Shell Production. The inner high-Z, high-
density coated shell can be fabricated with a system 
that we outlined in the 1977 Annual Report. 5 4 In 
this system, the shells are formed, filled, charac­
terized, and coated with several layers. 

Second Shell Prod'iction. The technique of 
nesting a multilayer shell inside a larger second shell 
with centering tolerances of ±ljum has been 
demonstrated (described in "Double-Shell 
Targets," this section). Considerable development is 

needed to bring this technique to production rates. 
The inner shell could be delivered to the thin films 
at high rates and sandwiched between two films in 
much the same way that small parts are packaged. 
The lower film would constitute a conveyer belt 
upon which the shells are deposited, and the upper 
film is pressed over it in a compression system that 
is shown in Kig. 4-84. The success of this approach 
would depend on the development of noncontact 
suspension techniques of very thin films (0.1 Mm). 
With this technique of inner-shell suspension, the 
second shell must be assembled about the inner sheil 
from hemishells. (Several techniques of forming tut 
hemishells are described in "Double-Shell 
Targets.") Machining complete hemishells is a 
process that could extend to a production system 
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but may be very expensive and may preclude our 
trying to provide these targets for a few cents each. 
There are other approaches, such as molding, that 
offer the possibility of reducing the cost of complete 
hemishells. 

Assembling hemishells accurately about a 
sandwiched shell has a comparable analog in 
current production technology. Mask alignment in 
the semiconductor industry is routinely accurate to 
well within 5 /im. Probably an automated optical 
feedback manipulator system could align 
hemishells. though the expense of such a process 
could again be prohibitive. 

Assembling these hemishells in a high-pressure 
D-T chamber can provide the fuel inside the outer 
shell that is later frozen to a uniform layer, as dis­
cussed in "Condensed D-T Layer Formation," this 
section. Since the bulk of the fuel in these targets is 
contained in this layer, filling towards the end of a 
target process minimizes the tritium inventory in the 
target factory. The tritium inventory will then be es­
sentially the fuel in those targets stockpiled against 
an interruption in target factory output. 

The last technique for forming the outer shell is 
an extension of the technique discussed in 
"Molecular Beam Levitation During Coating." 
above. An assembly consisting of the inner coated 
shell and webbing is nested in a mandrel shell 
formed from thin hemishells. These hemishells are 
very thin and are only a small fraction of the 
thickness of the ablator layer. This complete 
assembly is then coated as a shell to provide a 
seamless second shell. 

Because the mandrel is very thin, it cannot con-
lain the fill at noncryogenic temperatures. The 
coating process is then constrained to coat with op­
timum surface finish at cryogenic temperatures. 
Physical vapor-deposition coating techniques would 
be required at low coating rates to minimize 
heating, as well as in the presence of an exchange 
gas. These constraints make the coating process 
very difficult. The resultant low coating rates would 
require that the targets spend a much longer time in 
processing. The extended processing time can boost 
the tritium inventory to an unacceptable level. A 
better option may be to coat targets unfilled except 
for the fuel in the inner high-Z coated shell and 
develop drill and plug techniques to fuel the target 
late in the processing sequence. 

Transport Levilator. Projected laser fusion 
targets for power reactors will require surface 

Fig. 4-84. The shells are pliced on a thin plastic film and then 
sandwiched by the addition of a second film. 

\ Air flow 
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finishes on the order of 100 to 1000 A: further, the 
targets must be delivered with reliabilities ap­
proaching 100%. One concept for providing these 
targets is to sequentially lead a single target through 
several well-characterized processes.- Contact-free 
support, manipulation, and transport of these 
targets ease contamination problems and should 
improve the controllability of any process. Several 
levitation schemes seem capable of this task, but 
none is universal. The suitability of any scheme is 
specific to the material of the target and the coating 
process. 

Optical Icviiation uses photon momentum to 
support and move shells. The photon flux capable 
of supporting targets will heat the target to a few 
hundred degrees Centigrade in the vacuum environ­
ment squired in many processing steps. This 
healing may be unacceptable. Acoustic levitators 
fail to operate in a vacuum, but they may find use 
for transport between processes because of their 
simplicity and reliability. This is true even though 
the target must be brought to near atmospheric 
pressure before transport and must be returned to a 
vacuum environment before a subsequent vacuum 
process could proceed. 

Our efforts in developing the molecular beam 
levitator'''''57 show it is capable of providing support 
in the range I0"4 to 10° Torr. which is sufficient for 
many processes. One possible drawback to the 
molecular beam levitaior is that advanced 
manipulation systems could require elaborate, very 
low-pressure pneumatic systems. 

Magnetic levitators5S require some process to 
provide a high-quality ferric coating before the shell 
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Fig. 4-85. The transport tevitator consists of a quadrupole rail, each of whose electrodes is segmented to provide the propelling or lifting 
force. 

could be injected into the general handling system. 
The use of ferric material could also be detrimental 
to the target design. 

Electrostatic and electrodynamic levitalors 
(shown in l-'ig. 4-851 apply a force to the charged 
shell by controlling the electric fields at its surface. '' 
This typo of levitator is independent of pressure, 
material, and temperature, hut the shell must 
remain reliably charged during processing. We 
earlier demonstrated this type of levitator in a 
quadrupole ring configuration6" that was unable to 
transport charged targets; it could only support 
them. We have now extended this effort to incor­
porate transport. 

We have again constructed a prototype linear 
electrostatic levitator around a basic quadrupole 
rail that is segmented, as shown in Fig. 4-85. As in 
any quadrupole. the opposite electrodes A + C are 
driven 180° out of phase from electrodes B + D. In 
addition, a dc potential is applied between the ver­
tical electrodes A + C to offset gravity. With the 
currently used charge-to-mass ratio of I0"4 C/Kg. 
this offset potential is 300 to 500 V. Impressed on 
these electric fields are the fields to transport. The 

schematic in I ig. 4-86 shows thi: voltages delivered 
to the transport rail, l-very third segment of each 
rail is drive.i in phase from a source of three-phase 
ac at ± I kV peak to peak. Tnis voltage (whose fre­
quency is variable from 0.008 to 1000 Hz) provides 
possible target velocities of 0.03 cm/s to 3.8 X 
I (V1 cm/s. allowing a wide range of transport 
velocities to be investigated. 

With the levitator operated horizontally in air. 
we have demonstrated '.hat velocities of 4.87 cm/s 
can be reached before the air drag exceeds the 
transport fields. In the vertical or li'.'t position, the 
system has been capable of velocities of 3.6 cm/s. 

Production Rate. We anticipate that any target 
factory will incorporate a number of sequential 
processing steps, some of which we can identify 
already, and some that may lie in the future. Both 
target production rate and target inventory (in­
cluding the very important consideration of tritium 
inventory) will be determined by types of processes 
and their sequence. We have begun a parametric 
study of how production rate and inventories are af­
fected by proposed processing systems. A study of 
this type will lead to an understanding of the factors 
that have a major influence on the operation, and 
cost of a target factory. By recognizing the produc­
tion processes that may have difficulty in meeting 
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Fig. 4-86. The potentials are applied to the transport levltator with a very simple system operating at 60 Hz. 

target production criteria, we can focus our research 
efforts or emphasize more favorable processing 
systems. This study is now in its infancy, but we an­
ticipate its completion during 19X0. 

Author: \V. 1.. Johnson 
Major Contributor: J. W. Sherohman 
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Diagnostics Technology 
Introduction 

The mandate of the Laser Fusion Program's diagnostics effort is to provide ap­
propriate measurement technology at a pace consistent with our rapidly evolving interac­
tion and implosion experiments. At the same time, we must perform diagnostics on targe! 
physics and dynamics whose parameters vary on the scale of micrometers and picoseconds 
To meet these twin goals of extreme accuracy and rapid evolution, our diagnostics program 
is necessarily both sophisticated and developmental. 

In general we approach diagnostic problems in two ways: 
• Using state-of-the-art (perhaps commercially available) detection systems, which 

provide reliability and modest resolution as on-line diagnostics. 
• Pursuing in-house development of high-resolution, high-technology instrumenta­

tion and techniques, in some cases in collaboration with university or industrial groups. 
Because of the high temperatures involved in fusion experiments, target emissions o| 

primary interest are 
• Xraysof lOOeVto lOOkeV. 
• Thermonuclear reaction products such as neutrons, alpha particles, and MeV 

protons. 
• Several neutron-activated species. 
During the past year we made significant progress in our ability to diagnose dri\e. 

preheat, and final-fuel conditions in high-convergence targets. We can also field diagnostics 
and retrieve data on the large and complex Shi\a laser system in an automated, more 
reliable fashion. 

In high-convergence target designs, we have traded the high temperature o( earlier 
thin-shell targets for higher density and pR in the compressed fuel and surrounding glass 
pusher. As a consequence, valuable compression diagnostic techniques such as alpha-
particle images and keV-range x-ray images are no longer suitable, because of reduced emis­
sions and increased opacities for both. Several diagnostics which address these problems are-
discussed in separate sections below, and are then brought together in a discussion of their 
application to intermediate-density targets. 

Several representative articles describe recent advances in spatially, temporally, and 
spectrally characterizing x-ray emission from laser-irradiated targets. These include 

e Improved spectral and temporal characterization of our broad-band sub-kilovolt 
spectrometer "Dante." 

• Similar work with, and absolute calibration of, our sub-kilovolt x-ray streak 
cameras. 

• Continued developments of x-ray mirrors and lenses for future experiments. 
Other articles describe 
• The mating of an x-ray microscope and streak camera, which will allow us for the 

first time to study space-time dynamics of selected Shiva targets (Fig. 5-1). 
• Work on measuring stimulated scattering and associated target preheat. 
• Recent advances in our ability to diagnose neutron yield and relative emission time; 

this is of particular significance for anticipated experiments next year with velocity-
multiplying double-shell targets. 

Fast data retrieval and analysis, an aspect of our work which received significant atten­
tion during the past year, :s important to us in two ways. Expeditious data management 
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allows us to effectively digest and utilize in a timely fashion the considerable amount of in­
formation produced in our rapidly evolving experimental program: this in turn permits 
more efficient use of valuable manpower. A long-term approach to data handling and 
storage, a new diagnostic-data computer facility, and a sampling of new data-handling 
routines are described in this section. A substantial effort has been made, for example, in 
computer-compatible readout systems employing charge-coupled devices (CCDs); applica­
tions of such systems to streak cameras, imaging devices, and transient digitizers are also 
presented. 

We expect a significant payoff from our accrued capability in data retrieval and 
analysis to manifest itself in a more timely, effective and complete digestion of experimental 
results, as well as in a substantial reduction of manpower now invested in relatively routine 
procedures. 

Authors: D. T. Attwood and V. W, Slivinskv 

Temporal Response of the 
XRD-31 X-Ray Diode 

The LLL laser program uses fast x-ray diodes 
(vacuum photoelectric diodes) to provide spectral 
and temporal information about low-energy x rays 
emitted from Argus and Shiva fusion targets.'-2 For 
x-ray energies below 1.5 keV, the typical detector 
channel consists of a filter, an XRD-31 x-ray diode2 

(made by EG&G to LLL specifications), high-

quality signal cable, and a large-bandwidth tran­
sient recorder. We recently measured the temporal 
response of a high-quality XRD-31 detector system 
at the Monojoule laser facility.-1 Those measure­
ments and results are described in this article. 

The XRD-31 system being characterized con­
sists of 

• A vanadium filter 4000 A thick. 
• An XRD-31 with 2.1-mm anode-cathode 

spacing, biased at 5 kV. 
• 30 nsof 1/2-in. air-dielectric coaxial cable. 
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• A 4-GHz. TSN 660 (Thomson-CSF) oscil­
loscope. 

The impulse response of a fast x-ray detector 
system is best determined using a pulsed x-ray 
source with an emission time much less than the 
detector-system F W H M . The Mono joule laser 
facility, equipped with x-ray diodes and an x-ray 
streak camera, is a well-characterized x-ray source: 
with an incident 50-ps optical pulse, x-ray bursts of 
70 to ! 10 ps are generated with sufficient intensity 
to lest our detectors. We measure the temporal 
characteristics of the x-ray source with a 15-ps x-ray 
streak camera. 4 then unfold them from the recorded 
diode signal to determine the diode system impulse 
response. 

In <ur measurements, a I-J, 50-ps, 1.06-«m 
laser pulse focused on a planar Ti target generates a 
nominal 100-ps FWHM x-ray pulse (depending on 
energy). An X R D - ' l detector system and a soft <-
ray streak camera (SXRSC) simultaneously delect 
emitted x rays. For x-ray burst durations signifi­
cantly longer than the 15-ps resolution, the SXRSC 
provides a direct temporal measurement of the \-
ray source. The SXRSC is also fitted with a 4000-//-
thick V filter: with the V filters, both detectors re­
spond to x rays between 300 and 500 eV. 

X-ray signals measured on a typical 1-J laser 
shot are shown in Fig. 5-2. Raw data for the XRD-
31 system show a 197-ps FWHM, and some ringing 
[Fig. 5-2(a)]. The SXRSC data [Fig. 5-2(h)] show 
the x-ray pulse on this shot to have a !02-ps 
FWHM. To determine the impulse response of the 
XRD-31 detector system, we unfold the x-ray tem­
poral distribution from the recorded XRD-31 
signal: the XRD-31 system impulse response thus 
determined is shown in Fig. 5-2(e). It is about 
140 ps FWHM. and shows some ringing. 

We also recorded data using a series of x-ray 
pulses separated by 217 ps, to demonstrate the 
resolving power of the XRD-31 system. To generate 
the x-ray pulse train, the incident laser beam was 
passed through a 217-psetalon. Figure 5-3(a) shows 
XRD-31 data recorded on a typical shot. The pulse-
has •! 565-ps FWHM, with 10';7r modulation near the 
peak. From the raw XRD-31 data . i t isunclearwh.i l 
the input x-ray temporal distribution looks like. The 
modulation near the peak suggests multiple pu ;ses. 
and the broadening suggests the x ray" are emitted 
over several hundred ps. 

Using the previously determined impulse 
response function for the XRD-31 system [Fig. 

Fig. 5-2. XRD-31 system impulse response determined from 
data recorded on a l-J laser shot: (a) XRD-31 da'a; (b) soft 
x-ray streak camera (SXRSC) data; (c) inferred XRD-31 
system impulse response, found by unfolding the x-ray tem­
poral distribution (b) from the measured XRD-31 data (a). 
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5-3(b|[. the XRD-3I data recorded on this shot can 
be unfolded to determine the \-ra\-source temporal 
characteristics [ Fig. 5-3(c)|. Temporal output of the 
x-ray source as recorded by the SXRSC is show n for 
comparison in Fig. 5-3(d). The unfolded XRD-3i 
data shows the same basic detail as the SXRSC 
measurement, thus r emons t ra t ing the 200-ps 
capability of the diode detection system when 
properly characterized. 

In fig. 5-4. the running integral of the unfolded 
XRD-31 data is compared with that of the SXRSC 
data, showingthal relative area under the individual 
peaks is preserved. 

The ability to unfold a set of data , as 
demonstrated above, is dependent on the data 
quality. Typically, detailed structure on time scales 
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Fig. 5-3. XRD-3! systeu response on * laser shot producing 
> series cf x-ray pel** actuated !»y 217 ps: (•) XRD-31 
d i d ; (b) XRD-3] system inpalse response, as detenaiaed 
from angle-pubse exjwriaeal; (c) x-ray source temporal dis-
tributiog, found by uafoMiat die system impalse response 
from (he recorded XRD-31 lata; (d) x-ray sonrce temporal 
distribution measured with the SXRSC, for comparison. 

Time (ns) 

Fig. 5-4. Fraction of x rays emitted »s timr. A comparison of 
roe SXRSC data (Fig. S-3M)] with the unfolded XRD-31 
data [Fig. S-3(c)| stows that the relative intensities of the 
fire pulses remain the sane for both Methods of measure-
e:ent. 
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less than 75% of the width of the system impulse 
response should be seriously questioned. The unfold 
in Fig. 5-3(c) is correctly interpreted as a series of 
short x-ray pulses spaced about 2 I5 ps apart. The 
relative energy in each pulse can be determined 
from its total integral. 

The data presented show what can be done 
with a well-rHraclerized X R D - 3 1 system in a low-
noise environment. The single-pulse data show that 
an X R D - 3 1 system with a 4 - G H z T S N 660 os­
cilloscope has an impulse response of 140 ps 
F W H M . The etalon data demonstrate that such a 
system can just barely resolve x-ray pulses spaced 
217 ps apart. We have also demonstrated that under 
favorable conditions the X R D - 3 1 data can be un­
folded to a resolution somewhat better than the 
system impulse response. With a slower recorder, 
such as the I - G H z TekIronies 7912 transient 
digitizer, we would expect an X R D - 3 1 system to 
show an overall impulse response of 400 ps. 

Authors: R. A. Lerche and D, E. Campbell 
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Filtered-Mirror Sub-keV 
X-Ray Measurement System 

A ten-channel filtered windowless x-ray diode 
system has been used at the Shiva laser since 
January 1979. 5 This system has a problem, inherent 
in all filter/detector x-ray measurement schemes: 
because the filter transmission above the absorption 
edge of the filter material makes contributions to 
the recorded signal, the resolution and accuracy of 
channels at or below the peak of the spectrum to be 
measured are significantly degraded. We therefore 
designed and installed u five-channel fillered-mirror 
system, using critical-angle reflection by vitreous 
carbon and beryllium mirrors to remove the 
unwanted high-energy response. The mirrors were 
aligned to an accuracy of 0.01° and pinned in posi­
tion with a rigid cassette mounting to ensure proper 
alignment [the mirrors and their mounting 
hardware were designed and built by Lockheed Palo 

Alto Research Laboratory (LPARL) to LLL 
specifications]. 

Figure 5-5 shows the mirror reflectivity a rd the 
boron filler transmission for the lowest energy 

Fig. 5-5. Carbon mirror reflectivity and Mm boron filler 
transmission, for lowest energy channel. 
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Fig. 5-6. Experimental geometry for Shiva filtered-mirror x-ray diode system. 
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channel. Note how with increasing energy the 
mirror reflectivity drops to / e m as the litter 
transmission increases. The mirrors suppress the 
response to energetic photons hy at least an order of 
magnitude. 

The physical arrangement of the filtered-mirror 
system is shown in Fig. 5-6. Tahle5-1 outlines the 

Table 5-1. Characteristic! of the Shiva filtcrcd-mirror 
sub-kcV x-ray measurement system. 

Filters 

Absorption 
edge 

Edge energy 
(kcV) 

MirroK Absorption 
edge (nm) 

Edge energy 
(kcV) Material Angle 

Boron-K 1.0 0.19 Carbon 5.04° 
Carbon-K 1.9 0.28 Beryllium 3.41° 
Vanadium-L 0.5 0.52 Carbon 2.43° 
Chromium-L 0.6 0.58 Carbon 1.91° 
Cobalt-L 1.0 0.79 Carbon 1.98° 
Aluminum-K 9.2 1.56 None 

essential parameters of each channel, and Rg. 5-7 
gives the response of each channel to a Hal spec­
trum. 

Hxcept for the presence of the mirrors, the 
fillered-mirror system is similar to the ten-channel 
system mounted directly below it on the Shiva 
target chamber. The system consists of six low-
energy x-ray channels; live are filtcred-mirror chan­
nels and one is a higher-energy (aluminum K-edge) 
channel that does not use a mirror. The six-channel 
system uses 0.l-pm parylcne blast shields for UV 
absorption, and last, small, x-ray diodes. Data 
recording is done on Tektronix R7912 digitizing os­
cilloscopes, for preliminary analysis on the Shiva 
11/70 computer and eventual transfer to the Oc­
topus system for final processing. 

We have been using the filtered-mirror system 
routinely since August 1979. The system not only 
provides us with a valuable new sub-kilovolt x-ray 

Fig. 5-7. Filtered-mirror system channel responses to a Hat spectrum. 
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diagnostic instrument, it has provided us with more 
accurate information about the low-energy photon 
spectrum. Further, by comparing spectral results 
from the six-channel filtered-mirror system with 
those of the ten-channel system, we have obtained 
additional information about the angular distribu­
tion of soft x rays. 

Authors: R. A. Heinle and K. C. Tirsell 
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Development of a 
Time-Resolved, Broad-Band 
Sub-Kilovolt X-Ray Spectror ter 
for Absolute Flux Measurements 

We have previously described the development 
of a soft x-ray streak camera (SXRSC) which is sen­
sitive to x rays > 100 eV and has a lime resolution of 
15 ps'\ A version of the camera has been used at 
Argus to measure the time history of the x-ray emis­
sion in three broad-bam' energy channels hclou 
I keV. The SXRSC has established its value as an 
important diagnostic tool, recording data on a 
routine basis for a variety of targets. 

We have now designed and implemented a 
technique to perform intensity calibrations of the 
SXRSC which will make possible absolute flux 
measurements of x-rav emission below I keV. 

Preliminary results from the calibrations, and the 
techniques used, are discussed below; we also 
describe the SXRSC as it will be fielded on Shiva. 

Shiva Spectrometer. The SXRSC is similar to 
the instrument whose development is described in 
previous annual reports''""; as it will be fielded on 
Shiva (Fig. 5-8), the SXRSC is designed to make 
spectrally resolved absolute flux measurements of 
the sub-kilovoli x-ray spectrum from laser fusion 
targets. Using methods similar to those used at 
Argus, we obtain broad-band spectral resolution us­
ing x-ray mirrors and transmission filters. Seven 
mirror-filter combinations, listed in Table 5-2, have 
been designed lo cover the range from 100 to 
930 eV. Calculated relative spectral responses for 
the seven channels are compared in Fig. 5-9. 

The mirror materials and angles were chosen lo 
provide efficient reflection in the way region of in­
terest and discriminate against x rays having 
energies greater than the liller cutoff. The seven 
material/angle combinations require only two 
separate mirrors, one at iwo degrees and one at four 
degrees. The mirrors arc fabricated by polishing the 
carbon and germanium surfaces lo optically flat 
finishes and \apor-depositing nickel and aluminum 
over part oi their respecti\e surfaces. Using such 
composite mirrors greatly simplifies ihe alignment 
procedure. In reducing the number of mirrors 
which must be positioned. 

The SXRSC dala recording medium will be a 
CCI) acti\c-rcadoiil detection system'' directly 
linked to Ihe Shi\a computer system. Data in the 
form of a digili/ed two-dimensional image will be 
available for analysis immediately after Ihe shol, 
bypassing the time-consuming processing and 

Fig. 5-8. A schematic of the SXRSC as it will be fielded on the Shiva laser system. 

Filter pack 
X-ray streak camera 

CCD readout 

cathode 
substrate trigger 
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Tabic 5-2. Minor/filter combinations for the SXRSC x-ray channels at Shiva. 

Mirror Angle Filter 
Thickness 
fjig/cm2) (eV) 

E 
(eV) 

AE; FWHM 
(eV) 

Carbon 4° Carbon 300 280 230 72 
Nickel 4" Vanadium 250 513 476 86 
Nickel 4° Chromium 300 575 525 114 
Aluminum 2" Iron 500 708 633 117 
Aluminum 2° Cobalt 600 778 700 143 
Germanium 2° Nickel 600 855 766 168 
Germanium 2° Copper 600 930 819 224 

I IK. 5-9. ('alculatcd relative spectral responses of the seven x-ray channels to be used with the SXRSC at Shiva; included in the response 
itirvcs Is the gold photocalhodc sensitivity, (Sec Table 5-2 for further characterization of each channel.) 

0.6 0.8 

Energy (keV) 

di.'Mi/mg of film data presently required for quan-
::',iiive analysis. 

Capacity for a hard x-ray fiducial and for 
>• ir-.c pinhole imaging has been incorporated into 

ik- SXRSC design on Shiva. The hard x-ray fiducial 
allows us to determine the lime of emission of the 
suh-keV x rays relative to x-ray energies greater 
than I keV. The fiducial is a direct line ofsight from 

the target to the entrance aperture of the SXRSC; 
the x-ray mirror is not used, but a K-edge filter can 
be placed so as to define the higher-energy x-ray 
channel. Complemented by other streak camera 
data, the fiducial will allow us to investigate the tim­
ing relationships among the total x-ray spectrum. 1 0 

The pinhole imaging system will permit us to 
spatially localize observed emission areas. 

Calibration of the SXRSC. Calibration of the 
SXRSC is done in a pulsed mode, approximating as 
nearly as possible the experimental configuration in 
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Fig. 5-10. A schematic of the calibration set-up at the Monojoule laser, for calibrating the SXRSC using a pulsed source. 

Three thin filters-

3-channel X R D 
detector system 

Incident laser: 

t = 1.0B j im 

Three x-ray mirrors 

Soft x-ray streak camera 

which il is used. Pulsed-mode calibration is 
inherently as reliable and accurate as the steady 
state method employed with other detectors used 
for low-energy x-ray measurements, although 
source characterization may he more difficult in the 
pulsed mode. The SXRSC's fast timing charac­
teristics discriminate against unwanted late signals, 
which presently preclude calibration in a steady-
state mode. 

We have assembled a calibration facility using 
the Monojoule laser to create a pulsed x-ray source. 
A schematic of the arrangement is shown in Fig. 
5-10. A 50-ps pulse of 1.06-̂ im light having energy 
up to I J irradiates slab targets of various materials 
at normal incidence. Three absolutely calibrated x-
ray diode (XRD) detectors on an angle of 45° to the 
target normal measure the sub-kilovolt x-ray 
fluenee from the target. The SXRSC is also placed 

at 45° to the target normal, al W" from the X R I X 
To I'.htain the calibrations. time-resoKed signals 
from the SXRSC are integrated and compared with 
integrated fluences measured b\ the XRDs. 

The SXRSC is calibrated in three x-ra\ energy 
channels defined b\ ihin x-ray transmission (liters 
; nd gra/ing-incidence x-ray mirrors. Similar chan­
nels are defined for the XRDs, also using sets of \-
ra\ transmission fillers. A comparison of the spec­
tral channels for the SXRSC and the X,"1 Ds is 
shown in r ig. 5-11: responses of the SXRSC and 
XRD channels have been matched as closely as 
possible in order to reduce errors due to variation in 
the spectral emission shape. 
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Fig. 5-11. A comparison of normalized channel responses for 
the X R D detectors and SXRSC used for the calibrations. 
The response functions between the different detectors have 
been matched as nearly as possible to minimize effects due to 
structure in (be x-ray spectrum. 
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We have nieiisured Ciich of the components o f 
the channels to accurately determine the spectral 
dependence o f the camera response (Kips. 5-1 2 to 
?- !4) . X - r a \ transmission h\ the f i l ter foi ls is 
measured using proton- induced line sources in the 
sub-k i lovo l l region. I ' igurc 5 -M shows data for a 
typical set o f f i l ters; the data are fit using tabulated 
absorp t ion coefficients to determine fo i l thickness. 

Fig. 5-12. Representative measured x-ray fluences from the 
various laser targets used to calibrate the SXRSC. Large 
fluence variations among the targets at higher energies are 
evidence for emission in this region. 
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Wc hase also measured the re l i ed ion efficiency of 
the w a s mi r rors ( I it*. 5- I3) . Below I keV we u.-.c 
pro ton- induced l ine emission; at higher energies »c 
use a con t inuum w a y source produced h\ electron 
brenisstrahlung. The curves d rawn through the data 
are predict ions of the ref lect ion e f f i c ien t ) , using a 
semiclassical calculat ion adjusted to fit the d a t a . " 
The three X R I ) detectors wi th a lum inum cathodes 
have been cal ibrated in the norma l fashion and 
agree w i th stable and reproducib le cal ibrat ions 
f rom simi lar instruments. 

Var ious target materials are used for the 
cal ibrat ions, f o r our laser operat ing parameters, 
the target spectrum above 250 eV is dominated by 
line emissions. By using various targets we can 
change the energy o f the line emission and thus test 
the dependence o f the cal ibrat ions on the source 
spectrum. Source spectra f r om var ious targets 
measured by the three-channel X R D system arc-
shown in Fig. 5-12. Near 200 eV the lluences f rom 
t i t an ium, vanad ium, and i ron are simi lar, whi le the 
carbon target fluence is greatly reduced. A t higher 
energies the fluences vary greatly depending on the 
target because the spectrum is dominated by lines, 
f ' o r example, by changing the target atomic number 
Z by one. f rom t i tan ium to vanad ium, the fluence in 
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Fig. S-13. Measured reflectivity of the three SXRSC x-ray mirrors; curves were generated from a semiclassical reflectivity theory 
adjusted to fit the data. 
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Fig. 5-14. Measured transmission of the filler foils used in Ihe SXRSC calibrations. 
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Fig. S-IS. The two-dimensional streak image of typical SXRSC calibrtiion, showing (a) the film image and (b) a contour plot of the two-
dimensional digital image. Calibrated streak records of the three x-ray channels are shown in (c). 
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Fig. 5-16. Typical SXRSC calibration data from various targets, for three soft x-ray regions; lines represent fits to the data. 
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the 500-cV channel decreases by more than an order 
of magnitude. Line emission from highly ioni/ed 
vanadium is at a higher x-ra> energy than that from 
cold vanadium: the strongest vanadium lines shift 
above the L absorption edge of a vanadium filter, 
while the hot titanium lines lie below the edge. 
Similarly, an iron target signal observed through an 
iron filter is also greatls reduced. For the carbon 
target, peak output is observed in the 280-to-5IO-ev 
channel which includes the highly excited carbon 
lines. 

An example of SXRSC calibration is shown in 
Figs. 5-15 and 5-! 6. Each data set consists of a num­
ber of laser shots taken with various targets. 
Figure 5-l5(a) gives film data from a titanium target 
(calibrations have also been performed using a 
CCD active readout system). Film density is 
converted to light exposure, using a calibration 
curve produced for each shot on the film. The film 

data is processed and converted to a digital contour 
plot [Fig. 3-15(b)) using a microdensitomeler: the 
pairs of vertical lines parallel to the streak direction 
denote the x-ray channels. The data are further 
reduced (Fig. 5-1:5(c)] to time histories of the three 
x-raj bands, by averaging across each x-ray chan­
nel: the curies have been plotted using calibration 
factors determined for each channel. 

The calibration factors are determined by com­
paring the integrated time history of each SXRSC 
channel with XRD measurements of total fluence in 
the corresponding energy bands. The data are then 
corrected to account for the difference in channel 
spectral response between the SXRSC and the 
XRDs. Th.se corrections are usually less than 10%, 
but can be as large as 50% depending on the target 
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material. Figure 5-16 shows plots of the integrated 
response of the SXRSC vs fluence into the instru­
ment for three x-ray energy channels. 

Hrrors in the plots, including errors in film data 
reduction and integration of the XRD output, are 
climated at 20%: this is consistent with the scatter 
'. • • this set. which is about 25%. Systematic errors in 
. .liihrating channel components increase the es-
ii!,,.cied error of the measurement to 35%. Potential 
.•stcm.itic errors in the method of data reduction, 
• ,i t ri .is a\craging over the x-ray spectra and chan-
ijl i espouse, are being investigated. These unccr-
.•I'ltn-N in data analysis are due to using broad-band 

.: ,i..icls in the calibration, and can be reduced by 
:>,insuring the x-ray spectra from the targets, or by 
•jsmg much narrower channels which reduce the 
spie.ul ol energies over which the channels must be 
.neruged. 

In summary, we have developed a calibration 
procedure to measure the absolute spectral sen-
siimly of the SXRSC. A further improvement, in-
\olung a more accurate characterization of the lines 
emitted from the source, is presently underway; 
when this spectrum is measured, a more thorough 
dala analysis will be possible. We will continue to 
refine the calibrations and investigate the x-ray 
response of the camera. Other photocathode 
materials are also being investigated, as discussed in 
the following article. 

Author: R. L. kauffman 
Major Contributors: H. Medecki, E. L. Pierce, and 
(.. I.. Stradling 
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Gold and Cesium Iodide 
X-Ray Photocathodes 

Time-resolved x-ray measurements using x-ray 
streak cameras are an important means of diagnos­
ing inertial confinement fusion experiments. To 
measure incident x-ray flux intensity overtime, our 
streak cameras utilize the emission current from a 
transmission x-ray photocathode. Gold films 
~100/f thick are commonly used for this purpose, 
In some applications, however, such as x-ray 
backlighting or time-resolved cyslal spectroscopy, 
insufficient x-ray flux can limit the effectiveness of 
gold photocathodes. Improving the sensitivity of 
the streak camera photocathode can thus extend the 
range of application of x-ray streak cameras. 

Initial efforts to establish the optimum thick­
ness of gold photocathodes under standard streak 
camera operating conditions have been previously 
discussed.1 2 Cesium iodide, a photocathode 
material whose sensitivity and secondary-electron 
temporal-emission characteristics are reported to 
compare favorably with those of gold, has also been 
tested.'-1''4 We have utilized the soft x-ray streak 
camera's convenient interchangeable-photocathode 
design to make side-by-side sensitivity and 
temporal-response comparisons of Csl and Au in 
typical picosecond-scale pulsed operations. For 
these comparisons we used composite photo­
cathodes, consisting of up IO six Csl and/or Au 
samples of different thicknesses, vapor-deposited on 
a single carbon-foil substrate. 

We used the Monojoule laser as our x-ray 
calibration facility. X rays were produced by 
irradiating 8-Mm-thick titanium foils in an evac­
uated chamber with short, intense (10 1 3 to 10 1 4 

W/cm2) laser pulses. The target emission was 
filtered using x-ray absorbers and reflectors, to 
define a moderately narrow energy channel. A 4000-
A vanadium foil and a 3° nickel reflector were used 
to form a spectral channel between 400 and 500 eV. 
The x-ray pulse width, which varies significantly 
with channel energy, was measured at ~70 ps 
FWHM. 

A composite-photocathode profile of relative 
x-ray intensity over time, obtained with 1080-/f-
thick Csl and 150-/f-thick Au, is shown in Fig. 5-17. 
The curves confirm the greater sensitivity of Csl and 
show its temporal response to be comparable to that 
of Au for this pulse width. The response curves of 
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Fig. 5-17. Plot of relative intensity over time for the 1080-/4° Csl and 150-/4° Au composite photocathode. X rays are from a target heated 
with a laser pube train produced by sending a 50-ps, 1.06-Mm laser pulse through a 500-ps, 50%-transmitting etalon. The temporal 
response of cesium iodide matches that of gold, with nearly identical pulse shapes down to ~ 1/30 of pulse peak intensity; all pulse widths 
are FVVHM. 
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both materials to each incident x-ray pulse are 
nearly identical down to 1/30 of pulse peak inten­
sity, at which point the Csl curve begins to exhibit a 
low-intensity tail. This late tail may indicate some 
electron straggling from cesium iodide which is not 
present in gold, although other possibilities have 
not been discounted. 

The cesium iodide and gold photocathodes we 
tested range in thickness from 50 to 4000 A. The 
relative sensitivities of all these photocathodes were 
correlated with component samples common to dif­

ferent composite pholocathodes, to scale the Au 
and C-l photocathode response levels. The cor­
relate relative intensities of both materials, for a 
nominal x-ray energy of 500 eV as described above, 
are plotted as a function of thickness in Fig. 5-18. 

The data points in Fig. 5-18 represent the 
relative-response measurements of individual sam­
ples for given material-thickness combinations. The 
iertical bars indicate the shol-to-shot spread in each 
sample's response. These variations stemmed from 
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Fig. 5-18. Relative response-vs-thickness of Csl and gold in response to 500-eV x-ray excitation. The data points represent the relative-
response measurement of individual samples of a given material-thickness combination. The vertical bars indicate the shot-to-shot spread 
of each sample response; the horizontal bars show the measurement uncertainty (±30 A) in sample thickness. Also plotted are intensity-
versus-thickness data, taken with dc, monochromatic, 573-eV excitation and scaled for comparison. 

10 

0.1 

0.01 

j- T^W. 

h 
y j Cesium indido 

• Gold 

A | 
dc. Monochromat ic , 573 eV measurements 

40 60 100 200 400 600 

Photocathode thickness (A) 

1000 2000 4000 

fluctuations in the large! emission spectrum and 
from camera noise. Other variations arose when the 
range of flux levels required to measure the span of 
component sensitivities on several composite 
photocathodes exceeded the camera's dynamic-
range limitations. 

Horizontal bars in the figure show the mea­
surement uncertainty (±30 A) in photocathode 
thicknesses. Very thin (~ 100 A) gold samples show 
a wide sensitivity range: this variation is seen among 
thin samples from any of the several evaporation 
facilities used, and even among samples produced in 
the same evaporation run. The lack of consistency 
in thin photocathode production may be due to 
variable surface properties, uncertainties in thick­
ness measurements, or other unknown effects 

characteristic of very-thin film deposition. Because 
of the variable reproducibility of very thin samples, 
we recommend 200 A as a minimum thickness lor 
gold photocathodes. 

Also plotted in Fig. 5-18 are previously 
measured intensity-versus-thickness data taken with 
dc, monochromatic, 573-eV excitation,14 which 
have been scaled for comparison with our measure­
ments. Our observations of sensitivity-versus-
thickness maxima correspond well with these 
findings. At 500 eV, the optimum Csl thickness of 
1100 A is more sensitive than 200-/f Au by a factor 
of five; larger factors (~30) are expected at photon 
energies of 1.5 keV. The difference between the two 
sets of data, regarding the relative sensitivity of 
cesium iodide and gold, may be attributable to the 
mix of x-ray energies in our source. Efforts are in 
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progress to measure the source spectra, and to con­
firm the larger sensitivity ratios above 1.5 keV. 

Cesium iodide photocathodes are seen to 
significantly increase x-ray streak camera sensitivity 
without appreciably affecting the camera's temporal 
response to ~70-ps structure. We are now im­
plementing these photocathodes in selected applica­
tions requiring increased sensitivity. 

Authors: G. L. Stradling, R. L. Kauffman, and B. L. 
Henke (University of Hawaii) 
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CCD Applications for 
Transient Digitizers 

Streak Camera Readout System. The ultral'asl 
streak camera is one of the most valuable high-
temporal-resolution diagnostic tools available in 
laser fusion research. The need for a totally com­
puterized data acquisition system with which to 
lake full advantage of the ultrafasl camera has been 
previously addressed. I? This year we report the 
development of a high-resolution, large-dynamic-
range, all-solid-stale data acquisition syst'in 
designed specifically for the LLL laser fusion 
program's x-ray and 1.06-/jm ultrafast streak 
cameras. 

Our system design philosophy seeks to achieve 
three primary goals: 

• Minimization of computer processing of 
raw data. 

• Immediate viewing of raw and processed 
data on a standard TV monitor, to determine the 
validity of the information captured. 

• Minimization of the overall external 
hardware and software support requirements. 

Based upon these criteria and our previously 
reported research,16 we have chosen a newly devel­
oped RCA all-buried-ehannel charge-coupled-
device (CCD) as our sensor. This two-dimensional 
solid-slate silicon CCD has a resolution of 512 lines, 
each of which contains 320 individual pixels. 

Because of the all-buried-channel construction of 
the CCD. its dynamic range is greater than 256:1. 
We have also previously determined thai this type 
of sensor provides linear response to both photon 
and electron excitations. 

Using the RCA SID5360I-XO CCD sensor 
satisfies our firs: goal, which is the minimization of 
computer processing before the acquired informa­
tion is valid. Since the CCD is a linear device and 
shows no reciprocity failure even in the picosecond 
time domain,'7 no computer processing, analogous 
to D-log(E) corrections of film, is required. These 
ideal properties of the CCD thus translate directly 
to a higher level of confidence in the acquired streak 
data. 

Our second design goal for a streak camera 
readout system is the ability to display streak data 
on a standard TV monitor immediately after the 
event. This instant playback is especially important 
during the initial streak camera setup and or 
calibration period, during which prompt feedback is 
required for such critical parameters as timing, jit­
ter, and input-beam alignment. In many earlier 
systems, analog video recording devices (such as 
video disks) were employed to accomplish this 
task."1 Unfortunately, these tnalog techniques re­
quire a compromise between instantaneous play­
back and the dynamic range of the instrument. 

To circumvent this trade-off while preserving 
the all-important instant playback feature, we have 
developed a unique all-solid-state, random-access, 
high-speed image memory capable of recording and 
subsequent playback of all 320 X 512 pixels of CCD 
data with an intensity resolution of 256 gray levels 
(8 bits). Furthermore, the image-memory readout 
unit is designed to the specific requirements of the 
streak camera application: timely computer 
processing of the large volume of CCD data is ably 
promoted by such leatures as high-speed direct-
memory-access data transfer in the column, row. or 
diagonal read write modes, 

A number of design features combine to satisfy 
our third goal, that of minimizing the data acquisi­
tion system's external support requirements: 

• With a set of special control lines we can 
program the instrument's operating characteristics 
totally by means of software control. 

• To integrate the readout system into a 
large, instrument-laden laser facility like Shiva, we 
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Fig. 5-19. GaKnl new of Ike CCD fat* uqabHioa tyattm for M exMbig LLL •Ilrafut x-ray sirtak amen. 

have included options which initialize, enable com­
puter, trigger the system, and provide calibrated 
background, jain. and sweep speeds. 

• To simplify the operation of the readout 
i nit. we have developed a new CCD scanning mode 
which removes the need for a pre-event trigger. This 
simplification is of great importance in a large laser 
diagnostic system where various other instruments 
may require complex and precise pre-event triggers: 
an additional load to the master timing network 
may be inconvenient or difficult to achieve. With 
the advent of this new CCD continuous scanning 
mode, the readout instrument need only be 
triggered at event time (zero time trigger). The 
source of this zero time trigger can be conveniently 

derived directly from the streak camera's own sweep 
circuit. 

Figure 5-19 shows a general view of one version 
of the LLL streak camera diagnostic system. In this 
version, the CCD camera portion of the readout 
system is optically coupled to the phosphor end of a 
standard LLL 10-ps streak camera with a 2.5-to-l 
coherent fiber-optics minifier. (This external cou­
pling technique of course offers the advantage of 
minimal hardware redesign in retrofitting existing 
streak cameras with a CCD readout system.) A 
cable connects the camera portion of the instrument 
to the image memory unit: the two sections can be 
separated by at least 100 feet, and data transmis­
sions between the two sections are totally digital. 
Figure 5-19 also shows the instant-playback TV 
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Fig. 5-20. Schematic or u x-ray streak canera data acquisition systcn, implemented in a stand-alone configuration. 
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monitor, a local LSI-11 processor, and a Tektronix 
4006 graphics terminal. In this case, the system has 
recorded a series of l.06-/im etalon pulses, and has 
displayed the recorded data on the "ideo monitor 
both as a two-dimensional intensity-modulated pic­
ture and as a computer-generated line-out profile 
(also visible on the graphics terminal). 

Figure 5-20 shows a schematic of the main seg­
ments of a complete x-ray streak camera data ac­
quisition system and computer interface network: 

• X rays generated by the target in an experi­
ment are recorded by an x-ray streak camera. 

• The phosphor image is transmitted by a 
fiber-optics minifier to an all-buried-channel CCD 
sensor. 

• The analog CCD data is digitized to an in­
tensity resolution of 8 bits at standard video rale 
(6 MHz) and stored in the solid-state image mem­
ory unit. 

• The digitally recorded data in memory are 
accessible either by a computer (in digital format) or 

by the TV monitor (in analog format) as a standard 
interlaced video NTSC picture. 

• The memory unit can be interfaced to a 
local LSI-11 computer bus, for example, or to a 
custom bus (such as the CMOS power conditioning 
bus ai Shiva: see Section 2, "Engineering Summary 
and Update: Power Conditioning") which totally 
bypasses the need for a local microprocessor. 

• Finally, the system is capable of external 
composite synchronization. Video information dis­
played either from memory or at real time can be 
joined with all other video data from diverse sources 
(streak cameras, TV cameras, etc.), and viewed 
through a standard studio TV switching network. 

C'C'I) ITtrafast Transient Recorder. Multi-
gigaherlz oscilloscopes, like streak cameras, are a 
primary diagnostic tool for many laser fusion ex­
periments. From studies using intensified (i.e., 
electron-in mode) CCD readout for an EG&G 
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Fis- 5-21. The IXL/Tek 4-GHZ R79I2/CCI) transient digitizer system, along wllh Ihe associated I.SI-II microprocessor, image 
memory. TV, and graphics terminal. 

Modified R7912/CCD 
transient digitizer 

TV display 

KR2.1 oscilloscope, it became clear that a CCD sen­
sor has many advantages over "onventional 
phosphor/film readout techniques.19 During the 
past year we have made significant progress toward 
producing a practical CCD transient digitizer for 

use in a CCD multigigahertz oscilloscope system: 
advances were made possible by joint efforts of 
LLL. RCA. and Tektronix research groups. 

The 4-GHz CCD uitrafast oscilloscope we 
developed uses many components already devel­
oped for the CCD/streak camera data acquisition 
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system, as a general view of ihe 111 I ek ( ( I) 
transient digiti/er system shows ll ig. 5-2!). 1 he in­
strument 11 sell is hasieall) a lektronix R7912 whose 
original diode target array and read gun have been 
replaced with a vacuum-compalible baek-thmned 
52501 surlace-channcl ( ( I) sensor I'nor research 
determined thai the ( ( I) sensor exhibited main ad­
vantages over the original R7o|2's diode target 
array, the two most important being 

• \ low Jead-laver voltage Ihe dead-layer 
volt.ige is the amount ol energy an input electron 
must dissipate before it can begin generating uselul 
electron-hole pairs within the <( I) sensor Ihe 
writing rale ol the electron gun sensor package is 
directly related to ihe linal number ol signal elec­
trons generated per incident electron Since the 
( ( I) requires a smaller dead-laver dissipation 
energv than ihe original diode target array, a 
corresponding!) lower electron beam energy can 
maintain the same writing rale: this lower electron-
gun energv translates directlv to a higher deflection 
bandwidth ior the modified R 7'J I 2 ( K I . We arc-
able to operate Ihe electron gun at 7 keV. rather 
than the original II keV. which produced a belter 
Match belwecn ihe eL'clron propagation velocity 
and the deflection voltage's phase velocity within 
the helix traveling wave deflection structure. 

• Superior anliblooming proper!) . Ihe an-
ti blooming property ol a ( ( I) is the sensor's abi I it) 
to prevjnt both vertical and horizontal charge 
spillage into adjacent ( C D cells when the sensor is 
overloaded. In the original R79I2. a diod.. target 
array was used to record the electron beam. In that 
design, there was a trade-off between the target's 
antiblooming proper 1 ) and its sensilivitv to electron 
excitations. Now. with the incorporation of a ( C D 
into the R7 l /I2. the excellent antiblooming propert) 
and the high electron sensitivity can be achieved 
simultaneously, which will significant!) improve the 
overall performance of the transient recorder. 

Figure 5-21 also shows a l60K-byte solid-state 
image memory and an LSI-11 local microprocessor, 
designed to be incorporated into the existing R79I2 
commercial housing unit. The system has here 
recorded a 100-ps electrical pulse and is redisplaying 
the captured data from memory onto a TV monitor. 
A corresponding computer-generated scope trace of 
the pulse also appears on the Tektronix 4006 
graphics terminal. 

In summarv. ihe major advances in ihe 
( C I ) ( R I area this year are 

• Ihe successlul incorporation of a ( C I ) 
sensor into a lektronix high-speed R7s>l2 electron-
gun envelope, this combination has resulted m a 
wider bandwidth and higher writing rale, due 
in ami) to ihe IOM 2 electron gun's smaller spot size 
1-40 mill and higher beam current I s p, \ I. 

• Ihe development and usage of Ihe IW)K 
byte X-hn-resolution image memory unit which 
enables the combined instrument to capture , 
process, and display Ihe transient digitizer data m 
an elhcient and timely manner 

Author: .1. ( . (hi ' i in 
Major ( iiiitributors: (.. R. Tripp, J . I . Noonan, 
K..I. Sennet/, I . Sa.oye (KCAi. and I . Riley 
( Tektronix.) 
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Reflector-Diffractor Spectrograph 
Measurements on Shiva 

We are interested in making high-resolution x-
ray spectroscopy measurements in the photon 
energy region from o.,, lo 1.2 keV. because this 
region contains characteristic lines (in the N and () 
series) of gold and other heavy elements. There arc-
two types of instruments that can be used in this 
region, the diffraction crystal spectrograph and the 
grazing-incidence grating spectrograph, although it 
is difficult lo obtain accurate quantitative data from 
either instrument in the region of interest. 

Despite the practical advantages of the crystal 
spectrograph, including lower initial cost, easier 
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Fig. 5-22. Schematic of the Shiva reflector-dilTractor spectrograph, with grazing-incidence mirror reflectivity limited to 1.2 keV; actual 
size of mirror is 4 in. X 4 in. 
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Fig. 5-2.1. X-ray response of key components of the crystal spectrograph. 
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alignment and maintenance, and higher x-ray sen­
sitivity, previous attempts lo use crystals to record 
sub-kilovolt speclra have demonstrated a basic 
problem with ihe method: the sensitivity lo x rays of 
greater photon energy than desired (such as the M 
lines of gold near 2.5 keV). This unwanted response 
results from the nonnegligible second- and third-
order diffraction efficiency ofcrystals. and from the 
greater x-ray transmission and sensitivity of filters 
and photographic film, respectively, at higher 
phoion energies. To suppress unnecessary sen­
sitivity, a reflector-diffractor spectrograph in opera-
lion al Shiva (Fig. 5-22) uses a gra/ing-incidence 
mirror whose reflectivity falls abruptly above 
1.2 keV. effectively filtering the x-ray beam reaching 
the KAP crystal. Measurements obtained with this 
instrument for titanium, vanadium, and gold disk 
shots at Shiva have provided useful qualitative in­
formation, indicating whether significant energy in 
the region from 0.6 to 1.2 keV is contained in char­
acteristic lines. 

Low response characteristics also make il dif­
ficult to obtain accurate quantitative data with the 
spectrograph, because small errors in the calibra­
tion of the components can produce significant 
errors in the reduced spectral data. Figure 5-23 
shows the x-ray response of ihe spectrograph's key 
components. Al low phoion energies (near 0.6 keV) 

Ihe light-light filler does not transmit well, the 
crystal reflectivity is low, and the photographic film 
is not sensitise: Fig. 5-24 shows ihe same general 
result for the total instrument response. Under these 
conditions, small calibration error may translate 
into significant error in reduced dala. To date 
agreement between ihe speclra (Fig. 5-25) obtained 

Fig. 5-24. Complete rcflcctor-difiractor spectrograph sen­
sitivity. 
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Fig. 5-25. X-ray spectra in the region of 0.6 to 1.2 kev, obtained for (a) titanium and (b) vanadium disli shots at Shiva. 
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with the crystal spectrograph and with the Dante 
spectrometer systems has not been good. A careful 
av.ilibralion of the spectrograph components is 
jirncecding, and the situation shouid improve. 

Spectra obtained with the instrument for 
-coral l\pes of disks are shown in I-"ig. 5-25. The 
disks were irradiated with 3 X I0 1 4 \V cm -, in 
pulses of 2 ns. The data for the titanium and 

vanadium disks show tany sharp lines in the L 
series, due to the berylliun.-like and lithium-like 
species (4 or 3 electrons remaining bound to the 
ion). Despite a wide range of irradiation conditions, 
however, distinct lines for gold in the N and O series 
have never been observed. 

Author: I.. N. Koppcl 

Fig. 5-26. X-ray reflectivity of a tungsten-carbon synthetic multilayer structure (SMS) mirror, in the region from 4 to 12 keV; each 
profile results from diffraction at a particular 0 from 1.4° to 3.5°. 
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Fig. 5-27. Comparison of tungslen-carbon and lead myristate multilayer x-ray mirrors in the region from 500 to 1000 eV, for various 
layer pairs. Reflection probability is plotted vs 26. 
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Synthetic Multilayer 
Structure Characterization 

We are participating with the Center for 
Materials r search (CMR) at Stanford University 
in a project to develop and refine a new type of x-
ray mirror based on x-ray interference within a syn­
thetic multilayer structure (SMS). On a smooth sub­
strate we use vacuum sputtering deposition to build 
up a stack of films, where each film is 7 to 15 or 
more A thick. Hach layer of the stack is actually a 
pair of films (called a layer pair), one each of a high-
and low-Z material: a typical layer pair consists of 
tungsten and carbon. The spatially-periodic varia­
tion in coherent scattering power produced by this 
construction results in efficient medium-bandwidth 
x-ray diffraction. We have observed, for example, 
peak x-ray reflectivities of 20 to 40% and resolutions 
of E/AE = 30 to 40 for tungsten/carbon structures. 

Dispersion by the SMS is controlled by the 
Bragg re' ,>n: A = 2d-sin 0. where d is the grazing 

incidence angle of an x-ray beam and d is the 
thickness of a layer pair. Samples with values ofd as 
small as 14.5 A have been built and tested, making 
feasible the use of the SMS in the wavelength region 
from 1 to 100 A. Figure 5-26 (opposite) illustrates 
the x-ray response of a tungsten-carbon SM" with a 
d value of 22.4 A; each profile results from diffrac­
tion at a particular II in the .anpe from 1.4° to 3.5' 

X-ray testing was performed in a vacuum dii-
fractometer equipped with a Henke tube x-ray 
source Uhis facility is maintained by the L-division 
X-ray Measurements Group at LLL). The x-ray 
beam was ::ontinuous in energy in the region from 4 
to 12 keV and was collimated to 1/2 arcmin in the 
plane of dispersion. Spectra of the beams incident 
on and reflected by the sample were obtained with a 
high-resolution Si(Li) detector. At each of several 
values of incident angle, a raw band-pass curve was 
obtained by dividing the reflected spectrum by the 
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incident spectrum: the curves in Fig. 5-26 were ob­
tained in this manner. 

Multilayer mirrors have the following advan­
tages when used as spectrometers in the region from 
i 10 10 1: 

ffl The resolution of the SMS bridges the gap 
'. :ween those of natural crystals and spectrometer 

.h.iiinels defined by Ross filler techniques. 
« The dispersion and resolution of the SMS 

.in K- tailored by adjusting the value of d and num-
i oi layer pairs. 

» An SMS with equal layer thicknesses and 
"i.idcd interlaces suppresses high-order diffraction 
toponsc. 

W hen used in x-ray imaging instruments, the 
.inactive properties of the SMS are 

• Kfficient reflection of x-rays whose photon 
energies exceed the practical limit of total external 
reflection. 

• Adaptability to curved substrates, making 
leasible x-ray optic elements of complex curvature. 

Multilayer mirrors can also be used to good ad-
\ .image in the region from iO to 100 A, wheic the 
choice of x-ray dispersion elements has previously 
been limited to grazing-incidence ruled grai ; _ iss and 
stearate-type (soap film) artificial crystals. For 
measurements requiring high f.iectral resolution 
(X/XA > 100) there is no alternative to gratings. The 
SMS, however, appears to be better suited than the 
stearate-lype crystal for medium-resolution applica­
tions in this region, because 

• The d value for the SMS is not controlled 
by the carbon chain length of high-melting-point 
fatty acids, but can be freely selected. 

• The particularly pernicious higher-oidcr 
diffraction response of stearate crystals can be 
avoided by proper SMS fabrication. 

• Proper selection of SMS component ele­
ments preserves sensitivity in the region from 25 to 
50 A where the reflectivity of stearate crystals is very 
low. 

Measurements at ihe University of Hawaii 
have provided the most thorough characterization 
of the SMS in tne soft x-ray region. As shown in 
Fig. 5-27, the reflectivity of a tungsten-carbon SMS 
is about twice as high as tha> of a lead myristate 
crystal. 
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Shiva Optical Pyrometer 

The Shiva optical pyrometer is designed to 
measure visible light emitted by a target. An 
achromat telescope focuses light magnified by 
about ten onto the slit of a streak camera; the beam 
is split to provide two spectral channels, usually 
chosen to be in the orange and blue regions of the 
spectrum (Fig. 5-28). Also, a portion of one of the 
incident laser beams is doubled to provide u 5320- î 
timing fiducial for the streak camera. This 5320-/ 
fiducial is necessary because the streak tube has an 
S-20 photocathode. Each streak camera photograph 
will thus have three concurrent, but spatially 
separate, streaks. 

The fiducial is timed by irradiating foils with 
rod .shots of shorl pulse length, i\>i iriese shuts both 
spectral channels are set up to respond to 2u> light 
from the target. We assume that the peak intensity 
of the 2u> light is coincident with the peak intensity 
of the 1.06-ium light. 

The KDP doubling crystal is aligned using the 
collimated beam from the Argus oscillator; the 
phase-matching direction is indexed by two 
crosshairs. The entire optical assembly is on a 
kinematic mount. 

The streak camera detects light coming from a 
part of the target that is typically only several hun­
dred micrometers across; such a source requires that 
we check the alignment of the optical assembly 
before every shot if our iesults are to be believable. 
For alignment, the target is illuminated at the 
specular angle, as shown in Fig. 5-28 (plan view). 
We view the target in reflection, rather than simply 
shadowing it, because the laser-irradiated side of the 
target is usually masked off by a large shield many 
millimeters in size; this shield is necessary for the 
complementary low-energy Dante diagnostics, 
which presently have no imaging capability. 

We have measured the transmission of the two 
optical paths as a function of wavelength, using un-
polarized light, and have measured the spectral 
response of the streak camera photocathode. With 
this information, we can calculate preheat tem­
perature from the ratio of the orange and blue chan-



Fig. 5-28. Plan and side views of the Shiva optical pyrometer; the two achromat lenses in the telescope are not shown. 
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nel fluences, provided T < 1 eV. 
If the temperature is too high, both channels 

see emission in the Rayleigh-Jeans portion of the 
blackbody spectrum, where the flux is simply 
proportional to the temperature; the ratio of the 
two fluences will then tell us only that the tem­
perature is ':igh. The streak camera has been ab­
solutely calibrated, however, so that we can also 
deduce a temperature from the film exposure, using 
the calibrated step-wedge exposed on the film: the 
spectrum and duration of the light exposing the 
step-wedge match those of the light radiated by the 
P-l I phosphor at the output of the streak camera 
microchannel plate. 

Author: I). W. Phillion and M. VV. Kobierecki 
Major Contributors: D. I,. Banner and R. I). Rudd 

Shiva Raman Light 
Spectrograph 

Wc are setting up an optical experiment at 
Shiva that will give far greater spectral resolution of 
the Raman-scattered light than was achieved at 
Argus, where the spectrum had to be obtained from 
many laser shots by changing interference fillers. 
The heart of this experimental diagnostic is a 25-
element indium arsenide array fabricated by Judsoii 
Infra-red. The array is mounted in a stainless steel 
Dewar flask and cooled to the liquid nitrogen tem­
perature of 77 K. The array will be read out by 
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Fig. 5-29. Experimental setup to spectrally resolve Raman-scattered light at Shiva. 
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quartz single-fiber-optical cable; 
other end goes to the light 
collector at the target chamber 

programmable charge-integrator modules inter­
faced with the Shiva data acquisition system. Each 
single-width module contains four channels, whose 
sensilhities are set b> computer control. 

The spectrograph (Fig. 5-29) is compact: the 
Dewar flask is 2-1/2 in. in diameter and 5-1/2 in. 
high, the optics is.-? Z i\. in diameter, arid the effec­
tive focal length " 'he two parabolic mirrors is 6 in. 
(f/3.2). A 2X0 wavelength fiducial is provided by the 
1.06-/um light in second order; the light is brought 
by fiber optic from one of the cw alignment lasers. 

The light collector (Fig. 5-30) is designed to fit 
on a dome port of the Shiva target chamber at either 
0 = 20 or 0 = 160: we use the folded design because 
all dome ports at Shiva are located under lens 
positioners, allowing only about 2 in. of vertical 
clearance. The Raman-scattered light is expected to 
be highly collimated by refraction along the density-
gradient direction. For most of the experiments we 

plan, this demands a location as close to the axis as 
possible. Mirrors are used instead of lenses so that 
we can align the light collector using visible light 
and still be confident it is also aligned for the 
Raman-scattered infrared light. A diamond-turned 
ellipsoidal mirror focuses the light from the target 
onto the fiber optic with a magnification of 0.0825. 
The ellipsoidal mirror that determines the light-
collection solid angle is 40 mm by 40 mm, and is 
placed 1265 mm from the center of the target cham­
ber; the light-collection solid angle is about 1.0 X 
10"3 steradians. 

Since the quartz optical fiber is one millimeter 
in diameter, the field of view is 12 mm across 
laterally; longitudinally, the field of view is hun­
dreds of millimeters deep. A dielectric coating on 
the Infrasil window is highly reflective of 1.06-jiim 
light, but transmits in the spectral region of interest 
from 1.2 to 2.6 nm. Color filters (such as the Corn­
ing 7-56 visible-light-absorbing filter and the Corn­
ing 4-64 near-infrared-abs' bing filter) will also be 
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Fig. 5-30. Light collector for a Shiva dome port, to be fit at 0 = 20° or 6 = 160°. 
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used to ensure that only the Raman-scattered light 
is collected. 

The entire system is calibrated with a black-
body source placed in the field of view of the light 
collector. Since the blackbody sourc» has an 
emissivity known to ±1%, an aperture area known 
to 0.1%. and a tempe.ature (variable up to 1273 K) 
which is known to ±2 K. the absolute spectral in­
tensity in walts/(ium-steradian) can be accurately 
calculated. We will make a dc measurement of the 
current generated by each indium arsenide detector 
using a nanovoltmeter shunted by a small 
resistance. The background current can be cancelled 
with a high-impedance adjustable-current source, so 
that with the blackbody source blocked, no voltage 
appears across the small shunt resistance. This 
measurement technique has worked well in 
calibrating other indium arsenide detectors and has 
agreed with the pulsed calibration within error. W'e 
can thus calibrate the entire system with the same 
filters as are used in the experiment. 

We make the assumption that the cw calibra­
tion will agree with a pulsed calibration in the low-
power, low-energy limit. The somewhat nonlinear 
response to a short high-energy light pulse can be 
corrected for by measuring the curve giving the out­
put charge as a function of the relative energy of the 
incident light pulse. The relative energy scale can be 

made absolute by assuming that the low-energy 
linear asymptote agrees with the low-po. " cw 
calibration. Should questions arise, however, a 
pulsed calibration will be carried out off-line. 

Author: I). W. I'hillion 
Major Contributors: VV. B. Laird, R. K. Reed, D. K. 
Walton, and T. I). Schwinn 

Neutron and X-Ray 
Emission Time Measurements 

Neutron diagnostics have been used since the 
beginning of the laser fusion program at LLL to 
measure thermonuclear yield and reaction tem­
perature in 'exploding-pushef ICF targets. With 
optimum exploding-pusher targets, the laser pulses 
were 30 to 100 ps I-WHM; implosion times were 
typically less than 200 po. For these conditions we 
determined implosion times using our x-ray streak 
camera.20 Now, as we change our emphasis to 
colder targets with thicker shells and higher pR's, x-
ray studies become more difficult and our 
diagnostics become much more dependent on 
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Fig. 5-31. (a) Schematic of the experimental setup for neutron emission time measurement, (h) Example of raw data; x-ray, neutron, 
and 1.06-Mm light signals are delayed and combined to give a convenient order and spacing on the oscilloscope trace. 
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Kig. 5-32. (a) Schematic of the fast neutron/x-ray detector, (b) Detector impulse response. 
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Fig. 5-33. Neutrcn emission time relative to the laser pulse 
peak, for 10 shots that had similar laser and target charac­
teristics. For these shots, the average emission time is 295 ps 
(solid line) ±85 ps (shaded area). 
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penetrating radiations su-.h as neutrons (see "Com­
pression Diagnostics for High-Density. Low-
Temperature Targets" liter in this section). 

A diagnostic which can be particularly valuable 
for providing information about the implosion 
dynamics of double-shelled targets is "neutron in­
terval timing." whereby an implosion time is 
deduced from the time difference between laser and 
neutron signals recorded with a single transient 
recorder. We have built and used such a device, 
coupling j fast neutron detector and a separate fast 
photodiode (for laser light) to a single recording in­
strument. This neutron system - ' is designed to 

• Measure neutron and high-energy (>4() 
keV) x-ray emission times relative to l.Oo-^m laser 
pulses. wit;- - urecision of ±100 ps. 

• Br -seful with neutron yields in the range 
from l() ( ,lo l()'. 

• function in the presence of large x-ray 
bursts. 

Figure 5-31 shows (a) a schematic of the system 
and (b) an example of raw data. The fast neutron 
detector used in our studies is an NH1I1 plastic 
scintillator 46 mm in diameter and 25 mm thick, 
quenched with 2'r benzophenone." The scintillator 
is coupled to a three-stage ITT F4I29 microchannel 
plate (MCI') phoiomultiplier tube, as shown in 
Fig. 5-32(a). fhe external scintillator surfaces are 
painted biack to reduce dispersio 1. jy internal light 
reflections: lead shielding attenuates the intense \-
ray bursts and concomitant fluorescence 

The detector response, shown in Fig. 5-32(b). 
has a 390-ps rise time, a 790-ps F W H M . an electron 
gain of I0 6 . and recovers to baseline in several ns. A 
yield of I0 7 neutrons produces approximately 300 
interactions in the scintillator, located 0.9 m from 
the target. 

The detector setup to monitor scattered light 
from the target consists of an ITT 1-4018 biplanar 
vacuum photodiode with an S-I pholocathode. 
Signal levels in the 300-ps rise-time detector are con­
trolled with a 100-i-wide band-pass oiler centered 
on 1.06 fiir. and appropriate neutral-density filters. 
X-ray and neutron signals from the neutron detec­
tor and the scattered light signal from the 
photodiode are mixed with 50-iJ power-splitters and 
recorded by 500-MII/ leklronix 7912 transient 
recorders. We select appropriate cable lengths and 
use tin open-circuit delay stub to display the three 
signals with optimal swee,i speed, in conveniently 
displaced positions | Fig. 5-31(b)|. 

Fmission time measurements are subject to 
'•"'.fth systematic and siatistica! errois; 

* Systematic errors are associated with in­
strument time-delay tincei tannics, which affect the 
absolute position of all timing data in the same 
manner. Systematic errors are estimated to be less 
than ± 17s p s for neutron data and ± 12(1 ps for x-
ray data. 

• Statistical errors are associated with uncer­
tainties in neutron interaction with the detector, 
deconvolution of the system response, and data 
reduction of the sc >pc traces. These uncertainties 
are typicalh ± 175 ps. and are primarily associated 
with making two readings from a single transient 
recorder trace. 

Initial experiments have demonstrated the 
capabilities of our n.-ulron interval timing tech­
nique. Figure 5-33 snows the imp los io p time 
deduced for 10 shots that had similar laser and 
target characteristics: in these tests the it 'erval time 
was determined to be 295 ps. with a reproducibility 
of ± 100 ps. This clearly indicates ihat the technique 
will be one of great value for the longer time inter­
vals expected with larger, double-shelled targets. 

\-Ray Measurements. Along with measuring 
relative \-ray spectra and pulse shapes, we are 
currently interested in monitoring the x-ray emis­
sion times relative to the incident 1.06-jum laser 
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pulse. We have implemented two similar systems for 
this purpose, one for x rays from 300 io 800 eV, 
another for x rays from 40 to 70 keV: 

• To detect low-energy x rays from 300 to 
800 eV, we use a filtered XRD-31 x-ray diode, 2 3 and 
an ITT F40I4 vacuum photodiode to monitor a 
small fraction of the incident laser beam. Signals 
ironi the two detectors are fed tc signal and marker 
inputs of a 4-GHz TSN 660 (Thompson-CSF) os­
cilloscope. Used with a TSN 660 oscilloscope, these 
detectors have impulse responses of about 200 ps 
l-'WHM. Representative outputs, for gold disk 
targets irradiated at two different intensities, are 
shown in Fig. 5-34. 

• To monitor x rays in the 40 to 70 keV 
range, we use an ITT F4I28 MCP photomultiplier 
tube with about a 400-ps FWHM time response. X 
rays pass through a filter pack, then interact i i the 
MCP tube; the resultant signal is recorded on a 
TSN 660 oscilloscope, along with a photodiode 
signal applied to the marker input. 

The object of data analysis for the x-ray 
systems is to detect small shot-to-shot shifts in x-ray 
emission time relative to the incident laser pulse, us­
ing the pholodiode signal as a precise time fiducial. 
(No attempts have been made to determine the ab­
solute emission times from these systems.) 

Two digitized oscilloscope traces produced by 
our d;>ta analysis technique are compared in Fig. 
5-35. The delayed photodiode signals (negative 
pulses) are normalized to facilitate alignment of the 
trace time axis. Then we translate the trace of in­
terest so that the leading edge of its fiducial signal 
coincides with that of the reference shot. Next, the 
x-ray signals are normalized to permit better com­
parison of the signal shapes and relative shifts in 
emission times. 

With this method we can detect relative time 
shifts of about 100 ps. We have arbitrarily chosen 
the peak of one of the x-ray pulses as the zero 
reference time; we have not yet attempted to deter­
mine the absolute x-ray emission time using the 
present systems because of the relatively large un­
certainties in transit times through the various 
system components. 

Authors: R. A. Lerche, H. N. Kornblum, and K. G. 
Tirsell 
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Fig. 5-34. • Typical foMaMk aata recorM ky Ike lew-taerty 
x-ray tyiteai.Oa tack tract, tke pake to OK left b the XRD-
31 x-ray lifaal mitkt Mfathre palte o» tkt rifkt btkel.06-
fin photo*)** lignl. N«e tfcat tkt tmMtti x-ray pab* abapc 
tmi laMsiky ckaag* wfc* kxraaabM iacMaai hucr krtaattty: 
(a )3x i i"W/c« I ; (k ) I.5X 10* W/c« ! . 
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D-D Neutron Measurements 

In 1979 we shot the first LLL laser-irradiated 
target with a significant D-D neutron yield. Of the 
four techniques we use to monitor D-T neutron 
yields—fast time-resolved scintillator/photo-



Fig. 5-35. Coapuim of two TSN 660 oscilloscope traces for grid disk shots. The digitized laser (negative pulses) aid x-ray (positive 
pulses) slgaals are •ornalbxd to facilitate coaparison. 
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multiplier detectors, 2 4 , 2 5 copper activation, 2 6 ' 2 7 lead 
activation,28 and silver activation—all but copper 
activation can also be used to determine D-D 
neutron yields. The 10.9-MeV neutron activation 
threshold of copper renders it useless for measuring 
the 2.45-MeV D-D neutron yields. 

The fast scintillator/PM tube system is perhaps 
the most important diagnostic technique. For a 
neutron source of subnanosecond duration, dis­
tinguishing which neutrons are truly D-D and 
which neutrons are D-T is easily accomplished by 
time-of-flight (TOF) separation. Signal strengths 
are used to determine the relative yield of the two 
species. We calibrate our scintillator detectors for 
D-T neutrons by comparing their output with laser-
shot results obtained with a copper activation 
system carefully calibrated previously at the LLL 
RTNS facility; we then estimate the scintillator's 
D-D neutron sensitivity using Monte Carlo simula­
tions and light response curves for D-D and D-T 
neutrons. For our scintillator/PM tube detectors, 
D-D neutron sensitivity is 12 times less than D-T 
neutron sensitivity. Figure 5-36 shows a represen­

tative scintillator detector output for a D-D neutron 
signal. 

We de\ eloped our lead activation system as a 
sensitive monitor of low D-T neutron yields. The 
lead detector is calibrated for D-T neutrons by com­
parison with copper activation results on laser 
shots. To estimate the D-D neutron sensitivity of 
lead activation, we multiply the D-T sensitivity by 
the ratio of the cross section for forming Pb-207m 
with 2.45-MeV neutrons to the cross section for 
forming Pb-207m with 14-MeV neutrons. Using this 
technique, we determine the lead detector to be 62 
times sensitive to D-D neutrons than to D-T 
neutrons. 

A silver activation system mounted at Shiva 
has been monitoring neutrons from D-T targets 
since late 1978. D-T neutron calibration is deter­
mined by comparing the silver activation output 
with copper and lead activation results on laser 
shots. Monte Carlo calculations for the silver detec­
tor show the D-D sensitivity to be 1.25 times greater 
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Fig. 5-36. Oscilloscope trace for time-resolved scin-
tillator/photomailtiplier detector located 7.47 m from the 
target, showing 7.1 X I0 8 D-D neutrons; this trace shows no 
evidence of D-T neutrons. X rays arrive 119 ns before D-T 
neutrons and 319 ns before D-D neutrons. Sensitivities are 
50 mV/div and 50 ns/div. 

D-D 
X rays neutrons 

than its D-T sensitivity. D-D calibration of the 
detector has been done with D-D neutrons from a 
neutron generator, which provides a D-D calibra­
tion independent of the D-T calibration of the other 
detectors. 

The D-D neutron yield values determined by 
the three systems are in good agreement; any one of 
the three can be used for diagnosing the yield from a 
D-D neutron source. If there are D-T neutrons pres­
ent, however, the analysis is less simple. A D-T yield 
of only 1.6"! of the total neutron yield produces a 
50'? error in the lead activation system; the silver 
system shows a similar inability to distinguish be­
tween D-D and D-T neutrons. 

The most accurate D-D neutron measurement 
when D-T neutrons are also present is obtained with 
a combination of the scintillator, silver, and copper 
detectors. Estimates of D-D and D-T neutron yields 
can be made from scintillator data, and an accurate 
D-T yield determined from copper activation data; 
the silver counter output corrected for D-T yield 
gives the D-D yield. The lead system can duplicate 
the silver system, but has significantly poorer D-D 
sensitivity. 
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Compression Diagnostics 
for High-Density, Low-
Temperature Targets 

A significant task of our diagnostic program is 
developing techniques to determine the final fuel 
conditions in laser-compressed targets. The 
measurements of final fuel density and pR have 
posed a particular challenge during the past year, as 
our program evolved from an earlier interest in 
thin-walled exploding pushers to concentration on 
thicker-walled targets designed to achieve higher 
fuel densities. As a consequence, present imploded 
cores are colder, but more dense, and are surround­
ed by a significantly less transmissive pusher. 

These new conditions adversely affect the 
usefulness of previous diagnostics in two ways: 

• Temperatures are lower, and thus targets 
emit fewer keV-range x rays and fewer thermo­
nuclear reaction products such as neutron and 
alpha particles, each of which provided valuable 
diagnostic information for thin-walled targets. 

• Because the surrounding glass pusher is of 
a higher (/)AR) p (our shorthand for 0 f R pdr), fewer 
x rays and reaction products can escape and be used 
for diagnostic purposes. 

These problems are summarized in Figs. 5-37 
and 5-38. Figure 5-37 shows the transmission of 
x rays of 2, 3, 4, 6 and 8 keV, as a function of glass 
(pAR) p , for glass temperatures from 100 to 500 eV. 



Fig. 5-37. Calculated x-ray transmission coefficient as a function of areal density of a compressed and heated glass pusher. The vertical 
yellow band labeled "EP" represents typical behavior for exploding pushers; targets which might achieve higher fuel densities are 
represented by the yellow bands labeled "I0X M and " f 00X," indicating 10 and 100 times the liquid D-T density of 0." g/cm . 
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Fig. 5-38. Particle energy loss as a function of glass pusher areal density, for some common thermonuclear reaction products. 
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Fig. 5-39. Calculated operating regimes for various density diagnostics for ranges of experimental interest. 
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Note for instance that whereas 2-keV x rays are ap­
propriate for diagnosing thin-shelled targets achiev­
ing final (pAR)p's of < l mg/cm". targets that would 
achieve \alues as high as 30 mg/cm" require a 
photon energy of 6 to 8 keV to provide information 
.cgarding the fuel region or fuel-pusher interface. 

The situation is similar for reaction-product 
• .'; !ia particles and protons, which also must pass 
through the compressed pusher if they are to 
provide diagnostic information on final fuel condi­
tions. In Fig. 5-38 we see, for example, that 
'.5-McV alpha particles readily pass through the 
compressed glass of an exploding pusher [(pAR) p = 
0.5 nig cm-], permitting alpha imaging of the ther­
monuclear burn: with targets achieving (pAR) p 's > 
10 mg/cm", however, the alphas no longer escape. 
Thus our compression diagnostics must take advan­
tage of higher-energy photons and more penetrating 
particles, such as multi-MeV protons and neutrons. 
Several such diagnostics are discussed in other arti­
cles in this section. 

While Figs. 5-37 and 5-38 address the issue of 
photon and particle transport through the sur­
rounding glass pusher, they do not address the issue 
of temperature-sensitive emission rates. Figure 5-39 
includes such information in providing a simple 
guide to diagnostic operating regimes, given the 
parameters of (temperature-sensitive) neutron yield 
and target pR (of either fuel or pusher, as ap­
propriate). Although only a sampling of possible 
diagnostics is shown, the parameter space is well 
overlapped. Note that not only is the value of 
(pAR) p important for alpha imaging, but the final 
fuel temperature, and thus neutron yield, must be 
high enough to produce a detectable image. 

The role of neutron-activated bromine and 
argon tracer gases for measurement of fuel region 
(pR)f is also shown in Fig. 5-39. with an explicit in­
verse relation between neutron yield and achieved 
(pR)r. We can see that for the assumed seed condi­
tions, a (pR)fof 10 mg/cm would require a neutron 
yield in excess of I0 7 . Threshold for silicon pusher 
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(pAR)p measurements is ten times lower, but these 
diagnostics require modeling to relate pusher and 
fuel conditions. Not shown in the figure are 
variable-energy x-ray images which can provide 
two-dimensional compression symmetry as well as 
stability information, but whose emission levels are 
quite sensitive to fuel-pusher interface tem­
peratures—a situation difficult to summarize in a 
single illustration. 

Our program is presently pursuing a broad-
based approach to compression diagnostics, 
emphasizing the need for multiple, complementary 
diagnostics, such as 

• Two-dimensional broad-band images. 
• Spectral broadening and one-dimensional 

imaging. 
• Neutron activation. 
• The use of numerical simulations to con­

sistently explain the various observable phenomena 
peaking at different times during implosion. 

A preliminary example of our work in this area 
is described in Section 6. "10X Liquid Density 
Target Experiments.'" 

Authors: D. T. Attwood, N. M. Ceglio, E. M. 
Campbell, and J. T. Larscn 

X-Ray Imaging of Laser 
Fusion Targets 

Zone-plate-coded imaging cameras now rou­
tinely provide multispectral x-ray images of 
intermediate-density laser fusion targets. 2 9 Figure 
5-40 shows representative multispectral data: a 
series of two-dimensional x-ray images in distinct 
spectral bands within the range from 2 to 20 KeV. 
The isointensity contour maps are of x-ray emission 
in four spectral bands centered at 2.7, 4.6. 6.1, and 
l6keV. Adjacent to the contour maps are linear 
plots of x-ray intensity versus position along a slice 
through the target center. The images are from a 
D-T-fil!ed 145-nm-i.d. glass microsphere target 
whose 5-Mtn glass wall was coated with 16.5 ium of 
teflon: the target was irradiated at the Shiva facility, 
with 3.4 kJ in a 200-ps, 17-TW pulse. 

Such an array of image data is useful in the 
diagnosis of intermediate-density targets: 

Fie. 5-40. A series of x-ray images in discreet spectral bands, for a laser-irradiated intermediate-density microsphere target. (In these 
images, the two 10-beam dusters of the Shiva laser facility were incident on the teflon-coated target from the top and bottom.) 
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Fig. 5-41. A representative pair of x-ray images from two nominally identical target experiments. The variations in the geometry of the 
depression in the central core suggest that in some of these experiments, two-dimensional effects perhaps compromise the integrity of the 
fuel-pusher interface at compression. 

Pseudocolor maps 
(6.5 keV) 

O 

Intensity profiles 

•) The low-energy (~2 keV) image shows 
ihe rma l emission f rom the laser- i l luminated tef lon 
coa t ing , thereby p rov id ing an ind icat ion o f the i l ­
l u m i n a t i o n symmet ry on target: it also shows the 
compressed core. T o unambiguous ly "see" in to the 

compressed core o f intermediate-density targets, 
which are designed to achieve a fuel density o f " ' to 
l O g m / c c and a glass ,..1R * 5 to 10 mg c m : , re­
quires higher-energy x-ray images. 

• The intermediate-energy ( * 4 to 6 keV) im­
ages allow us to see further in to the compressed 
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target core, and perhaps evaluate the qual i ty o f 
compression: the symmetry and vo lume o f the t o re , 
and the integr i ty o f the fuel-pusher interface ( inter­
pretat ion o f t ime- integrated images o f the com­
pressed cores o f intermediate-densi ty targets is dis­
cussed later in this art icle). 

• The high-energy image ( = t l 6 keV) shows 
the hol low shell o f suprathermal x-ray brem-
sstrahlung ar is ing f rom interact ion o f long-range 
(approx imate target wall th ickness! supra lhermal 
electrons w i th the h i g h - / pusher mater ia l . The 
supra lhermal image provides a snapshot o f the 
pusher sHfcll at a round the l ime o f intense laser 
i r rad ia t i on , tha i is. in the early slages of target i m ­
p los ion. Such an image al lows us to mon i to r the in­
i t ia l stages of pusher m o t i o n , to diagnose large! i l ­
l u m i n a t i o n a s y m m e t r i e s ( t h r o u g h l oca l i n -
homogeneit ies in S T X . and therefore in S T F . 
p roduc t ion ) , and to detect an eariy hreak-up o f the 
pusher shell i f i l should occu r . 1 " There is no ap-
parenl break-up of the pusher shell dur ing this ex­
per iment 's 200-ps laser i r rad ia t ion . 

As ment ioned above. Ihis class o f experiments 
is part icular ly concerned w i ih the qual i ty o f com­
pression o f the laser- imploded targe!. Because local 
parameters such as electron and ion density and 
temperature vary on a scale o f micrometers and lens 
of picoseconds. 11 is impor tant lo combine several 
independent direct diagnostic methods in order lo 
prov ide a comprehensive descr ipt ion of (he largel in 
its compressed slate. 

A l t h o u g h a t ime- in legrated \-ray image cannot 
he expected lo lell ihc whole s iory. intermediate-
energy images (F ig . 5-41) can raise some interesting 
questions. For example, a one-dimensional cnlcula-
l ion o f the largel implos ion leads us to expect a d ip 
in the cenler o f ihe compressed core, ihe locus of ihe 
D-T fuel: in such a case we can "see" ihe fuel-
pusher interface, and estimate the vo lume o f ihe en­
closed fuel. In this regard. F ig. 5-41 shows 3:6-keV 
images f rom two nominal ly ident ical targe! shots. In 
image (a) the compressed core shows a dist inct cen­
tral d ip . as expected, w hereas in (h) the evidence for 
such a depression in the central core emission is less 
conv inc ing: this indicates lhat two-d imens iona l ef­
fects may compromise the integr i ty o f ihe fuel-
pusher interface at compression. Note that the 
largel shot in image (a) exhibits a higher degree o f 
symmetry than lhat in image (b). The i l l umina t ion 
pattern on the large!—as moni to red by the ouler 
r ing of supra lhermal emission—is more symmetr ic : 

this resulls in a more syn metr ic (21 by 25 tim) com­
pressed core, w i th a d ip in the x-ray emission al its 
cenler. I l should be further no led lha l a closer in­
spection o f F ig . 5—41(a) shows that ihe d ip or 
depression in ihe central core emission is no! fully 
enclosed by regions o f higher emission: l ha l is. i f we 
are indeed look ing al a fuel-pusher interface, i l is 
one lha l does not appear to fully enclose the com­
pressed fuel. 

A l t hough a clear in terpretat ion o f ihe phe­
nomena displayed in Fig. 5-41 is not yet in hand, ihe 
dala seem lo suggest lha l two-d imens iona l effects 
play an impor tant role in ihis class o f large! experi­
ments: one-dimensional s imulat ions o f large! per­
formance may he insuff ic ient. Such conclusions 
should not he surpr is ing, consider ing the i l l um ina ­
t ion asymmetry o f the Shiva faci l i ty . The very in -
leresling mai ler o l repealing Ihese intermediate-
density largel experiments using sy mme l r i c largel i l ­
l umina t ion is being pursued. 
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Implosion Measurements with 
Neutron Activation Techniques 

In an imploded laser fusion large! , consist ing 
of compressed D-T gas encapsulated in a glass 
microshel l . I he thermonuclear neuirons act ivale the 
- x Si atoms in the glass \ la the - s Si( n .p ) - v - \ l react ion. 
By measuring the neutron yield and ihe lo ta l n u m ­
ber of - K A I atoms created, we can determine ihe 
areal density J I A R o f the compressed glass shell at 
ihe l ime o f peak neutron p r o d u c t i o n . ' ' " ' ^ The 
compressed-glass ; ,AR can then he used in s imple 
models or computer s imulat ions to est imate the 
compressed density of ihe fuel. This art ic le describes 
experiments at the Shiva laser facility in wh ich the 
activity found in ihe collected target debris was 
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Fig. 5-42. Lucr-fwiMi target consisting of a teifoa-coatcd glass microsMI AIM with SO atmospheres of D-T gas. The isMal glass 
pAR was 0.001 g / c m . 

Glass (5 urn) 

D-T(10mg/cmJ) 

Teflon ablator 
(15-50 Mm) 

Initial inner diameter ~ 140(im 

identified by its decay rate as 2 8Al. The amount of 
activity was then used to derive the compressed-
glass /iAR. 

The targets we used in these experiments 
(described in greater detail in Section 6. "10X Liq­
uid Density Target Experiments") were glass 
microshells with inner diameters of 140 pm and wall 
;hicknesses of 5pm, filled with a l0-mg,cnv' 
. iiiimolar mixture of D-T gas and coaled with 

.m of teflon (Fig. 5-42). The glass constituents 
e. hy weight, 76% SiO :, 7.5% BiO,, 14<> Na.O. 

. • ' : : < % K 2 o . 
' ••.-.<• kJ of laser energy in a 200-ps Gaussian 

• re directed by 20 individually focused 
.> the teflon ablation layer of the target. 

The healing and subsequent blow off of the ablator 
compressed the glass puslier and the fuel. It was es­
timated from both optical and plasma calorimetry 
that 20% of the incident laser energy was absorbed. 
Typical neutron yields of 3 to 6 X 10s were ob­
tained. 

To collect a portion of the debris from the ex­
ploding target, we used an aluminum collector 
cylinder placed 10 mm from the target, opposite a 
dish-shaped tantalum reflector placed 25 mm from 
the target (Fig. 5-43). The cylinder was lined with 
20-pm-thick, 99.9995%-pure titanium foil, and 
measured 50 mm in diameter by 165 mm long; the 
reflector was also 50 mm in diameter. The front 
30 mm of the cylinder were covered with an ad­
ditional 50-ium-thick layer of tantalum foil to 
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Fig. 5-43. Target *ekris collector. Aa ataarimai take Imti wita titaaiaai foil wa» a ta r i 10 Mai fron tkc target aa* opposite a 4isa-
idnaei reflector. Wirt tab uraageeMK 55% of target tfehrb tfknti to the foil. 

50-ntn tantalum foil 

20-/Jm titanium foil 

Aluminum carrier 

protect against blast damage. It took 17 seconds for 
an automated system to withdraw the collector 
from the evacuated target chamber and transfer it to 
the counting facility. 

The amount of collected debris was determined 
in two auxiliary experiments using targets and laser 
conditions identical to those described above. In 
these experiments.-"1 however, the microshells were 
made slightly radioactive by placing them in a light 
water reactor and allowing thermal neutron capture 
to create radioactive -^Nafti 2 = 15 hours) from the 
- 3 Na present in the glass. We were then able to 
measure the fraction of target debris collected by 
taking the ratio of toe 2 4 Na activity found on the 
collector foils following a laser shot to that known 
to be present in the target. The average amount of 
target debris collected in these two experiments was 
55.3% ± 0.5%. We also found in other experiments 
that < 1% of the debris was collected in the absence 
of the reflector, and that <0.5% of the target debris 
adhered to the reflector. 

We measured both the 2 4 N a and 2 8 A I activities 
with a Nal(Tl) detector 250 mm in diameter and 

250 mm long, having a well 150 mm deep and 
50 mm in diameter.1'' We surrounded the detector 
with a 100-nim-thick lead shield to reduce the 
background in the 300-kcV-wide l.7X-MeV window 
to 88 counts minute. Aluminum decays with a 2.24-
min half-life by emitting a >'~ particle and a 1.78-
MeV gamma ray: this gamma ray was detected by 
the Nal(TI) crystal with a measured efficiency of 
33"t ± 4<Y. 

In one of the the /JAR experiments, we loaded 
the detector with the collector foils and were able to 
start com.ting the l.78-Me\ gamma ray 1.36 min 
after the laser shot. Figure 5-4-1 shows that the 
measured activity decayed with a half-life of 2.16 ± 
0.16 min. This, together with the fact that the 
observed level of activity is consistent with the 
neutron yield and reaction cross section, gives us 
confidence that we are indeed measuring the 2.24-
min decay activity of - 8 A I : previous experiments 
reported in the literature have not had sufficient ac­
tivity to identify the radioactive nuclide. 

Equation ( I ) relates the detected number of 
decays (N c ) to the total number of activated atoms 

5-41 



Fig. 5-44. Decay curve obtained from gamma activity (1.63 
to 1.93 MeV) detected in tke collected target debris. The ap­
proximately Z.Z.min half-life indicates that we are observing 
M A1. 
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In Fig. 5-44. ihe 770 net counts detected in the 
first 5 min of counting indicate that 7960 - 8 AI atoms 
were created. Thus, we are able to detect nearly I0'V 
of the total actuation yield of the target, which 
clearly demonstrates the extreme sensitivity of 
neutron activation technique. Using our more 
sophisticated (3--) coincidence counting technique-' 4 

which reduces the background rates by a factor of 
200, we are able to detect total activation yields of 
only 100 atoms. 

We can now relate the number of activated 
atoms created to an average />^R, using the 
equation 

pAR = 
N* 

Y„°fA„ (2) 

where Y n is the neutron yield (6.7 X 108), n is the 
2 i < Si(n,p) 2 8 Al cross-section (0.250 b), f is the fraction 
of : 8 S i atoms in the pusher (0.25), A„ is the average 
atomic weight of a pusher atom (20 g), and A n is 
Avogadro's number. 

In our experments. we found the pusher areal 
density to be 5.9 (±1.5) X 10"' g / e n r . This repre­
sents a 4.8-fold increase in pSR from its initial value 
of 1.2 X K)"1 g. 'cnr, and indicates a fuel density a! 
burn time of I to 2 g -cm . 

Author: S. M. Lane 
Major Contributors: K. M. Campbell, W. M. 
Ploeger, C. K. Bennett, and ('. K. Thompson 
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Plasma Diagnostics Using 
X-Ray Spectroscopy 

During 1979 we utilized x-ray line spectroscopy 
to mea ure compressed-fuel density achieved in 
exploding-pusher and ablative!;' driven targets. Ow­
ing to the small amount of argon mixed with the 
D-T in these microballoons, we were unable to 
make density determinations from Stark-broadened 
Ar x-ray lines. We have instead concentrated on 
one-dimensional line imaging to measure fuel x-ray 
emission volume, which can then be related to the 
fuel density; two separate series of experiments were 
performed, one at Argus and the other at Shiva. We 
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Fig. 5-45. Scheautic of argon line taaging crystal spectrograph (ALICS), with typical data. 
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discuss some prohlems with the present imaging 
diagnostics as well as some plans for future im­
provements. 

We also studied line emission intensity from 
various disk materials as a function of laser 
parameters such as pulse length and intensity. This 
effort was begun in order to characterize efficient, 
intense, x-ray line sources for future x-ray back­
lighting or time-resolved x-ray radiography experi­
ments. We obtained encouraging results concerning 
the production of suitable x-ray lines by laser-
generated plasmas. We discuss these experiments in 
the second part of this section. 

Density Diagnostics. We have developed argon 
x-ray line imaging as an ICF target diagnostic 
technique. This technique measures the diameter of 
the compressed fuel core to provide an independent 
and direct measurement of fuel compression 
achieved by the imploded target. A small amount of 
argon gas is loaded into the target along with the 
D-T fuel. Near the time of maximum compression 
the argon radiates its characteristic and penetrating 
x-ray lines. A spatially-resolving x-ray crystal spec­
trograph then measures the extent of the line emis­
sion region in one dimension, producing an estimate 
of the size of the compressed core. This technique 
has been tested 

• In Argus exploding-pushcr target shrls for 
which zone-plate-camera alpha-particle images 
were also obta ined. ' 7 

• In experiments at Shiva in which the com­
pression achieved by ablative!)' driven targets was 
measured with the pusher neutron activation lech-
niqii" described in the previous article. 

It is expected that the argon x-ray technique 
will be useful only for targets whose final fuel den­
sity is no greater than 50 times that of liquid D-T. 
Targets expected to achieve higher compressions re­
quire pusher shells that are loo optically thick at 
stagnation to permit transmission of argon x-ra\ 
lines. The value of argon imaging, then, is to 
corroborate and increase confidence in the neutron 
activation technique for medium-density targets; 
results from neutron activation measurements on 
higher-density targets can then be interpreted more 
confidently. 

The miniature crystal spectrograph shown 
schematically in Fig. 5-45 was used in the argon line 
measurement. Because high resolution is required in 
order to isolate the narrow x-ray lines of argon from 
the continuous spectrum radiated by the glass of the 
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large;, the spectrograph was designed for deploy­
ment very close to the target. The recording film is 
shielded from direct exposure to target radiation hy 
a thick tantalum block located above and forward 
ol a fiat diffraction crystal. 

A fine slit placed between the target and the 
analyzing crystal produces information about the 
extent of the x-ray source ill space, by constraining x 
rays from any given region ol the large! to fall on a 
unique area of the spectrograph film. The axis of the 
sin. located 5 mm from the target and 65 mm from 
the film, was aligned parallel to the crystal's plane 
ol dispersion, causing the source spatial dislribulion 
to be recorded on the Him from side to side with an 
image magnification of 12 (slits, with widths of 20 
or .Klf/ni, were built by the laser lii-ion Program's 
target fabrication group). 

As x rays emerge from I he target, they strike 
the crystal over a limited range of angles of in­
cidence. It ir each angle value. Ihc crystal selects a 
unique x-ray photon energy for reflection lo the 
film. This band of photon energies from 2.(» to 
.1.7 kcV is analyzed along the length of the film, for 
the instrument geometry shown. The band includes 
the most intense helium-like and hydrogen-like 
argon lines (denoted as Ar-Hen and .'.: I In), whose 
energies are 3.14 keV and 3.32 keV, respectively. 

The argon line imaging technique was tested 
with exploding-pushcr targets at the Ai^us laser 
facility. The purposes of the lest series were 

• To determine if the x-ray lines radiated by 
helium-like and hydrogen-like argon were strong 
enough lo be visible above the continuum radiation. 

• To compare Ihc argon line images with 
those produced by the proven alpha-particle zone-
plate images. 

It was important lo verify that the electron 
temperature in the compressed fuel was high 
enough to pioduce nearly complete stripping of the 
argon, because only the lines radiated hy the 
helium-like and hydrogen-like ion species (with two 
or one electrons remaining bound) could penetrate 
the glass shell. We hoped to show in the Argus shot 
series that the targets did perform as typical ex­
ploding pushers, while stiil radiating argon x-ray 
lines of sufficient intensity to allow the compression 
measurement. Thus the amount of argon gas seeded 
into the fuel in all of our targets was very small, so 

that the implosion dynamics of the fuel and other 
ohservahles (such as the neutron yield) would be 
only slightly altered by the presence of the high-Z 
gas. 

One important question about the argon imag­
ing technique could not be answered directly in the 
Argus series, that question being whether or not the 
limes of argon x-ray line emission and of D-T fuel 
burn coincided. The boundary of the fuel volume 
converges very quickly during an implosion, and 
unless the liming is good, the x-ray images will be 
larger than the fully compressed fuel core. Com­
piler simulations of ihe implosion (which showed 
thai Ihe high electron temperatures required to strip 
the argon would be achieved only late in the implo­
sion) suggested that there would indeed be no 
significant errors introduced by this liming fac­
tor—a conclusion we hoped to verify hy correlalion 
of ihe x-ray and alpha-particle images. 

The argon imaging spectrograph and the zone 
plate camera were positioned diametrically opposite 
each other m the Argus largct chamber. A second 
imaging spectrograph, modified to image the silicon 
lines emitted by the target's glass shell, was located 
in a third quadrant: the mission of this spectrograph 
was lo determine ihe extent lo which ihe glass mixed 
with the fuel during ihe implosion. The plane con­
taining these instruments was normal lo ihe direc­
tion H' propagation of the two opposed laser beams. 

The glass pellets used in the test series were 
formed hy the liquid droplet method, in a "drop 
tower" suffused wilh argon. The density of argon in 
ihe targets was about 0.15 mg/cm 1 , while the den­
sity of I)-T fuel subsequently loaded into the pellets 
was 5.0 nig/cm' . The initial diameter of ihe pellets 
was 140 f/m; the wall thickness was 2 /jm. When ex­
posed to Ihe Argus laser beams, each delivering an 
energy of 300 joules in 140 ps, it was expected that 
the pellets would be compressed to a final diameter 
on the order of 30 jim and healed to a temperature 
of 16 million degrees Kelvin. Potassium is a signifi­
cant constituent of the target glass (I ]% by weight) 
and the x-ray lines of this element, with photon 
energies near 3.5 keV, were observed in the argon 
spectrograph data. 

For a typical lest series shot, x-ray images of 
argon and potassium were recorded by the two 
spectrographs. While the lines of the glass con­
stituent, potassium, were radiated at both the initial 
target boundary (the region heated by the laser 
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Fig. 5-46. Direct size measurements of the composed target core, obtained by (a) ALICS and (b) an alpha-particle zone plate camera 
(ZPC). 

Argon He ct line profile Argon H a line profile 

Position at target 

beams) and at the core, the source region for the 
argon lines is obviousK confined to the compressed 
core. The ratio of intensities of the Ar-Heo and Ar-
Htt lines indicates a core electron temperature on 
the order of 16 million degrees. Stark broadening of 
the lines was not observed. 

The argon line images were analyzed by com­
puter, to correct for the width of the slit ai .ither 
effects ofthe imaging technique. The spatial profiles 
produced by the analysis are shown in Fig. 5-46(a). 
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The width of the Ar-Ho image is about 35 tim, 
while thai of the Ar-Hen image is somewhat larger. 
Because the electron temperature in the core in­
creases during implosion, the radiation from the 
lower-ioni/ation-stale He-like ions necessarily 
precedes, and thus occurs within a larger volume 
than the H-like species. An alpha-particle emission 
profile, scanned in the same direction as ihe argon 
images, is shown in Fig. 5-4ft(h). The widlh of Ihe 
profile, which is an accurate measure of ihe hurn-
rcgion diameter for explocling-pusher targets, is 
annul 30 |im. Thus there is reasonably good agree­
ment between measurements of the size of Ihe 
compressed-fuel region obtained by Ar-Hn imaging 
and by alpha-particle imaging. The targets per­
formed as typical exploding pushers in terms of 
compression and neutron yield achieved, which 
suggests that the argon seed had no effect on Ihe im­
plosions. 

I0X Kxpcriment Series at Shiva. "I he argon line 
imaging crystal spectrograph (AI.K'S) was used at 
Shiva in experiments whose main purpose was to 
correlate different types of density diagnostics. The 
so-called "I0X" series (Ref. 3K; see also Section ft, 
"I0X Liquid Density Target Studies") embodied 
the study of density achieved for 140-^m-diam 
microballoons with a glass-pusher wall thickness of 
5 ttm and an ablator thickness typically of 15/im 
CI | 4 . These targets were filled with ~ 10 nig/cm-1 of 
D-T and usually about 0.0.5 to 0.0ft atmospheres of 
argon. Because of Shiva's asymmetric irradiation 
geometry we assumed the compression would he 
nonspherical. Therefore, we oriented A1.ICS such 
that its spatial resolution dimension was parallel to 
the cir.ction of irradiation. 

figure 5-47 shows a typical argon x-ray spec­
trum obtained rrom one of ihe shots. Note that we 
observe only one line, the He-like Ar resonance 
transition. Because of the poor signal quality we 
could make only spatial measurements to determine 
the diameter of the Ar emission region: because of 
the width of the slit (~20/<m). the spatial resolution 
is also certainly not optimum for our imploded 
target sizes. Figure 5-48 further illustrates the dif­
ficulty in data reduction. We assume different sizes 
for a uniformly emitting spherical source which is 
convoluted with a slit function, then plotted and 
compared to the measured spatial distribution; this 
method was essentially the same one used to analyze 

Fig. 5-47. X-ray spectrum in region of He-like argon lines 
from I0X shot series. 
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our exploding-pusher target data. Since the data are 
of poor quality as well as statistically uncertain, it is 
difficult to assign a source size to represent the data. 
Best guesses give a value of ~-30nm, since that 
value corresponds to the orange curve (in the figure) 
that more or iess traverses the mean of all the data 
points. Table 5-3. however, does outline our best es­
timates of the source sizes for all the lOX-series 
shots. Since A1.ICS gives only a one-dimensional 
image we had to assume spherical symmetry for the 
source. If we assume 2-to-l asymmetry with the 
narrow axis being the dimension measured, then we 
obtain final density values which are ~4 times less 
than in the spherical case; these values are also 
tabulated in the table. Future imaging measure­
ments will employ two ALICS instruments imaging 
along orthogonal dimensions so as to circumvent 
uncertainties introduced by asymmetric sources. 

Problems with Present Spectroscopic Density 
Measurements. Present target-capsule designs have 
jeopardized the utility of using Ar x-ray spectral and 
spatial line widths to determine density. The com­
bination of too much glass (thick pushers) and too 
little argon (an average of 0.05 atm in the I0X 
series) in the target capsules results in a small 
line/continuum ratio (continuum is the Si free-
bound emission). When this small ratio is coupled 
with normal spectral noise, it becomes very difficult 
to separate important line wings (line intensity far 
from line center) from continuum and film noise. As 
a result, the (10X series) data obtained thus far are 
of poor quality. 
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Fig. 5-48. Spatiil emission pronie for argon He-like resonance transition. Hie three colored curves are calculated for indicated source 
sizes, convoluted with a 20-/im slit and imaged onto the spectrograph film plane. 
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Table 5-3. ALICS results on 10X targets. 

D-Tfill 
(mg/cm )̂ Ball size3 

Diafrom 
ALICS (xm) 

Puniform sphere 
(units of p0-T liquid) 

f>2: l ellipsoid" 
(units of PD-T liquid) 

10 152 X 3.7 X 15 3040 urn 
8.7 136 X 4.6 X 15 15-20 urn 
10 141 X 4.6 X 15 30fim 
10 135 X 4.3 X 15.4 30 ^m 

7-3 
32-14 

5 
4.5 (=5) 

1.8-0.8 
8.0-3.5 

1.3 
1.3 

^Dimensions represent outer diameter, glass thickness, and CF ablator thickness, all in jim. 
b ALICS measures diameter of semiminor axis of ellipsoid of revolution. 
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The most obvious solution to the weak signal 
problem is to put more argon into present target 
capsules. LASI. has had good success observing Ar 
lines when using a 0.2-atm loading.- 1 9 Their targets 
are twice the diameter of ours and they report 
achieving the same final Di (in our case. I)-T) 
densities. Since x-ray yield is proportional to 
compressed-argon density, they can expect a 
minimum of 32 times our signal strength (taking 
into account the difference in initial argon loading). 
Scaling their results would suggest an initial Ar 
loading of our targets with 1.5 aim. although we 
believe that ~1 aim is a reasonable compromise 
that should yield numerous lines (resonance and 
higher-series members) from both He-like and II-
like Ar charge states, l-ach line offers an indepen­
dent check of density by using both its spatial and 
Stark profile; this provides redundancy in the 
measurement. 

Fig. 5-49. He-like argon Z'P, - l 'S 0 transition intensity vs 
electron temperature. 
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Argon may not always be the most prudent 
choice as a seed gas. Since some of our present 
target-capsule designs do not achieve significant 
final-fuel electron temperature (Te =* 500 eV). maxi­
mum He-like Ar line emission is down by a factor of 
about 15 (sec Fig. 5-49). Fven more important is the 
fact thai He-like argon lines arc readily absorbed by 
the silicon in the glass pusher. Figure 5-50 illustrates 
Ihe effect of the glass pusher opacity on Ar line 
transmission. 

Our first choice among solutions to the above-
mentioned problems would be to replace argon with 
phosphorus as a seed gas. Ignoring the obvious 
largel fabrication problems with handling it. 
phosphorus would make an ideal choice since it has 
one lie-like and one ll-like x-ray line each below 
the absorption edge in healed glass (Fig. 5-50). The 
phosphorus XV line C I ' , . I'S,,) at 2.152 keV and 
the phosphorus XVI line (- | ' | i_i i • 1"S| j) at 
2..W !.eV could provide both Stark and spatial-
profile analyses for final-density determination. 

Hromine is a more practical seed gas candidate, 
and would improve both the absorption and 
production problems encountered with argon: 
bromine can also be utilized by radiochemistry 
methods to measure fuel pR. Unfortunately for our 
purposes, bromine can only provide a measurement 
of fuel x-ray spatial extent, since at present fuel tem­
peratures we can only excite the bromine Ne-like 
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lines to Be-like I. x-ray lines at - 1 . 5 -• 1.9 keV. 
whose Stark profile is presently not modeled. 
Bromine will, however, pioduce much better signal 
strengths than argon. 

Measurements of X-Ray Spectra from I.aser-
Disk Interactions. In last year's report 4 " we dis­
cussed x-ray probing diagnostics for studying 
ablative implosions. In order to image the pusher-
fuel interface of near-term target designs, it will be 
necessary to use well-characteri/ed x-ray sources 
with energies from 6 to X keV. X-ray line sources 
will be utili/ed. since 

• They provide for easier discrimination 
against target self-emission, and hence better signal-
to-noise ratios and sensitivity. 

• Narrow x-ray lines eliminate the depen­
dence of target opacity on probing x-ray energy: this 
leads to simpler and more accurate determination of 
target component inteilaces. 

In this section we describe the results of a series 
of measurements of x-ray line intensity l% versus K. 
I. and M x-rav emitters, as well as versus / of the 

Table 5-4. X-ray line intensity and signal-to 
continuum ratio for K, L, and M emission types. 

M x rays 
L x rays (gold 

K x rays (tin and uranium-
(titanium) barium) niobium) 

l x (photons . c 
per sphere) T i ^ l O 3 

Signal 
continuum 

- 1 0 0 

4.8 keV 

- 5 

3.8 keV 

~6 

2.5 keV 

target, versus laser pulse lengths A T . and versus in­
tensity 1|. 

The first series of experiments was performed 
to obtain l x versus X and to study emission-type (K. 
I., or M) x rays. The experiments were done on 
\ rgus with l-ns 1 \\ IIM laser pulses and l[ ^ 3 X 
I 0 1 4 W cm-. We made these and subsequent 
measurements with our lime-integrated x-ray line 
spectrograph: 'I able 5-4 gives the results. The ob­
vious conclusion is thai y-ray intensity is constant 
for K . I or M \-ra> emission. The big difference is 
in the strength ol the line continuum ratio: titanium 
produced very strong and narrow line emission. 
I his is a significant discover), since it implies that if 

a narrow-energy-hand imaging device is used, the 
sensitivity and contrast ratio can be greatly in­
creased. 

1 o achieve this sensitiv ity we therefore chose to 
tudy K x-ray emitters versus target / . r| . and l| . A 

scries of measurements to study some of the above 
was performed at Shiva, using from one lo len of ils 
beams lo achieve I; ^ ,1 X ]()"' W cm" in source 
sizes from 141) to 50(1 ̂ m in diameter: a summary of 
the data obtained lo date is shown in Table 5-5. 
Although incomplete with regard to measurements 
at all pulse lengths and laser intensities, present data 
does indicate that prolific line emission can he 
produced at I y as high as 9.0 keV ( / n linesi. Crea­
tion of the high-energy / n and Ni lines does, 
however, require high laser intensity. In measure­
ments so far. the laser spot diameter was 140 uin 
and l.| = 5 k.1: these shots required 10 Shiva beams. 
In Ihe coining year we plan to complete ihis 
measuremenl series to determine l \ versus laser 

Table 5-5. K x-ray line emitters.* 

Pulse Strongest line Strongest line &L * o t a * energy 
Laser intensity length energy intensity all lines 8'JF- laser 

Element (W/cm 2) (ps) (keV) (keV/keV - sp) (J/sp) (%) 
Titanium 3 X 1 0 1 * - A ' 8 U S 1000 4.75 film saturated 

3 X lO^-Argos 2000 4.75 5.8 x 1 0 1 6 0.27 0.05 
3 X 10'S-Shiva 600 4.75 1 6 X 1 0 1 7 1.6 0.06 

Vanadium 3 X 1 0 1 4 2000 5.20 1.5 X 1 0 1 6 0.09 0.02 

Nickel 4 X 1 0 1 4 600 7.80 no lines observed 
3.3 X 1 0 1 S 600 7.80 no lines observed 
2 X 1 0 1 6 600 7.80 no lines observed 
3 X 1 0 1 6 600 7.80 1.2 X 1 0 1 7 2.45 0.08 

Zinc 1.5 X 1 0 1 6 600 a9 not analyzed 
3 X 1 0 1 6 600 8.9 1.4 X 1 0 1 6 0.50 0.02 

'Spot size at 3 X 1 0 1 5 W/cm 2 = 500 jim at 3 kl; spot size at 3 X 1 0 1 6 W/cm 2 = 140 jim at 3 kJ. 
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Fig. 5-51. Titanium K x-ray spectrum frobi Sfehia disk sfiot. 
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pulse duration T\ = lOOps. 600 ps. and 2000 ps. 
and I, = 3 X 101 4. 3 X 10". 3 X 101 6, and 1 X I0 1 7 

W/cirr. Knowledge of the scaling of I x with these 
parameters is essential to the design of future 
backlighting efforts at Shiva and Nova. 

We have initiated a modest effort to under­
stand the mechanism(s) by which the higher-energy 
x-ray lines are produced. Figures 5-51 and 5-52 
show the x-ray spectra observed for some laser-
produced Ti and Ni plasmas. The experimental 
results indicate that 

• Strong line emission is observed for Ti at 1 L 

=» 3 X 10 1 5 W/cm 2 and for Ni with I L = 3 X I0I(> 
W/cm 2. 

• The conversion efficiency (energy in line to 
energy in the laser) is high. 

• For Ti. the He-like to H-like line intensity 
ratios indicate a time- and volume-averaged elec­
tron temperature T e t v o j u n l c ^ 1.5 keV. 

• A strong characteristic K« (cold matter K 
x-ray line) was observed for both Ti and Ni: this 
cold line was produced by high-energy electron and 
photon-induced ionization of target atoms residing 
deep in the slab. 

Careful examination of the Ti x-ray spectrum 
near the n = 2 to n = 1 resonance line indicates that 
the plasma from which it is emitted can only be 
described by a non-LTE model. For long-pulse 
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Fig. 5-52. Nickel K x-ray tftctmm from Shiva disk shot. Fig. 5-54. Measured titanium spectrum at two different laser 
|whe tengdis: la) 600 ps and (b) 2000 ps. 
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Fig. 5-53. Calculated titanium spectrum, assuming local 
thermodynamic equilibrium (LTE) In plasma. 

4 
i i i i 1 • 1 1 1 I i i l i 

_ 

3 

* : : 

I -I 2 — Resonance — . — 
In iercombinat ion —. ^ v -

: 1 
1 A i , A \ /U \ -
0 J *\J 1 > M 1 

4.65 4.70 4.75 
Energy (keV) 

4.80 

irradiation, however, the line spectra indicate that 
the plasma approaches LTE. Figure 5-53 illustrates 
a theoretical Ti x-ray spectrum in the region of the 
He-like resonance line, derived assuming local ther­
modynamic equilibrium. The two lines of interest in 
this spectrum are labeled as the resonance transition 

Resonance 

Intercombinal ion-

4.60 4.70 
Photon energy (keV) 

4.80 

ls : ' S 0 - Is2p 'P, (Resonance) and ihe intercom-
bination line ls : 'S„ - Is2p -'P, (Intercomb). In 
LTL. line intensities are proportional to their os­
cillator strengths: ihe calculated ratio 4 1 of the os­
cillator strength of the intercombination line to the 
resonance line is 0.04. Therefore, the intercombina-
lion line is very weak in this theorelical spectrum. In 
the measured spectrum of Fig. 5-54(a), however, we 
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Fig. 5-SS. Dependence of the intensity ratio of the resonance R (Is2 'S0 <- !s2e' P,) and intercombinllion I (Is 2 'S 0 •- ls2n 
'P,) lines of He-like ions. 

Electron intensity 

elenrh sec ;m intense iniercombination l ine which 
uulic.iics that the plasma is not in I Tl.. Note lhal in 
I ig. 5-54<h). mi l , : l puKc length of 2000 ps 
[compared lo 600 ps in (a)|, the intercoinhinalion 
line strength has diminished relative lo ihe 
resonance transition. This ma\ indicate thai 'he 
plasma is in fact equilibrating during the longer 
laser pulse It could also mean that the emission is 
coming from a high average electron density 
plasma. 

Hoiko el a l . 1 - have modeled the ratio a of 
intercombination-to-resonance line intensity for 
non-I.TI: plasmas where the resonance line is op­
tically thin: the ratio of the lines is strongly depen­
dent on electron density over certain density inter­
vals. A sample of their calculations is given in 
l ig . 5-55. Analysis of our data using their calcula­
tions would indicate electron densities N c > 10— 
cm - ' fo rT ia t Ar | = 600 ps and N,; J 6 X lO-cm ' - 1 

for Ti at - \7 | = 2000 ps. We have simulated these 

plasmas using our conventional (LASNKXl 
hydrodynamics computer code: of course this crude 
analysis does not consider line transfer effects or the 
fact lhal the plasma may be approaching l.TH at 
2000 ps. 

( igure 5-56 is a "snapshot" of the plasma con­
ditions at the peak of the laser pulse (2\T| = 
1000 ps. I, i J X HI 1 4 W cm :>. giving the electron 
densi ty , e lectron t e m p e r a t u r e , and He-l ike 
resonance-line emission strength as a function of 
distance normal lo the surface of the Ti disk. These 
calculations indicate that the majority of the x-ray 
emission comes from the coronal plasma instead of 
the denser plasma near the disk's surface. This 
could explain why the line emission indicates a 
plasma more in coronal rather than local ther­
modynamic equilibrium. 

Note that the plasma emission region or "scale 
length" in Kig. 5-56 is very large (~100nm for the 
l-WHM of line intensity). This large emission scale 
length is beneficial for producing copious line radia­
tion. This benefit is not present for lower-Z ele­
ments at the same laser parameters, because lower-
Z elements will be ionized past their He-like states 
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Fig. 5-56. L A S N E X calculation of electron density and temperature at peak laser pulse intensity vs distance normal to surface of a disk, 
and non-LTE calculation of He-like argon resonance line intensity as function of electron density and temperature. 

Sur face ^ ^ ^ ~ ^ ^ ~ ~ He-like resonance line emission 

_ of disk n 
I c 

0.05 0.1 0.15 0.2 0.25 0.3 0.35 

Distance normal to disk surface (mm) 

al a lower electron temperature and hence at a 
smallc distance from the disk's surface. Thus thev 
will emit radiation from a smaller scale length \\ e 
should add that lower-/ elements also suffer from 
an mlensiiv suppression owing to the / scaling ol 
radiative rate. This scalinir certainlv favors hii'her-/ 
elemenls provided one has enough laser power to 
sufficientiv ioni/e the high-/ atoms. 

The final point concerning these calculations is 
that the average electron temperature al the peak of 
the laser puKe is - I ? ke\ . This is identical to the 
value derived nv the line ratios taken from our ex­
periment, and indicates that the effects of time 
averaging on experimental line intensities are 
minimal. 

Authors: I). I.. Matthens and I.. V koppel 
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X-Ray Backlighting with a 
Wolter Microscope and X-Ray 
Streak Camera 

The process bv which laser light is used to com­
press D-T fuel and cause thermonuclear burn can he 
broken down into lour parts: absorption. eneigj 
transport, target hydrodynamics, and thermo­
nuclear burn. CKer the last several years, we have 
de .o ted significant effort to improving our 
theoretical and experimental understanding of 
absorpt ion. 4 ' energy lransport . 4 4 ~ 4 ' ' and the slate of 
the large! at burn t ime 1 " - < - ; to dale, we have made 
feu measurements of target hydrodynamic be­
havior. One recent exception is our use of a pinhole 
x-ray streak camera diagnostic to measure radius-
v - ' 'me behavior of exploding-pusher targets."' 

NR1. has previously used visihle-lighl shadow­
graphs to measure ablative acceleration of slab 
targets." 4 Optical probing, however, is limited by 
refraction effects and the lighl can penetrate only to 
Ihe critical density surface, which is itself moving 
with respect to the targel slab. The use of \ rajs, 
which can penetrate dense material, permits deter­
mination of the density profile of the moving object 
through the relation between area I densiiv and the 
attenuation of \ rajs. Measurements of this type 
have been initialed at the Rutherford Laboratory in 
F.ngland"""'' and at l.imeil in Prance.-"7 These ex­
periments have provided proof of principle, and 
have also previewed some of the problems (such as 
dynamic range, resolution, and target alignment) 
which must be addressed before x-ray backlighting 
can provide high-qiialily. interprelable data from a 
varietv of targets. 

We have developed an \-rav backlighting 
system (Fig. 5-57) designed to minimi/e the prob­
lems of dynamic range, target alignment, and 
resolution. The system uses a 22X magnification 
Wol te r (hvperbo lo id-e l l ipso id) ax isymmetr ic 
gra/ing-incidence x-ray microscope as its objective 
element and an x-ray streak camera of LLL design 
as the detecting device: the development of the 
Wolter microscope-' ; , <"S'' and streak camera 6 0 have 
been described in previous annual reports. The 
Wolter microscope currently being used has a 
resolution of 2 to 3 ,um, depending on the mode of 
operation. In the apertured mode, the depth of field 
can be greater than ± 1 0 0 ^ m . The solid angle of the 

full-aperture x-ray microscope is approximateh 1.1 
X I0" 6 sphere, with a high-energy cutoff of 2.1 keV. 
Other Wolter microscopes being fabricated arc-
designed to have high-energy cutoffs in the range 
from 3 to 4 keV. 

Because the streak camera has a thin photo-
cathode il is sensitive to x rays with energies from 
KX)eV to more than 10 keV. The overall spatial 
resolution of the system is limited to about 4.5 urn 
at the object plane by the 22X magnification of the 
x-ray microscope and the 100-jum resolution of the 
x-ray sireak camera. The lime resolution of the 
streak camera is 15 ps: its dyi.amic range is approx­
imately lour orders of magnitude. In practice, the 
overall dynamic range of the syslem is limited by 
backlighler source intensity and imaging optics to 
about three orders of magnitude. 

The >-ray backlighting system is aligned using 
a visible-light target viewer mounted coaxiallv along 
the x-ray microscope line of sight (Fig. 5-5K). A 
visible-light lens is mounted in the center of the axi­
symmetric x-ray microscope mirror such thai its 
principal plane and optical axis coincide with ihe 
principal plane and optica! axis of ihe x-ray 
micr iscope. The focal lengths of the lens and the \-
ray mirror are ihe same, so that ihe object and im­
age focal points also coincide. During an initial 
alignment phase, ihe x-ray microscope is adjusted in 
till (±20 arcseconds) to minimi/e coma. Then the 
image of a single-mode optical fiber, mounted at the 
center of the chamber, is projected onto the streak 
camera slit: the sireak camera is then moved so thai 
the image is centered on ihe slit. 

A pellicle splits ihe beam and projects it also 
onlo a second image plane, mounted rigidly on the 
streak camera at right angles to its face: ihis visible-
image plane ihen moves when the streak camera 
moves. A set of cross hairs in the visible-image 
plane is moved to coincide with the image of the op­
tical fiber and then locked inlo position. From this 
point, aligning targets to the streak camera slii is 
equivalent to aligning them to the cross hairs in the 
visible-image plane: the alignment is accurate to 
10 tim and reproducible to 5 jim from shot to shot. 
The visible-image plane is equipped with a Polaroid 
film pack for documentary photos of large! align­
ment, though the secondary image is bright enough 
that real-time alignment can be performed with the 
unaided eye. 

The target is illuminated by a band-pass-
filtered mercury arc lamp (5461 A) with an annular 
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Fig. 5-57. Schematic of the x-ray backlighting system at Shiva. The main components are a 22X magnification Wolter x-ray 
microscope, an x-ray streak camera, and a mercury arc lamp illuminator. 
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Detail of microscope 
and coaxial lens 
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Fig. 5.58. Schematic of the x-ray backlighting optical alignment configuration. 
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Table S-6. X-ray backlighter intensities and x-ray c .Hie solid angles required for streaked x-ray backlighting. 

Figure of 
Laser 

intensity 
(W/cm 2) 

Spot 
X-ray hi . / keV \ 

merit 
( « R 2 / M 2 ) 

(sphere) Material 

Laser 
intensity 
(W/cm 2) (em) line (keV) \ cm sphere / 

merit 
( « R 2 / M 2 ) 

(sphere) 

Ta 2 X l o ) S 250 M 2.0 4 X 1 0 2 8 5 X 1 0 " 1 1 

Au 6 X !0 < 
6 X 10*, 

400 M 2.S 4 x i o 2 7 2 X 1 0 " 1 0 

U-Nb 
6 X !0 < 
6 X 10*, 400 M 3.5 1 X 1 0 2 7 8X 1 0 " 1 0 

Sn 6 x 10J* 400 L 3.9 1 X 1 0 2 7 8X 1 0 " 1 0 

Ti 3 X l o | * 
3 x 1 0 1 6 

440 K 4.7 1 X 1 0 * 8 7X 1 0 " n 

Ni 
3 X l o | * 
3 x 1 0 1 6 130 K 7.9 2 X I 0 2 9 1 X 10 " 

'I -0 mm o.ii. ,irul 2s mm i.d. The lens 
'nee- i l o l l i m a l c d he.im of l ight iha l is foeu-ed 

.• inni i l . i r concave m i r ro r o n l n I he -ide of the 

• i . ' I .UI I IL ' I he x-r.iv microscope and al ignment 
!cin I he diverging beam passing through die 

. .'..•! •'! die innnLir lens is focused In a l-ip.-diam 
. • ii ilie target ciiamher porl so lhal il illuminates 
• •. ' iiuet f rom behind. This con ih ina t ion al lows the 

oei i to he MOM'II in its reflected light against a 
'*' L'''' h i ckground 

\ mechanism inserted through the port next to 
' : v-iav microscope allows the concave annular 

iror. as well as filters, blast shields, apertures. 
iinl -hutters. lo he mined, in and out ol position in 
iron! oi the x-rav microscope. Al shot lime, a lan-
i.iUim shutter is placed in front of the coaxial align­
ment lens, lo prolecl it from blast damage and lo 
shield the streak camera from high-energy \ rays 
i ^ 1 MeV) thai would pass down the center of the 
Imc-of-sight pipe without being focused by the x-rav 
mirror. Additional x-rav filtets can he inserted al 
-hot time wilh ;: pneumatic filter inserter, without 
interfering wilh the optical alignment system. 

The streak camera pluuocalhode support foil is 
'ragile and can withstand only slight pressure dif-
'cieulials. An automated vacuum system controller 

ow being constructed will cycle Ihe system to and 
".om atmosphere at a controlled rate, and will also 
mcrlock the valves, filler inserter, shutter mech-

usiii, and pellicle lo prevent damage to the 
agnostics, target chamber, and vacuum system. 

Use of the streaked w a y microscope for 
vslit slab acceleration experiments is presently 
•ler intensive investigation. Measurements can be 

Hide which will follow the target sample from a 
-!.mdsii;i, through its initial acceleration phase, lo 

is asymptotic vcloi'lv. During the latter part of the 
streak record, il max be possible lo measure the 
density profile of Ihe sample as u disassembles. 

The w a y microscope can also he used wilh 
self-luminous targets. Initially, il will he capable of 
viewing targets in radiation from 270 eV to 2 keV. 
This range will later be extended up lo S keV and 
perhaps down to 1X0 eV. The system will be used to 
measure the self-luminous interface near the ab­
sorption region on hall targets as they implode. 
Wilh X-keV hacklighter sources, we expect lo 
measure the dynamics of the core during the 
ablative implosion of high-density ball targets. 

To extend backlighting capability lo Ihe X keV 
range requires holh intense backlighter sources and 
high-energv \-r.i\ microscopes with large solid 
angles. We have measured a number of hacklighler 
sources at \ rgus ,\mi Shiva: results are given in 
fable 5-rV ( olumii 6 lists the source brightness for 
Ihe most m.cnse line (or hand of lines) at the w a x 
energy listed m column 5 for the given laser 
parameters. A combination of target output and the 
sensitivity of the streak camera used with the 
microscope sets the parameters of the figure of 
merit 12R- M- required of an imaging device, where 
K. (2. and M are reflectivity, solid angle, and 
magnification, respectively. Column 7 lists the 
figure of merit required lo ohlain a dynamic range 
of three orders of magnitude for the various lines 
listed in column 5, 

We are currently constructing a 22X magni­
fication Kirkpatrick-Bacv-lype w a y microscope 
with multilayer interference x-ray mirrors'' 1 for use 
in the range from 3.5 to 8 keV. Multilayer inter­
ference x-ray mirrors allow reflection of high-energy 
\ . ays at much larger angles than single-layer 
gra/ing-incidence x-ray mirrors: preliminary es­
timates are that the instrument under construction 
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can oh ia in a f igure o f me, 0 " " ' , ' . h i c h 
should he satisfactory for bat ,_ exper 'menls 
a l 8 keV. 

In summary . tve are devt v , n ? x-ray back­
l ight ing at L L L to address questions abt.-.'. the 
dynamics o f laser fusion targets. A system presently 
being asscmb.ed « ! ' ! per form pre l im inary experi­
ments using .M<eV x-rav back l ight ing sources; we 
plan lo develop instruments wh ich w i l l al low us to 
extend our studies to h i n , . i i .mil t in , .. 

probe the dense c o r c regions o f laser fusion targets. 
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Micro-Fresnel Zone 
Plate Developments 

I rcsne l /one plates can operate . locusint.! ele­
ments that use d i f f rac t ion rather than ref ract ion or 
ref lect ion. Our goal has been to fanr ic. i le /one 
plates suitable for imaging \-ra> emission I m m 
laser-produced plasmas. \ typical app l ica t ion is |o 
image the hel ium- l ike A i \ line emission { ( U ^ s urn] 
f rom a laser-compressed [ } - ' ] ' target conta in ing an 
argon seed gas; such a mc.isurement p ro \ ides infor-
ma i ion about the si/e and s\mmetr> of the com­
pressed fuel region. 

The theoretical resolut ion o f a / one plate, w hen 
used w ni l monochromat i c r . ,d ia l ion. is o f the order 
of the m i n i m u m 'one w id th ; since a spatial reso.u-
t ion oi' ^ I inn is desirable to allow observat ion <i\~ 
the smallest struetuies o l interest, we chose a 
m i n i m u m / t ine w id t h o f 0.3 u m . The opai]uc /ones 
are made o t ' go l d w i l l , a ihickness > 1 um to keep 
t ransmi t ted power below 1'', .it a wavelength o f 
0 4 , .m. The hundw id lh ol the argon line is o f the or-
i]o' of a few electron t o l l s , centered at 3.14 keV, so 
the /one plate should be l imned to a few hundred 
/ones to i n in im i /e chromat ic aber ra t ion . 

Fabrication. M i n i m u m / o n e w i d t h s near 
1000 A ha\e been ac lve\ed using holographic 
l i thography, e l e c t r o n - p r o j e c t i o n - l i i h o g r a p i n . and 
d iamond- tu rn ing techniques to generate / one plate 
p a t t e r n : . . h : - M The /one plates produced h\ these 
methods, however, were l imi ted lo go ld thicknesses 
on the order of 10(H) .4. which has restricted their 
use lo very soft (4.5 nm) \-ray wavelengths. 

We have developed a process wh ich al lows 
/one plates w i th suhmicrometer line widths to be 
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fabricated in thick gold. The /one plate pattern is 
first generated on an x-ray mask, using scanning-
electron-beam lithography (SFBL); the pattern on 
the x-ray mask is then replicated using carbon In­
line soft-x-ray lithography. Though the original 
mask absorber pattern is fabricated in gold less than 
100(1/f thick, the x-ray-lithography replication 
produces very high aspect-ratio resist profiles which 
serve as a "mold" during a subsequent elec­
troplating step that produces '.he final thick gold 
structure. 

Although in principle any of the methods men­
tioned above lor fabricating /one plates in thin gold 
could be used to form the x-ray mask absorber pat­
tern, scanning-eleclron-heam lithography has 
several advantages; 

• It is possible to extend the SFBI. technique 
to line widths of 1000 A or less; at the present time, 
other methods have not demonstrated comparable 
resolution. 

• Changes in /one plale parameters, such ,.s 
focal length or minimum /one width, are simply en­
tered from a keyboard on the SF.B1. computer con­
trol; holographic /oriv. plate generation requires 
time-consuming modification of the optical setup. 

• Free-standing /one plates require support 
structures; using SKBI. the support structure is writ­
ten at the same time as the /one plate pattern. Com-
,. .x support structures are easily generated and 
modified through software changes. 

• SFBI. exposure can easily be varied across 
the /one plate to compensate for cooperative ex­
posure effects due to changes in periodicity; this 
allows good line width control and a uniform resist 
profile across the /one plate. 

• Spherical abr-ralion can be easily avoided. 
With holographic lithography, the /one plate is 
used ill a different wavelength than the exposure 
wavelength, resulting in spherical aberration unless 
special correcting optics are used during exposure of 
the /one plates 6 2 

• As described below, it is possible to ensure 
that the electron beam scan raster is free of distor­
tion which would impair the optical performance of 
the zone plates. 

In order to produce accurate zone plate pat­
terns, we require the distortion of the electron beam 
scan raster to be less than the minimum zone width 
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(3160 A) over the /one plate diameter (0.632 mm); 
about 5 parts in 10 000. Using a Moire technique.''4 

we have reduced scan distortion to -'2,5 parls in 
10 000. The FTFC Corp. model LFBFS-D Scan­
ning Flectron Beam Lithography system has a dis­
tortion correction module which allows small 
correction terms to be added to the deflection 
signals, to compensate for predominant irregu­
larities such as pincushion and trapezoidal distor­
tion. By observing on the display CRT a Moire pat­
tern produced by raslering the electron beam over a 
distortion-free gold reference grating, any distortion 
in the scan raster is easily visualized and can be 
corrected using the distortion correction controls. 
Our reference gratings were holographically 
generated, and consisted of 500()-//-period etched 
gold lines on a silicon substrate. The gra'.mg lines 
could be oriented parallel to either the X or Y 
deflection axis, to check distortion in both axes. We 
also used grids of gold dots, formed by holographic 
double-exposure of orthogonally oriented grating 
lines. 

Figure 5-59(a) shows a Moire' pattern in­
dicating that there is some pincushion distortion in 
the scan raster. In Fig. 5-59(b), the pincushion dis­
tortion has been corrected and only straight, equally 
spaced fringes are visible: the fringes appear because 
the spacing between the raster lines does not match 
the grarng period exactly. In Figs. 5-59(c) and (d), 
the scan-line spacing has been adjusted to match the 
grating period exactly: by translating the scan raster 
one-half period i?500A) with respect to the 
reference grating, the entire pattern can he maJe 
dark (c) or bright (d) as the scan raster faiis exactly 
between or on the gold lines, respectively (a similar 
result is obtained by scanning with an orthogonally 
oriented raster/grating combination). These scans, 
of a field 1 mm square, indicate that the SEBL 
machine has a distortion of less than 2500 A over 
1 mm, or <2.5 parts in 10 000. Raster distortion 
could also be reduced to approximately 2500 A over 
a l-mm-square field. 

The Moire' distortion correction technique 
brings the X and Y deflection axes into precise 
registration with the lines of the X- and Y-oriented 
reference gratings. For our zone plates, we require 
that the scan axes be orthogonal to within 7 min of 
arc and that the X and Y axis gains match to I part 
in 1000. The orthogonality of our X and Y reference 
gratings is within I °, but is nc-f precisely controlled. 
Slight adjustments were performed to reference the 



Fig. 5-59. Moire patterns foraKd by scaaaing Ike electron keam [a a rasttr over a SOOO-A period (old reference grating while viewing the 
secondary electron image. Tkt IMd ot riew It 1 a n saaare. (a) Pincushion distortion it visible. (») The Moire fringes are straight and 
eanaliy spaced, Mdksring freedom from scan raster distortion, Ikongh fli= scan raster period la not identical to the grating period. Ey 
matching the scan raster and grating periods, a completely dark (c) or aright (d) pattern can ke obtained, deaaonstratiag less than 2500 A 
of dlstortloaovertlieeatjre l-ca'fldd. 

(d) 

'S'X -

scan axes to the X and Y axes of our laser inter­
ferometer which measures X and V sample stage 
motion: the interferometer axes are orthogonal to 
<1 min of arc. 

Beam position drift during writing is another 
potential source of pattern distortion. Large zone 
plates with minimum zone widths of 3000 A take 

about I hour to write, and may be affected slightly 
by drift. Beam drift in our system is typically less 
than 5000 A per hour, as measured by observing 
shifts in Moire fringe patterns. 

Our zone plalf patterns were written in a layer 
of Polymethylmethacralate ( P M M A ) 1500 to 
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Fig. 5-60. A 4000-/f-p«iod grating expoied In PMMA using jamai»g-flKlr<m-t>Mm Holography (SEBL). 

/> ^ 

2000 A 

.1(100.4 thick, over a 9000-/f-thick layer of 
pokimide on a 76-mm-diam silicon substrate. The 
pohimidc layer serves as the support membrane of 
the X-ray mask: wc use the 76-mm-diam silicon sub-
,'rate because ol' its convenience in our SEBL 
v. stem. We operated the SEBL system with a 
•i.ngsten filament, and used a beam current of 0.2 
ii \ for all writing to ensure a beam diameter of 
- IOOO/I'. Patterns were written in 950 000-
molecular-weight PMMA at a dose oT 1.8 X 10"4 

C/crrr: development took one minute in a solution 
of 2 parts methyl isobutyle ketone (MIBK) to 3 
parts isopropanol. The resist profile in Fig. 5-60 
shows 2000-/f-wide lines with vertical sidewalls, 
produced by SEBL; lines as narrow as 1000 A have 
also been exposed in 3000-/f-thick PMMA with ver­
tical sidewalls sui'able for liftoff. 

The zone plate pattern is written by drawing 
concentric circles with the system's minicomputer, 
functioning as a point-plotting circle generator. 
Since the circles are generated on-line, the entire 
zone plate (including the struts) can be represented 

algorithmically, providing data compaction and 
allowing exposure to be varied radially to improve 
line width control. A /.one plate 0.63 mm in 
diameter is composed of about 3 X I07 discrete 
points, and takes about 1 hour to write. 

After the PMMA has been developed, a gold 
absorber pattern 500 A thick is formed on the 
polyiinide layer, using standard liftoff techniques. 
Figure 5-61 shows scanning-electron micrographs 
of some gold absorber patterns; note [Fig. 5-61(d)J 
that we have fabricated line widths as small as 
1000/f. 

The polyimide layer with the absorber pattern 
is then transformed into a polyimide-membrane x-
ray mask. We used a procedure similar to that used 
with glass substrates6-'': 

• The entire top side and most of the under­
side of the silicon wafer, except for about a 30-mm-
diam region under the zone plate patterns, is pro­
tected while the wafer is immersed in a solution of 
4% concentrated nitric acid, 96% concentrated HF. 
This etches a hole through the silicon to form a 
polyimide membrane supported by the surrounding 
unetched silicon. 
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Fig. 5-61. Scanning-electron micrographs (SEMs) of zone plate gold absorber patterns on an x-ray mask. The patterns were written by 
SEBL. followed by a liftoff of 500 A of gold. Micrographs (a) and (b) show the inner and outer zones of a zone plate with a minimum 
zone width of 2000 A; (c) and (d) show sections of a zone plate with a minimum zone width of 1000 A. 

(a) 

——| | — 20 ftm 

« A flat plastic ring is then epoxy-bonded to 
the polyimide on the absorber pattern side. 

• The polyimide membrane surrounding the 
plastic ring is cut away, leaving a polyimide-
membrane mask on a plastic ring. 

• A 400-/f-thick layer of aluminum is then 
evaporated onto the polyimide on the absorber side. 
This aluminum layer serves as an electrode, to hold 
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Fig. 5-62. Gold lines electroplated bctweea very high aspect-ratio PMMA Ihiet exposed by x-ray lithography. The slight beading of the 
tops of the PMMA lines occurred daring SEM observation. 

-3200 A-

thc mask electrostatically in intimate contact with 
the substrate during x-ray exposure: the polyimide 
membrane serves as a dielectric. 

Using this x-ray mask, the /one plate pattern is 
exposed onto 225-/um-thick Corning 0211 glass sub­
strates coaled with, in order, 50 ,-f of chromium, 
50 A of gold, 2 Mm of PMMA, and 100 A of 
chromium. The chromium on top of the PMMA 
serves as the second electrode for electrostatic hold-
down of the x-ray mask; the chromium is etched 
away before development of the PMMA. The thin 
gold under the PMMA serves as a plating base. We 
used the carbon K wavelength (4.5 nm) to expose 

the resist; a 9-h exposure was required at a 60-mm 
source-to-substrate distance. The C K x ray was used 
in order to obtain high contrast with our thin 
(500 A) gold absorber patterns, and to minimize 
problems with photoelectrons generated by x-ray 
absorption at the plating base. With harder x rays 
and a higher bremsstrahlung background, the par­
tial exposure produced by these photoelectrons 
results (during development) in rapid undercutting 
of resist profiles a! the plating base surface, causing 
adhesion loss for small structures. All x-ray ex­
posures were developed in 2:3 MIBK:isopropanol, 
with typical development times of 5 to 10 min. 

After development, patterned slots extending 
down to the plating base are present in the resist. 
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Fig. 5-63. A completed zone plate ia 1.3-nm-tMck (old; the minimum zone width is 3000 A. 
<t, jy!jii?.>; 

s^3p 

After a 10-s exposure to a i:1i oxygen plasma to 
remove a thin resist seum which covers the plating 
base, gold is electroplated to a height of 1.3 /am. us­
ing BDT-510 plating solution maintained at 40 K 
with a plating current of I mA/c i r r or less. Using 
this plating solution, we have been able to produce 
bright gold films with no graininess observable un­
der the scanning electron microscope. Our plated 
films are under considerable compressive stress, 
which can lead to deformation of the completed 
free-standing /one plates. Figure 5-62 shows 1600-
/f-wide gold lines plated to a height of 7200 A using 
a 3200-/f-period grating exposed in PMMA as the 
"mold" for the plating. 

After electroplating, the PMMA is dissolved 
away, and a copper support lube 1.5 mm bore in 

diameter is epow-bonded to the continuous gold 
film surrounding the /one plate. The glass substrate 
is then etched away in concentrated III- to produce 
a free-standing gold /one plate supported on a cop­
per tube (in some eases, the thin chromium and gold 
of the plating base, which have little effect on the 
/one plate performance, were also rcimned by 
chemical etching). Figure 5-63 shows a free­
standing. I.3-/im-thick gold /one plate with a 
minimum /one width of 3000.-/. 

Testing. Preliminary \-ray testing ol these /one 
plate lensing elements has already begun. Figure 
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Fig. 5-64. Resolution tests of a Fresnel zone plate x-ray lensing element are conducted on a rigid optical bench. The lensing element being 
tested has a minimum line width of 3200 A , a gold thickness of 1.5-pm, and a 0.632-mm diameter. It is used to image a free-standing 
crude Fresnel zone plate with a 2.5-nm minimum zone width bacidit by an aluminum Ka x-ray source. The radial strut patterns on both 
the zone plate lens and the zone plate test pattern are used to support the free-standing gold microstructures. 

Proton Beam 
2.5 MeV 
50 A 

100 Mm 

5-64 illustrates the test setup in which the /one plate 
"lens" is used as the optical component of a 4-
power microscope. In this experiment the lens is 
used to image a l-mm-diam crude (2.5-MUI 
minimum line width) Fresnel /one plate used as a 
test mask. The /one plate test mask acts as an ideal 
resolution pattern since the line widths vary predic­
tably over a wide range. The test pattern is backlit 
with aluminum K( l radiation at .\ = 8.34 A, 
produced by irradiating a water-cooled aluminum 
target with a 2.5-MeV 5()-/jamp proton beam from a 
Van de Graff generator. The x-ray images are re­
corded on single-sided type M x-ray film. A 
representative x-ray image of the 2.5-ium-line-widlh 
test pattern is shown in Fig. 5-65; note the resolu­
tion of the outermost /ones of the lest pattern. This 
is more clearly illustrated in the data of Fig. 5-66, in 

which the x-ray image has been scanned by a PDS 
microdensitometer and a plot made of the radial 
density distribution over the outermost 20 dark 
/ones (from "A" to "B" in the image). The in­
dividual /ones are clearly resolved, while also ap­
parent are modulations in the image density level 
produced by nonuniformity of the backlighting 
source and spatial shot noise in the image. Ad­
ditional simple tests of the /one-plate-lens Held of 
view and depth of focus (in the image plane) were 
made by translating the test mask off the optical 
axis (± I mm) and by varying the image plane posi­
tion (±20 mm). As expected, these variations had 
no affect on the ability ofthe lens to resolve the 2.5-
nm lines of the test pattern. 

Additional Development. Also included in this 
x-ray lens development program are the fabrication 
and testing of off-axis micro-Fresnel zone plates in­
tended for use as imaging spectrometers for 
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polychromatic x-ray sources. The imaging charac­
teristics of an off-axis Fresnel zone plate are il­
lustrated in Fig. 5-67. The off-axis zone plate is sim­
ply a circular, off-axis segment of a circularly sym­
metric (on-axis) Fresnel /one plate. The off-axis 
/one plate has the same focal length as its "parent" 
on-axis /one plate (f = rj/'A) and similar chromatic 
aberrations. Due to its off-axis geometry, however, 
the off-axis /one plate holds the possihility of 
spatially separating chromatically distinct emissions 
from the same source, thereby providing two-
dimensional, chromatically distinct, multiple im­
ages of a polychromatic source (Fig. 5-67). 

In order for an imaging spectrometer employ­
ing an off-axis /one plate as its optical element to 
successfully separate spectrally distinct images from 
a given source, certain design criteria must he met 
for hoth the source and the instrument. Using sim­
ple ray-tracing calculations, we arrive at the follow­
ing qualitative criteria: 

• Spectral lines (A|. A% ...) must he well 
separated. 

• Source si/e (in the offset direction) must 
not he too large. 

• Zone-plate offset distance must he suf­
ficiently large (r ( ) < .An). 

• Minimum line width must he as small as 
possible. 

Representative parameters, for an imaging 
spectrometer currently heing fabricated for use with 
laser fusion targets, are listed in Table 5-7. 

A practical consideration lor the imaging spec­
trometer is the apparent need for microscopic 
recording media to capture the separated images 
without blocking shorter-wavelength images to be 
recorded downstream (see Fig. 5-67). This problem 
can he obviated and macroscopic recording media 
used if the imaging planes for the long-wavelength 
images are appropriately tilted hack toward the 
horizontal. The maximum angle of tilt toward the 
horizontal is limited by the depth of focus (in the 

Table S-7. Qualitative criteria foi an off-axis zone plate 
imaging spectrometer. 

Maximum zone width 
Off-axis zone plate radius 
Offset distance 
Spectral lines 

Maximum source size for 
separable images 

Ar = 1600 A 
TQ = 0.375 mm 
Arj = 0.5 mm 
M = 4 A 
K2 — 6.9 A 

S = 500 iim 

Fig. 5-65. Initial resolution tests of the zone plate lens were 
conducted using a test pattern (a) with a nri liraum line width 
of 2.5 pm, even though die anticipated resolution of the in­
strument is roughly 0.5 pm. The enlargement (c) of the 
"lens" image in (b) shows the 2.5-jim outermost lines of the 
test pattern are clearly resolved. 

X-ray " lens" image 
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Fif. 5-tt. Tke akfMy of Ike M t paste lam to dearly 
sltoaKter analysis of me x-nj knipje. A 
gkows clear resakatiaa of Ike Mrridaal M M 

tke 2.5-MB n U n B Hw* of tke teet patten It Ucstrateo' ky a aricredea-
tcaa from " A" to " B " across tke uatemwtt twenty dark a n of Ike image 

X-ray " lens" image — - | | — 25 jum/div 

Fig. 547. An off-mis segment oft Freanel zone plate can be used as an imaging spectrometer to spatially separate distinct speclral emis­
sions from a polychromatic soarce. 

*i: 
Off-axis 

zone plate 

Optical axis o f -
parent zone plate 

Polychromatic 
source 

X, < X2 < X3 

r 'T' 

image plane) and can be determined f rom simple 
calculat ions. For the example in Tab le 5-7, the max­
i m u m t i l t angle is r o u g h l y 81 .5 ° , y i e l d i n g a 

record ing-medium w id th ^ 2 . 5 mm for the image at 
\ 2 = 6.9 A. 

Off-axis zone plates used as imaging spec­
trometers wi l l very l ikely f i nd a wide range o f ap­
pl icat ion in the laser fusion p rogram (and other 
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fields as well). In the particular example cited 
above, the spectral lines chosen are the argon and 
silicon K M emissions from the multiply-ionized laser 
fusion target. Argon is added as a tracer element in 
the D-T fuel, and silicon is a natural constituent of 
the glass microsphere. The imaging spectrometer, 
therefore, will provide separate and distinct images 
of the glass pusher and the enclosed fuel during the 
laser-driven target implosion. 

Authors: N. M. (eglio, I). ( . Shaver (MIT ) , I). C. 
Flanders ( M I T ) , and H. I. Smith (M IT ) 
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Management and Analysis 
of Experimental Data 

Laser experiments at LL l . are designed to 
stud) particular aspects of laser-target interactions 
and fusion target physics. Kxperimenls tvpieall) 
have one or a few primar) diagnostics on which ihe 
experimenter expects to rel) for his main measure­
ments. Often several diagnostics are included in a 
"desirable but not essential" category: occasional!) 
diagnostics are used on a target experiment pure!) 
for diagnostic development purposes not necessaril) 
directl\ related to the primar) measurements being 
attempted. The flood of data so produced must be 
intelligently managed so th;'', important data are ac­
curately, completely, and promptly reduced. Less 
critical data must not consume the experimenter's 
lime to the detriment of programmatic progress. 

At the point of taking data, the operations 
group continuously monitors the diagnostic in­
strumentation. If they judge that a diagnostic-
system deemed primary for a given study is in­
operative, they delay the shot until the fault has 
been corrected. Such attention can only be ex­
pended on the most critical diagnostics; those 

judged merely desirable are simply dropped for the 
shot if they are questionable. These precautions 
reduce the chances that laser-target irradiations will 
be wasted. 

Given a shot considered successful in any 
sense, the data produced take several standard 
forms: 

• Raw data from detectors exist as records in 
computer memory or on film that must be 
processed and densitometered or digitized. 

• The configuration of the diagnostics on the 
target chamber, including their angular orienta­
tions, sensitivity settings, and the like, is preserved 
as a configuration data base. 

• l inal lv. the experimenter's notes on align­
ment and orientation of the target ai^ recorded in a 
shot book provided lor each target irradiation. 

Within about two weeks of any target shot, 
results from the shot are distributed in several loca­
tions. The best summary is contained in the ex­
perimenter's shot book. B\ this time the responsible 
investigator will have accumulated and stored in the 
shot book most of the relevant information gleaned 
from the shot. These dala are reduced using the 
characteristics of ihe particular diagnostics (stored 
in Ihe configuration data base), and whatever ad­
ditional calibration dala are required. Kach of 
several diagnosticians retain copies of the data 
provided by the measurement systems for which 
they are responsible. Digitized photographic dala 
exist in memory in the LLL central computer 
faciht): raw electronic data are stored, along with 
the configuration data base, in ihe memory of the 
Shiva computer svsteni. In some cases, all steps 
beyond the initial collection of the raw data are ac­
complished using I.I.I.'s central computer system. 

At ihis point, dala collected in the shot books 
are compared wiih preshol expectations, the domi­
nant issues being adequate experimental controls, 
significant differences between data sets, diagnostic 
calibration and reliability and the rest of ihe con­
cerns which are the experimenter's slock in trade. 
Meanwhile, the data technicians in the Dala Man­
agement and Analysis Group archive ihe shot 
books in a central vault. 

In former years, entire experimental sequences 
were grossly modified or aborted after the first 
target shots when results deviated too wildly from 
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predic t ions . As knowledge has grown and 
diagnostic systems have become more sophisticated, 
however, instances in which iaser-plasma interac-
' experiments produce unintelligible results have 
:'.-.'ti;!i; rare. Generally, sequences of several tens of 
-"•'.; .ire designed and executed more or less as 

p.inncd. sets of shot books are produced, labeled 
•!: the in me assigned to the experimental series. 

\\ hei, u is complete, an experimental sequence 
IN icjn•rtcil. ulten m the archival literature. Contact 
•s made with past work (and work at other 
laboratories! here and abroad. These experimental 
teporis ingether with the shot books, constitute the 
ire.idil1. .n.iikiblc) primary record of the experi­
ment. .1 in' are stored together in the same area, 
t icner •'..> . lew additions or corrections are made to 
the shot books after the experimental report is writ­
ten < imipleted reports and shot books are used hj 
target designers to correct and or augment simula­
tion codes such as I \SNI .X. 

Summaries of each shot are written and stored 
in the shot hooks. During the coming year we will 
establish and maintain a summary data base on the 
Hula Management and Analysis ( i roup VAX com­
puter sNstetn Such a data base will contain results 
from all our experiments anO will permit statistical 
trend analysis Partial data bases have been main­
tained in past years but these, while helpful, were 
time-consuming, often incomplete, and never en­
tirely satisfactory With the advent of better data 
reduction codes, more of the shot data can be 
automatically entered into the data base. This 
development will greatly facilitate the discovery of 
parametric fits, scaling relations, and weak trends, 
as well as the reevaluation of old data in the light of 
new results. 

Author: K. K. Manes 

Diagnostic Configuration Data Base 

There are 220 openings, or ports, in the Shiva 
target chamber. Twenty of these ports are used as 
windows for the twenty laser beams, one is used for 
the target positioner, and the remainder are 
available for target diagnostic instruments. Because 
of this large number of ports, each of which usually 
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contains a diagnostic device, we have developed a 
configuration data base. TDB. to keep track of 
them. 

The configuration data base has three different 
purposes: 

• from the operations point of view. TDB 
permits easy identification, modification, or 
retrieval of different experiments or detectors in the 
target chamber. 

• It allows the data analysis programs to 
determine dala paths and the computer location 
where raw target diagnostic dala is stored. 

• I DH provides a record of the position and 
characteristics of the diagnostic instruments during 
a shot: this then becomes a part of the archived 
data. 

1 DK contains all the information necessary lo 
describe the following items: 

• 1'orl position, dimensions, and function. 
• I xperiment use. position, dimensions, 

detector and electronic specifications and dala 
paths. 

• I ogical and physical interaction between 
several experiments placed at several locations. 

One of the main characteristics of this data 
base is its flexibility in terms ofadding. changing, or 
deleting instruments. Because of its special charac­
teristics, we will give a brief description of TDB. 

TDB is a commented file structure (like a textl 
in which every entry (line) starts with an l.nglish ab­
breviation that allows immediate identification of 
the numbers, keywords or comments that follow. 
I very line in the TDIi file is a logical record. Words, 
comments or numbers are delimited by blank spaces 
or tabs, and may be located anywhere in a line. Any 
blank or lab is assumed to be a word terminator: 
any siring of characters started and terminated by 
blanks or tabs is assumed to be a word. Any line can 
have up to a maximum of 120 characters and or 15 
words: words can he up lo X characters long. 

The first words on a line are usually reserved 
for keywords or flags, with the rest reserved for 
identifiers or numeric values. There can be any 
number of entries between keywords. Lines started 
with the exclamation symbol (Dareassumed to con­
tain comments, and are ignored by the retrieval 
subroutines. 

There are two basic types of keywords: descrip-
tives and globals. Descriptives indicate the charac­
teristic, its ID number, and amplifier gain or posi­
tion in the target chamber. Descriptives usually 
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refer lo i n fo rma t i on c o . l a i n e d in one l ine, such as 
D I . T F C N L M B F R I.C27 148. which translates as 
"de leetor type KC 27. un i l number 148." 

Globa ls indicate lha l all entries that fol low 
belong to the same global g roup . For example, the 
g lobal key work " P O R T " indicates th l the rest o f 
ihe line, and all subsequent entries un t i l an " F O P " 
lend of por t ) entry is encountered, contain in form. : 
I 'on directly related lo lha l po r l . 

\ f l e r ihe " P O R I " entry there can be .1 com­
ment entry to describe the specific use o f the por t , 
which might include an ' I X P " l e \ p e n m e n l entry 1 
\ n I X I * entry indicates that all subsequent entries. 

unt i l an " F O I X P " (end o f exper iment) entry , 
describe ihe experiment named in the fo l low ing 
word I nder the present fo rmat , any number o f en­
tries can be made 10 describe the experiment in 
detai l I he POR I entry may conta in several experi­
ments: each experiment may conta in several detec­
tors 

I able ?-X shows a small facsimile segment ot 
l l ) B for one P O R ] entry, which is interpreted as 
fo l lows 1 he port at angles theta = I 4 8 c and phi = 
I 2 h ' is in use the port size or aperture is 2 in or 
MIX cm. and the outside d imension to the nearest 
obst ruct ion is X in. or 20 ?2 cm. The experiment or 
instrument X R A D O I currently in use is mounted 
on the port and belongs to Ihe X - \ (x-ray I logical 
n o d u l e : [ ) r Wang is the ind iv idua l responsible for 
ihe experiment Delta X = 5.OX cm. delta Y = 
5.OX cm. and radial distance = 0.0 are the d imen­
sions o f the inst rument inside the target chamber 
The instrument Xl< M X ) I uses detector type I I P I ) 
w i t h serial number 10.(1. 

Since T D B lias a text - l ike s t ructure, any lext 
editor can be used lo make changes. Queries or 
searches can be done by a specially developed sub­
rout ine named I T U . , which w i l l search T D B for 
any given por t , experiment, or instrument and 
return all the relevant i n fo rma t i on . For example. 
T D B and PI " I . I . are used to produce target cham­
ber diagrams conta in ing por t and experiment usage. 
T D B and P L L l . can also be used to obta in target 
chamber statistics, such as the latest conf igura t ion 
at the t ime o f wr i t i ng o f this report : 

• Number o f used ports = 114. 
• Number o f free ports = 73. 
• Numbe r o f b locked ports = 25. 

• Number o f reserved ports = 8. 

Table 5-8. Facsimile of readout from Shiva configuration 
data base TDB, for sample FORT entry. 

PORT 
THETA 
Ffil 
SIZE 
OUTSIDE DIM 

IN USE 
148. 
126. 
2. 5.08 
8. 20.32 

ANGULAR X-RAY EXP 

EXP XRADOI XA 2. IN USE 
OWNER WANG 
DELTA X 5.08 
DELTA Y 5.08 
RADIAL DIST 0.0 
DETEC, NUMBER ILPD 10.0 
E0EXP XRADOI XA 2.0 

E0P 

xuthur: .1. I . \ e r i a / / a 
Maj t i r ( cmtrihuto : .1. M . -Vuvrbach 

Data Acquisiti n and Processing 

Dur ing the I si year, wc have made substant ia l 
progress towards au tomat ion and computer i za t ion 
o f data f rom laser lus ion exper iments O u r goal is to 
relieve the experimenter o f t ime-consuming rout ine 
data reduct ion so that more t ime can be devoted to 
in terpretat ion. \ t the beginning o f 1479. a lmoM all 
data processing was done on Octopus th rough 
manual dala input Since that t ime, we have im­
p l e m e n t e d a u t o m a t e d p r o c e s s i n g o f severa l 
diagnostics on ihe Shiva P D P I I 70 computer , 
which requires much less user in teract ion than Oc­
topus 1 for a compar ison o f data processing steps on 
Octopus and the Shiva P D l ' U 70. see F ig . >-(vK\. 
We are also acqui r ing a new \ \ X computer to 
provide more efficient lusion exper iment data 
processing and analysis. 

Data an- current ly recorded electronical ly (by 
dig i t izat ion o f analog data) and on f i lm . Fven lua l l v 
C'C'I) array cameras may replace nearly all o f the 
t i lm recording. F lec l ron ic dala are t ransmi t ted via a 
C A M AC serial highway and stored on a f loppy disk 
by the T'AC'.M computer system: T \ C A I . s tand ing 
lor Target Acqu is i t ion . C o n t r o l , and Ins t rumenta­
t ion , has been described in previous annua l 
reports.' ' ' ' The T A C \ ! j empu ie rs at Shiva a n d 
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Fig. S-68. Comparison of fwtctioaal diagrams of tflaU arocestlax steps for the Octopus aad Shiva POP 11/70 computer systems. 
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Argus write experimental data on floppy disks, 
which are thet. read onto the Shiva PDP 11/70 
system disks for further processing. At Shiva we 
also have the capabili'y for transmitting data di­
rectly from theTACV' computer to the 11/70 com­
puter, using Digital Equipment Corp.'s intercom­
puter communications software. DECNET. 

Examples of electronic data for which final 
processing is done on the Octopus System include 
data in the shot file for the Dante spectrometer, and 
data from our soft x-ray streak camera equipped 
with a CCD array readout. These data arc-
transferred daily from the 11 70 to Octopus on 
magnetic tape reels hand-carried between computer 
centers. 

film images are converted into digitized data 
arrays using a Perkin Elmer Microdensilomeler 
controlled by a Digital Equipment Corp. PDP 
11 20 computer. Dt^a are whiten on magnetic tape, 
transported to the Octopus tape readers, and stored 
on the system disks: processing is then accom­
plished through user terminals. (Details of film data 
processing are given in "Film Image Processing" 
later in this section.) 

Processing of fusion experiments data on the 
Shiva PDP 11 70 is a highly automated sequence, 
due to the nature of the operating system and the 
lack of need for the manual data transfers required 
for film processing. Various levels of automated 
Tocessing have been implemented for the following 
diagnostics: 

• Dante low-energy x-ray spectrometer. 
• Filter fluorescer high-ener.y x-ray spec­

trometer. 
• Plasma calorimeters. 
• I.C-21 laser calorimeters for scattered light. 
• Scattered-light pholodiodes. 
• Neutron time-of-flight detector. 
• Lead and copper activation neutron yield 

detectors. 
• X-ray angular distribution detectors. 
in following subsections we will describe the 

processing software for the first five of these 
diagnostics. Processing for the last three of these 
five diagnostics are incorporated with the process­
ing of laser system calorimetry to give an energy 
balance, also described in a following section. 

To allow automated processing, all processing 
codes utilize files on the PDP 11 /70 system disk for 
setup and calibration parameters. These files are up­

dated daily or as required to reflect the current 
diagnostic configuration. In the sections that 
follow, these files are referred to with their standard 
Digital Equipment Corp. nomenclature. This is the 
form NAME.XXX. where NAME can be up to a 
nine-letter name and XXX is a three-letter type: 
thus SETFP.PAR is a pa.ameter (PAR) file named 
SETUP. 

Automated processing is accomplished by use 
of command files which contain groups of process­
ing commands. In the sections which follow, these 
command files have the typical label NAME.CMD. 
where ( M l ) is the abbreviation for command. The 
processing lor all diagnostics is controlled through 
one command file called OMNIPROC.CMD. 
Upon execution, this code lists the various 
diagnostics tha! can be processed, asks the user to 
choose the diagnostic(s) of interest, and asks for an 
(eight-digit) shoi number so the appropriate raw 
data can be accessed. 

Audio.: .1. M. Auerhach 
Major Contributor: .1. T. O/.ana 

Reference 
(id I HUT I'm^ram Inmial Rcpurl— / V " [ .iwr.jiK-t: [ iimimri: 

I .ihnr.it.ir\. [ nermnri:. ( .ilil . I ( RI 5IX): I -~1 HTXl. 
pp l->lfl In <-'H 

GF.TSD: A General Shot Data 
Retrieval Routine 

Digital data from the Argus and Shiva 
diagnostic data acquisition systems are organized 
by CAMAC crate. CAMAC station, and a disk file 
containing all the shot data. For subsequent higher-
b'vel analysis, processing programs must extract 
certain parts of the data ,.om the disk. To avoid 
duplication, with each experimenter/programmer 
writing '.is own routine for data extraction, we have 
written a single versatile data extraction routine 
called CiETSD (GET the Shot Data). 

implementation. CiETSD is implemented using 
ISHOT. a 9-word integer array containing the 8-
digit shot number (used to access the appropriate 
shot data file) and one additional word reserved for 
future expansions. Users then employ ILOC. a 3-
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word integer array, to specify the location 
parameters of the device producing the data of 
interest. 

The ioverall assignments for ILOC(I) are as 
lollow s: 

II.OC(l) = 0-99 indicates target diag-» 
Mies. 

lostk'v 

II.OC(I) = 100-199 indicates laser diag-

II f)C'(l) = 200-299 indicates alignment. 
II (X ' ( l ) = 300-399 indicates power can­

noning. 
II.OC'(I) = 400-499 indicates central con-

ir.iK 
I he meaning of the elements in the ILOC array 

is dcpend.nl on the diagnostic system containing 
the particular device. For target diagnostic data 
produced by the Shiva or Argus TACAI systems. 
11 (H ' ( l ) . (2). and (3) are the CAMAC crate, sta­
tion, and unit numbers, respectively. For data 
produced by the laser diagnostics system at Shiva. 
ll .OCII) provides the following parameter assign­
ments: 

100 = Beam energies. 
101 = Detector sensitivities. 
102 = Amplifier gain. 
103 = Amplifier offset. 
104 = Autozero setting. 

l o r the laser diagnostics system at Shiva 
II.OC(2| is the coded number of the laser compo­
nent (oscillator, preamps. Pockels cells, rotators, 
calorimeter groups, etc.) from which the ILOC(l) 
data were recorded: each component ulso carries a 
4-character name for call by other GET SD routines. 
| lLOC(3) is ignored for laser diagnostic devices.] 

The meaning of elements in M O D N A M . an 8-
word integer array containing the ASCII name of 
the device producing the data of interest, is also 
system-dependent. For data produced by target 
diagnostic systems at Shiva and Argus, device 
names are CAMAC interface module names. 
Device names for,laser diagnostic data are the 4-
character component names used in ILOC(2). Users 
must also supply the abbreviations for the types of 
analog-to-digital converters on each diagnostic: ex­
amples are " T K 7 9 I 2 " for a Tektonix Model 7912 
transient digitizer, and " P R C H I N " for a program­
mable charge integrator. 

Data Arrays. The four data arrays in GETSD 
are called IPARM. SCALE. IDATA. and BUF: 

• IPARM is an integer array, receiving 
parameter data from the specified shot data file for 
the specified diagnostics device. 

• SCALE is a real array, receiving scale data. 
ILOC(l) = 100 returns beam energy data; ILOC(l) 
= 101 returns detector sensitivity data. In the 
future. SCALE will also receive data on amplifier 
gains, amplifier offsets, and autozero settings. 

• IDATA is an integer array, receiving data 
sets returned by GETSD. 

• BUE is an integer array, receiving the com­
mon buffer data returned from a common buffer 
C'AMAC device. 

The first three arrays need be dimensioned no 
greater than 128, though this limit is arbitrary :i':d 
may be changed in the future: BUE must be dimen­
sioned at least 3000 to accommodate most common 
buffer sets. 

Table 5-9. Status calls returned by subroutine ISTAT of 
the shot data retrieval routine GETSD. 

ISTAT = 
ISTAT = 

ISTAT = 

ISTAT = -4 

iSTAT = -5 

ISTAT = -6 

ISTAT = -10 

ISTAT = -11 

ISTAT = -12 

ISTAT = 
ISTAT = 
ISTAT = 

-13 
-14 
-15 

Successful GETSD call. 
Error detected while attempting to 
open the shot data file; most likely 
cause is locked Hie 01 no file. 
Data in shot file out of sequence 01 
not found; caused by a bad shot file 
oi bad calling arguments. 
Error encountered while reading the 
shot data file; this is likely an I/O 
error, but may also arise because 
end-of-file was found before requested 
data was found or recognized. 
Premature cnd-of-fUe found while 
accessing the shot file; occurs when 
end-of-file is found before all data 
are complete. 
Bad shot number; nonnumerics not 
currently allowed in shot number. 
Bad ILOC value(s); negative values 
not allowed for location parameters. 
More than one of the four data arrays 
was too small to hold all the data 
found for the specified device; check 
values passed for array sizes. 
IPARM array is too small for number 
of data points found. 
SCALE array is too small for number 
of data points found. 
IDATA array is too small. 
BUF array is too small. 
Common buffer data were found to 
be flagged as incomplete or in error. 
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Each data array has an associated integer 
variable routine which is both an input and output 
parameter for the GETSD routine: these sub­
routines are called, respectively, NPARM, 
NSCALE. NDATA, and NBUF. The value of the 
integer variable is set to the size of the actual data 
array on entry: then, using 1PARM and NPARM as 
an example, 

• If the number of data points read from the 
shot data file is less than the number of elements in 
the IPARM array, GI-TSD sets the value of 
NPARM to the number of points read. 

• If the number or data points in the shot 
data file exceeds the number of elements in the 
IPARM array, the IPARM array will be filled to its 
limit and an error code will be returned by the status 
subroutine 1STAT. 

• If NPARM is set to zero before the 
GKTSD call, GETSD will not read parameter data 
and the IPARM argumem may be omitted from the 
call. Similarly, if any integer variable is set at zero 
before the GKTSD call, the argument of its data 
array may be omitted and no data will be returned 
to that array. 

GETSD's status subroutine, ISTAT, is an in­
teger variable whose values are listed in Table 5-9. 

Authors: J. T. Ozawa and J. VI. Auerbach 
Major Contributors: J. K. Krammen and J. Wilker-
son (Bendix) 

Automatic Diagnostic Data 
Processing: Dante 

The Dante system67 uses fast x-ray diodes as 
detectors. Output currents from these detectors are 
related to the incident x-ray energy flux through the 
detector and filter response functions. The x-ray 
spectrum emitted by the target in the direction of 
the instrument can be obtained from approximately 
200 eV to 2 keV with ten appropriately filtered 
channels. 

<\t Shiva, the detectors are impedence-matched 
to 50 ii and their outputs are recorded by Tektronix 
R79I2 transient digitizers. Each digitizer is 
associated with a given crate, station, and unit in the 
CAMAC system through which the digitized data 
are transferred to the shot file. Preprocessing of the 
Dante data is then performed on the Shiva 11/70 
according to the process described in this article. 

A data file named DANCHN.SET contains the 
crates, stations, and channels connected to active 
Dante channels: the program TKDANT (adapted 
from programs written at LLL to handle R79I2 
transient digitizers data) uses these pointers to ex­
tract from the main shot file the data from each of 
the R79l2's. A subroutine of TKDANT. TD7912. 
then unpacks the data and, using subroutine 
N79I2Z (Ref. 68). determines the centroids of the 
trace; representative raw and lilted data are given in 
l-'ig. 5-69. 

The output oT TKDANT is a single file. 
DANRAW.DAT, containing x blocks of data 
where x equals the number of Dante channels: the 
output structure of one such block is shown in 
Table 5-10. An identical file named TK7NORM-
.BSL contains similar information, obtained during 
a rod shot immediately preceding the shot to be 
analyzed. This file, created by TK7BASE, a general 
R79I2 baseline program which follows the same 
steps as TK7912. is used to establish baseline levels. 

The two files. DANRAW.DAT and TK7-
NORM.BSI.. are used by program ANDANT2 
(ANalyze DANTe) to obtain voltage-vs-time infor­
mation from the recorded counts: to do so. the 
baseline is subtracted from the data. Tests are then 
performed to determine whether the remaining 
baseline is indeed zero. Should this not be the case. 

Table S-10. TKDANT output structure. 
Word number Content 

1 
2 
3 
4 
5 
6 
7 
8 
9 

Crate number 
Station number 
Channel number 
Not used 
Total number of data points = 512 
R7912 vertical sensitivity (mv/cm)a 

R7912 horizontal sensitivity (ns/cm)' 
Number of dati joints 
Index of first valid vertical datum 

16-23 Shot number 

257 
* 

First vertical value (centioid) 

* 
768 512th vertical value (centroid) 

aFor direct-access plug-ins the horizontal sensitivity in 
ps/cm is in word 6; word 7 is not used. 
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Fig. 5-69. (a) Typical Dante channel output; (b) the same data normalized to trace centroid. 

— -»| (—2ns/div 

(b) 
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a data-derived baseline is obtained and the process 
repealed. The following quantities are then 
calculated: 

• The location of the peak of the pulse with 
respect to a fiducial. 

• The voltage at the peak. 
• The I'W'HM about the peak. 
• The integral of the signal over the full range 

excluding the fiducial. 
• The integral of the signal for one 1-WHM 

on each side of the peak. 
• The index location of the fiducial peak. 
• A flag indicating the data quality. 
Two files are generated to utilize these quan­

tities: DANDAT.INP is used for further processing 
on ihe 11/70: (shot #).DAN is transferred via tape 
to the ILL Octopus system. A third file. 
DANKRR.TMP, provides the experimenter with 
information on the program's handling of baseline 
data, as well as characteristics of the fiducial pulse. 

The final preprocessing step is performed by 
UNDANT2 (UNfold DANTe). The basic role of 
this program is to combine the data accumulated in 
DANDAT.INP with the characteristics of the 
associated detectors and provide a summary file 
(Table 5-11) for inclusion in the shot book. The 
column labeled "Integral v. ns" provides the 
necessary input for the UNSPEC (UNfold SPEC-
trum) routine which is used through Octopus on a 

Fig. 5-70. Representative unfold Dante spectrum. 
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CDC 7600 to obtain the final unfolded spectrum: 
and example of this final output is shown in Fig. 
5-70. Given a reference spectrum, this program is 
also capable of providing, for quick-look purposes, 
a ratio spectrum based on the current shot data 
(Fig. 5-71): this option is normally not exercised, 
however, since appropriate reference spectra are not 
generally available. 

The (shot#).DAN file is read into the Octopus 
system where is operated on by the frequency 
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Table 5-11. Representative Dante summary for Shiva target shot. 

POSITION: THETA = 90, PHI = 234 
BIAS: 5KV 

* * • • CHARACTERISTICS * • • * * 
• * • » EDGE " * * FILTERS » • • * # * 

DET • CAMAC " ENERGY • •NAME* BLAST * • * SCOPES * * * 
• *CR • STA*UN ' KEV * CATHODE* SHIELD * #1 * #2 • V/DIV*NS/DIV •ATTN'FLAG* 

1 *11 • 4 * 1 < 0.28 • AL43 • FV2 • PY.l •FV.63 •FV.63* 4.000 * 2.000 * 20 •20010* 
2 *11 • 4 * 2 " 0.52 • AL52 * W l * PY.l * * V.55 * 4.000 * 2.000 • 8 •20000* 
3 *11 • 4 * 3 " 0.58 * AL53 * CR1 • PY.l * •CR. 6* 4.000 • 2.000 • 8 •20000* 
4 *11 • 4 * 4 " 0.71 * AL54 • FE2 • PY.l • •FE.45* 1.000 » 2.000 • 40 •20000* 
5 M l * 4 • S « 0.79 * AL49 • COl • PY.l • •C01.1» 1.000 • 2.000 * 8 •20000* 
6 * 1 1 * 4 * 6 " 0.86 • AL50 • Nil • PY.i « *N1. 7 * 1.000 * 2.000 * 40 •20000* 
7 * U • 4 * 7 * 0.94 • CR19 • C M * PY.l * •CU1. • 1.000 • 2.000 * 40 •20000* 
8 *11 * 4 * 0 " 0.94 • CR23 * CU2 • PY.l *CU1. •CU1. • 1.000 • 2.000 * 4 •20010* 
9 *11 • 2 * 7 < 1.56 * NH5 * AL9 • VY.l • •AL9.2* 4.000 * 2.000 * 2 •20000* 

10 • 11 • 2 * 6 " 1.56 * NI16 * AL2 * PY.l •AL9.2 *AL9.2* 0.500 * 2.000 • 2 •20000* 

FLAG = XXXXI IF BASELINE WAS SHOT DERIVED 
= XXX1X IF FWHM»MAX IS LESS THAN 90% INTEGRAL 
= XX1XX IF MAX DEFLECTION < 10 COUNTS 
= X1XXX IF FWHM OR INTEGRAL < 0 
= 1XXXX IF NO BASELINE AND CANNOT DERIVE IT FROM SHOT 

• FIDO PEAK * PEAKLOC-NS * FWHM * PEAK VALUE * INTEGRAL * SUM/ * SUMP * 
DET • COUNTS •REL TO LASER • NS * VOLTS * V.NS * FWHM*FV • V.NS * 

1 * 418 * -0.108E+02 * 0.254E+01 • 0.401E+02 * O.H8E+03 * 1.16 •0.104E+03 * 
2 • 440 * -0.114E+02 * 0.266E+01 * 0.113E+02 • 0.312E+02 * 1.04 * 0.308E+02 • 
3 • 436 * -0.104E+O2 * 0.261E+01 * 0.992E+01 * 0.266E+02 • 1.03 •0.259E+02 * 
4 * 444 • -0.110E+02 * 0.267E+01 * 0.147E+02 * 0.361E+02 • 0.92 * 0.331E+02 * 
5 * 448 • -0.935E+01 * 0.262E+01 * 0.468E+01 * 0.119E+02 • 0.97 * 0.109E+02 * 
6 * 44S • -0.105E+02 • 0.274E+01 * 0.134E+02 * 0.351E+02 * 0.96 • 0.341E+02 • 
7 * 503 • -0.122E+02 * 0.282E+01 * 0.126E+02 * 0.369E+02 * 1.04 • 0.333E+02 • 
8 * 450 • -0.102E+02 « 0.206E+01 * 0.174E+01 * 0.S41E+01 * 1.51 * 0.339E+0I • 
9 • 459 » -0.119E+02 • 0.250E+01 • 0.499E+01 * 0.I20E+02 • 0.% •0.113E+02 • 

10 * 442 • -0.116E+02 • 0.251E+01 * 0.607E+00 • 0.146E-J01 * 0.% * 0.143E+01 * 

Fig. 5-71. Representative ratio spectrum for Dante data. 
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domain deconvolution code DCON, which decon­
volves the temporal response of the detectors, 
cables, and oscilloscopes in the Dante diagnostics 

system. After removal of the temporal response, 
spectral unfolds of "snapshots" in time are done 
with UNSPl-X". Using this method, we have 
produced time-dependent spectral unfolds with a 
resolution of 120 ps l-W'HM on direct-access R7912 
data and 300 ps on amplified R7912 channels. 

Authors: V. C. Rupert and R. A. Hci.jle 
Major Contributor: G. S. C'hinen 
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Automatic Diagnostic Data 
Processing: Filter Fluorescer 

The filter fluorescer high-energy x-ray 
(H-'LRX) spectrometer, described in detail in last 
year's annual report, 6 9 is used to produce a spec­
trum of the high-energy (> 1 keV) x rays from laser-
plasma interaction experiments. The detector 
signals (given amounts of charge from photo-
multiplier tubes) can be processed automatically to 
\icki the desired spectra. Before the spectra are 
generated, routines are executed that detect very 
low or saturated detector channels and establish the 
signal-noise ratios for all channels. This preprocess­
ing requires that we maintain a set of parameter and 
setup data files, which will be described in con­
junction with the processing steps enumerated 
below. 

The PM tube output of each detector is con­
nected via three different attenuators to three chan­
nels of a LeCroy Research Systems Charge Inte­
grator/ADC module (LS2249W). Each module is 
assigned a crate and station in either the Shiva or 
Argus CAMAC systems. In addition, the high 
voltage applied to each PM tube is set and 
monitored through a computer interface, with a 
LeCroy Research System HV 4032 programmable 
high-voltage power supply; the voltage-sensing cir­
cuits of the supply are interfaced to the TACA1 
computer through a CAMAC crate and station. 

Thus the recording of shot data and detector 
voltages has been automated. At shot time the out­
puts of all the active charge integrator modules are 
transferred via the CAMAC serial highway to the 
TACAI LSI-11, where the data are written on 
floppy disks and then transferred to the Argus or 
Shiva data acquisition computers along with other 
diagnostic data. The FFLEX data are incorporated 
into the shot dati: file on the Shiva PDP 11 /70 using 
the routine PROCESS, which transfers the TACAI 
raw data from the floppy disk to the main computer 
disk. 

The LS2249W module outputs generally have 
non-zero baseline values; that is, they show non­
zero dc outputs with no signal input. This 
necessitates "dry-run" data processing before a 
shot, so that baseline values can be subtracted from 
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the total detector charge signals obtained during a 
shot. 

With the 11/70 shot data file as input, data 
processing proceeds in the sequence described 
below (and summarized in Fig. 5-72). 

The processing program FFBDP checks a disk 
file which gives the active detector channels for the 
shot. The program then opens a data file containing 
CAMAC crate, station, and ADC channel numbers 
for each detector channel. Only the CAMAC 
parameters corresponding to the active channels are 
extracted. 

Using the GETSD routine (described in a 
previous article) and the CAMAC data, a baseline 
processing routine is run which extracts from the 
dry-run file the baseline values for the active detec­
tor channels. Still using GETSD and the CAMAC 
data, the main processing program extracts from 
the actual shot data file the high-voltage readings 
and LS2249W A DC outputs for the active channels; 
there are three ADC readings for each detector, 
conesponding to the three attenuators. Next the 
program opens a file which contains the maximum 
linear current of each PM tube as a function of bias 
voltage. 

A summary of system performance is now 
calculated, a sample tabulation of which is given in 
Table 5-12. For each attenuator value, the summary 
provides the total channel ADC output, baseline, 
and charge output in picocoulombs. Each ADC 
count corresponds to 0.25 picocoulombs. If an 
ADC count is within 10 counts of baseline, it is 
nagged as NOISE LEVEL; if an ADC count ex­
ceeds 1900 it is flagged as SATURATION, which 
occurs in the LS2249W between 1800 and 2000 
counts. The program then selects the value farthest 
removed from NOISE LEVEL or SATURATION 
as the BEST SIGNAL. Readings are also printed 
for the HIGH VOLTAGE, the MAXIMUM 
LINEAR CHARGE (maximum linear current at 
the bias voltage times scintillator pulse width), and 
the ratio of BEST SIGNAL to MAXIMUM 
LINEAR CHARGE. A ratio greater than or equal 
to 1 indicates that the PM tube may have been in the 
nonlinear regime of operation, in which case the 
calibration factors used in processing would be 
inaccurate. 

Channels I and 10 of the filter fluorescer are 
"background" channels. Channel 1 is used to ob­
tain a background figure for detectors with NE 111 
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Fig. 5-72. Summary of automatic filter fluoresce diagnostic data processing. 
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scintillators; channel 10 is used to obtain a 
background figure for detectors with Nal scin­
tillators. These background channels contain no 
fluorescer and hence produce a charge signal arising 
from electromagnetic pickup and high-energy x rays 
impinging directly on the PM tubes. The ratio of 
these signals to the signal on each active channel is 
an indication of noise to signal ratio. Using a file 
which contains the gain of each PM tube as a func­
tion of voltage, the main program normalizes the 
background signals to the gain of each active chan­
nel tube at 2500 volts, and calculates a noise to 
signal ratio. This summary for all active channels is 

displayed in the second section of the program out­
put. 

The last part of the data processing involves 
computation of the x-ray spectrum from the "good" 
channels, that is. from those detectors having out­
puts that are neither in SATURATION nor near 
the NOISE LEVEL. If S(E) denotes the x-ray spec­
trum, Q n the output from the nth channel, and 
Rn(E) the response function of the nth channel as a 
function of energy E. then we must solve for S(E) 
from the set of integral equations 

5-77 



Table 5-12. Sample FFLEX channel summaries. 

CHANNEL NO. 7 
ATTENUATOR 

1. 
10. 

100. 

ADC OUTPUT 
1995. 
535. 

30. 

BASE LINE 
35. 
37. 
23. 

PICOCOULOMBS 
0.147E+04 
0.374E+04 
0.525E+03 

REMARKS 
SATURATION 

NOISE LEVEL 

HIGH VOLTAGE 
3000. 

BEST SIGNAL (PC) 
0.374E+04 

MAX.LIN.CHGE.(PC) 
0.U5E+O6 

BEST SIGNAL/(MAX. LIN. CHGE.) 
0.032 

CHANNEL NO. 8 
ATTENUATOR 

1. 
10. 

100. 

ADC OUTPUT 
1995. 
447. 

46. 

BASE LINE 
32. 
27. 
29. 

PICOCOULOMBS 
0.147E+O4 
0.315E+04 
0.128E+O4 

REMARKS 
SATURATION 

HIGH VOLTAGE 
3000. 

BEST SIGNAL (PC) 
0.315E+O4 

MAX. LIN.CHGE. (PC) 
0.110E+05 

BEST SIGNAL/(MAX. LIN. CHGE.) 
0.029 

°n = I S(l-:)R„(E)dE •• 1 . 2 . . . . N (3) 

Finding a rigorous solution for S(l-) requires 
much interaction between user and computer, ac­
complished using the unfolding code UNSPFX2. 
l o r experiments having similar targets and laser 
irradiation conditions, however, the rigorous unfold 
procedure can be supplemented by a ratio calcula­
tion using one rigorous unfold as the reference spec­
trum; this procedure, known as a ratio spectrum 
calculation, is olV.n used in our automated data 
processing. 

Let S0(H„) be the value of the reference spec­
trum at energy Kn (usually the mid-energy-point of 
a detector channel). Let Q o n be the calculated or 
measured charge for channel n due to the reference 
spectrum (they should be equal) and On n e l n e 

measured signal in channel n due to the x-ray spec­
trum to be determined. Then the new spectrum S(H) 
can be determined for a similar class of experiments 
by 

S(En) = s 0 ( E n ) x — 
y 0n 

(4) 

In calculating a spectrum, all signals Q n are 
referenced to a PM-tube voltage setting of 2500 
volts. The processing program opens a file contain­

ing the PM tube gains as a function of voltage, and 
extracts gain data for the active channels. Then if Q v 

is the measured signal at voltage V and G(v) the 
gain at V, the processing program calculates Q n in 
Fq. (4) by 

o„ = -
G(2500)QV 

« v>Qn 
(5) 

The ratio calculations, tabulated in the third 
part of the program output, give the values of Q n . 
F n . SrfF n \ and S(F n ) for each detector channel. The 

Fig. 5-73. Sample printout of an x-ray spectrum obtained 
with the FFLEX spectrometer. 
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program also plots the experimental and reference 
spectra on both a color TV monitor and a Versatec 
printer: a sample plot is shown in Fig. 5-73. 

Automation of this simple set of calculations 
for processing filter fluorescer data has reduced the 
experimenter's workload by 2 to 3 hours per experi­
ment. 

Author: J. M. Auerbach 
Major Contributors: (i. S. Chinen, H. \ . Kornblum, 
B. I.. Pruett 

Reference 
fcs> t.a\cr Pribram iniiuul Rvpnrl—lVX. Lawrence I ivermorc 

laboraturv. I ivmnorc. ( alii'.. I C Rl-5(X):i-7H d'TOi. 
pp (.-« m (vl2. 

Automatic Diagnostic Data 
Processing: Calorimeters 

Various types of calorimeters have been 
described in Ref. 70 as well as in previous annual 
reports. 7 l- 7 ; For a given heat input, the sensing ele­
ments of calorimeters provide a time-varying 
voltage which is amplified in two stages. The first 
stage is a fixed-gain (1000) preamplifier71; the 
second stage is a 16-channel programmable-gain 
amplifier of LLL design.7-' The gain of this latter 
amplifier is selected through a computer interface so 
that its value is available in the shot data file and 
can be accessed directly for automatic data process­
ing. The amplified data are digitized h\ "calo­
rimeter modules," designed at LLL,7 4 which 
provide multiplexed data from up to sixteen data 
channels. 

Processing of all calorimeters (plasma, light, x-
ray, and special-purpose) is conducted simul­
taneously. The programmable amplifier module 
and each calorimeter module are assigned a crate 
and a station in the CAM AC system through which 
data are recorded in the shot file; each of the am­
plifier channels is also assigned a unit number in the 
CAMAC system. 

Program CALRED uses CALCHN.SET. 
which contains the crate, station, and unit numbers, 
to extract appropriate data from the shot file. For 
each crate and station, data from the sixteen chan­
nels are demultiplexed and the corresponding am­
plification factors determined. The main output of 

CALRED is a single file, CALRAW.DAT. contain­
ing blocks of data. Each block includes the crate 
and station number, followed h\ the amplification 
factors for the 16 channels, and the 16 sets of 
demultiplexed data headed by the channel number. 
CALRED also contains an option (normally not ex­
ercised) which plots the data from each channel. 

Program CALIN2, a simplified version of a 
thermopile data analysis program, , :> uses the shot 
data from CALRAW.DAT and associates each 
channel with a calibration factor, detector ID, and 
locution provided h\ data file CAI.NAM.SET. The 
basic role of CALIN2 is to calculate an energy flux 
from the time-dependent raw data. Two output files 
are generated: 

• CALFTT.DAT provides the experimenter 
with various indicators of the data quality, and in­
formation concerning the fits used. 

• CALOUT.INP contains, for each channel 
(in the order recorded), the calorimeter ID. polar 
and a/iniulhal angles, the energy flux measured, 
and an "error" value indicative of the smoothness 
of the data and its deviation from the lilted curve: 
CALOUT.INP also provides a flag indicating 
\arious possible data conditions, such as noise level 
and saturation. 

Final data for plasma and special calorimeters 
are provided bv program CALOUT: data for light 
calorimeters are further processed bv program 
ENERGY (descrihed later in this section). 
CAI.OUT performs two separate tasks. The first 
consists in sorting the various types of calorimeters 
according to three categories: "plasma," "light." 
and "others." Data from plasma and light 
calorimeters are further sorted according to 
a/imuthal angles and for each azimuth according to 
polar angle. The data are then printed out in the 
shot-book format displayed in Table 5-13. 

The second task consists in obtaining an ab­
sorbed energy value based on plasma calorimeter 
data. This procedure is valid for axisymmetric con­
figurations only, such as balls or untilted disks. 
Since the plasma calorimeter data are strongly af­
fected by any diagnostic extending close enough to 
the target to seriously distort the plasma distribu­
tion, the calculation of absorbed energy is usually 
suspect if any such diagnostic has been used. For 
the same reason, energy balances obtained from 
scattered-light diagnostics are also suspect under 
these conditions. 
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Table 5-13. Representative Shiva plasma calorimeter data, as printed out in shot-book format. 
* THETA » HH » ENERGY FLUX » DE/E » COMMENTS * 
* DEGREES • DEGREES • J/SR » % 
* 160.00 ' 18.00 ' 3.21 " 6.36 
* 45.00 > 36.00 • 0.00 * 100.00 ' LOWSIG * 
» 60.00 ' 36.00 ' • . ' 8.38 * 1.95 
* 75.00 ' • 36.00 ' » 0.00 * 100.00 ' • LOWSIG * 
* 90.00 • 36.00 • ' 4.32 • 4.10 
* 105.00 ' ' 36.00 < > 3.49 ' * 3.36 ' 
* 120.00 < » 36.00 < > 2.20 ' * 8.11 ' 
* 45.(M ' 90.00 < ' 0.00 « 100.00 ' • LOWSIG • 
* 45.00 ' 126.00 ' ' 36.84 < 0.43 « 
* 60.00 " 126.00 • ' 29.88 « 3.02 * 
* 75.00 ' 1 126.00 ' ' 0.00 « ' 100.00 ' ' LOWSIG * 
* 90.00 « 126.00 < 0.37 < ' 100.00 « 
• 105.00 ' 126.00 * 0.97 « 100.00 < 
* i20.00 « 126.00 ' 0.16 ' 89.73 ' 
* 135.00 < 126.00 ' 3.10 « 3.97 ' 
* 45.00 " 16100 • 46.73 " 0.36 « 
• 160.00 * 162.00 * MS ' 7.80 « 
* 45.00 " 216.00 ' 107.18 ' 0.81 « 
* 60.00 ' 216.00 ' 60.04 " 158 « 
* 75.00 ' 216.00 ' 51.84 ' 0.42 * 
• 90.00 • 216.00 " 42.16 « 0.33 ' 
* 105.00 ' 216.00 ' ' 29.49 " 0.48 « 
* 120.00 * 216.00 « " 20.69 « 0.92 ' 
* 45.00 » 270.00 ' > 54.91 ' ' 0.92 < 
* 45.00 » 306.00 ' ' 39.43 ' ' 1.54 < 
* 60.00 « 306.00 « ' 37.15 ' ' 1.25 * 
* 75.00 < 306.00 ' > 35.97 " ' 0.68 ' 
* 90.00 " 306.00 ' ' 20.72 ' " 1.03 ' 
* 105.00 ' 306.00 ' ' 8.20 ' ' 1.50 « 
* 120.00 ' 306.00 ' ' 5.14 ' ' 3.68 ' 
* 135.00 " ' 306.00 ' * 2J9 ' • 10.18 « 
• 45.00 < " 342.00 ' > 32.84 « ' 1.33 ' 

For appropriate configurations, CALOUT fits 
the a/imuthally averaged data for energy flux versus 
polar angle to a curve of the form 2a n cos ntt. Each 
coefficient of this fit is then tested for slatistical 
significance based on the collected data, and deleted 
if necessary. The final fit, containing only signifi­
cant coefficients, is then integrated to yield tota' ab­
sorbed energy, an example of such a fit for E. disk 
shot is given in Fig. 5-74, along with the collected 
data. 

Because the requirements for a meaningful 
calculation of total absorbed energy are often not 
met in an experiment, this value is not automatically 
printed in the output intended for the shot book, 
but is manually entered (when appropriate) on the 
plasma calorimeter summary page. This value is 
also extracted from CALOUT's output data by 
program ENERGY, which prints it on its own sum­
mary page. It must be emphasized that this value is 

not to be considered useful unless verified by the ex­
perimenter. 

Author: V. C. Rupert 
References 
70. S. R. Gunn ;ind V. C. Rupert, "Calorimeters for Measure­

men t of tons, X rays, and Scattered Radiation in Laser Fu­
sion Experiments," Rer. Sri. Inst. 48(11), (1977). 

71. Laser Program Annual Report—1975, Lawrence Livermore 
Laboratory, Livermore, Calif.. UCRL-5002I-7S (1976), 
pp. 404 to 407. 

72. Laser Pragram Annual Report—1976. Lawrence Livermore 
Laboratory, Livermore, Calif. UCRL-50021-76 (1977). 
pp. 3-55, 3-93 to 3-95. 

73. D. Campbell and J. Severyn, The Electronics of the Target 
Diagnostics System for the Shiva Laser Fusion Facility. 
Lawrence Livermore Laboratory, Livermore, Calif, 
UCRL-52521 (1978). 

74. Laser Program Annual Report—1976. Lawrence Livermore 
Laboratory, Livermore, Calif. UCRL-50021-76 (1977), 
pp. 3-131 to 3-133. 

75. S. R. Gunn, On The Calculation of the Corrected Tem­
perature Rise for Isoperibol Laser Calorimeters, Lawrence 
Livermore Laboratory, Livermore, Calif, UCRL-52019 
(1976). 
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Fig. 5-74. An example of collected and fit data for the Shiva plasma calorimeters, used to estimate total absorbed energy. Triangles are 
the collected data (aB azimuth and polar angles); the solid line is a fit of the form a, cos nl) to the azimuthally averaged data. The disk 
was located normal to the Shiva beam daster aad irradiated by the lower lO-beam cluster only. 
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Automatic Diagnostic Data 
Processing: Photodiodes 

Automatic reduction of the photodiode data 
required for the Shiva energy balance measurement 
(EBM) is processed by program LIGHT (Fig. 5-75) 
on the Shiva PDP 11/70. LIGHT is controlled by 
the processing command file EBF.CMD, which also 
controls the calorimeter data processing and energy 
balance routines. LIGHT gels raw shot data from 
the TACAI system, and employs two input files: 

C SETUP.PAR (read into the program at run 
time), containing parameters necessary for the 
reduction of the photodiode data. 

• CAL.FAC (incorporated into the program 
at compiling), containing the programmable charge 
integrators' sensitivity calibrations. 

SETUP.PAR contains, for each photodiode 
detector, its 

• Number, CAMAC crate and station, serial 
number (denoting the programmable charge in­
tegrator module), and channel. 

• Spherical angular coordinates, distance R 
from the target, window transmission index, and 

sensitivity factor R' (in picocoulomb/Joule/cm2). 
SETUP.PAR also contains 
• The total number of active diode detectors. 
• A conversion factor of 5.0 volts per 4095 

full counts: any reading greater than 4092 is con­
sidered (and llagged as) saturated. 

• A flag to denote a blocked detector and to 
specify the diode used to measure the x-ray 
background. 

CAL.FAC contains the data statements for 
two arrays in LIGHT: 

• SENS(8), which contains the detectors' 
sensitivity per volt full scale, in picocoulomb/volt. 
This value is obtained from the TACAI file and 
passed to LIGHT via the data acquisition routine 
GETSD. 

• PQ8.4.20). The first dimension of this 
array corresponds to the sensitivity setting of the 
amplifier: the values are the elements of the array 
SENS described above. The second dimension 
corresponds to four detectors grouped into one 
module, and is thus the channel assignment read in 
from SETUP.PAR. The third dimension corre­
sponds to 20 modules of amplifiers, thus 
corresponding to the serial number read in from 
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Fig. 5-75. Flowchart of automatic photodiode dau processing at Shiva. 
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Table 5-14. Sample tabular output of subroutine P1NDAT of Shivascattercd4ightphotodiodedataautornatic processing program 
LIGHT. 

DETR RPRIME TRANS R(CM) PHI THETA SR CH POS CR ST PC/VOLT PC/CNT ADC ENERGY (J/SR) 
020 0.10E+07 0.95 92.1 126.0 120.0 1 0 6 5 3 0.30E+05 0.37E+O2 240 0.79E+02 
010 0.69E+06 0.95 92.1 126.0 105.0 1 1 6 5 3 0.30E+05 0.37E+02 162 0.77E+02 
034 0.12E+05 0.95 110.8 54.0 20.0 1 2 5 5 3 0.10E+05 0.12E+02 51 0.69E+02 
035 0.12E+06 0.95 110.8 198.0 20.0 1 3 5 5 3 0.10E+05 0.12E+02 68 0.88E+02 
033 O.12E+06 0.95 110.8 90.0 160.0 2 0 5 5 5 0.10E+05 0.12E+02 63 0.85E+02 
032 0.11E+06 0.95 110.8 306.0 160.0 2 1 5 5 5 0.10E+05 0.12E+02 58 0.84E+02 
031 0.12E+06 0.95 110.8 216.0 160.0 2 2 5 5 5 0.94E+04 0.11E+02 58 0.73E+02 
037 0.77E+06 0.95 92.1 126.0 45.0 2 3 6 5 5 0.30E+O5 0.37E+02 17 0.73E+O1 
017 0.12E+07 0.95 92.1 126.0 60.0 5 0 6 5 7 0.30E+05 0.37E+02 248 0.69E+02 
024 0.88E+06 0.95 92.1 126.0 75.0 5 1 6 5 7 0.30E+05 0.37E+02 241 0.95E+02 
030 0.12E+07 0.95 92.1 126.0 90.0 5 2 6 5 7 0.30E+05 0.37E+02 388 0.10E+03 
027 0.11E+07 0.95 92.1 126.0 135.0 5 3 6 5 7 0.30E+05 0.37E+02 200 0J8E+02 
028 0.11E+07 0.95 92.1 216.0 45.0 15 0 6 5 9 0.30E+O5 0.37E+02 -4 -.12E+01 
013 0.75E+06 0.95 92.1 216.0 60.0 15 1 6 5 9 0.3OE+O5 0.37E+02 137 0.60E+02 
070 0.11E+07 0.95 92.1 216.0 75.0 15 2 6 5 9 0.30E+O5 0.37E+02 265 0.81E+02 
011 0.13E+07 0.95 92.1 216.0 90.0 IS 3 6 5 9 O.30E+O5 0.37E+O2 354 0.91E+02 
080 0.UE+07 0.95 92.1 216.0 105.0 12 0 6 5 11 0.30E+05 0.37E+02 257 0.74E+02 
050 0.74E+06 0.95 92.1 216.0 120.0 12 1 6 5 11 0.30E+O5 0.37E+02 124 0.55E+02 
038 0.12E+06 0.95 92.1 54.0 45.0 12 2 4 5 11 0.30E+O4 0J7E+01 428 0.12E+03 
010 0.75E+06 0.9S 92.1 54.0 60.0 12 3 6 5 11 O.30E+O5 037E+02 171 0.75E+02 
016 0.78E+06 0.95 92.1 54.0 75.0 17 0 6 5 13 0.30E+05 0.37E+02 261 0.11E+03 
019 0.66E+06 0.95 92.1 54.0 90.0 17 1 6 5 13 0.30E+05 0.37E+02 285 0.14E+03 
021 0.11E+07 0.95 92.1 54.0 105.0 17 2 6 5 13 0.3OE+O5 0.37E+02 328 0.10E+03 
013' 0.84E+O6 0.95 92.1 54.0 120.0 17 3 6 5 13 0.30E+O5 0.37E+02 229 0.89E+O2 
060 O.HE+07 0.95 92.1 306.0 45.0 20 0 6 5 15 0.30E+05 0.37E+02 210 0.61E+O2 
023 0.10E+07 0.95 92.1 306.0 60.0 20 1 6 S 15 0.30E+05 0.37E+02 241 0.78E+02 
029 0.11E+O7 0.95 92.1 3G6.0 75.0 20 2 6 5 15 0.30E+05 0.37E+02 243 0.75E+02 
014 0.82E+O7 0.95 92.1 306.0 90.0 20 3 6 5 15 0.30E+05 0.37E+02 178 0.71E+01 
039 012.E+06 0.95 92.1 306.0 105.0 11 9 4 5 17 0.30E+O4 0.37E+01 327 0.90E+02 
022 0.93E+06 0.95 92.1 306.0 120.0 11 1 6 5 17 0.30E+05 0.36E+02 203 0.71E+02 
040 0.11E+06 0.95 92.1 306.0 135.0 11 2 4 5 17 0.30E+04 0.37E+01 227 0.68E+02 
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Fig. S-76. Flow chan of Shiva energy balance measurement (EBM: automatic data processing. 
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S H T L P . P A R : the elements o f this d imension are es­
sentially the scaling factors necessary to scale the 
detector to ful l voltage. 

Hav ing ident i f ied the proper detector, conver­
sion coeff icients. Mid scaling factors. L I G H T 
proceeds to calculate the energy f lux per count and 
to subtract the w a y background. Th is is done by 
the a lgor i thm E(Joules count) = ( R : R' X 
Transmission) l imes (p icocou lombs j o u n t ) , where 
R is the distance (in cm) between the target and the 
diode and R' is the diode sensit ivity factor in terms 
o f charge per energy f lux (p icocou lomb, Joule cm-) . 
T h " result o f this calculat ion is in tu rn mul t ip l ied by 
the counts corresponding to the integrator output 
for each detector. 

L I G H T then creates three output files: 
• E N E R G Y . D A T . an input i'le to the energy 

balance rout ine. 

• P I N . D A T . a hard-copy tabu l .T file (see 
Table 5-14 for a sample P I N . D A T ou tpu t ) . 

• A N G P L T D A T . an input file to the 
graphi .s routines V S A N C i . V P A N G . and P 1 N P L T . 
These lout ines generate, respectively, a co lor v ideo 
polar d is t r ibu t ion display. J hard-copy polar p lo t , 
and a hard-copy linear plot . 

Author: G . S. Chinen 

Automatic Diagnostic Data 
Processing: Energy Balance 

The pr imary purpose o l the energy summary 
rout ine E N E R G Y (F ig . 5-76) is to integrate the 
angular d is t r ibut ions o f scattered l ight and p lasma 
energv in order to obta in a relat ive measurement o f 
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Ihe laser energx absorbed by the target from the lop 
.ind bottom hea i clusters. ENERGY is controlled 
by the indirect •immanii file EBF.CMD (on the 
I'DP 1 1 70), when requires three input files: 

• (Shot »i DAT, which contains the incident 
i- lit! energies a d the back-reflected light energies 

.•'.M.iircd b> Reflected Beam Diagnostics (RBDs). 
I 'IC'M- Litter d.it originate from a la.er diagnostics 
i ' l)l ' I! '4 ar ire appended to the end of the 
1 \f \ l data at hot time. 

• I M K C V . D A T . which contains the pho-
.IMIIC energy luxes and spherical coordinates 

• ;i i'ar and a/in. thai angles). 
o ( AI.DA I ,PLT, which contains the plasma 

i d light calorimeter energy fluxes and spherical 
. "ordinatcs. as • -11 as the integrated total plasma 
energy. 

HNhRCiY ppends the hack-reflected beam 
energies to the hotodiode intensity averages and 
calculates energy mlcnsily at <) — 0°, where " is the 
polar angle of th. target chamber. The .nlensily at " 
= 4.7° is assume.! to be the same as at » = 0° . and 
the intensity at ' = 17.7° is extrapolated to be a 
straighl-line fit Irom II = 4?° to « = 20°. This 
calculation is th u done for the lower beams. 

The output :otals are appended lo the light 
ll.C-21) calorimeter intensity averages and then 
both the phoiodiode intensities (with hack-reflected 
energies) and light calorimeter intensities (with out­
put total energie' i are sorted and integrated over the 
entire sphere by i straight line 111. 

ENERGY then calculates 
• Total output energy (in kJ). 
• Total b. ck-reflecled energy (in kJ and as a 

percentage of ihe total output). 
• Beam balance, i.e., the relative output 

energies from tl upper and lower beam clusters, 
usitii! the forma • 

Table 5-15. Representative summary of Shiva automatic 
energy balance diagnostics. 

Beam,,.,, = i • E B ) / ( E T - E B ) X 100'f. 

where E T is total upper output energy and Eg is 
total lower output energy 

• The absorption percentages of the 
photodiodes and light and plasma calorimeters, as 
well as their average absorptions. 

• The absorption deviations of the photo-
diodes and calorimeters. 

Incident energy 
Upper beams 1.849 kJ 
Lower beams 1.733 kJ 
Total energy 3.632 kJ 

Beam balance parameter 1.830% 

Reflected beam outputs 
Upper 0.070 kJ '3.769% 
Lower 0.115 kJ 6.462% 
Total 0.185 kJ 5.091 % 

Diagnostic outputs 
LC-21 calorimeters 3.1680 kJ 
Photodlodcs 3.0318 kJ 
Plasma calorimeters 0.9760 kJ 

Absorption summary 
Plasma 26.8691 % 
LC-21 calorimeters 12.7853% 
Photodiodes 16.5339% 
Mean absorption 18.7295 % 

Deviation from the mean 
Plasma calorimeters 8.1397% 
LC-21 calorimeters -5.9442% 
Photodiodes -2.1955% 

A sample output summary is given in Table 
5-15. The ai sorption parameters indirectly sum­
marize the amount of energy absorbed by the target, 
and provide a measurement of energy balance as in­
dicated by the relative contribution of the various 
energy components. 

Author: G. S. Chinen 

Film Image Processing 

Photographic lilm has long been recognized as 
one of ihe most versatile detectors for recording 
electromagnetic energy signals. Film produces an 
archivable record of the signal and is relatively im­
mune lo undesirable electromagnetic interference. 
Film also has a dynamic range of over 5 orders of 
magnitude of input energy—a range which can be 
further extended using different kinds of film 
and/or changing the development parameters—and 
can therefore be trusted to record signals under con­
ditions of large uncertainly about the intensity of 
the input energy. 

We process film images by first developing the 
film under highly controlled conditions, and then 
digitizing the density values very accurately with a 
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pholomicrodensilometer. The resulting record or 
file is then read into a computer for processing. We 
have written several MATHSY programs 7 6 to 
manipulate our film data files and to plot the results 
(Figs. 5-77 to 5-821. Some of these programs are dis­
cussed below. 

Him has a nonlinear response lo energy, and 
must be calibrated so that its nonlinear density 
value output translates into the input energy lluence 
used for evaluations. We use film for three regions 
in the electromagnetic spectrum: 

• X rays from 200 eV to >50 keV; images in 
this region are produced by x-ray microscopes. x-
ray spectrographs, pinhole cameras, and Frestiel 
/one plate cameras. 

• Green li^ht (from 2u: laser light and the 
visible light output of x-ray streak cameras). 

• l-yin laser light (produced by laser system 
diagnostics). 
The calibrations for each of these regions are quite 
different. 

The calibration procedure for x-ray film uses 
an x-ray machine and requires manv hours o\' ex­
posure time and much interpretation o\' the data. 
We presently use Kodak types AA. M. R. and no-
screen for x-ray detection. Of these we have a fair 
calibration on type M: quite a lot of work has been 
done on types AA and no-screen; very feu reliable 
calibration data have been obtained for l\ pe R. 

There are several \ariables relating the ex­
posure of x-ray film to 'he resulting film density, in­
cluding the photon energy of the x ray. the lluence 
of the exposure, and the film development param­
eters (time, chemical strength, and chemical tem­
perature). By keeping the development parameters 
constant we can produce experimental curves for 
converting film data to energy exposure. 

To calibrate film used in the x-ray streak 
camera for imaging green light, we pre- or post-
expose the film with a known light source and a step 
wedge. A plot of the digitized step wedge provides 
the necessary calibration curve. Since green 2u: laser 
light is often produced by a pulsed source, however, 
we derive its calibration using the same technique as 
that used for l-pm light. 

To derive a calibration curve for 1-fim light we 
use a multiple-image camera at the iaser output that 
produces two images with known differences in in­
tensity (~50%). These exposures are on the same 
film, thus eliminating the errors introduced by 
variations in development parameters. We then 

produce for each image a histogram, or plot of 
number of points vs film density. These plots are 
compared, using the known 50 r ' intensity difference 
in the exposures, to produce plots of density vs 
energy (exposure); this is done with a MATHSY 
command program called CALIB2. 

P D S M I t S . PDSMIFS is a MATHSY com­
mand file wlinen lo do the necessary unfolding of 
the densitometer-produced data file from an x-ra> 
microscope film image. The deioitv measurements 
arc affected by 

• Source, intensity, and spectral distribution. 
• filler transmission. 
• Mirror reflectivity. 
• Film sensitivity vx photon energy. 
• Film development parameters. 
Typical target spectral distributions were not 

well know n at the lime this code was written and are 
therefore not considered in the unfold. Spectral dis­
tribution is nonetheless certainly one of the prime 
parameters for consideration in improv ing the code. 

The source intensity seen by the film is deter­
mined by targei emission, rellecier-lilter combina­
tions, and microscope geometry; PDSMIFS is 
aware o\' microscope geometry as a geometrical fac­
tor. Both the filter transmission and the mirror 
reflectivity are used by PDSMIFS when it unfolds 
the data: values lor these parameters come from the 
data in the [.-Division Library and are stored as a 
file in the tape library. Parameter files are read into 
MATHSY program I f f , where we calculate 

• The average channel energy. 
• The effective energy width of the channel. 
• The average channel efficiency. 

These values arc stored in the data file. MSPY. 
f i lm sensitivity data are con ta ined in 

PDSMIFS in two forms. The original program con­
tained a fit for M-type film: AA-type film was 
added later. M-type fitting is done from a set of 
tables generated from three parameter curves that 
were computer-lit lo experimental data. Data for 
AA-type fitting is stored in a functional form, 
derived from a best fit to experimental curves. Film 
development parameters are controlled to match as 
nearly as is practical those used for the experimental 
cu-ves. 

PDSMIES produces output as shown in Fig. 
5-77, in which f"» - AV and column scans are taken 
through the centroid of the data. 

POWER. A MATHSY command file called 
POWER takes the density file from a streak camera 
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image of a laser beam and produces a plot of inten­
sity vs time. A step wedge is also exposed onto the 
film; these images are developed together to control 
for all development parameters. From the step 

0.11 

0 2 4 8 8 10 12 14 16 18 
Tim* (p«) 

wedge we produce a d-log E curve which is used to 
unfold the relative exposure value from the density 
file produced by the densitometer reading of the 
streak image. This relative exposure is then in­
tegrated in the spatial direction and normalized to 
input energy from a laser system output calo­
rimeter; thus we produce a curve showing power vs 
time (Fig. 5-78). 

Having recorded the FWHM of the Gaussian 
laser oscillator pulse, we then overlay a Gaussian 
curve for comparison with the measured temporal 
pulse. In this way we can easily evaluate the tem­
poral change in a pulse that passes down a chain of 
amplifiers. 

EXTRACT. There is always a compromise in 
computer reduction of film data; if the densitometer 
sample size is loo small the number of samples in 
the file becomes large, and data processing ef­
ficiency deteriorates. On the other hand, if the sam­
ple size is too large, thus keeping the file small, the 
data statistics suffer. To minimize errors and maxi­
mize speed, we have written the program EX­
TRACT, which allows us to display any part or all 
of the processed data. With this capability we can 
choose a section of the file, write it into an output 
file created by EXTRACT, and then trim and 
average the output file to the optimum size for both 
maximum processing efficiency and minimum 
statistical distortion. The output binary file created 
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Fig. 5-79. Isointensity contour of the laser beam characterization, converted by FOCUSED from the measured density scan. 

by EXTRACT can a so be read by any of our other 
film image processiii' routines. 

ALTOEX. The data file that characterizes our 
x-ray microscope consists of an arruy of point 
sources projected through the microscope; we use 
the file to determine the resolution of the 
microscope as well as the dislortion in its field of 
view.78 The file is so large, however, that the com­
puter memory cannot contain it and do processing 
on it at the same time; we must therefore read in and 
process small sections of the file one at a time. 
AUTOEX is a MATHSY code that was written to 

process a very large file in an automatic mode, but 
which also has a manual mode enabling us to see the 
data as it is processed. 

The first problem to be solved by AUTOEX is 
locating the point source near the center of the 
array, to be defined as the starting point for the 
automatic processing. This is done with a pattern-
search algorithm that looks for three points located 
within a total maximum spacing differential; the 
points are located using a routine that finds the ccn-
troid of the small file, based on the density values 
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about the 50% of maximum value of that small file. 
The output file created by AUTOEX consists 

of the following listing derived for each point: 
• Background, found by averaging the inten­

sity value found in the corners of the small file. 
• Peak value of the signal with noise re­

moved. 
• X-position in row number and micro­

meters, as found by the centroid routine. 
• Y-position in column number and in 

micrometers. 
• The FWHM value of a row taken through 

the cenlroid. 
• The J-'WHM of [he column through the 

centroid. 
• The diameter of the radial average of the 

intensity about the cenlroid taken at the half maxi­
mum value. 

Fig. 5-81. Three-dimensional plot of the laser beam profile. 

Fig. S-80. Laser beam radial power profile, showing power 
radius normalized with energy as read from the calorimeter. 
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Fig. 5-82. Intensity histogram, showing (he number of sam­
ples at a given intensity vs the intensity of the samples. 

a 10 -

40 60 80 100 

Channel 

We compare the position of these points at dif­
ferent places in the array to look for field distor­
tions; by comparing widths and diameters we can 
see the spatial resolution of the x-ray microscope. 

FOCUSED. FOCUSED was written to do 
beam analysis CALIB2 is used to create a calibra­
tion file: FOCUSED then employs the file to con­
vert the density data into intensity values and pre­
sent a display of the calibrated data with isointen-
sily lines (Fig. 5-79). Superimposed on this display 
is a series of concentric circles; if the image appears 
to be more elliptical, the circles can be changed to 
ellipses. These circles or ellipses ar; then used to 
calculate a radial average of the beam intensity. By 
integrating and normalizing with the known input 
energy we can calculate and plot the radial power 
profile of the beam as in Fig. 5-80. 

We can delete bad spots in the data with 
FOCUSED by using the command CEN to center 
about the point to he operated on. The command 
AVOUT will then remove the values from the area 
inside the inner diameter and fill it in with the 
average value of the data contained between the in­
ner and outer diameters. 

FOCUSED also allows us to 
• Look at either a single data row or column, 

or at the average of several rows or columns from 
any place in the array. 

• Do a three-dimensional display (Fig. 5-81). 
• Do an intensity histogram (Fig. 5-82) 

which displays the numbei of data points contained 
in each channel of energy vs the energy of that chan­
nel. 
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CCD Array Processing 

In laser fusion experiments, target and laser 
parameters are measured using various cameras, in­
cluding oscilloscope cameras, ullrafast streak 
cameras, and x-ray microscope cameras. Film has 
been the usual recording medium, but as more in­
struments are added to diagnose target experiments, 
the need for automatic digital readout becomes es­
sential. Transient digitizers such as the Tektronix 
R79I2 have replaced some oscilloscopes, aiding our 
efforts to implement digital readout of both streak 
camera images and oscilloscope traces. We have 
successfully obtained a direct readout of streak 
camera images using a CCD (charge coupled 
device) array camera, which bypasses film retrieval, 
development, scanning with a microdensitometer, 
and data correction for film response. The hardware 
description for the CCD streak camera is given 
earlier in this section, and in last year's annual 
report71': this article covers CCD image processing 
and our plan lo handle all image processing in a uni­
fied manner. 

Because we anticipated that a number of these 
CCD array cameras would he installed at the Shiva 
facility, we have undertaken to acquire the images 
from all the CCD cameras through one system, us­
ing Shiva's existing computer architecture. s0 Our 
solution is to attach the CCD memories to the bus 
implemented under Shiva's power conditioning 
system81: 

• Data are accessed through an LSI and a 
four-port memory from either the PDP 11 .14 or 
PDP 11 ,/70. 

Author: K. J. Pettipiece 
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Fig. 5-83. SXRSC data from a Shiva shot. Color contours of intensities are overlayed with temporal distribution from a channel. 

• Data are transferred from the CCD 
memory in either column or row mode; normally, 
160 K-bytes of data are transferred in approx­
imately 30 s. 

• Data can be manipulated in the PDP 
11/70; the data format is given in Table 5-16. 

We presently operate CCD camera and 
memory systems on output-beam-diagnostic optical 
streak cameras and on a target-diagnostic soft •-ray 
streak camera (SXRSC)8 2: we discuss processing for 
the SXRSC in this article. 

Initial quick-look processing of SXRSC data is 
performed on the streak image immediately after 
the shot, using the Shiva PDP 11/70. The image is 
displayed on a color monitor, with intensity values 
converted to color contours. Lineouts in one spatial 
direction can be obtained to display the temporal 
profile of the x-ray distribution. These car: be 
superimposed on the color-enhanced distribution or 
drawn by the Versatec printer/plotter (Fig. 5-83). 

The final unfolding of the data is performed 
through Octopus on the LLL central computer 
system. The image data are converted into an 8-bit 
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Table 5-16. CCD memory data format (160 K-bytes 
of image). 

Byte offsets 
Decimal Octal Contents 

1 1 Last sholnumber (ASCII) 
9 11 ASCII time of day (HH:MM:SS) 

17 21 Taskname of task generating the 
file 

19 23 (RAD50) 
21 Mode: 1 = continous, 0 = TV 
23 Number of records written (binary) 
25 Error status of return (binary) 
27 Memory number (0-99) 
29 
* 
* 
* 

1024 

ASCII file and written on magnetic tape as a PDP 
11/70 RSX-11/M file. An interface program is then 
run on the Octopus system to decode the tape into a 
standard Octopus 6-bit ASCII file. The analysis 
program, SXRSCX, is written in MATHS"; 8-' 
SXRSCX obtains lineouls for each energy channel, 
and then folds the temporal profiles with responses 
for each channel to obtain x-ray flux as a function 
of time. Integration of this distribution gives the 
total flux. 

Streak camera data still recorded on film and 
digitized are analyzed with a program called 
ATTWOOD. ATTWOOD is identical to SXRSCX 
except for the input routines and the fact that the 
CCD image no longer needs to be corrected for the 
many nonlinear effects which complicate the 
analysis oT film images. 

The ultimate goal is to obtain all target 
diagnostic data, including images, in computer-
compatible digital form. In the meantime, since 
some film images and oscilloscope traces will need 
to be digitized after intermediate development steps, 
the interim goal is to integrate all digitized data in a 
comprehensive analysis package. Progress was 
made toward both goals by implementing the CCD 
camera and ils software on the Shiva SXRSC, and 
by using existing fi'm data processing programs for 
data analysis. 

Author: J. T. Ozawa 
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Target Alignment Codes 

With the advent of the Shiva laser system, we 
have been challenged with the problem of aligning 
many laser beams to achieve specified illumination 
patterns on microscopic targets. Solved manually, 
the problem requires hours of drawing complicated 
graphs of targets and heam cones, as well as tedious 
computing of the results using diffraction theory: 
checking several alignment schemes manually 
would become prohibitively cosily in terms of the 
manpower required. The need for an efficient alter­
native provided the motivation for the target align­
ment codes described in this article. The codes can 
be divided into two categories: 

• Those which produce beam position infor­
mation. 

• Those which produce the intensity distribu­
tion on a given target as a result of a preselected 
beam alignment and power scheme. 

All of the codes are based on relationships be­
tween the target and focusing-lens coordinate 
systems diagrammed in Fig. 5-84. Normally the 
origin of the target coordinate system is at the cen­
ter of the chamber. Positive X is directed along the 
target positioner, with Z pointing up. Fach focusing 
lens coordinate system is defined hy the axis along 
which the focus moves towards or away from cham­
ber center; the origin of each lens coordinate system 
is the chamber center. As show n in the figure, the Z; 
axis is defined by two spherical angles, H, and </>,. 

For the i l h lens system, the / coordinate Z, lies 
outwards along the beam axis. The lens can he 
offset in two perpendicular directions from the Z, 
axis; these are the X, and Y, coordinate axes. 
Positive Y; points towards the nearest pole of the 
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Fig. 5-84. Target and lens coordinate systems used by the 
Shiva target alignment codes. 

Table 5-17. Transformation matrix T|, and Shiva illumi­
nation coordinates. 

chamber, while positive X, is such as lo form a right-
handed system w ith Y, and Z,. 

The target and lens eoordina' :s are related by a 
transformation matrix T,, the elements of which are 
given in Table 5-17, along with the 20 values of W, 
and the 20 values of .>, for the Shiva illumination 
system. All the beam-position and intensity calcula­
tions involve the use of this transformation matrix. 

ALIGN and GKOBM. Most Shiva alignments 
are done under conditions of no tangential offset 
(X, = 0) and the same Y, and Z, values for all beams 
in ;i cluster. In this ease one has lo work with only 
two (an inner beam and an outer beam) of the ten 
beams in a cluster. For this situation, we have 
developed a simple computer code named ALIGN. 
Given a set of lens offsets (Yj,Z,), and either a 
spherical target or a disk target of specified 
diameter and tilt angle, ALIGN 

• Draws a graph showing the cones of an in­
ner and outer beam positioned on the target. 

• Allows one to rapidly change the lens coor­
dinates (presets). 

• Can position beams on an arbitrarily tilted 
disk so that all energy is incident on the target. 

-sin 0j COS0j 0 
COS 6j COS « j -cos 6 j sin 0j sin0j 
sin 6j cos 0j sin 0j sin (6, cos a 

Azimuth >l Polar 
Beam, angle, angle, 

i *i "i 
1 234 170.303 
2 270 162.264 
3 306 170.303 
4 342 162.264 
5 18 170.303 
6 54 162.264 
7 90 170.303 
8 126 162.264 
9 162 170.303 

10 108 162.264 
11 54 9.697 
12 90 •7 7J6 
13 126 9.697 
14 162 17.736 
IS 198 9.697 
16 234 17.736 
17 270 9.697 
18 306 17.736 
19 342 9.697 
20 18 17.736 

Fig. 5-85. Sample Versatec winter output from ALIGN, 
showing th • parameter for tangential focusing on a sphere. 

Target; Ball 
Diameter: 180 f im 

Alignment parameters 
Offset: Diameter: 

28 55 
28 55 

(% of target diameterl 

• Draws various diagrams showing, for ex­
ample, when ilie beam cones are positioned so that 
the outer ray of each cone is tangential to the sur­
face of the sphere; Fig. 5-85 is a sample diagram for 
the case of such "tangential focusing." 
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• Computes the displacement of the center of 
each beam axis from target center and the beam 
diameter at the target central plane, expressed as 
fractions of the target diameter. These data are 
useful for alignment verification and are displayed 
on each alignment diagram, as illustrated in Fig. 
5-85. 

The second computer code which produces 
beam positioning information is named GEOBM. 
GEOBM has two independent routines: GEOSPH, 
which gives data for alignments on a spherical 
target, and GEOPLN, which gives data for align­
ments on a planar target. The computational 
method for GEOPLN is explained here in detail; 
GEOSPH uses very similar methods. 

The GEOPLN user specifies both the lens 
presets (x,, y,, /;) for the 10 beams in one of the Shiva 
clusters and the diameter, tilt angles, and vertical 
displacement of a planar target in the target coor­
dinate system whose origin lies at the chamber cen­
ter. Tilts can be specified as an angle of rotation 
about the stalk and a tilt angle about an axis per­
pendicular to the stalk. The disk target is then sub­
divided into a polar grid with a maximum azimuthal 
resolution of 2° and a maximum radial resolution of 
1/45 of the radius. For GEOSPH, spherical coor­
dinate mesh is set up. The maximum a/imuthal 
resolution and the maximum polar angle resolution 
are both 2°. 

On polar grids having radial lines even 20° 
and circles of equal radii at intervals of I /10 of the 
target radius. GEOPLN draws diagrams showing 
the intersection of the geometric optic cone of each 
beam with the planar surface. These intersections 
are calculated according to the following procedure. 

Each point on the disc (x,, y,, /,) is transformed 
into the coordinate system of the i l h lens; any point 
X, may lie out of the X-Y plane of the target coor­
dinate system (see Fig. 5-84) as a result of specified 
tilts or displacements. 

The corresponding lens coordinates X, are 
siven bv 

Fig. 5-86. Diagram showing the basis of the GEOPLN 
calculation for finding the intersection of a beam cone with a 
planar surface. 

surface 

Focus of ith beam 

Xj is next expressed in terms of polar coordinates (p, 
/), where 

fif, (8) 

and / = /,. 
At this point, the code determines whether or 

not the point X, is intercepted by the i1 beam cone. 
The radius of the cone corresponding to the dis­
tance / is given by 

o<j = l7-l im0 > (9) 

where d is the lens half-angle for the i l h beam. Then 
the point X, is on the cone if 

X. = T. X, (6) (10) 

If we let Fj be the focus of i l h lens, then relative to 
this focus the point Xj has the coordinates 

A diagram showing the conditions expressed by the 
above equations is given in Fig. 5-86. 

= X; - F. (7) 

5-93 



Fig. 5-87. Sample GEOPLN output showing the intersection 
of 10 Shin beams with a disk tilted 30°. 

J " v . 5 

Fig. 5-88. Sample GEOSPH output showing the intersection 
of 10 tangentially focused Shiva beams with a l80-/im-
diameter hemisphere. 

After determining all points of the polar mesh 
which intercept any of the 10 beam-cones in a 
cluster, G E O P L N draws beam-position polar 

diagrams (Figs. 5-87 and 5-88). Figure 5-87 shows a 
GEOPLN output for beams positioned on a disk 
tilted 30°. Figure 5-88, a sample GEOSPH output, 
shows a plot for 10 beams tangentially aligned to a 
sphere. Recall that this is a polar plot of a 
hemisphere: 

• The radial coordinate corresponds to the 
spherical angle I). 

• The a/imuthal coordinate corresponds to 
the sphcriciil angle (/>. 

• Circles of constant theta are separated by 
10°. 

• Radial lines on the grid are separated by 
20°. 

Using GEOBM, the user can rapidly select 
several sets of lens presets and view the resulting 
beam positions on target until the desired alignment 
is obtained. 

LITAR, PLANAR, and NOVAI. The next set 
of ctidcs to be described produces more than beam 
position information; these codes calculate and dis­
play the incident and absorbed intensity distribu­
tion for preselected target type, lens presets, and 
power in each beam. The three codes and their func­
tions are 

• LITAR, which computes the incident and 
absorbed intensity distributions on a hemisphere 
irradiated by a Shiva beam cluster. 

• PLANAR, which computes the incident 
and absorbed intensity distributions on a plane 
irradiated by a Shiva beam cluster. 

• NOVAI, which computes the incident and 
absorbed intensity distribution on a hemisphere 
irradiated by both proposed beam clusters on the 
Nova laser system. This code allows the user to 
specify the lens axis angles 0r <f>j and thus evaluate 
various proposed beam geometries. 

Each code divides a hemisphere or disk of user-
specified diameter into a spherical or polar grid, 
respectively. The grid can have a maximum of 2700 
points. For each point the codes calculate its dis­
tance from the focus of the i l h lens, using Eqs. (6) 
through (8) above. To calculate the intensity at that 
grid point, the code provides a model of the beam 
prof i l e us ing a se r ies of G a u s s - L a g u e r r e 
polynomials *;(/), Z), where /• is defined as in 
Eq. (8) a n d / = Z,. 
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Fig. 5-89. (a) Simple PLANAR output showiag the incident intensity distribution on a disk tilted 30°; (b) absorbed intensity distribution 
of (a) based on a resonance absorption model. 
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The user specifies the power P, in each beam. 
The function 'i' is normalized so that at any value of 
Z. 

p i = 2 " / ; * i 1 ' (in 

The function tyj(p,Z) is also parameterized by the 
beam waist size at focus, W ( ) ; for example the Shiva 
f/6 lenses focus spatially filtered 1.06-iuni beams to 
an effective waist size of 12/um. 

At each grid point the angle between the sur­
face normal and the local beam direction is com­
puted. The incident intensity at the N'*1 grid point is 
computed as follows: 

N 

' n = / . l lV " . z > i 2 c o s « i . (12) 

where <l>, is the angle of incidence. 
The codes also calculate total incident and ab­

sorbed power using the formulas 

and 

,c" J'n^n 

1=1 

where AA„ is the area increment for Ihe N 1 ' 1 grid in­
crement and " „ is the absorption fraction based on 
either a resonance absorption or inverse brems-
strahlung model. 

The codes calculate and produce incident and 
absorbed intensity distributions, in either tabular or 
graphic form: graphic outputs can be either sym­
bolic contour plots from a Versatec printer or a 
color-coded intensity plot produced on a color TV 
monitor. Examples of the latter are shown for 
PLANAR (Fig. 5-89). L ITAR (Fig. 5-90), and 
NOVAI (Fig. 5-91). 
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Fig. 5-90. (a) Saaiple LITAR oatpvl aaowiac tfee iacMeat btfeaslry aiarriaatkn on a heesUaaere oa which the Shiva beaau are taagea-
tially focused; (b) absorbed HKeaaity dbtribatioa of (a) based oa a remMace ahaoratioa aakL 
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The intensity plot generated hy PLANAR is in 
polar coordinate form. For PLANAR outputs, the 
outer radius of a plot corresponds to the outer 
radius of the target. For LITAR and NOVAI, the 
plot i> a representation of a hemisphere in polar 
coordinates. The radial coordinate corresponds to 
the polar angle <l>. The center of the circle is the pole 
in = 0° or a = 180°) and the outer radius is the 
equator (II = 90°): other values of" are found by 
linear interpolation between the two. The azimuthal 
spherical angle </> corresponds one to one with the 
angular coordinate around the circle. The 9 = 0° 
radial is the line at the three o"clock position on the 
plots that follow. Correspondence between colors 
and the intensities they represent appear with the 
plots. 

Figures 5-89(a) and (b) present color-coded in­
tensity plots for a PLANAR calculation; (a) shows 
the incident intensity distribution, and (b) shows the 
absorbed intensity distribution based on resonance 
absorption. The lens presets correspond to the beam 
positions shown in Fig. 5-87. bach of the 10 beams 
in the Shiva cluster is given an output power of 

0.5 TW. The effect of the disk lilt on the intensity 
distribution is very evident. Of the total power 
(5TW) incident on the disk, 26'? was absorbed. 

Figures 5-90(a) and (b) are the incident and ab­
sorbed intensity distributions for the "tangential 
focusing" alignment on a 180-^m-diam hemisphere 
previously described in Figs. 5-85 and 5-88. Note 
the rapid decrease in intensity from pole to equator. 
This is a consequence of the high angle of incidence 
between the beam and the target normal in the 
equatorial regions. Of the 10 TW incident, 99% in­
tercepted the target. The calculated absorption frac­
tion using a resonance absorption model was 33%. 

Figures 5-9l(a) and (b) present results from the 
recently developed alignment code NOVAI. Shown 
are the calculated incident and absorbed intensity 
distributions for a Nova Phase 1 irradiation 
geometry on a 2Q00-/jm-diam sphere. In the Nova 
Phase I configuration there are five f/4 lenses with 
beam axis angles of II; = 55° and *; = a multiple of 
72°. The resulting large beam-cone angles allow a 
more uniform illumination than with Shiva, as a 
comparison of Figs. 5-90(a) and 5-91(a) shows. 
Figure 5-91(b) shows an absorbed intensity dis-
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Fig. 5-91. (a) Sample NOVAI oatput showing the incident intensity distribution upon a 2000-pm-diameter hemisphere irradiated by a 
cluster of Nova beams, (b) Absorbed Intensity distribution of (a) based on an inverse bremsstrahiung model. 
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Iribution: of the 50 TW which irradialed the 
hemisphere. 78'i was absorbed based on an inverse 
bremsstranking calculation. 

In the past year the A L I G N , GHOBM. 
LITAR. and PLANAR codes have become in­
dispensable tools both for determining proper lens 
positions and lor saving imni) hours of experi­
menters' time. 

Author: J. M. Auerbach 
Major Contributors: K. O. Keiock and K. K. Manes 

Fusion Experiments Data 
Analysis Facility 

As more diagnostics have been added to the 
Shiva and Argus laser facilities, the volume and 
complexity of the data collected have increased 
rapidly. During the past year we reviewed the 
procedures and techniques used to analyze the 
target and laser diagnostic data, identifying areas 
where improvement was possible. At the same lime 

we were concerned with integrating any planned im­
provements into future needs arising from the Nova 
facility now under construction. 

We concluded that the most efficient way to 
handle md analyze our target and laser diagnostic 
data ».is to 

• Concentrate in one location the analysis 
resources and facilities currently scattered through­
out the laboratory site. 

• Knsure that the personnel responsible for 
data analysis should have easy access to such a cen­
tralized facility. 

To achieve our goals, we plan to set up a data 
analysis facility (Fig. 5-92). the center of which will 
be a DBC VAX 11,/"SO computer system; this 
system is compatible with the existing Shiva and 
Nova DLC computers, thus permitting transfer of 
existing software without modifications. Delivery 
and operation are scheduled for the third quarter of 
fiscal 1980. One of the major tasks this facility will 
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Fig. S-92. Schematic of the planned Fusion Experiments analysis facility. 
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support is digital image processing. The image 
processing system will be used to analyze all two-
dimensional data, in particular x-ray and streak 
camera data, and will be equipped with a directly 
linked digitizing unit for rapid digitizing of film 
data. In addition to standard contour and lineout 
capabilities, the system will have color display and 
color hard copy capabilities. 

Once this analysis facility is operational, it will 
vastly improve the efficiency and increase the 
volume of data processing and analysis, by 

• Increasing the capacity and throughput for 
analyzing most of our data and results from the 
Shiva and Argus facilities. 

• Permitting the operation of Nova as an un­
classified facility except during the brief periods 
when classified targets are shot (this is the current 

practice at Argus and Shiva); this will reduce opera­
tion costs and enable us to maintain an open 
facility. 

• Improving analysis capability and reducing 
the effort and lime required to process x-ray imag­
ing and streak camera data. 

• Reducing the load on the overtaxed Shiva 
PDP 11/70 control and analysis computer. Most of 
the analysis codes now at Shiva will be moved to the 
new facility, which will provide the needed ad­
ditional capacity to handle various operational 
codes for Shiva. 

• Linking the Fusion Experiments data 
analysis effort with Octopus (the laboratory central 
computer system) whenever greater computational 
capacity is required. This link (via Octoport) will 
make the computer facility part of the Octopus Far 
Support Network. 

During the first six months of operations, raw 
target and laser diagnostic data will be hand-carried 
to the analysis facility on magnetic tape. Later a 
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Fig. 5-93. Schematic of the planned communication network for laser fusion data transfer. 

OCTOPUS 
BIdg. 113 

one-way fiber optics communications link will be 
established to carry data from Shiva directly to the 
analysis computer. Figure 5-93 shows a diagram of 
the planned communication network. 

It is envisioned that in its initial stage this 
system will support approximately 25 interactive 

users performing data reduction and analysis in the 
fusion experiments area. 

Author: J. E. Vernazza 
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Laser Fusion Experiments and Analysis 

Introduction 

The primary goal of our laser fusion program is to demonstrate the feasibility of iner­
tia! confinement fusion. In conception, planning, and execution we have found it useful to 
group our calculations, experiments, and analyses into six catagories: 

• Absorption and scattering experiments, designed and conducted primarily to 
measure and characterize the amount of incident laser energy absorbed by the target, and 
the fraction, angular distribution, and other characteristics of laser radiation reflected and 
scattered by the target plasma. 

• Plasma conditions experiments, performed to determine the density and temperature 
distributions of the plasma in laser interaction and ablation regions. 

• Shell dynamics experiments on accelerated slabs and cylindrical and spherical shells, 
to measure the dynamics, symmetry, and stability of their motion. 

• High-density implosion experiments, conducted for the express purpose of achieving 
and diagnosing high-density fuel conditions. 

c Drive and preheat analysis, to explore the preheat of shells and fuel and the 
transport of energy in the capsule that produces the pressure driving the implosion. 

• Diagnostics development, to develop and implement instruments and data-
acquisition systems appropriate to the experimental efforts outlined above. 

Our experimental program for the first five areas is discussed in this section; the sixth 
category is discussed in Section 5 of this report. 

Generally, one of the above categories represents the primary goal of planned ex­
perimental sequences, although in almost all cases data are obtained in one or more of the 
other categories as well. This structuring of objectives helps us balance and prioritize our 
program. 

Disk experiments have extended our data base and understanding of absorption to in­
clude the effects of pulse lengths of 2 ns at 1.06 /um, and we have begun to obtain data at 600 
ps and 0.53 (im. Long pulse lengths (0.5 to 10 ns) appropriate to the achievement of high-
density fuel conditions produce long gain regions for stimulated Brillouin and Raman scat­
tering; we continue to study these phenomena so that our target designs minimize their 
deleterious effects. 

Implosion experiments performed on several target types have achieved fuel densities 
ranging from 10X liquid-density D-T to nearly 100X. Figure 6-1 shows high-energy x-ray 
images from a target which achieved 10X liquid D-T density. Density was measured using 
pusher activation, by diagnosing x rays emitted by seed argon in the fuel, and by the 6.5-
keV-continuum x-ray image. The suprathermal (16.5 keV) image shows nonuniform 
heating of the pusher by the suprathermal electrons. Advances in our unde, standing of 
suprathermal electrons, including particularly the confirmation of the conjecture that they 
may be temporally delayed with respect to the laser pulse, have made possible significant 
improvements in our ability to model high-density experiments. 

Energy transport has been studied in disk targets with Z varying from Be to U, and 
with CH- and Al-layered targets. LASNEX calculations require both inhibited-transport 
and non-LTE physics to reproduce the experimental observation on these absorption and 
transport disk experiments. 

The categories of plasma conditions and shell dynamics will receive more emphasis in 
the future, as diagnostics technology enables us to gather more and better target data. Until 
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Thermal x-ray image 
(6.5 keV) 

Suprathermal x-ray image 
(16.5 keVI 

Fig. 6-I 40/im 41 jum 

plasma condirons are better known we will not be able to fully quantify our understanding 
of absorption and scattering processes. Diagnostic techniques are now becoming available 
w hich will allow sophisticated shell dynamics experiments in the coming yc-;.-. 

\uthors: H.C. Ahlstrom and .J.H. Nuckolls 

Shiva 2-ns Disk Experiments 
laser-healed ICE targets capable of achieving 

breakeven energy oulpul will most probably be 
driven by carefully shaped pulses many nanosec­
onds in duralion. During the last year we conduct­
ed disk experiments with 2-ns (FWHM) laser pulses 
to investigate several of the conditions that arise 
when very large regions of plasma are irradiated 
with such long laser pulses; these conditions include 
such dangerous instabilities as Brillouin scatlering, 
filamentation, and Raman scattering. Efficient 
Brillouin scattering would mean low light absorp­
tion, while filamentation and Raman scattering 
would produce high-energy electrons which can 
contribute to target preheat. At longer pulse 
lengths, however, inverse bremsstrahlung absorp­
tion is also expected to increase. There is thus a 
competition between inverse bremstrahlung absorp­
tion and the instabilities; inverse bremsstrahlung 

absorption dominates if the light is absorbed before 
Brillouin scattering or filamentation can occur. 

Earlier l-ns experiments' were performed with 
a single Gaussian optical pulse, while the 2-ns ex­
periments we report here were carried out with a 
stacked pulse obtained by using a Mach-Zehnder 
interferometer to coherently add two l-ns Gaussian 
optical pulses separated in time by 1.2 ns. Since the 
coherent addition of two pulses requires the dif­
ference in optical path lengths to be stable to better 
than A/10. the optics for combining the two pulses 
were mounted on an NRC super-Invar table. The 
optical phase of one of the two pulses was adjusted 
by lilting an etalon in one arm of the Mach-
Zehnder interferometer; the etalon's surfaces were 
plane-parallel and antireflection-coaled. 

The correct optical phase for coherent super­
position was located by first finding two successive 
etalon angular positions for which a null occurred 
in the center of the pulse (as recorded by a streak 
camera with an automated readout). The etalon was 
then adjusted to approximately the midpoint. If the 
two optical pulses are not nearly colinear, their 
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Fig. 6-2. Absorption measurements for 2-ns gold and parylene disk experiments. The "smaller spot" data are from experiments in which 
the spot diameter was reduced from 900 to 450 /im, the same spot size used for the 1-ns, 3 X 10 1 4 W/cm 2 experiments. 
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relative phase will vary significantly across the wave 
front. Given the beam diameter d and a maximum 
phase error S<l> across the wavefronl. we can find 
the maximum angular alignment error e m a x from 
M = koe maxd. For A0 = knVlOandd = 5000 An 
(the beam diameter at the pulse slacker), we have 
'max = 20 jtrad. A computer-controlled pointing 
and centering sensor enabled us to attain this align­
ment accuracy. On most of the shots the output 
pulse shape of one or two beams was measured by 
the output streak camera and a fast photodiode 
located in the target room. 

Parylene and gold disks were irradiated at three 
intensities: 5 X I0 L 1. 3 X 10M, and 3 X 10 l 5 W/cm 2 

The spot diameter was 900 tim for the two lower in­
tensities and 25C ftm for the highest intensity. The 

principal measurements made were of the fraction 
of light absorbed, of the radiative losses into soft 
x rays (< 1 keV). and of the high-energy x-ray spec­
trum. We found little difference between the 2-ns 
results and our earlier 1-ns results for the two inten­
sities we could compare. The spot diameters for the 
1-ns experiments were 450 (im for 3 X 101' W/cm-
and 150 ^m for 3 X I0 1 5 W /cm". Absorption (Fig. 
6-2) was measured either by a box calorimeter or an 
array of photodiodes. calibrated to better than 59 
relative accuracy and 5 to ICr absolute accuracy. 

An understanding of the measurement limita­
tions is important for Fig. 6-2. The photodiode 
measuremei l of the scattered light is nominally 15"i 
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Table 6-1. Scattered-light measurements showing the existence of a beck-reflected peak for a 2-ni gold diak experiment in which 
beams 16 and 18 irradiated the disk at 5 X 1 0 " W/cm2 and were incident at 30° to the target normal The light was p-polarized, 
the major-axis spot diameter was 900 urn, and the total energy on target wu 585 J. Measurements were made with photodiodea 
(PD) and a reflected-beam diagnostic (RBD) calorimeter. 

Target chamber Rotated 
Intensity coordinates coordinates 

Detector in(J/sr) « 6 0' e' 

PD-38 113 270° 20° 0° 2.3° 
Beam 16 RBD 100.3 234° 17.74° -72.9° 10.8° 
Beam 18 RBD No data 306° 17.74° +72.9° 10.8° 

Beam 17 RBD 59.6 270° 9.70° 0° 8.04° 
Beam 15 RBD 54.5 198° 9.70° -32.5° 17.4° 
Beam 19 RBD 30.2 342° 9.70° +32.5° 17.4° 

PD-35 35.2 198° 20° -60.3° 22.0° 
PD-40 27.5 342° 20° +69.9° 20.3° 
PD-37 4.7 126° 20° -20.1° 35.8° 
PD-34 3.6 36° 20° +30.1° 33.5° 

accurate lor an axially symmetric light distribution. 
while the incident energy is known to 5"i. Thus the 
error in the measured absorption fraction l ean he 
as high as 20'"; of (I - I"). The more accurate bo \ 
calorimeter measurement is expected to he in error 
In less than 10''; of (1 - f). We have also included 
plasma calorimeter results when available. When 
ihe absorption fraction is small, the plasma 
calorimeter w ill pro\ ide the more accurate measure­
ment. 

Absorption at normal incidence is slightly 
higher at 2 its than at I ns for .1 X l() 1 4 W cm-, but 
is lower at .' X l ( ) | s W cn r . At high intensity it thus 
seems likely that stimulated Brillotiin scattering 
dominates. Perhaps the most surprising result of 
these experiments is the failure of the absorption lo 
\ary significantly with /.. The inverse brenis-
slrahlung intensity absorption coefficient is given by 

t. <yr l 'o) \2/nc . i 
k... = — * j I ( o l c m . <1> 

where r,, is the classical electron radius 2.XIK X 
I0~"cm. nL. is the electron density. n t is the critical 
electron density. .<„. is the thermal velocity ex­
pressed as a fraction of light speed (/ik. = 
s/KTj./mc-), and K(n) is a function which depends 
upon v l ) s c / v l i : ; for v l ) S L. « v | r F(«) = 1. The mean 
ionization Z for gold exceeds that for parylene by an 
order of magnitude. 

There are several possible partial explanations 
of why we do not observe tin order-of-magnitude 
difference in the integrated inverse bremsslrahlung 
absorption coefficient: 

• The integrated absorption coefficenl is 
proportional to the density scale length L. and we 
would expect I. for parylene plasmas to be much 
longer than for gold plasmas. The sound speed 

V z k T, « a, 

will be higher for a parylene plasma than for a gold 
plasma of the same temperature. In h'i|. (2) nis,' is 
the mean nucleoli mass. X is the mean ionization 
state. A is the nucleoli number, k is Bolt/mann's 
constant, and T c is the electron temperature. 

• Heat-flux inhibition is expected lo be more 
severe for higher / . Strong inhibition will steepen 
the density profile and raise the electron tem­
perature. 

• Slow electrons, which are principally 
responsible for inverse bremsstrahlung absorption, 
collide with ions Z times more often than they 
collide with other electrons. But electron-electron 
collisions -re necessary lo repopulate this group of 
slow electrons. When Z v o s c / v j c > I, we find the 
electron distribution is no longer Maxwellian hut 
more flat-lopped. This parameter is much smaller 
for parylene than for gold. 

As these partial explanations show, a full ex­
planation for the small difference in measured ab-
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Fig. 6-3. Angalar dbtrltatiM of tke x-ray energy for the 2-ns gold disk cxperisaeats i t 3 X 10" W/cra2. The Major-axis spot diameter 
was kept cewtait at 900 pm. 
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sorptions between parylene and gold will probably 
be a complicated one, arrived at only alter con­
siderable computer simulation. 

Even at 5 X 10" W cm : some Brillouin scat­
tering must occur. We see a highly collimated peak 
in the backward direction (see Table 6-1). in addi­
tion to the much broader specular peak when the 
target is tilted 30° from the laser beams. To obtain 
the data in Table 6-1, the target was irradiated only 
by two adjacent outer beams of the upper 10-beam 
cluster, nos. 16 and 18, which have a/iniuths <;< = 
234° and </< = 306°, respectively; their common 
polar angle is ,-,'> = 17.74°. and the lenses are f'6 with 
a marginal ray half-angle of 5.05° (the beam is 
somewhat smaller). We have also tabulated the 
rotated coordinates 0'. II' which are based upon an 
axis at 1/1 = 270°, t) = 17.74°. The a/imuth </>' is zero 
on the plane of incidence. We find that about 5 to 
(\"i of the incident light is scattered into the 

Table 6-2. Summary of the fraction of the absorbed 
energy radiated as soft x rays from a gold-disk target, 
determined from the date in Figs. 6-3 and 6-4. 

Time Intensity level (W/cm ) 

(ns) 5X 1 0 1 3 3 X | 0 1 4 3 X 1 0 I S 

1 
2 62% 

(64%)" 

35% t 7% 
38% 1 7% 

( 4 3 * ) ' 

35% t 7% 

aBascd upon multiplying the Dante measurement at 60° 
to the target normal by a 2rr solid angle. 

backwards peak by fitting the light distribution to 
the equation I = l ( l cos'V). We find n is quite high, 
about 15 to 18. For a gold disk tilted 30° and 
irradiated by the upper ten beams at 3 X I0 1 4 

W c m : , about 9 to I0"r of the incident light ap­
peared in the hack-reflected peak. 
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Fig. 6-4. Angular distribution of the x-ray energy for tie 2-ns 
gold disk experiments at 5 X 10" W/sm 2 . AB targets were 
irradiated by two adjacent beans incMeat at 30° to tke target 
normal (p-polarization). The major-axis spot diameter was 
900 urn. 

0.14 

0.12 

0.10 

0.08 

0.06 

S 0.04 -

0.02 

0.2 0.4 0.6 0.8 

Cosine of angle to disk normal 

Table 6-3. Summary of the LASNEX predictions for 
x-ray conversion efficiency, expressed as a percentage of 
the absorbed energy, for both the 1' and 2-ns gold disk 
experiments. Both the inhibited (IL) and noninhibited 
(NIL) LASNEX model results are included. 

Intensity level (W/cm 2) 

(ns) 5 X 1 0 1 3 3 X 1 0 1 4 3X 1 0 1 S 

2(IL) 
2 (NIL) 
K I D 
1 (NIL) 

50% 
61% 

45% 
58% 
33% 
62% 

36% 
44% 
36% 
58% 

For gold a large fraction of the absorbed light 
energy is radiated away in soft x rays. Table 6-2 
summarizes these results and compares them to ibe 
l-ns results. 

Figure 6-3 shows the angular distribution for 
the 2-ns, 3 X 1 0 u W cm 2 gold disk experiments; a 
third-power polynomial in cos II has been fitted to 
these data. To obtain this angular distribution, 
targets were tilted to different angles in different 

shots. Unfortunately, we have no 2-ns absorption 
data al angles other than normal. We do have a 
measurement for the 45° angle al 1 ns, however, for 
which the absorption is 42'?. compared to 50</f at 
normal incidence. We assume the absorption at 2 ns 
to be reduced proportionally al a 45° incidence 
angle: the 45° results shown in Fig. 6-3 therefore 
equal the actual measurements multiplied by 1.19, 
while the 30° measurements have been multiplied 
by the in-between value of I.ON. Upon doing the 
angular integration, wc find the \-ray energy is 23'r 
of the incident laser energy; if we do not correct for 
target till, the figure is ~ 2 I ' ; . This percentage is 
then divided by the 0.60 absorption fraction to find 
the fraction of the absorbed energy appearing in 
soil \ rays al 3 X l(>14 W c m : (Table 6-2). 

In assigning the error brackets (in parentheses 
in Table 6-2) we have assumed the Dante measure -
menl of the integral at a particular angle to he 20'V 
accurate. This error is added in quadrature both 
with our estimate for the probable error in in­
tegrating m c r I he angular distribution and with the 
probable error in the absorption measurement. For 
3X l ( ) l 4 W em-, the absorption is known lo be 6()'v 
( ± 5 ' ; I at 0°. The angular inlegralion is probably 
10'; accurate. 

At 5 X Ml1' W cm-, we have the necessary ab­
sorption data, but fewer measurements (Fig. 6-4). 
Thus the 62'V radiated efficiency measurement is 
probably uncertain lo ±10"; just from inadequate 
knowledge of the angular distribution. The absorp­
tion measurement for the 5 X 10" W \ c m 2 30°-tilt 
gold disk experiment is IT'', (±4''J). We feel the 
angular inlegralion is about 20'7r accurate; thus we 
find it unlikely that the radiated percent for gold at 
2 ns and 5 X I01-' W / c m 2 is outside the range of 4S 
to 80"?. 

Table 6-3 gives LASNEX predictions for both 
strong heat-flux inhibition (IL) or none at all (NIL). 
Again, these x-ray conversion efficiencies are ex­
pressed as a percent of absorbed energy. Strong 
heat-flux inhibition is conclusively required in the 
ni id-10 1 4 W / c m 2 intensity region and above. Some 
inhibition may be required for 5 X 1 0 " W/'cm 2 , but 
the strongly inhibited model gives a conversion per­
cent which is at the extreme lower bound of the ex­
periment:' 1 -rror bracket. 

The ' ....rathermal x-ray spectra for several 
representative shots on gold disks at several inten­
sities are plotted in Fig. 6-5. For 3 X 1 0 , 4 W / c m 2 we 
estimate the fraction of the laser energy appearing 
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Fig. 6-5. Filter fluorescer measurements of she high-energy 
x-ray spectrum for several representative gold disk shots. 
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in suprathermal electrons to be approximate!} 5'V 
(±3'r): the "hot" temperature is about 17 keV. K.: 
3 X II)1 W cm", the high-energy x-ray spec­
trometer looked through the 18.5-/im thick gold disk 
at an angle of 30° to the disk face, and thus all that 
could be measured was the level of the high-energy 
tail at 50 to 80 keV. 

We llnd that where there are data to compare, 
lengthening the lasei pulse from I to 2 ns changes 
the experimental picture little. It therefore seems 
unlikely that absorption or stimulated scatter will 
change dramatically at somewhat longer pulse 
lengths. The weak Z-dependence of the absorption, 
even at long pulse length, has also been observed by 
AWRE : in their experiments at I and 3 ns. 

Authors: I). \ \ . Phillion, V. ('. Rupert, and M. 1). 
Rosen 
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Sidescatter in Laser-
Irradiated High-Z Targets 

Since stimulated scattering is a potential loss 
mechanism in the coupling of laser light to an ICF 
target, it has been studied extensively. Most ex­
periments-1 have concentrated on the characteristics 
(spectral, temporal, etc.) of hackscattered light, 
generally defined as the light collected by the focus­
ing optics. Data have also been obtained on the 
angular distribution of scattered light, showing that 
more light is scattered mil of the plane of polarizu-
lion of the incidenl light than in the plane. As dis­
cussed by Phillion.'1 the observed large asymmetries 
can he ascribed to Brillouin sidescaltering. but little 
data have been gathered on how sidescatler varies 
ttilh the characteristic parameters of the laser-
plasma interaction. 

Recent experiments with high-Z disks at long 
pulse lengths (conditions wnich enhance stimulated 
scattering) have added some information regarding 
Ihe variation ol sidescalter with target orientation 
relative to the laser beam. Indeed we determined 
lhat. for 1.06-jim irradiations of a target tilled at 
30°. sidescalter out of the plane of polarization 
becomes large enough to he comparable to the sum 
of the specular and hackscattered radiation. Since 
sidcscatlering is a strong function of incidenl in­
tensity." the data discussed below are limited to 
results of experiments conducted at 3 X It)'-4 

W cm-. 

Diagnostic Configuration 

During absorption measurements on gold and 
titanium disks al I.Ohnm. we obtained an indica­
tion of the magnitude ol sidescatter out of the plane 
of polarization. When a finite number of discrete in­
struments, such as I'lN diodes.1' are used, the spatial 
extent of the specular peak cannot be accurately 
determined; thus the required spatial interpolation 
of the measured flux can mask or distort the effect 
which we seek to observe. This problem does not 
arise when experiments are conducted in a box 
calorimeter. Since each of the six panels of the 
Argus box calorimeter are read independently, a 
value of the total light scattered into a given sector 
can be obtained. 
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Fig. 64. Diagraa *f • i p» aaaalnl tax catorhaeter eoafijjaraiEon at Argus. The User beam was incident Ihroagh the North panel (I); the 
target is inserted *raafh a Ink la ate top panel (3). The E vector lies 104.8° east from the vertical. The West panel (6) has » diagnostic 
aoIe,whenas tic Eant (5) aad haUau (4) paaels are integral. 
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We performed our box calorimeter experi­
ments at Argus, where the plane of polarization of 
the incident light (measured from the vertical target 
positioner) is 104.8° (Fig. 6-6). Panels 3 and 4 of the 
calorimeter are almost parallel to the plane of 
polarization of the incident beam, and therefore 
collect the light scattered "out of the plane of 
polarization" of the incident light. Conversely, 
panels 5 and 6 collect the light scattered "in the 
plane of polarization." These four panels receive all 
the light scattered between 55° and 125° from the 
incident beam in their respective directions, and 
receive part of the light scattered between 45° and 
55° or 125° and 135°: this contribution to the total 
scattered light will be called "large-angle scatter­
ing." 

Panel 1 receives the light scattered between the 
edge of the f/2.2 focusing lens and 45°, as well as 
light scattered between 45° and 55° that is not ab­
sorbed by panels 3,4, 5, and 6: this contribution will 
be referred to as "small-angle backscattering" to 

distinguish it from the contributions of panels 3 
through 6 and the backscatter collected by the 
focusing optics. By analogy, panel 2 receives "small 
angle forward-scattering." while the "transmitted" 
or "forward-scattered" light is collected by the lens 
set behind the panel. With the thick (13 urn) targets 
used in these experiments, however, the amount of 
"forward-scattered" light collected by either panel 2 
or this lens is small and will not be considered in the 
following discussion. Note that we will continue to 
refer to "large-angle scattering" and "small-angle 
backscattering" in the special sense defined above. 

Experimental Results 

For the box calorimeter experiments we 
irradiated high-Z (mainly gold) disks at 3 X 10 1 4 

W/cm2 with a ~900-ps pulse of 1.06-Mm light. 
Three target orientations were used: 

• The first experiment was conducted with 
the disk normal to the incident beam. In this case 
the small-angle backscattering and backscatter ac-
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TiMe 6-4. Percent of incident light nattered in various 
directions, for plasma targets tilted at 30° and irradiated 
at 3 X 1 0 " W/cm 2 with 1.06-pm light for a 900-ps pulse. 

Gold Titanium 
Scatter characteristics target target 

Large-angle, out-of-plane 23 30 
Large-angle, in-plane; and 
specular peak 9 16 
Small-angle and 
backscatter 20 13 

counted for 36% of the incident light. Panels 3 and 4 
recovered 3% (out-ol'-plane large-angle scattering) 
of the incident light; panels 4 and 5 recovered 2%-
(in-plane large-angle scattering). 

• The next set of experiments had the disk 
tilted 45° towards panel 4. Here the specular reflec­
tion adds to the expected larger out-of-plane scat­
tering, so that little information on the magnitude 
of the scattered (as opposed to specular) light could 
be obtained. For this configuration small-angle 
backscaltering and backscalter accounted for 24"! 
of incident light, in-plane large-angle scattering ac­
counted for 5%. out-of-plane iarge-angle scattering 
with specular reflection accounted for 18%, and •i'f 
was recovered on the panel which looked mostly at 
the back of the target in the out-of-plane large-angle 
scattering direction. 

• The most interesting experiments however, 
were conducted with disks (both gold and titanium) 
tilted 30° towards panel 5. The specular peak" now 
adds to the in-plane large-angle scattering, so that 
we would have expected a much larger increase in 
the light absorbed by panel 5 than by either panels 3 
or 4. In fact, the amount of light scattered towards 
panels 3 and 4 was comparable both to the sum of 
light scattered towards panels 1, 5, and 6, and to the 
direct backscatter (Table 6-4). In other words, the 
large-angle scattering out of the plane of polariza­
tion was comparable to the sum of scattering in all 
other directions. 

Other Experiments 

Data were also collected with large numbers of 
discrete detectors (PIN diodes) located at various 
polar angles both in and out of the plane of 
polarization of the incident light. When comparing 
these data with the box calorimeter results we must 
remember that 

• Each panel of the box calorimeter repre­
sents a spatial integration over a large azimuthal 

range (7r/2), whereas the PIN diodes are centered on 
the azimuth corresponding to maximum or 
minimum flux and have an acceptance angle of 1°. 
Hence, differences in the scattered light w ith respect 
to the plane of polarization are emphasized by PIN 
diode measurements. 

• For tilled targets, PIN diodes will measure 
specularly reflected light that o'uld lie in a relatively 
narrow region. Although the effect of the specularly 
reflected light might mask all o'V." lor diodes, its 
total contribution to a calorimeu panel may be 
small. 

• A difference between ' e measurements 
will arise due to the respective b; .Iwidths of the in­
struments: PIN diodes are fitic with 100-/1 band­
pass 'liters about the main laser frequency, whereas 
the box calorimeter panels absorb light from 
270 nm to several micromek >. 

Figure 6-7 shows an ireme case (for PIN 
diode measurements) of Differences between bi­
plane and out-of-planc scattering for a disk 
irradiated at normal inci nee by an 172.2 lens un­
der the same condition- ^ the box calorimeter ex­
periments (3 X I 0 M * an- and a 900-ps pulse). 
Note the logarithmic ux scaic. These data show 
that for large-angle scattering the maximum ratio 
between out-of-plane and in-plane Dux is of the or­
der of 2.5 (compared to 1.5 measured bv the box 
calorimeter), and that the integrated flux is of the 
order of 10% of •' c incident light. As for the box 
calorimeter dal; a large fraction (approximately 
45%) of the in dent light is recovered in "small-
angle backsca; ring" and backscatter. 

Figure 6-s shows another example, but for a 
shorter (200 us) pulse length. Here we used one 
beam of the ihiva laser, obtaining an effective angle 
of incideii' of 9.7° since the target normal was 
along the Miiva beam cluster axis as shown on the 
figure. !r this configuration, specular reflection is 
combiiH'] with small-angle scattering. The ratio of 
out-of-'ilane to in-plane large-angle scattering is on 
the o- ler of 3, while the integrated flux is approx-
imat \ 13% of the incident flux. No PIN diode data 
are available for a larger angle of incidence in 
p-polarized irradianceat 10 1 4 W/cm 2. 

Summary and Interpretation 

More experiments, both with the box 
calorimeter and PIN diodes, are necessary to study 
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Fig. 6-7. Polar slot of 1.06-nra flaxes scattered bo*h in and out of the place of polarization, as measured by PIN diodes; note the 
logarithmic scale. The target was a gold disk irradiated at 3 X 10 M W/crn2 for a 900-ps pulse. 
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the intensity dependence of sidescatler. as well as 
how it varies with angle of incidence at a fixed inten­
sity. 

The data available al this lime (for 3 X 10 u 

W'/cm- and l-ns pulses of 1.06-pm light) indicate 
that large-angle scattering increases rapidly with 
angle of incidence relative to the specular and 
backscattered or small-angle backscaltered flux, 
from about 10% at 0° to more than 80% at 30° for 
gold targets. Recent experiments at 0.53 pm, 
however, show a large-angle scattering increase of 
less than a factor of 2 for targets lilted at 30° com­
pared to normal incidence. 

Since other evidence shows less Brillouin 
backscatlering at the shorter wavelength (see 
"Preliminary 2wn Results" later in this section), it is 
tempting to attribute the observed increased flux at 
1.06 nm to Brillouin sidescatter. This assumption is 
consistent with observed larger 3/2w emission out 
of the plane of polarization of the incident light 

than in the plane, which would otherwise be dif­
ficult to explain. Raman sidescatter is unlikely to 
contribute to the observed flux, since experiments9 

at 1 ns and 3 X 10 W/cm" have shown it to be on 
the order of only 0.005% efficient. We note ' h u the 
box calorimeter panels are capable of absorbing 
several harmonics of the incident light (including 
w/2). Finally, an instability which ripples the 
plasma density contour near the classical reflection 
point can also play a role. 1 Q 

Theoretical studies of the large-angle enhance­
ment in sidescatter normal to the piane of incidence 
of p-polarized light are in progress. We may 
speculate, however, that as the target is tilted 
Brillouin scattering occurs at lower densities where 
refraction is less severe. At normal incidence refrac­
tion would collimate the scattered radiation 
towards the small-angle backscattering direction (0 
< 45° if scattering occurs at or above 0.5 nc). The 
observed differences in large-angle sidescattering 
would then be related not only to actual differences 
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Fig. 6-8. Polar plot of LOo-̂ m fluxes scattered both in and out of the place of polarization, as measured by PIN diodes; note the 
logarithmic scale. The target was a gold disk irradiated at 3 X 10 1 4 W/cm 2 for a 200-ps pulse. 
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at the location where scaitering occurs but also to 
the direction of propagation of the scattered wave 
as modified by refraction. 
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Electron Transport Analysis 
Using Layered Slab Targets 

Experiments using disk targets composed nl' 
layers of dissimilar materials have provided the 
most detailed information available on electron 
transport in laser-heated plasmas. The materials 
and layer thicknesses can he chosen so that their 
characteristic x-ray emissions indicate where, when, 
and by how much the plasira is heated. 

Experiments employing varying thicknesses of 
one material covering a target substrate of another 
material have been reported by several workers. " • ' -
Generally. the results have been interpreted as sup­
porting the existence of some inhibition mechanism 
for electron thermal transport. In 1976 G. 
Dahlbacka performed LASNEX calculations1 1 to 
model the experiments of Young el a l . " that em­
ployed CH-coated Al disk targets; he found support 
for inhibited electron conduction. He further noted 
some differences between the model required to 
" f i t " the experimental results and the usual 
LASNEX e'ectron conduction model employed to 
simulate other experiments. 

Our recent analysis using LASNEX has 
likewise shown that the usual electron conduction 
model simulates the CH-on-AI experiment poorly, 
and that very strong transport inhibition is in­
dicated. We also find that even with revised 
transport modeling the calculations and experiment 
still show significant disagreement. We have thus 
performed similar experiments to further explore 
the nature of these differences. 

We report here the results of our CH-on-AI 
disk irradiations using the Argus laser. Results of 
the experiments are presented first: these support 
and extend previous experimental results. Second, 
we analyze some of the surprising and interesting 
results from the viewpoint of LASNEX simulations. 

Experimental Results 

A series of twelve flat-disk experiments was 
conducted with the Argus laser to study electron 
transport at a nominal laser intensity of 10 
W/cm 2 . The laser pulses were approximately Gaus­
sian, with F-WHM of ~ 100 ps and average energy of 
122 (±23) J. Target irradiation was done with a p-
polarized converging beam, focused through f/2.2 
lenses: the target normals were rotated 30° relative 
to the incident laser pulse direction. The targets 
were aluminum disks 600 /im in diameter by 25 /im 
thick, coated with 0, 0.25, or 0.67 ^.m of parylene. 
We also irradiated pure ;iarylene targets 600 t̂rn in 
diameter and 25 /<m thick. 

l-'rom previous studies of the absorption of 
1.06-fim laser light by low-Z planar plasmas.14 we 
estimate that the absorbed energy was .10'?- (± 10'?) 
of the incident laser energy. The fraction of 
hackscattered light was constant, within experimen­
tal error, at -10'? of the incident energy, indepen­
dent of target material. The F W H M of the 
backscatlered light was 65'S (±6' , 7r) of the incident 
laser pulse FWHM. 

Properties of the heated plasmas were inferred 
from various measurements of x-ray emissions from 
l50eV to 50 keV. The array of x-ray diagnostics 
used for these experiments included a 10-channel 

Fig. «-9. Integrated soft x-ray emission into 2JT, normalized 
by incident laser energy, vs CH Ihickness. Measurements 
were made with a flat calorimeter and a Dante spectrometer. 
The "attenuation'' depth |see Eq. (3) and text) is 0.11 
(±0.07) ion. 
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Fig. 6-10. Lire emission spectra for a bare aluminum target 
and 0.25-jim CH target, detected by a crystal x-ray spec­
trograph. 

Fig. 6-11. Aluminum line radiation ts CH thickness; radia­
tion was detected by the crystal spectrograph, integrated 
from 1.5 to 2.2 keV, and normalized by incident laser energy. 
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Dante spectrometer . a fast, flal x-ray calo­
rimeter"': a soft x-ray streak camera 1 7: a 
7-shooter (7 Si PIN K-edge niters); and an FFLEX 
(filter fluorescer) spectrometer."1 

Figure 6-9 shows temporally and spectrally in­
tegrated emission energy (0.15 < hi' < 1.5 keV) 
plotted against CH thickness, as measured by the 
fast, flat calorimeter and the Dante spectrometer, 
and normalized by the incident laser energy; the 
Dante and calorimeter data are plotted indepen­
dently in the figure. (Though both sets of data in­
dicate the same trends, the calorimeter data are 
lower than the Dante data; this relative difference 
between the two instruments is typical and so far is 
not explained.) Both detector systems, which were 

o 
z 

0.25 0.50 
CH thickness (\xm) 

0.75 

at 60° to the target normal, show that the soft x-ray 
emission drops off by a factor of 2.4 (±0.4) in going 
from hare Al to pure CH. It also appears that 
0.25 /urn o f C H on Al behaves more nearly as pure 
CH than as Al. This indicales very steep ihermal 
gradients and very shallow hurn-through depths, 
consistent with previous measurements at N R L . 1 ' 

If we describe the soft x-ray emission vs CH 
thickness bv the relation 

1 R " ' Al 13) 

where E K = ( t X R l ; r ) / E | N C , E A ! and E C H are the 
fraction of the total emission from the aluminum 
and parylene, respectively. -1.x is the thickness of the 
CH, and I. is an "attenuation" depth, then the data 
give the remarkably small value, L = 0.11 (±0.07) 
^m. 

The soft x-ray streak camera recorded x-ray 
pulses whose duration was 2.0 (±0.2) times the 
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Fig. 6-12. High-energy x-ray fluence as measured with the FFLEX and 7-
Shooier detector systems, normalized by Incident laser energy. 
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I WHM of lhe l;^ :r pulse, but tin- x-ray pulses were 
mil a simple, slandard (i.e., Gaussian) shape. 

Figure 6-1() shows typical line emission speclra 
delected by an x-ray cryslal spectrograph for a pure 
aluminum target and for a target coated with 
0.25 jim of parylene. Hot aluminum He- and H-likc 
lines are prominently visible. Though cold Al lines 
would have been detected if present, none were 
seen, which implies that energetic electrons capable 
of exciting these lines were not getting ip.o cold Al 
to any appreciable degree. The Al He- and H-likc 
lines occur above 1.5 and 1.7 kcV, respectively, and 
below the respective series limits of 2.086 and 
2.304 keV. The energv in the integrated spectrum 
from 1.5 :o 2.2 keV, normalized by the incident 
laser energy and plotted in arbitrary units (Fig. 
6-11), drops by a factor of 10 in going from bare Al 
to a 0.67-^m coating of CH. 

The high-energy x-ray fluences shown in Fig. 
6-12 follow the same trends, qualitatively, as the 

low-energy x-ray data. The spec­
trum for 0.67 nm of C'H on Al is 
the same as for pure C'H, while the 
spectrum for 0.25-fim CH on Al is 
intermediate between pure Al and 
pure C II. 

The suprathermal x-ray spec­
trum implies a hot electron tem­
perature of ('h =* 4 to 6 keV and a 
fraction of incident light converted 
into hot electron energy of 
l | l o i / l | \ ( * 10 to I5'i( for all 
targets. This, together with an 
assumed absorption of 30'.?. 
(±10'? |, suggests that the supra-
thermal electron distribution con­
tains ~ 1/3 to 1/2 of the energy ab­
sorbed by the targets. Corrections 
for hydrodynamic losses are small 
and are accounted for in the 
detailed calculations discussed 
below. Anisotropic x-ray emis­
sion '*' could also introduce an un­
certainty of a factor of 2 or so. 

Analysis and Simulations 
We were surprised by the low 

measured flux and slope of the 
high-energy x rays in these mea­

surements, figure 6-13 compares the 10-to-50-keV 
x-ray fluence measurements obtained several years 
ago in CI I disk irradiations near I0 1 5 W/cm 2 on 
Janus - ' with those of the Argus experiment repor­
ted here. Fach experimental point from Janus repre­
sents the average of three or more measurements, 
while only one CM disk shot was available from 
these Argus transport experiments. The Janus data 
have been corrected very slightly, using THOT a l""1 

sealing to shift intensity by a factor of two to 10 1 5 

W/cm". Compared to the earner Janus experiments, 
we find in these Argus experiments that the fluence 
of IO-to-50-keV x rays per incident joule is down by 
a factor of 4 to 10. 

The simulation of hot electrons produced by 
resonance absoption in the LASNEX code is 
governed by the relation 

30 

• = » I T ) + ( U ' ) ' ( I ) ' (-4J z#, (4} 
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Fig. 6-13. Hot x-ray flvence comparison of current measure­
ments on Argus with earlier results inferred from Janus disk 
experiments. A significant decrease in not x-ray fluence and 
slope is indicated. 
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where T c is the mean temperature in (keV) of all 
electrons. I is the laser intensity in units of 10' 
W/cm". A is the laser wavelength in units of 
1.06 (ini. T c and Tj are the temperatures (in keV) of 
thermal electrons and ions, and Z is the nuclear Z of 
the plasma. From normalization to plasma simula­
tion, and from recent high-Z disk experiments 2 1 , the 
coefficients are determined to be a = 1,0 = 50, y = 
0.42. <5 = 0.04. f = 0.25 and <J = 0.25. Checking the 
model against the low-Z disk experiments on Janus, 
we find the calculated TftoT = 13 keV. compared 
with the measured TftoT = 8.3 (±1.0) keV. Good 
agreement with the Janus data is obtained using fJ = 
30. and depositing 20 to 30% of the incident energy 
into hot electrons. 

The hot x-ray fluence ca lcula ted with 
LASNEX is plotted in Fig. 6-14, together with the 
Argus data for various absorption models; the four 
models plotted are summarized in Table 6-5. To fit 
the Argus data we were forced not only tr reduce 

Fig. 6-14. Hot x-ray fluence comparison of various 
calculational absorption models (detailed in Table 6-5) with 
recent Argus measurements. To fit the Argus data, the spec­
tral hardness parameter must be decreased by a factor of ~ 2 
and the energy absorbed into hot electrons must be decreased 
by a factor of ~ 2 to 3. 
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the spectral hardness of hot electrons by reducing ff 
to 20. but also to reduce the hot electron energy to 
only ~I0'.? of the incident energy, as indicated by 
the simple estimates above. This apparent decrease 
in the number and temperature of hot electrons is 
intriguing, and further verification oi the data is 
clearly essential. 

The information on electron transport is 
mainly contained in the absolute radiation emission 
levels for Al and C'H. and in the rate of fall-off as in­
creasing thicknesses of CM are applied to the Al. 
The data points in Fig. 6-15 show the absolute sub-
keV emission determined experimentally; the curves 
show the same quantity calculated by LASNTX us­
ing various models (summarized in Table 6-6). The 
models are characterized by the values used for the 
"anomalous" flux-limit reduction of the thermal (ft) 
and suprathermal (fs) electrons, where, as usual, 0 , , s 
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Table 6-5. Summary of various absorption models 
compared with high energy x-ray emission in Fig, 6-14. 
The parameters varied are fD, the fractional dump of light 
at the critical surface (mocking up resonant absorption), 
and $, the coefficient of the I\2 term in the formula for 
TfiQT [see Eq. (4)]. The thermal and niprtthermal flux 
limits have been reduced in all models by fe = ts = 0.03, 
Also given for the CH target are the energy absorbed by 
resonance absorption (Ej^) and the total absorption 
<EABS>-

Model fD "D E R A W EABS<» 

A 0.3 SO 32 36 
B 0.1 so 11 16 
C 0.1 20 11 16 
D 0.4a 20 11 14 

"Model D utilized i preliminary treatment of Brlllouin 
scattering, which reflected about 75% of the incoming 
light before it readied the critical surface. 

= f|,s iii.., n i v | s is the saturated heat flux carried by 
either thermal or supralhermal electrons. 

Many previous experiments have been ade­
quately interpreted using f, = 0.03, fs = I, and with 
absorptions into .supralhermal electrons ~30%. As 
seen in Fig. 6-15, however, this model (E) does 
poorly when compared with the Argus experimental 
data; the absolute emission levels are too high and 
the scale-depth for emission fall-off is too great. 
Similar discrepancies had been seen in a comparison 
of I.ASNFX calculations with the NRL layered-
slab experiments. 

We have attempted several ways of varying the 
model's parameters to improve its correspondence 
to experimental values. Two obvious techniques are 
reducing the transport coefficients (Fig. 6-15, Table 
6-6) and reducing the absorption (Fig. 6-16, Table 
6-7). Fither of these modifications can improve the 
agreement between calculated and measured at­
tenuation depths. Using flux-limit reduction factors 
of f, = fs = 0.01 (Fig. 6-15) gives about the same 
results as reducing the absorption to 10% with f, -
0.03, fs = 1 (Fig. 6-16). Neither modification, 
however, produces an attenuation depth as small as 
that seen experimentally. Further, as some improve­
ment is made in the calculation of the attenuation 
depth, the calculated ratio of emission from pure Al 
to emission of pure CH becomes discrepant with ex­
perimental results. Finally, either model alteration 
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Table 64 . Summary of transport models compared with 
sub-keV x-ray data in Fig. 6-15. Parameters varied are the 
flux limit multipliers for thermal and suprathermal 
electrons. These models have fixed absorption parameters: 
the resonance absorption dump fraction fD = 0.3, and the 
suprathermal spectral hardness parameter (J = 20. Energy 
deposited via resonant absorption was about 32 I 
throughout The total absorbed energy E A B S is tabulated 
for Al and CH disks, and varies weakly. 

f t f

S 

W* 
Model f t f

S 
Al CH 

E 0.03 1.0 40.7 36.8 
F 0.03 0.03 40.3 36.0 
G 0.01 0.01 38.4 35.3 
H 0.003 0.003 39.7 36.2 

Table 6-7. Summary of absorption models compared 
with sub-keV x-ray data in Fig. 6-16. Parameters varied 
arc the resonance absorption dump fraction fp ond the 
coefficient of the inverse bremsstrahlung absorption 
opacity Kirj. These models have fixed transport 
parameters: the thermal flux limit F( = 0.03, and the 
suprathermal flux limit f s= 1.0. The suprathermal spectral 
hardness parameter 0 - 20. Energy absorbed for Al and 
CH disks is tabulated separately for resonant absorption 
and total absorption. 

fD K1B 

E l HA EABS 
Model fD K1B Al CH Al CH 

E 0.3 1.0 31.3 32.2 40.7 36.8 
I 0.1 0.5 10.7 10,8 16.1 14.0 
J 0.055 0.35 5.9 6.0 9.9 8.3 
K 0.03 0.25 3.2 3.3 6.2 5.0 

alone seems somewhat extreme from a theoretical 
point of view. 

An intermediate model, involving some reduc­
tion in absorption and some reduction in transport, 
produces nearly equivalent results, and is perhaps 
more justifiable. Using a preliminary Brillouin scat­
tering mode l , 2 2 we calculate 20% absorption, '.'om-
bining this with f, = fs = 0.03 results in agreement as 
good as has been achieved to date. This LASNEX 
modeling is compared in Table 6-8 with the three 
roughly equh '.lent models discussed here; a com­
parison of the results obtained using each of these 
models with the results of the experiment is pre­
sented in Table 6-9. We have performed calcula­
tions using reduced electron conductivity (instead of 
reduced flux limit), and obtained results very similar 
to the experimental data reported here. Still another 
alternative is modifying the collisional coupling rate 
of suprathermal electrons, but this is not noticeably 
better. 



Fig. 6-15. Comparison of models with varying transport coefficients with sub-keV emission measurements from Al targets with varying 
CK coating thickness; model details are given in Table 6-6. Best agreement for 35% absorption is obtained with flux-limit reduction by a 
factor of 0.01 for both thermal and suprathermal electrons. 
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Summary 
The recent layered-slab transport experiments 

have provided further, more quantitative evidence 
of strong transport inhibition in ICO-ps, 1015 W/cm, 
1.06-̂ m laser-produced plasmas. The experiments 
at Argus, under larger-spot irradiation conditions 

and using MM-ke\ way diagnostics, have verified 
the attenuation depth measurement obtained at 
NRI.. In addition, new high-energy x-ray measure­
ments using the l-T'l.HX and 7-shooter detector 
systems have raised intriguing questions about the 
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Fig. 6-16. Comparison of models with varying absorption with measured snb-keV emission from At targets with varying CH coating 
thickness; model details are given in Table 6-7. Best agreement for 10% absorption is obtained with flax limit i f 0.03 for thermal elec­
trons and 1.0 for suprathermal electrons. 
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ii>-Traction and temperature oT hot electrons. 
iiiona! work is necessary, however, in order to 

,-e both uncertainties in the experimental data 
discrepancies between the data and the results 
\SNTX simulations. 

LASNhX calculations oT soTt x-ray emission 
versus CH thickness that use standard model 
assumptions overestimate the attenuation depth by 
;-. Tactor oT about 6, well outside the experimental 
uncertainties. Alternative assumptions can inprove 
the attenuation-depth calculation somewhat, but 
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Table 6 -8. Comparison of "standard" LASNEX model (A) used for previous interaction experiments with three alternative 
models <vhich improve the modeling agreement with the Argus electron-transport experiment 

Model f D fj K j B f( f Comment 

A 0.3 50 0.5-1.0 0.03 1.0 Previous work 
G 0.3 20 1.0 0.01 0.01 Reduced transport 
J 0.055 20 0.35 0.03 1.0 Reduced absorption 
L 0 .4 a 20 1.0 0.03 0.03 Mixed, moderate changes 

'This model utilized a preliminary treatment of Brillouin scattering, which reduces the energy incident on the critical surface 
by a factor of 1/3, thus reducing .resonant absorption by I /3 and inverse bremsstrahlung by 1/2. 

Table 6-9. Summary of LASNEX model results and 
comparison with experiments. The models arc described 
in Tabic 6-8 and the text. The attenuation depth measures 
the depth of aCH layer required over an Al target to make 
the sub-keV emission drop toCH-targct levels [see Eq. (3 ) ] . 
The emission ratio is the ratio of sub-keV emission energy 
from a pure Al target to the emission from a pure CH 
target. 

CH disk Attenua­
absorption tion depth Emission 

Model fraction (Mm) ratio 

A 0.33 0.7 3.0 
G 0.35 0.5 3.9 
J 0.075 0.6 4.0 
L 0.15 0.5 5.2 

Experiment 0.15 to 0.35 0.11 ±0.07 2.4 t 0.4 

overall agreement with the sub-keV x-ray measure­
ments is not much improved. 

Further work needs to be done in several areas: 
experimental cheeks of absorption and high-energy 
x-ray lluence are required: calculational cheeks and 
other models must be pursued: still other parameter 
regimes must be examined as well, to determine 
electron-transport properties in situations more 
relevant to f'u.ure laser fusion targets, 
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/.-Dependence of Sub-keV X-Ray 
Emission and Laser Intensity 
Threshold for Inhibited 
Electron Thermal Conduction 

1 lectroti thermal conduction inhibition is a 
simple mechanism for regulating x-ray emission.--' 
The laser light is absorbed at and below the critical 
density surface, which two-dimensional LASNEX" 4 

numerical simulations indicate is 50 to 100 jim from 
the original target surface al the time of peak laser 
intensity. On the other hand, most of the sub-keV 
x rays are emitted from the denser ablation layer 
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within 20 ^m of the original disk-target surface. The 
absorbed laser energy must be transported by elec­
tron conduction from the underdense plasma to the 
overdense plasma. A decrease in electron thermal 
conductivity reduces the energy available for low-
energy x-ray emission from the dense ablation layer. 

Two-dimensional L.ASNKX simulations also 
indicate that when the heal flux is inhibited, the 
plasma corona becomes hotter by 50 to 100% com­
pared to the uninhibited case; the corona tem­
perature is 3 to 4 keV instead of ~2 keV. When in­
hibition occurs and the low-energy x-ray emission 
Ironi the overdense region is therefore reduced, the 
use in llie corona temperature will result in ad­
ditional way emission in a higher energy range. 

I here is substantial experimental evidence (sec 
Kefs. 2.V 25-33) that electron heat conduction is in­
hibited in plasmas produced by i.06-/im laser inten­
sities above ]0U W/eirr. Discussions of mecha­
nisms likely to inhibit electron thermal conduction 
in laser-irradiated targets have suggested self-
generated magnetic fields. ion acoustic 
iuiiiuiciiv.1..''' and eicciiostatic lieids set up by 
suprathermal electrons.'16 Data concerning the 
dependence of inhibition on parameter such as 
laser intensity, pulse width, wavelength, spot size, 
target material, and beam ur.iformity should con­
tribute to a better theoretical understanding of con­
duction inhibition and help determine the dominant 
mechanism) s). Here we report our study of one such 
parameter, the dependence of inhibition on 
target / . 

Kxperimental Data 

We have conducted a preliminary study of the 
/-dependence of sub-keV x-ray production from 
laser-produced plasmas at Argus.'7 using one beam 
at a nominal laser pulse of 800 J for I ns FWHM: 
the typical intensity on the target was 5 X | 0 1 4 

W ci.-r. The targets consisted of disks from 600 to 
700 ^m in diameter and from 12.7 to 25 ^m thick. 
Target materials consisted of beryllium, aluminum, 
titanium, tin, told. and uranium, with atomic num­
bers (7) ranging from 4 to 92. The targets were 
irradiated with f. 2.2 focusirg optics: the incidence 
angle was 30°. and the incident beam was linearly 
polarized 12" out of the plane of incidence. 

A 10-channel filtered x-ray detector system 
called Dante-T (Ref. 38) was used to record the sub-

Fig. 6-17. Typical x-ray emission signals from disk targets 
ranging from Z = 4 to Z - 92, illuminated with 1.06-pm 
laser light at 5 X 10" W/cm2 with a pulse or 1 ns FWHM. A 
vanadium filter (L-edge at 520 eV) was used with an 
aluminum photocathode; time resolution is 190 ps. 

1 ns 

keV emission from the laser-irradiated targets. 
Danle-T viewed the x-ray emission at an angle of 
60° from the target surface normal, in the plane of 
incidence away from the incident beam. The solid 
angle subtended by each detector channel was 2.11 
X 10"' steradians for the four lower energy channels 
and one flat response channel, and 4.36 X 10"s 

steradians for the five higher energy channels. 
One of the interesting results of this experimen­

tal series is the systematic Z-dependence ofthe time-
resolved sub-keV x-ray emission, as shown in Fig. 
6-17.1 he data were obtained for the 300-to-520-e V 
channel, with a time resolution of better than 
190 ps. Note that as the target Z decreases (from 
uranium to beryllium, for example), for the same 
Gaussian laser pulse shape the x-ray pulse shape 
deviates from a smooth "Gaussian" to an irregular 
shape; tne peak of the pulse becomes progressively 
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Fig. 6-18. The results of two Ti disk targets, for the same 
laser conditions as in Fig. 6-17. A copper filter (L-edge at 
940 eV) was used with a chromium photocathoae; time 
resolution is 170 ps. Note the oscillations in the "flattened" 
portion of the x-ray emission pulse. 

flattened as Z decreases. The transition is shown 
most clearly by a titanium target, whose x-ray emis­
sion starts to increase rapidly (presumably follow­
ing the rise of the incident laser intensity), then at a 
well-defined point changes abruptly to a show 
"linear" rise, and .hen drops after 1 ns (a channel 
with higher resolution shows that there are oscilla­
tions in the "linear" rise region; see Fig. fi-IS). 

X-ray emission pulses for the same Z material 
can be quite different at different laser intensities: 
this is shown in Fig. 6-19 for gold disks. The data in 
this figure were obtained from the 650-to-940-eV 
channel, with a time resolution of better than 
170 ps. Note that the x-ray emission pulse at the 
lower laser intensity (5 X I 0 1 4 W/cm 2 ) is fairly 
smooth, but a, a higher laser intensity (3.3 X 10 1 5 

W/cm") the x-ray emission pulse rises normally at 
first, then breaks away abruptly. 

A sample of some typical low-energy x-ray 
spectra is given in Fig. 6-20. The spectral shapes of 
different materials are quite distinct and can be 

Fig. 6-19. X-ray emission signals from gold disks illuminated 
with 800 J for 1 ns with intensity of (») 5 X 10" W/cm 2 an i 
(b) 3 X 10' 5 W/cm 2. A copper filter (L-edge at 940 eV) wan 
used with a chromium photocathode; time resolution is 
170 ps. The negative-going signal in each trace is a time 
fiducial. 

-—H h — 2 ns 

readily reproi'jced by code calculations. The same 
is true for low-/ materials such as aluminum and 
beryllium, which latter material shows a much 
faster spectral decay with ir -reusing x-ray energy. 
The titanium spectrum is quite different from the 
other spectra in the figure, in the sense that in the 
energy band from about S00 to 800 eV there a.e 
strong V.-linc emissions. On the other hand, the 
small bump near 700 eV in the aluminum spectrum 
is most probably due lo an oxygen line, since an 
aluminum-oxide layer forms quite readily on an 
aluminum target. 

Figure 6-21 shows how well code calculations 
are able to reproduce the features of the measured 
spectrum for a titanium target. Because of the 
presence of the 1.-lines of a titanium target, it was 
possible lo use the data on relative line intensities of 
Kelly and Palumbo' 1 ' ' to obtain a dominant charge 
state from the measured spectrum, which in this 
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Fig. 6-ZO. Sample low-energy x-ray spectra for U, Ti and Al 
disk targets, illuminated at 5 X 10" W/cm 2 with a pulse of 
1 ns FWHM. Note that the lowest energy channel has the 
largest error bar. 
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case was Z c x p = 16 (±1). Also, numerical simula­
tions can obtain the average ionic charge in a com­
putational zone with maximum x-ray emission 
power. The computed charge state was ZCOI)L. = 16 
(±2); the ±2 does not represent an error bar in the 
calculation, but indicates the variation in Z over the 
l-'WHM of the x-ray emission region. 

The integrated x-ray energy from ~IOOeV to 
1.8 keV can be obtained from the Dante-T signals. 
The integrated x-rav energy normalized by the inci­
dent laser energy is piotted against target Z in Fig. 
6-22. Since sub-keV x rays away from the energy 
regions dominated by line emission are presumably 
generated by bremsstrahlung of low-energy elec­
trons, these low-energy electrons actually see a 
screened nucleus: therefore it would perhaps be 
more meaningful to plot the normalized x-ray 
energy as a function of Z, where Z is the code-
calculated charge state. It is interesting to note that 
the normalized x-ray energy is almost linear with 
respect to Z. This result is quite similar to the 
bremsstrahlung data obtained with an ordinary 

Fig. 6-2i. Comparison of measured and code-calculated Tl 
spectrum. Z is the charge state of the Ti plasma; intensity 
and pulse length are same as in Fig. 6-20. 
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thick-target x-ray tube with x-ray energy propor­
tional to target Z . 4 0 the difference being that the x-
rav encrgv produced per . '-i ' f hidden' hiser 
energy is l to 2 orders of magnitude larger than the 
x-ray energy produced per unit of cathode-ray 
energy 

4l 

Analysis 

The existence of an intensity threshold for elec­
tron transport inhibition has been clearly 
demonstrated by Pearlman and Anthes,- with 
measurements of the front and rear plasma thermal 
expansion velocities from a thin polystyrene film. 
We extend the idea of an intensity threshold for in­
hibited conduction to include a Z-dependence ofthe 
threshold. 

From the time-resolved x-ray data in Figs. 
6-17. 6-18, and 6-19 we interpret the temporal 
behavior of the sub-keV x-ray emission as showing 
the onset of strongly inhibited electron thermal con­
duction during the rise of laser intensity. As the Z of 
the larget material is reduced, this strong conduc­
tion inhibition occurs earlier, that is, at lower laser 
intensity. 

The systematic variation of the x-ray pulse 
shape with Z (Fig. 6-17) indicates that the plasma 
process involved has a laser intensity threshold 
which increases with Z. Figure 6-19 can now be ex­
plained: initially the two pulses rise similarly, but 
the emission from the highe .ensit, shot abruptly 
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Fig. 6-22. X-ray energy for various targets as a function of target Z a' i charge state Z, at incident intensity of 5 X 10 1 4 W/cm z. Error 
bars for values of E , . r a J / E | ^ r are all ~ ±257o. 
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falls away as the threshold is crossed. This kind of 
behavior appears in all the Dante-T x-ray energy 
channels. Only a small part of this reduction in x-
ray emission at the higher intensity is due to reduced 
absorption of the incident laser light, since the time-
integrated x-ray emission drops by 60% while the 
lime-integrated absorption"-1 drops by only 25%. Of 
course a change in the absorption mechanism has 
not been ruled out. Anomalous absorption in the 
far underdense plasma would shift the energy flow 
away from the overdense plasma toward more 
energetic plasma blowoff: a buildup of ion acoustic 

turbulence with increased laser intensity, for exam­
ple, might simultaneously increase inhibition and 
cause anomalous absorption. 

There are both theoretical and experimental 
reasons for believing that the variations in pulse 
shape shown in Fig. 6-17 are not a consequence of 
atomic structure differences of the targets. 
Numerical simulations with classical electron ther­
mal conduction and non-LTE ionization physics 
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Fig. 6-23. Sub-keV x-ray emission spectra from gold disks at 
different intensities. 

1.0 

Fig. 6-24. Strongly inhibited electron thermal conduction 
threshold vs Z of the target material; solid data point in 
lower left is from Ref. 27. 
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reproduce the qualitative features of the observed 
0.2-to-l.5-keV x-ray spectra for all of the elements 
(see. for example, the Ti spectrum in Fig. 6-2I). but 

time-dependence for the x-ray emission pulses . - ' - 4 -
Ixperimentally. the data for gold disks above and 
below the laser intensity threshold are decisive: in 
spite of a reduction in radiated energy by a factor of 
2.5 for the higher intensity and a dramatic change in 
the x-ray emission pulse shape (Fig. 6-19), we ob­
served only ±15% changes in the 0.2-to-1.5-keV 
spectral shape (Fig. 6-23). Thus, there is no correla­
tion between atomic structure (as indicated by x-ray 
spectra) and the temporal behavior of the x-ray 
emission. 

From the data of Fig. 6 1 9 , the laser intensity 
threshold for gold is estimated to be (6t1) X 1 0 1 4 

V\ cm - . Fven though the data of Fig. 6-17 lack time 
iiducials. it is clear that the threshold for uranium is 
greater than 5 X 10 1 4 W / c m 2 and that rough es­
timates of the thresholds for titanium and tin may 
be made. These results, and the threshold for 
roiysiyrene from Ref. 27. are plotted in Fig. 6-24. 

I fleets such as Z-dependent absorption of laser 
iighi and angular distribution of x rays can in­
fluence th- interpretation of experimental results: 
preliminary absorption measurements, however, in­
dicate that absorption has a weak Z-dependence 
(Fig. 6-25) Also, code calculations seem to indicate 
that the Z-dependent angular distribution does not 

20 40 60 80 100 

Target Z 

affect the data interpretation too much, because of 
the anyii; i6ii' with respect to ijrgci normal) at 
which the measurements were made. The numerical 
simulation result of 300-to-500--V x-ray angular 
distributions is shown in Fig. 6-26. 

Calculated x-ray emission pulses from Ti are 
shown in Fig. 6-27 for three models of the plasma 
electron thermal conductivity. Curves A and B are 
typical of standard models in that they produce 
Ciaussian-like pulses only 10 or 20'? wider than the 
incident laser pulse. Curve C was produced by ap­
plying a lime-varying multiplier to the Spitzer con­
ductivity chosen to reproduce the l.S-ns FWHM 
and flat-topped shape of the x-ray data- Above 
threshold, the conductivity multiplier required by 
the simulation varied inversely with the 3/2 power 
of absorbed intensity for both the rising and falling 
parts of the laser pulse, with a value of about 0.2 at 
10 W'/cm" absorbed intensity. This result is not 
unique, since the laser light absorption vs time has 
not been measured. It does show, however, that 
intensity-dependent conduction inhibition can 
produce the observed x-ray emission. 

Since more than one inhibition mechanism 
may be operating, we do not rule out inhibition 
below the threshold of Fig. 6-19. In fact, the data 
presented here are consistent with previous results" 3 

which showed the need for some inhibition in gold 
even at 3 X 10 1 4 W/cm 2 . 
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Fig. 6-25. Plot of absorption fraction (at 5 X 10 1 4 W/cm 2) vs Z; note that supratheimal electrons constitute only a few percent of the ab­
sorbed energy for 1-ns puijes. 
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Fig. 6-26. Numerical simulations of the 300-to-500-eV x-ray 
angular distributions. The Dante-T value at ft = 60 ex­
trapolated to 2x sr gives total radiated energy within a few 
percent. 
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Conclusion 

We have described the temporal behavior of 
the sub-keV x-ray emission from l.0fi-^m laser-
illuminated disk targets o( fixed spot M/e at an in-

Fig. 6-27. X-ray emission vs time, taken from numerical 
simulation!) ol a Ti disk illuminated with a l-ns FWHM 
Gaussian pulse with peak intensity of 5 X I 0 M W/ciJi2 at 
time = 0. The three curves correspond to models of plasma 
electron thermal ct-iduciivity using (a) flux-limited diffusion 
with classical Spitzer conductivity, (b) a flux limit reduced b> 
ion acoustic turbulence, and (c) a global conductivity mul­
tiplier varied in time to reproduce the experimentally ob­
served x-ray emission. 
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tensity of 5 X 10 W/cm . Abrupt temporal varia­
tions in the radiated power as the laser intensity 
rises have been interpreted as showing the onset of 
strongly inhibited electron thermal conduction in 
the laser-produced plasma. The laser intensity 
threshold for this effect is shown to increase with 
the Z of the target. Consequently, for a fixed laser 
intensity of a few times If)14 W/cm2, electron ther­
mal conduction is more strongly inhibited for low-Z 
targets than for high-Z targets. 
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High-Energy X-Ray 
Measurements From Disks of 
Different Z 

We have traditionally measured high-energy 
(20 keV ^ h Z 100 keV) x rays to gather informa­
tion about suprathertnal electrons produced in the 
laser-plasma interaction.4-1 During the last year we 
have made such measurements al Argus, as part of 
the long-pulse (t ~ 0.9 ns), variable-Z disk experi­
ments. The primary diagnostic was a 6-channel 
filter fluorescer (IT'LhX) spectrometer located in 
the plane of incidence and 14.5° from the plane of 
polarization.44 The six energy channels were located 
at 20, 29, 50, 54, 70, and 88 keV. Due to the low flux 
obtained from the majority of the targets, four of 
the six channels employed only K-edge filters: in 
view of the rapidly falling spectra that were record­
ed, however, there was little difficulty in assigning 
accurate energy bins to the different channels. The 
targets were rotated 30° with respect to the laser 
axis with the beam incident near p-polarization. The 
filter fluorescer viewed the targets at an angle of 25° 
to the disk normal. The geometry of the experiment 
is shown in Fig. 6-28. 

Samples of the data collected for plasmas with 
low (Be), intermediate (Ti), and high (U) Z are 
shown in Fig. 6-29. The peak intensity incident on 
the targets ranged from 3 to 5 X I0 1 4 W/cm2. The 

Fig. 6-28. Experimental geometry for long-pulse, high-
energy x-ray measurements using a 6-channel filter 
fluorescer detector. 
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flux from these targets scales roughly linearly with 
nuclear charge Z, as we would expect for high-
energy-electron, thick-target bremsstrahlung. 
Bremsstrahlung emission scales with Z 2 whereas 
stopping power scales with Z . 4 5 To illustrate this Z-
dependent scaling, Fig. 6-29 gives the expected flux 
from Ti and U (dashed lines) based on the Be data 
(solid line), assuming identical electron spectra and 
absorption of light independent of target Z. 

The data also suggest a hardening of the spec­
trum as the target Z increases (e.g., compare Be and 
U; This trend is in qualitative agreement with 
theoretical expectations based on recirculation of 
the hot electrons through the heating region at 
critical density, due to the target albedo increasing 
with Z (with a predicted scaling of Z 1 / 4 ) . 4 6 

The experimental results for these long-pulse 
irradiations also show the difficulty in describing 
the spectrum as a simple exponential with a slope 
defined as 01Y'. This is most clearly evidenced by the 
titanium data, whose spectrum can be described as 

Fig. 6-29. High-energy x-ray emission as a function of Z; Z 
scaling at flax normalized to Be. Curves for Ti and U (dashed 
lines) are expecteii "axes, based on measured Be data (solid 
line). 
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both a hot tail and a superhot tail. The latter com­
ponent could possibly arise from processes such as 
Raman scattering and 2w p e decay, occurring at one-
quarter critical density.4 7 

To unfold from the measured x-ray spectrum 
both the electron spectrum and the energy absorbed 
via collective processes requires the use of any 
assumptions which cannot be as yet vcrific, ex­
perimentally. Interpretation of experimental resjlts 
is affected, for example, by the shape of the electron 
distribution, by coronal losses, and by isotropy f 
the x-ray emission. Nonetheless, if we ignore 
coronal losses and assume both isotropy of x-ray 
emission and a Maxwellian electron distribution 
characterized by 0\\, the measured flux levels 
suggest that for all the Z materials only <; 1% of the 
incident energy appears in suprathermal electrons 
for these moderate-intensity, long-pulse irradia­
tions. Calculations indicate that coronal losses may 
account for 80% of the suprathermal energy, 
however, and thus the hot-electron fraction 
suggested by the x-ray flux should be viewed only as 
a lower bound. 

A full understanding of suprathermal electron 
generation under these irradiation conditions will 
require more sophisticated experimentation, to 
measure the electron spectrum, determine coronal 
losses, examine the Raman and 2cope instabilities, 
and ascertain the isotrc py of the x-ray emission. 
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Angular Distribution of 
Suprathermal X Rays 

Fig. 6-31. Sample detector response to a flat x-ray spectrum. 

The angular distribution of suprathermal 
\ rays emitted from laser-produced plasmas has 
generally been assumed to be isotropic, except for 
thick targets: the total x-ray emission energy has 
usual) been calculated simply by multiplying the 
enerty-imegraled spectrum by,4jr. The angular dis-
tribiitions of low-energy x rays and ions from such 
plasmas are anisotropic.4 l ,'4 l ) however, and for some 
laser conditions the fast electrons produced in laser-
gas interactions are also directional, due to the 
resonance absorption effect." It is therefore both 
interesting and important to measure the angular 
distribution of high-energy x rays from laser-
produced plasmas. 

Some details of our measurement geometry are 
shown in 1 ig. 6-30. We placed eight x-ray detectors 
in Shiva target chamber ports located at an 
a/iimilhal angle 0 = 126" and at polar angles rang­
ing from (/> = 45 to 148°; the target is located at the 

Fig. 6-30. Experimental geometry for measurements of high-
energy x-ray angular distribution. Shiva laser beams are inci­
dent on the target (at the origin of the coordinate system) 
from above and below; only one of eight detectors is shown. 

Photodiode 

Crystal 
(32 mm) 

X-ray energy (keV) 

origin of the coordinate system in the figure. The 
detectors consist of a Be-windowed Nal(Tl) crystal 
50.8 mm in diameter and 32 mm thick, coupled to a 
photodiode with S 20 response. Behind the 0.64-
mm Be window on the target chamber is a 0.1-mm 
Cu filter, followed by a Ta collimator 4.8 mm thick 
with an opening 36.1mm in diameter (the 
collimeter is not shown in the figure). A typical 
response of the detector system is given for a flat x-
ray spectrum in l-'ig. 6-31. The cutoff of the low-
energy x rays is determined by the 50% transmission 
of the Cu filter, at 37 keV. The calibrated sen­
sitivities of the eight detectors varied up to 40% for 
x-ray energies between S and 97 keV. 

I-igure 6-32 shows the measured suprathermal 
x-ray angular distribution normalized at 90°, from 
gold disks 600 //m in diameter and 15 j<m thick, and 
from a glass microsphere 149 nm in diameter and 
6.4 /urn thick lilled with D-T gas. The angular dis­
tribution shows two strong peaks, one at about 60° 
and the other at about 105°. That different targets 
gave similar angular distribution tends to suggest 
that the minimum at 90° is not due to absorption of 
x rays in the plane of the gold disks. 

Any such unexpected result is initially suspect, 
however, and we tried many variations of the ex­
periment to confirm the effect. We switched detec­
tors, filters, cables, scopes, etc., to check any possi­
ble systematic errors, and added 0.813-mm Al filters 
behind the Cu filters to remove any possible K-edge 
effect from the Cu. Interposing Pb filters 0.5 mm 
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Fig. 6-32. Angular distribution of suprathermal x rays normalized at 90°, from 
gold disks and a I)-T-filIed glass microsphere. Note the uniform peak distribution 
at 60° and 105°. 

No. of Total energy Pulse length 
Target Symbol beams IkJ) (ps) 

Disk O 10 0.6 200 ps 
Disk A 10 0.6 100 
Ball D 20 1.9 100 

I 3 

45 90 
Polar angle 0(0 =126° 

thick reduced the signal more than tenfold, but the 
peaks remained. In some experiments we used all 20 
Shiva beams, in others we used only 10. We also 
varied the pulse length and beam energy. Installing 
powerful magnets capable of removing 30-MeV 
electrons from the paths to the x-ray detectors had 
no effect, indicating that the signal came from 
photons, not electrons. 

We next conducted a series of 
single-beam shots to study the 
possible dependence of the peaks 
on the polarization or electric vec­
tor of the laser light; no such 
dependence was observed. This 
result is shown in Fig. 6-33, in 
which A * 0 and Ml" (E) refer 
respectively to the change in the 
polarization angle and the change 
in the electric vector direction of 
each beam with respect to beam 13. 
The detectors are located in the 
plane of polarization of beam 13. 
Generally the x-ray peak on the 
same side of the incident beams is 
stronger than the peak al the op­
posite side of the gold disk: i.e., the 
peak al 60° is stronger than al 105° 
for beams 13, II and 17, which arc-
incident from II near 0°. 

In order to see the angular dis­
tribution visually, a stack of 50-
mni-by-50-mm x-ray films behind 
a 0.1-mm C'u filter was placed 
30 mm (at </> = 162°. II = 105°) 
from a gold disk d i g s . 6-34 and 
6-35). The orientation of the target 
and film pack is shown in fig. 
d-35. The target was irradiated at 
2.X X | 0 U W c n r with the upper 
10 Shiva beams: sample results are 
given in I ig. 6-34. which shows (ai 
the density distribution of the \-r.i> 
deposition on R-type film, and lb) 
the density profile along a horizon­
tal line at the center of the film im­
age. The profile was not corrected 
for the varying distance and inci­
dent angle of x rays on the film 

^ ^ — — " from the target. 

In another shot, a slack of ]8-mm-by-92-mm 
film sirips was placed 50 mm (at 0 = i98°. H = 90°) 
from a gold disk target. The film strips were curved 
so that their surfaces were at equal distances from 
the target and covered 110° {II = 35° to 145°). 
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Fit. 6-33. Aafalax distribution of suprathermni x-ray emission from singlf-btin shots on goM disks, again showing peak distribution at 
60° and 105°. 

Target normal was pointing at 9 = 30° and <t> = 90°. 
and the target was irradiated at 10 1 6 W/cm 2 with 
the lower 10 Shiva beams. The geometry of this con­
figuration is ohown in Fig. 6-36: results are given in 
Fig. 6-37. Note the strong peak at (t « 105°. The 

Intensity 
Beam Energy U) (10 1 s W c m 2 ) 

--- 13 • 207 2.11 
13 O 191 1.77 
11 A 209 2.13 
17 • 247 2.52 

. 3 • 219 2.03 

Beam A0° A9° <E> 

13 0 0 
11 72 7.7 
17 36 17.4 
3 0 0 

J 

shallow dip in the intensity profile is due to absorp­
tion of x rays in the target plane. 

In conclusion, our film exposures indicate that 
there are definitely peak structures in the x-ray 
angular distribution, but exact correlation with the 
result of Nal detectors has yet to be established. It is 
not clear at present what mechanism may be 
responsible for generating the observed anr.ular dis-
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Fig. 6-34. (a) Density dtstrinution of the x-ray deposition on 
R-type fllB, kased on Ike target-fiMu configuration in Fig. 
6-34 wftli incident luer Intensity of 2.8 X 1 0 " W/an . 
(b) Density profile along « horizontal line at the center of Ike 
Km 
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tribution. IT our measurements are valid, however, 
then our previous estimate of the total energy in hot 
electrons (assuming isotropy) may be seriouslv in 
error. To explore this possibility we have now 
fabricated a film cylinder 230 mm in diameter and 
305 mm long, which will enable us to cover a large 
solid angle and thus conduct a more systematic x-
ray film study of x-ray angular distribution. 

Fig. 6-35. Experimental orientation of a gold disk target an* 
x-ray film pack. 

Target (1-mm disc) 
normal: 8 = 45 , 

<t> = 226.7 

9 = 90° 
0 = 0° 

f rom target ^ 1 3 3 . 3 
normal: 6 = 105°, 

0 = 162° 

Fig. 6-36. Experimental orientation of a goM disk target and 
an x-ray film pack curved to expose the film surface at a uni­
form distance from the target. 

Target ( 1 m m disk) 
normal: 8 = 30° , 

<4 •-- 90° 

Fi lm 50 mm 
from target 
normal: 0 - 9 0 ° , 

0 = 198' 
8 = 90° 
0=0° 

Laser beams (0 = 180°) 
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Fig. 6-37. (a) Density distribution of the x-ray deposition on 
R-lype film, based on the target-film configuration in 
Fig. 6-36 with incident laser intensity of 10" W^cm2. 
{b) Density profile along a horizontal line at the center of the 
film image. Note the strong peak at 0 =105°. 
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Stimulated Raman Scattering 
Experiments 

F-or high-intensity i ~.5 X 10 l 4 W/cm 2 at I jim). 
long-pulse (> I ns at I jim) irradiation of laser fu­
sion targets, stimulated Raman scattering (SRS) 
may scatter several percent of the incident beam 

into lower-intensity light. SRS is a parametric in­
stability in which an incident photon decays into an 
electron-plasma wave (epw) and a lower-frequency 
photon. This process can occur only at electron den­
sities below quarter-critical density (0.25 nc). The 
epw is usually collisionlessly damped by trapping, 
and creates suprathermal electrons which can 
preheat the pusher and D-T fuel. Even at modest in­
tensities, laser beam filamentation in the plasma 
may create the high intensities needed for the 
Raman inslabili'y to become important. Thus, ex­
periments are needed to explore and quantify this 
process in long-pulse irradiation of large targets at 
both moderate and high intensities. 

We have made measurements which show that 
SRS is more significant at longer pulse lengths, and 
that at high intensities it occurs not only near 0.25 
n c (where the light is scattered with frequency wo/2). 
but also at much lower densities. In this article we 
report the first observation of Raman scattering oc­
curring in the very underdense plasma (at n c * 0.1 
nc) for a solid target. 

The earliest observation of uj()/2 light was 
reported by Bobin.M who reported a line spectrum 
centered at 2A|, with a 60-.( width between half-
intensity points, compared to 30-A width for the in­
cident laser light. This wn'2 light can be attributed 
either to resonance Raman scattering or to linear-
mode conversion of the epw's produced by the 2a'pt. 
instability into light waves. Watt has seen Raman 
scattering of CO; laser light irradiating a 200-mm 
length of plasma formed in a solenoid.?" Many I-
I 2-dimensional particle code simulations of SRS 
have been done by Fslabrook.'11 In one simulation. 
1.06-j/m light at 3 x 10' * W ctrr was incident upon 
10-keV plasma with its initial density rising linearly 
from zero to 0.4 n c in 105A(>. Approximately IS"? of 
the incident light was Raman-backscattered. 
Baldis^ has directly observed u.'(]/2 epw"s in a COr 
irradiated plasma using Thompson scattering. 

All our measurements were made (Fig. 6-38) 
with indium arsenide detectors cooled in Dewar 
flasks to liquid nitrogen temperature and reverse-
biased by about one volt. A l-mm-diam quartz op­
tical fiber brought the light collected in the target 
chamber to the indium arsenide detector outside the 
target chamber vacuum. The l.064-//m light and 
light of shorter wrvelength was blocked by filters 
both at the ligb* collector and at the detector: the 
1.064-̂ m light was attenuated by a factor on the or-
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Fig. 6-38. Experimental setup for measuring Raman-scattered light. The light collector is mounted at Argus on a theta arch which covers 
the angular range 25 °< fl < 155°. The visible-light-absorbing Corning 7-56 filters have a transmittance below 0.75 ^m of < 10~*; the 
near-infrared-absorbing Corning 4-54 filters have a transmittance between 0.65 pm and 1.1 iim of < 10" 3 , and a 99.9% reflective coating 
at 1.064 pm. The band-pass interference filter has a nominal 809-.-f half-width and is blocked to better than 10~3. 

Disk 
target 

Dewar 
flask 

Heavy metal 
housing 

Vacuum window 5-mm-thick 
lead window 

Band-pass --/ 
interference fi lter 

Indium arsenide 
detectoi 

der of lO1 4. while shorter-wavelength light saw a 
total attenuation of at least Id1". Corning 7-56 
visihle-light-ahsorhing filters and Corning 4-64 
near-infrared-absorbing filters with a dielectric 
coating highly reflective at 1.064 ^m were placed 
both in the light collector and in the filter holder, 
which were light-tight except for light transmitted 
through the filters. X-ray shielding was provided by 
the W-Cu housing and a lead-glass window in the 
filler holder. The light brought by the fiber optic 
cable from the target chamber was focused by a lens 
onto the 2-mm-diam indium arsenide detector. Null 
experiments gave us confidence that we were ac­
tually looking at light from the target; when we 
blocked the light with a dark slide placed against the 
vacuum window, we observed no signal from a 

target shot. This eliminated other sources of the ob­
served signal, such as electrical noise, flashlamp 
light, and high-energy x rays. 

Ml the initial alignment and focusing was done 
b\ connecting one of the ends of the fiber optic-
cable to a visible light source. For most of the ex­
periments, the focus of the collector was then 
moved a calculated distance from the best visible 
focus, so as to be in focus during the experiment at 
the wavelength of interest. If the light collector is in 
focus at a particular wavelength, all the light col-
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lected by the lens at that wavelength will be focused 
into the fiber optic. For some of the experiments, 
however, we deliberately defocused to reduce the 
light intensity at the Tiber optic. The calibration fac­
tor is, of course, then multiplied by the fraction of 
the light making it into the fiber optic. No correc­
tion for dispersion was made in focusing the light 
onto the In-As detector; rather, we always focused 
the light to a spot just a little larger than the detec­
tor area. Dispersion will make the spot larger at 
longer wavelengths, but so long as the procedure is 
repeatable, so that the setup can be exactly 
duplicated when the calibration is done, it makes no 
difference. 

We used two different calibration techniques. 
The most accurate calibration method employed u 
blackbody source whose temperature was set (and 
checked with a calibrated thermocouple) to be 
1200 K (±2 K). and whose emissivity was known to 
be 0.99 (±0.01). Except for the neutral-density tiller 
attenuation, the calibration setup duplicated the ex­
perimental setup. A separate calibration was per­
formed for each band-pass filter. The precision 
aperture of the blackbody source was placed at the 
same distance from the light collector as the target 
was in the experiments. The 1.27-mm-diam aperture 
chosen was imaged by the light collector as a 0.5-
mm-diam spot on the l-mm-diam fiber optic: thus 
all the light collected was focused into the optical 
fiber. The absolute spectral intensity of the aper-
tured blackbody source in W/(sr-/im) is known to 
within 2%. The current was measured by a Keithley 
nanovoltmeter shunted by 1 kil. The internal im­
pedance on the scales used (1 pV to 100 MV* full 
scale) exceeds 100 kit and the In-As impedance at 
77 K is also several hundred kS2. so the current can 
be accurately measured. The rather large (K 100 nA) 
dc offset current was cancelled by sinking this 
current into an adjustable current source rather 
than the l-k!2 resistor. There was no problem in 
making measurements to 0.05-nA accuracy if the in­
put voltage was nulled just prior lo each measure­
ment. To ensure repeatability we made several 
measurements for each point. 
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The power per unit of emitting area per unit of 
wavelength interval radiated by a blackbody source 
into 2T steradians (one hemisphere) is given by 

W(X.T) 0.2909 

where X is in »im, T is in K, and C2 « 1.4388 cm-K is 
the second radiation constant. The maximum 
radiated power per unit wavelength for a fixed tem­
perature is 

W <T) = 1.286 X 10"15 Is W/(cm2-<im) ; (6) 

for T = 1200 K, Wm a I(T) = 3.21 W/(cm2-Mm). 
The on-axls maximum spectral intensity from an 
apertured blackbody source is 

where t) is the emissivity (0.99) and A is the aperture 
area, 0.0127 cm2. The units are power per unit solid 
angle per unit wavelength interval. Putting in the 
numbers, we find 

I m l x = 0.013 W/(sr-(.m) . (8) 

The spectral intensity of the blackbody source at 
any other wavelength is given by 

A second, less accurate pulsed calibration 
method enabled us to calibrate the In-As detector at 
flux levels comparable to experimental ones, using a 
charge-integrating amplifier. The pulsed light 
source was a Q-switched Nd:Yag laser with A = 
1.064 Jim. The spectral transmission curves for the 
filters and fiber optic cable were combined with the 
spectral response curve for the In-As detector to ob­
tain the overall spectral response. 

Low-intensity experiments were carried out on 
600-fim-diam, 25-pm-lhick gold disk targets 
irradiated by one beam of the Argus laser facility. 
The disks were irradiated by 800 J in 950 ps. 
focused to a spot of about 425 *m minor diameter. 
SOOfim major diameter. An exception was a Ba 
(NOj);> disk target which was irradiated with about 
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one third the energy focused to a correspondingly 
smaller spot size. The intensity was always about 5 
X 10 1 4 W/cm2. The disks were tilted 30° in the 
plane of polarization and the light collector always 
looked within 11° of the target normal. This is 
necessary because the light at frequency uo/2 is 
generated very near its critical density and refrac­
tion will cause it to emerge at an angle very near to 
the normal regardless of its direction when first 
generated in the plasma. 

Each point in Fig. 6-39 represents the result of 
one target experiment. The band-pass interference 
filter in front of the In-As detector was changed be­
tween shots, so we could get the spectral shape from 
a set of otherwise identical experiments. The width 
of each point is given by the FWHM band-pass of 
the interference filter. Target materials differed 
because our Raman light measurements were 
secondary diagnostics in an experimental series on 
varied-Z disk targets designed to characterize x-
radiography sources. Since all the target materials 
had at least a moderately high Z. however, we 
assumed that the Z variation was unimportant Tor 
our measurements. The spectrum is highly peaked 
and extends to the red beyond 2Ar> We did not make 
any measurement for wavelengths longer than 
2.2 aim. The signals at 1.8 atm and 2.0 aim could be 
caused by leakages through the band-pass filters of 
the observed strong signal near 2Xr> If one conser­
vatively assumes a solid angle of about 0.2S sr and a 

spectral width of about 1000 A, these measurements 
imply a conversion efficiency into uo/2 light of 5 X 
I0' s , but this is only an order-of-magnitude 
estimate. 

The uo/2 light spectrum extends to the red 
beyond 2.128/im (2Xo) due to the Bohm-Gross 
shift, as first explained by Kruer.55 If one solves the 
dispersion relations for the two light waves and the 
epw to find the density at which the Raman light 
wave is exactly at its critical density, one finds this 
density is below 0.2S n c for a hot plasma and that 
the Raman light wave thus has a wavelength longer 
than 2AQ- These dispersion relations are 

" o = V 2 + c * k ; .2 ..2 
0 

for the incident light wave, 

" * 2 = ' V 2 + 3 , t > 2 

for the electron-plasma wave, and 

pc 
.2 V 2 

R + <* k; 

(10) 

<11) 

(12) 

for a Raman light wave, where «,* is the electron 
plasma frequency, v l e = VkT e /m c is the electron 
thermal velocity, and u* and k* are the angular fre­
quency and wave number of the epw, respectively. 
We setUR = (n | Kandu* = w 0-uRtofind 

"pj'y" ,S'2. (13) 

Representing the square root by the first two terms 
in its binomial expansion, we get 

2*0 
(14) 

where Sc is the electron temperature in keV. This 
shift is about 0.5% per keV electron temperature. 
Figure 6-40 plots the wavelength of the Raman light 
for backscatter as a function of electron density for 
T e = 0 and T c = 10 keV, again making the Bohm-
Gross approximation given by Eq. (II). 
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The threshold for SRS is expected to be lowest 
near quarter-critical density for two reasons: 

• The group velocity of the Raman light 
wave is near zero at 0.25 n c, so the instability can 
become absolute rather than convective. 

• For backward scattering the phase velocity 
of the Raman light wave is highest at 0.25 n c, 
resulting in the least Landau damping. 

The phase velocity of the epw at 0.25 nc is near 
c/\/3: an electron moving at this speed has a kinetic 
energy of 115 keV. Thus Raman light generated 
near its critical density produces electrons with 
energies on the order of 100 keV. In Fig. 6-41 the 
wave-breaking energy (the kinetic energy of an elec­
tron moving at the epw phase velocity) is plotted 
against electron density at various electron tem­
peratures, assuming direct backscatter. For a given 
electron density, the phase velocity increases with 
electron temperature. As iv approaches zero, the 
phase velocity approaches >/3 v t t . but the Bohm-
Gross approximation is not valid if kAoe ? 1. where 
*Dc m vte/upe is the electron Debyc length. As elec­
tron temperature increases. Ihe maximum electron 
density at which Raman scattering can occur 
decreases. This density is given by 

electron density at which Raman scattering can oc­
cur decreases. This density is given by 

^l;(^te) 2' (is) 

where £ — 3v l e-/c~ is a dimensionless parameter 
proportional to the electron temperature. In Fig. 
6-42 the wave-breaking energy is plotted for side-
and forward-scatter as well as backscatter. 

C. S. Liu 5 6 shows the condition for absolute in­
stability in an in homogeneous plasma to be 

(?)' M 14/3' (16) 

where L is the local density gradient defined by 

dins. 
- 1 _ _ (17) 

Here ko is the wave number of the incident light in 
vacuum, and v 0 is the peak oscillatory velocity of 
the electron in the incident light held. The threshold 
condition given here actually agrees with Liu's 
(given in Eq. 1-31 on page 133 of Rcf. 56). despite a 
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seeming discrepancy by a constant factor. Liu's v 0 is 
actually half the peak oscillatory velocity (see Eqs. 
1-13 and 1-19 in Kef. 56). which for linearly 
polarized 1.064-um light is given in term of the in­
tensity I by: 

# • l -2 lx l0 , B »7cnr 
(18) 

course, the peak intensity of the beam in hot spots 
may be higher than this average intensity by a factor 
of 2 or 3. 

At light intensities of 10 l 6and 10 1 7 W/cm 2, the 
spectral intensity of the Raman-scattered light in­
creased not on'y near the degeneracy frequency 
u>o/2, but even more so at higher frequencies (Table 
6-10). The Raman light intensity at 1.6 ^m and 
1.8 (im is comparable to that at 2.13 |im. All these 
measurements were made with the Raman light 
collector in the plane of polarization of the incident 
light. SRS, however, should have its maximum gain 
when the scattering plane is orthogonal to the plane 
of polarization; the electric vector of the Raman 
light would then be parallel to the electric vector of 
the incident light. The growth rate of the Raman in­
stability is proportional to the dot product of the 
two electric vectors, so out-of-planc scattering 
(which we have not yet measured) is expected to oc­
cur preferentially. 

For the experiments at 10 1 6 W/cm 2. the gold 
disks were tilted 30° in the plane of polarization and 
toward the Raman light collectors, so that they 
looked nearly normal to the target surface. 
However, the shots at 5 X IO 1 6 W/cm 2 were done at 
normal incidence, so the Raman light collectors 
were looking 25° away from the incident beam and 
in the plane of polarization: at this intensity the 
fraction of the incident light energy appearing as 
Raman-scattered light is at least 0.05%. 

Raman-scattered light in the wavelength range 
from 1.6 to 1-8 ̂ m probably originates around 0.1 
n» although it is not possible to determine precisely 
at what density the Raman scattering occurs 
without knowing more than just the wavelength of 
the Raman-shifted light: one must also know the 

Simulations indicate L a 150 «n>. «o thai we were 
dost lo threshold for 1 = 5 X 10" W/cm2. Of 
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electron temperature and the scattering angle within 
the plasma. Backward Raman scattering has the 
highest growth rate, but also the highest Landau 
damping, since for backscatter the epw has the 
lowest phase velocity. The log-polar plot in Fig. 
6-43, of the wave-breaking energy at density O.t n c 

and temperature lOkeV, shows that the epw for 
backscattering has a wave-breaking energy of only 
31 keV and thus will be highly Landau-damped. If 
the scattering direction is within 30 or 40° of the 
forward direction, the Landau damping will be ex­
tremely small, though the growth rate will also be 
much reduced because of the smaller wave number 
of the epw. 

An estimate of when SRS is important can be 
made on the basis of a simple steady state model in 
which the epw is assumed to be strongly damped 
and the plasma to be planar with a linear density 
gradient (Fig. 6-44). The incident light (not shown 
in Fig. 6-44) is assumed to be a monochromatic 
plane wave normally incident upon the plasma, and 
while the Raman-scattered light wave can have any 
frequency and be incident at any angle, it will not 
see significant growth unless the beat term in the 

ponderomotive force drives the epw nearly reso­
nantly along part of the ray path. If there is a ray 
which will be amplified ten or more e-foldings in in­
tensity, Raman scattering can be expected to occur. 

How strongly damped the epw needs to be 
before a strongly damped approximation is valid 
depends upon the scale length. At some point in the 
plasma, let the epw be driven nearly resonantly at 
angular frequency u* and wave vector k*. If a non-
interacting electron-plasma wave packet with the 
same center frequency cc* and propagation direction 
(but with the wave number required by the disper­
sion relation) damps before it can fall out of phase 
with the ponderomotive-force driving term, then the 
epw is considered to be stro.-.gly damped. We are 
then justified in neglecting propagation in the model 
and can assume the epw amplitude at any point is 
determined by the ponderomotive-force driving 
term at that same point. We also make the slowly 
varying approximation and assume 4n/n small. 

If the frequency of the Raman-scattered light 
wave is fixed and its angle of incidence allowed to 
vary, we find that the ray path which gives max­
imum growth is the one for which the epw is driven 
nearly resonantly at its turning point. This is 
physically reasonable since the interaction length is 
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then maximum. Unrealistic results may be obtained 
for the growth seen by rays having turning points 
very far out in the underdense plasma, since in this 
model the interaction length increases without limit 
as the turning density goes to zero. The interaction 
length may be limited by the finite spot size or the 
curvature of the plasma density contours rather 
than by refraction. 

The number of intensity e-foldings along the 
optimal path (XR fixed) is given by 

4 ®{$P 
• & & % • 

(19) 

where »|_ is the Landau damping rate, C"R and eo are 
unit electric vectors, and L is the scale length, 
defined by 

•dr)- (20) 

The subscript R refers to the Raman-scattered light 
wave, the subscript O to the incident light wave, and 
the superscript * to the epw. 

Notice that as expected, K m a x is proportional 
to the density scale length L and to the incident laser 
intensity, but, surprisingly, is proportional only to 
»L' ' rather than I>Q\ where i>\_ is the Landau damp­
ing rale. Tbis dependence is explained when we ob­
serve that the interaction length increases with J<rV2 

while the growth per unit distance varies with »£'. 
The Raman-shifted light wave will interact nearly 
resonantly with the other two waves only over a 
narrow electron-density interval whose width is 
proportional to I>L- If the resonance point occurs 
near the turning point of the Raman-shifted light 
wave, the interaction length is then proportional to 

We can now evaluate K m „ for n e = 0.1 n 0 T„ 
= 10 keV. to find 

* « x " B U W U ' (21) 
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A gold disk simulation55 for I - 10 1 6 W/cm2, 
spot si/e = 100 pm, and pulse length - I ns shows 
T e a 12 keV and L * 500 inn, where L"1 -
d(nc/nc)/dx. liquation (21) would give K m s l s » 25. 
In this case it is the radius of curvature of the 
plasma rather than refraction which limit' the in­
teraction length. Using a 250-pm radius of cur­
vature ut 0.1 n 0 we estimate K m a x % 12. 

In conclusion, Raman scattering is an in­
stability which must be seriously considered in 
designing laser-heated ICF targets, especially at 
high intensity ( U 2 5 IO l 5W/cm2-<im2). 

Author: I). W. Phillion 
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ExperiMMtal Ccmfigwatiofi of 
the 2<og Experiments 

The experimental setup used at the Argus laser 
facility for target irradiation experiments at 
0.532 pm (frequency-doubled 1.06 pm) is shown 
schematically in Fig. 6-45; since the basic design 
principles and calibration techniques of the various 
instruments employed in the 2i»o experiments are 
analogous to those described in detail in Refs. 57, 
58, and 59, we will not repeat those descriptions 
here. 

A system of three turning mirrors directs the 
1.06-pm driver beam onto a lens assembly that 
demagnifies and recollimates the beam from about 
280 mm to approximately 80 mm in diameter. This 
is done to reconcile the beam size with the clear 
aperture (90 mm) of the frequency-doubling crystal 
(KDP type II, with a thickness «J3 mm). The un­
converted 1.06-/im (IIDQ) beam is eliminated from 
the frequency-doubled (2o>()) beam by reflection 
from a coated BK-7 glass slab (the "l«o-beam 
dump" in Fig. 6-45); the 2wn beam is then directed 
into the target chamber using an f/2 focusing lens 
(f/2.2 effective aperture). As discussed earlier in this 
report (see Section 2, "Argus Operations Sum­
mary"), frequency-doubling conversion efficiencies 
in excess of 55% were obtained at Argus at an 
incident-driver-beam radiation intensity of 1.5 

GW/cnr or higher. In the experiments reported 
here, however, Fresnel reflection losses cut the ac­
tual 2uo-beam energy incident on the target to ap­
proximately 30% of the lwo driver-beam energy. 

Beam Diagnostics Packages 

Less than 3% of the incident 2uo beam is direc­
ted into an incident-beam diagnostics (IBD) 
package (Fig. 6-46), which includes a near-field 
camera, an equivalent-plane (target-plane) camera, 
a streak camera, 5 7 , 5 8 a calorimeter,59 and a 
monitoring TV camera. A representative near-field 
image of the 2m beam is shown in Fig. 6-47, 
together with a corresponding near-field image of 
the driver luo beam. Comparison of the two pic­
tures shows that the 2<uo-beam amplitude modula­
tion exceeds that of the luo beam. 

The equivalent-plane camera is used to obtain 
two-dimensional pictures of the incident 2i»o beam 
near best focus; these pictures are in turn used to 
characterize the beam spatial intensity distribution 
there. Figure 6-48 shows a representative 
equivalent-plane camera image taken near best 
focus. The presence of comatic aberrations made 
determination of the lens best-focus position very 
difficult. 

We used rod shots to determine spot size and 
adjust the streak camera timing. Figure 6-49 shows 
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a sample 2wo-beam streak picture, in which time is 
measured horizontally and radial distance measured 
vertically; the pulse duration was about 600 ps. 
Digitized pictures similar to the one shown here 
were instrumental in the determination of the tem­

poral 2wn pulse widths discussed in Section 2 or this 
report. 

We measured the incident 2uo-bcam energy 
with a calibrated calorimeter. We calibrated the 
calorimeter with calorimetric readings taken of the 
transmitted beam (without target), taking into ac­
count the chamber lens transmission coefficients; 
toe chamber single-lens transmission, including the 
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Splitter 

lens' protective debris shield, was found to be about 
94%. By positioning a BG-18 glass filter across the 
2a!o beam outside the target chamber, we deter­
mined that the level of residual 1.06-jim light that 
leaked through the coated BK-7 glass (the 1 uo-beam 
dump) represented less than 1% of the total beam 
energy incident on the target. 

The transmitted beam diagnostics (TBD) 
package (Fig. 6-50) included a calorimeter, a multi­
ple image camera (MiC) similar to the one used for 
the equivalent-plane two-dimensional imaging of 
the incident beam, and a monitoring TV camera. 
Accurate irradiation spot sizes were determined 
from the MIC pictures of the transmitted beam.The 
monitoring TV camera was instrumental in target 
alignment and positioning. 

Target Alignment and Spot 
Size Determination 

Fig. M l . 

Three steps were required for 2wo beam align­
ment. 

• The luo beam was first made to properly 
point through the target chamber. This procedure 
involved replacing (he 1.06-fim beam dump with an 
uncoatcd BK-7 glass slab of the same thickness. 
With the chamber lenses temporarily removed, we 
aligned an attenuated cw 1.06-jim beam through the 
chamber with the aid of reference crosshairs, turn­
ing mirrors, and infrared sensitive viewers. 

• After replacing the simulated dump with 
the real one (but with the chamber lenses still out), 
we verified that the pulsed 2uo beam also properly 

pointed through the target chamber. The final 2uo 
pulsed-beam alignment was achieved by fine tuning 
crosshair positions and verifying the alignment with 
photographs of the transmitted pulsed beam on rod 
shots. In Fig. 6-51 we show a sample transmitted-
beam picture displaying two correctly matched 
crosshairs (one placed in front of the final turning 
mirror, one placed beyond the exit window of the 
target chamber). 

• After remounting the two chamber lenses, 
we used an auxiliary cw 2uo alignment laser (whose 
optics were decoupled from those of the main beam: 
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see Fig. 6-45) to check the orientation of the lenses. 
This was Followed by another rod shot to recheck 
the 2IDO pulsed-beam alignment. Finally, the aux­
iliary cw 2aj() beam was used to monitor the align­
ment and to backlight the target after it had been 
aligned. 

Before a target is inserted into the chamber, its 
orientation on the target holder is set on a specially 
built mounting table; in these experiments the table 
setup simulated the chamber geometrical configura­
tion and was equipped with an angle-setting 
prealignment jig. The oriented target was then in­
serted into the chamber and exactly positioned at 
the center of the chamber, by adjusting its vertical 
position while viewing it through two perpendicular 
telescopic viewers that cross at the chamber center 
(TAO viewers). High-intensity white-light il­
luminators opposite the telescopes served to il­
luminate the target during this part of the 
procedure. Next, diffused cw 2<uo light was used to 
project the target image on a TBD monitoring TV 
camera screen while the position of the chamber 
North lens was adjusted until the image appeared 
sharpest. 

The chamber South lens was focused in a 
somewhat similar manner. The lens position was 
varied until the sharpest, smallest image was ob-

tained in photographs of the transmitted pulsed 
beam on a rod shot. A calibration curve was then 
used to deduce the position of the chamber South 
lens that would give the desired beam spot size at 
the target plane. The chamber South lens was 
moved toward or away from the target plane until 
the desired converging or diverging spot size was 
obtained on a two-dimensional MIC image of the 
transmitted pulsed beam. In the representative im­
age in Fig. 6-S2, it is evident that the spot displays 
significant beam-amplitude modulation. 
Photographs of the transmitted beam used for spot 
size selection were also digitized to provide 
necessary information about the beam's physical 
qualities. 

Figure 6-53 illustrates the success of the 
methods just described for target alignment and 
spot size selection. The film recorded both the 
pulsed beam and the image of the target, a plastic 
parylene disk oriented normal to the incident beam. 
The camera magnification was 38.2. 

Diagnostics Dariag Target Shots 

The determination of energy balance during 
target shooting was made by cakjrimetric measure­
ments. Target irradiation was done inside a box 
calorimeter that measured the scattered and refrac­
ted 2uo energy. The box calorimeter incorporated a 
plasma shield (WG-280 glass) so that only scattered 
light could reach the energy-absorbing NG-1 glass 
panels. Because of its vital importance in the deter­
mination of light absorption by the target, the box 
calorimeter was designed for high sensitivities (^3 



fiV/J for the North and South panels and ~I20 
fiV/J for the other four panels). The amplifier 
settings for the signals from the panels were closely 
monitored to prevent saturation. The plasma shield 
was replaced whenever there was evidence of ex­
cessive debris deposited on the WG-280 glass. 

Corrections were made to account for losses 
through access and diagnostics holes in the box. The 
South and the North holes of the box subtended 
small solid angles of about 0.20 sr each. For­
tunately, however, the effective f/2.2 optics (for a 
beam diameter of ~82 mm) and the chamber South 
lens (fr* « 180 mm) subtend a solid angle of about 
0.18 steradian. Therefore, all the light scattered 
back through the chamber South hole was collected 
by the backscattered-light diagnostics instruments. 
Similarly, any forward-scattered light going 
through the North f/2 lens was registered in the 
TBD package. Preliminary results revealed that 
during target experiments the amount of forward-
scattered light was negligible, so that no 
calorimetric measurements of the transmitted beam 
were recorded. 

The refketed-beam diagnostics (RBD) package 
(Fig. 6-54) consisted of a calorimeter, a two-
dimensional MIC camera, two streak cameras (one 
for the spectrally analyzed light, the other for the 
nondispersed back-reflected light), an optical spec­
trometer, and a monitoring TV camera. An MIC 
image of back-reflected light taken during an ex­
periment on a gold disk target is shown in Fig. 6-55. 
Figure 6-56 shows two streak pictures from the 
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same shot, one (a) for the temporal behavior of the 
spectrally analyzed backscattered light, the other (b) 
giving the time history and one spatial dimension of 
the scattered light. Analysis of the spectrally 
resolved light provided insight for our laser-plasma 
coupling studies (discussed in the following article). 
Spectral data was gathered via a l-m-graling spec­
trograph coupled to an optical multichannel 
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fundamental 1.064-jim output of Nd lasers into the 
2nd, 3rd and possibly 4th harmonics (0.532 ftm, 
0.355 pm, and 0.266 pm respectively). As discussed 
in the previous article, we are presently utilizing a 
90-mm-diam, 13-mm-thick KDP type II crystal to 
frequency-double one of the two Argus laser beams. 

To date, we have used a box calorimeter60 to 
measure the absorption and scattering of light from 
both Au and CH disk targets irradiated with green 
light at intensities in the range of 10 1 4 to 10 1 5 

W/cm2. Targets are typically 600 pm in diameter 
and 14 to 25 ftm thick; pulse lengths (2un) are 600 ps 
(FWHM). The laser spot (containing 90% of the 
energy) is elliptical, with a major axis ranging from 
50 to 160 jim and an eccentricity of 1.5 to 2. Peak-
to-average intensity modulations within this spot 
are typically 3 or 4 to 1. 

In Fig. 6-57, the absorption of Au targets at in­
tensities of 2 to 4 X I0 1 4 W/cm 2 is shown as a func­
tion of the angle of incidence between the disk nor­
mal and the laser propagation direction. The 
irradiations were done near p-polarization (E lies 
14.5° out of the plane of incidence). At normal in­
cidence, the laser-spot major axis was 110 jim: beam 
area was kept constant as the target was rotated 
through the various angles. 

The angular variation was motivated by the 
following considerations: 

analyzer (a 1205E detector head provided by Prince­
ton Applied Research Laboratory). The spec­
trograph angular dispersion was 2.80 X I0"4 rad/A, 
which gave a dispersion of 8.82 X 10"" A /channel 
on the optical multichannel analyzer. 
Author: F. Ze 
Major Contributors: E. M. C'anpkeH, V. C. Rupert, 
J. E. Swain, awl D. W. Phillion 
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Preliminary 2u>o Results 

We have initiated a series of experiments to 
study the wavelength scaling of physical processes 
such as absorption, stimulated scattering, energy 
transport, and suprathermal electron generation, 
which are important in laser-driven inertia! confine­
ment fusion. Our variable-wavelength source will be 
provided by nonlinear frequency conversion of the 
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• Future measurements of low-energy (hi> < 
1 keV) x rays (which can provide information on 
thermal transport into the supercritical plasma) re­
quire a quantitative knowledge of the angular dis­
tribution of emission.1'1 To map this out using im­
mobile diagnostics (i.e.. our Dante systems) requires 
incidence angles up to 30°. 

• Examination of the spectrum of the 
backscattered light at different incidence angles 
allows the potential unfolding of Doppler and 
Brillouin components. 

• The specular and backscatter components 
of the scattered light can be determined with the six 
discrete calorimeter modules of the cubical box 
calorimeter as the targets are rotated through the 
various angles. Analysis of this data in terms of ab­
sorption mechanism or scale length, however, is 
complicated by the fast optics (marginal rays are 

12.8°) and possible two-dimensional expansion ef­
fects due to the relatively small laser spot and the 
long pulse length. This latter difficulty has arisen in 
the vast majority of long-pulse experiments per­
formed to date. 6 2 

As shown in Fig. 6-57. the Au absorption is 
80% at normal incidence and falls relatively slowly 
with angle of incidence. The weak dependence of 
absorption on the angle of incidence (roughly 
cosft'A) sitnplixes future x-ray conversion efficiency 
measurements. 

In Table 6-11 we compare the measured Au ab­
sorption and backscatter fraction obtained at nor­
mal incidence with 1.06-fim and 0.532-pm light un­
der similar irradiation conditions.6 4 The large ab­
sorption obtained at the shorter wavelength is 
primarily due to more effective inverse 
bremsstrahlung absorption, although this may also 
be in part due to a reduction in stimulated Brillouin 
backscatter.63 

Independent monitoring of signals from the six 
panels of the cubic box calorimeter and the 
measurement of the direct backscatter energy allows 
a crude determination of the angular dependence of 
the scattered light. In particular it is possible, by 
rotating the target through large angles (45° and 
60°) and using the responses of the individual 
panels in the box calorimeter, to separate specular 
reflection from the backscatter. The basic idea 
behind this is indicated in Fig. 6-58, which shows a 
top view of the calorimeter and the orientation of a 
target at a 45° incident angle. At incident angles of 
45° and 60° (where target misalignment of ±3° 
does not influence the possible panel distribution), 
36% and 55% (respectively) of the incident energy 
appears on the east panel (specular) of the box 
calorimeter, while only 6% and 10% (respectively) 
appear in tl.: backscatter direction. Here we define 
backscatter to include light collected by both the 
focusing lens and the south panel (i.e., angles up to 
45° from the laser axis). 

In contrast, data obtained with Au disks ori­
ented at 45° (s-polarization) and irradiated at 3 X 
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10 ' 4 W /cm 2 with s-polarized 1.064-jim light showed 
that 25% of the incident energy appeared in the 
backscatter direction. 

For all of the target orientations, the amounts 
of energy collected by the lop and bottom panels of 
the calorimeter (i.e., large-angle scattering (0 > 45°) 
out of tiie plane of polarization] were negligible. 
This result is not surprising in view of the small laser 
spot (and hence the small number of growth lengths 
for stimulated Brillouin side-scatter), and the ten­
dency of refraction to direct the light along the den­
sity gradient. 6 1- 6 3 Though not conclusive and lack­
ing quantitative data on refraction effects, our 
calorimeter results suggest that stimulated Brillouin 
scattering is reduced at the shorter wavelength (at 
least for densities less than 0.5 nc). 

Another interesting feature of the scattered-
light distribution is found by plotting the energy 
directly backscattered through the f/2 lens as a 
function of angle of incidence. The results (Fig. 
6-59) show an unexpected increase in the backscal-
tered energy as the incidence angle is increased to 
60°. This phenomenon is not yet understood. 

Evidence that Brillouin scattering is still 
operative at these irradiation conditions (although 
al a reduced level) can be found by examining the 

frequency spectrum of the backscattered light. One 
of the signatures of Brillouin scattering is the red 
shift of the scattered light. 6 4 In an expanding 
plasma, however, the Brillouin shift is reduced by 
the blue Doppler shift. Since the plasma nominally 
Mows off normal to the disk plane, rotating the 
target diminishes the Doppler shift by reducing the 
velocity projection along the observation line of 
sight. 

Figure 6-60(a) shows the limc-intcgraled fre­
quency spectra obtained in these experiments. As 
expected, the spectrum is increasingly red-shifted as 
the disk is routed. From these data (summarized in 
Table 6-12) and from Ihe dispersion relation for ion 
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acoustic waves, we can obtain estimates of both the 
matter velocity and coronal electron temperature. 
To derive the electron temperature T c and matter 
velocity U, we have used the centroid or the spec­
trum and assumed 

• A mean ionization state Z of ~50. 
• ZT e »3Tj. 
• That the scattering takes place at 0.2S n c 

(turning density ai 60°). 
• Thai no quantities change significantly as 

the disk is rotated. 

TUbC-U, AhMtftioa few CM m4Aa * * * « * , tor 
*MMMMari*«fli»4x I ^ W ^ M i l H r f * 

(%) ffJ 
C * 
Aa 
ca 
Aa 

r r 
45* 
AST 

71 ±9 
M>5 
34±S 
4»±« 

1114 
5.4 ±»J 
3*1 
t i l l 

As can be seen from the inferred values, there is 
considerable scatter in the results, particularly in the 
electron temperature. This is not unexpected, since 
the electron temperature depends on the square of 
the Brillouin shift. Nonetheless it is interesting to 
note that the inferred quantities indicate that the 
flow is subsonic (i.e.. Much numbers ~0.75) where 
the scattering occurs. 

In addition to the Au discs, several CH targets 
have been irradiated under similar conditions at 
both normal incidence and at 45°. The preliminary 
CH results are compared with the Au data in Tablu 
6-13. As expected, the lower-Z CH plasma absoio: 
less efficiently than IheAu plasma, although the dif­
ference is not as large as .night be suspected with the 
2 scaling of classical absorption. 1 .e CH plasma 
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also backscattered more energy through the focus­
ing lens than did the Au plasma. In previous long-
pulse (0.9 ns) 1.06-fim experiments conducted at 
Argus with similar inicnsity. the opposite result was 
obtained—the backscaller fraction increased with Z 
(Ref. 65). 

The measured absorption of CH is consistent 
with the data obtained by Fubre,6 2 although the 
irradiation conditions are not identical. For exam­
ple, at similar intensities, Fabrc measured 63% ab­
sorption with 80-ps pulses. In addition, at lower in­
tensities (~6 X I0 ' 3 W/cm2) only a weak depen­
dency on pulse width was observed (absorptions of 
75% and 82% were observed at 80-ps and 2.5-ns 
pulses). This weak dependence, however, may be 
due in part to the small laser spot (50 ± 15*tm in 
diameter) used in the Fabre experiments. 

In addition to calorimetry, we performed spec­
tral analysis on the backscattered CH light [Fig. 
6-60(b)]. As was observed with Au disks, the light is 
increasingly red-shifted as the target is rotated to 
45°. In contrast to the Au results, however, the CH 
spectrum exhibits a net blue shift at normal in­
cidence. Results of unfolding the Brillouin and 
Doppler shifts from the data are displayed in Table 
6-14, which shows that the CH plasma expands 
more rapidly than the Au plasma. This is most 
likely due to both the lower Z/A (A is the atomic 
weight) and increased radiation loss of the Au 
plasma. Also, in contrast to the Au results, the CH 
plasma appears to be expanding supersonkally (i.e., 
Mach number « 1.2). 

A«*»r: E. M. CaaateK 
Majw Caatriaatan: F. Ze, D. W. PUKea, aai 
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Summary of Disk Experiments 

In the past year we have continued our at­
tempts to understand laser-plasma interaction 
phenomena occurring in large-volume, long-scale-
length plasmas. In particular we have extended our 
data base concerning pulse length, plasma composi­
tion, and wavelength, through a wide variety of 
disk-target irradiations at both the Shiva and Argus 
facilities. 

In studies at Shiva we have measured the 
intensity-dependence of the absorption and the x-
ray emission fron, CH and Au plasmas irradiated 
with 2-us(FWHM) 1.06-pm pulses. The absorption 
results are surprisingly insensitive to in a 
parameter regime where inverse bremsstrah.^ng ab­
sorption should be operative. At low intensities (5 X 
I0 ' 3 W/cm2) we have obtained absorptions as large 
as 70 to 80%, although there is still evidence for low 
(~5%) levels of stimulated Brillouin backscatter. 
Low-energy (hv <; 1.5 keV) x-ray measurements 
from Au at low intensities also suggest that thermal 
transport inhibition may not be severe. At an inten­
sity of 3 X lO 1 4 W/cm 2, the behavior of plasma in­
teractions with Au is very similar to that obtained 
with 1-ns irradiation, although we measured a slight 
increase in absorption, from 50% for 1 ns to 60% for 
2 ns. At the highest intensity examined (3 X 10 l s 

W/cm2), Au absorption was observed to drop from 
35% to 25% as the pulse length was increased from 1 
to 2 ns. Such results may illustrate Ihe competition 
between inverse bremsstrahlung and stimulated 
Brillouin scattering, and show the potential 
problems of high-intensity operation with large-
volume plasmas. 
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Interesting scattered-light angular distributions 
were measured with a box calorimeter on long-pulse 
(0.9-ns FWHM) large-focal-spot (350-^m-diam) 
irradiations of Au disks. These experiments were 
conducted at Argus with 1.06-̂ m light at peak in­
tensities of 3 X 10 1 4 W/cm2. We observed an in­
crease in large-angle scattering (9 > 45°) out of the 
plane of polarization as the disk targets were 
isolated from 0° to 30° (p-polarization) with respect 
to the laser axis. At normal incidence only 3% of the 
incident light suffered large-angle out-of-plane scat­
tering, whereas up to 23% was observed at 30°. This 
scattered energy was comparable to the specular 
and backscatter components. We obtained similar 
results for intermediale-Z (Ti) disk targets oriented 
at 30°. These data, though complicated by refrac­
tion and the poor angular resolution of the box 
calorimeter, are suggestive of Brillouin sidescatter. 

A large fraction of our experimental time at 
Argus was allocated to interaction physics. We 
repeated and extended shor;-pulse (0.1 ns), high-
intensity (10 1 5 W/cm2) energy-transport experi­
ments with CH-coated Al microdisks. Measure­
ments of sub-kilovclt v rays and Al line radiation as 
a function of CH thickness indicated burn-through 
depths of ~0.1 *im: this result is consistent with data 
obtained at other laboratories. Simulations of these 
experiments, though compromised by the lack of 
absorption data, suggest transport inhibition for 
both the thermal and suprathermal electrons. 
Modeling of the suprathermal electrons was also 
complicated, however, by the low x-ray fluxes be­
tween 10 and 50 keV measured during these experi­
ments (the levels were a factor of 4 to 10 times lower 
than 1.06-̂ m experiments conducted al other 
facilities). This result is not yel fully understood but 
may be due to better beam quality or a lower ab­
sorption level than we expected. 

We also measured x-ray emission (0.I keV ? 
hi- ? 80 keV) from disks of various Z irradiatiated 
with 0.9-ns (FWHM) pulses. The targets were Be. 
Ti, Au, and U disks with atomic numbers of 4, 22. 
79. and 92 respectively. The peak intensity was held 
constant al 3 to 5 X I0 1 4 W/cm2. Several interesting 
features of the low-energy (hr ? 1.5 keV) x-ray 
emission were obsencd in Ihesc experiments: 

• The total x-ray emission and spectrum were 
strongly dependent on Z. 

• The emitted energy initially increased 
rapidly with Z and then leveled off due to saturation 

of the plasma ionization level in the radiating 
rei:ion. 

• The spectrum, measured with the broad­
band Dante system, displayed the presence of domi­
nant line radiation in the intermediate-Z (Ti) 
plasmas. 

• /.t a fine'd peak laser intensity the temporal 
profile of subkilovolt emission was found to depend 
on the 7. of the target material. We hnvc interrupted 
this phenomenon as a signature of thermal 
transport inhibition with a Z-dependent intensity 
threshold. 

• The flux of the high-energy (hr 5 10 keV) 
x rays also was seen to scale with Z. It is difficult to 
assign an accurate value to the slope of the x-ray 
spectrum (»H), but the data do show a hardening of 
the spectrum as target Z increases. For example, the 
Be spectrum is best fit with a nH of ~10 keV 
whereas the uranium data suggest (7H ~20 keV. As 
we have found in our previout long-pulse (l-ns) ex­
periments, the level of the hard-.\-ray flux indicates 
that only a small fraction (?5%) of the incident 
energy appears in suprathermal electrons; this 
suprathermal level appears to be only weakly 
dependent on Z. 

We have also begun to examine the mecha­
nisms forsupralhermal-electron production in long-
pulse (r ~- 1 ns), high-intensity irradiations. We are 
particularly concerned with Raman and 2u?p(, in­
stabilities which are operative at densities <0.25 nc. 
Measurement of the scattered light from high-Z 
disk targets at wavelengths between 1.8 and 2.2 ttm 
has demonstrated that these processes occur not 
only at 0.25 nL. (resonant Raman scattering and 
2(0^) but at densities as low as 0.1 n c [nonresonant 
Raman (Compton) scattering]. The fraction of the 
light energy appearing as scattered light between 1.8 
and 2.2 jim is estimated to be at least 5 X I0"5 at in­
tensities of ~5 X 10 1 4 W/cm2. When the peak inten­
sity is increased to ~ I 0 1 7 W/cm2 we estimate a 
lower bound of 5 X 10 - 4 for the conversion ef­
ficiency. 

Recent experiments at Shiva have indicated an 
isotropy in the angular distribution of x rays with 
energy of 540 keV. These x rays are produced by 
suprathermal electrons, as they interact with the 
dense urge! material. Our measurements have been 
made with arrays of calibrated detectors and an ex­
tended film pack. The two-lobed distribution wc 
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have observed (sec "Angular Distribution of 
Suprathermal X Rays" earlier in this section) is 
relatively insensitive to changes both in target 
material (Au disks and glass microballoons) and 
irradiation conditions. Additional experiments are 
required to explore and quantify the source of these 
energetic x rays. 

Finally, recent modifications to the Argus 
facility have allowed us to begin to explore 
wavelength scaling of laser-plasma interaction 
piiysics. Experiments at 0.532 /*m have demon­
strated high absorption efficiency of both Au and 
Of plasmas irradiated at peak intensities of 3 X 
1 0 u W/cm 2 with 600-ps (FWHM) pulses. As in our 
long-pulse (2 ns) 1.06-pm experiments, we found 
only a weak Z-dependence for absorption, from 
80% for Au to 70% for CH. The angular dependence 
of the scattered light and frequency analysis of the 
direct backscattcr indicate that stimulated Brillouin 
scattering is still operative, although at a reduced 
level compared to 1.06 /im. 

Author: E. M. Campbell 
Major Contributors: D. W. Phillion, V. C. Rupert, 
D. L. Banner, P. H. Y. Lee, and C. L. Wang 

10X Liquid Density Target 
Experiments 

The achievement of high-density, isentropic 
implosions is critically important for realizing high 
gain by means of laser-driven inertial confinement 
fusion.66 Most experimental experience to date, 
however, has been obtained with high-entropy, low-
density exploding-pusher targets. 6 7 While such 
targets have achieved high final D-T ion tem­
peratures (2 to 8 keV), demonstrated thermonuclear 
burn, 6 8 and produced high (3 X 10 1 0) neutron 
yields,6 9 they are not scalable to break-even condi­
tions. 

We have recently begun experiments on thick-
walled capsules designed to achieve high-density im­
plosions (PD-T ~ 2 g/cm3). Accurate diagnosis of 
targets used in such implosions is in an early stage, 
since the relatively cold, dense implosions preclude 
the use of many techniques that have been suc­
cessfully employed in traditional exploding-pusher 
experiments.7 0 Thus, as experiments evolve toward 

a more direct study of ablatively driven targets, it is 
important to examine transitional targets which 
combine features of both simple exploding pushers 
and more advanced isentropic implosions. Such ex­
periments serve as valuable checks on our simula­
tion codes by allowing the use of several indepen­
dent diagnostics to study the implosion. In addition, 
new experimental techniques designed to study 
high-density targets can be developed and com­
pared with established, well-understood diagnos­
tics. 

For the above reasons, thick-walled polymer-
coated glass microspheres designed to reach D-T 
densities of ~2 g/cm 3 (10X liquid density) were 
irradiated at Shiva.7' The basic I0X target capsule 
[Fig. 6-61(a)] is a 140-^m-i.d. silicate glass 
microsphere with a 5-/am-thick wall and 15-nm 
coating of CFi 4 . The targets are filled with 50 at­
mospheres of equimolar deuterium and tritium (10 
mg/cm3) and approximately 0.05 atmospheres of 
argon (as will be discussed below, the trace amount 
of argon is used for diagnostic purposes and does 
not effect the implosion dynamics). 

The targets were irradiated with 4 kJ in a 200-
ps FWHM Gaussian pulse. The radially polarized 
Shiva beams, interacting with the plasma 
predominantly in p-polarization, were offset so that 
the marginal rays were tangential to the target [Fig. 
6-61(b)]. Peak calculated intensities on the target 
were ~4 X 10 l 5 W/cm 2 ut the equator and the poles 
(intersecting the beam cluster axis), and ~2 X 10 1 6 

W/cm 2 in two bands at intermediate latitude. 
We fielded a large number of diagnostics dur­

ing this experimental series: 
• Target absorption was measured with 

arrays of both plasma and laser calorimeters72 and 
with scattered-light photodiodes.7 3 

• Thermonuclear yields were measured with 
both lead and copper activation systems.74 

• A filter fluorescer recorded the flux of 20-
to-80-keV-bremsstrahlung produced by suprather­
mal electrons.73 

• Time-integrated x-ray imaging of the target 
was accomplished by two Kilpatrick-Baez 
microscopes (giving polar and equatorial views)76 

and a Fresnel zone plate camera (giving an 
equatorial view).77 Each microscope recorded im­
ages in four broad-band channels (defined by It-
edge filters, the reflector material, and the angle of 
incidence) near 1.6, 2, 2.9, and 3.S keV. ?he zone 
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plate camera also had multi-image capability, 
through the use of 40-jim-thick Au zones and a film 
pack consisting of alternating layers of film and x-
ray absorbers.77 Though dependent on the x-ray 
spectrum, the broad zone-plate image channels were 
nominally centered on 5.9, 6.6,10, 17, and 21 keV. 
This high-energy (54-keV) imaging capability is 
particularly important for viewing intermediate-
density targets, as the large areal density of the 
stagnated pusher requires the imaging of multi-
kilovolt x rays in order to view the pusher-fuel 
interface.70 In addition, the large collection solid 
angle of the zone plate camera allows high sen­
sitivity while still maintaining a resolution of 8 nm. 

• Compressed-core conditions were also 
diagnosed with one-dimensional imaging spec­
troscopy of the argon seed gas in the fuel.78 A low-
dispersion PET crystal spectrograph, used in con­
junction with a 20-^m slit aligned for a pole-to-pole 
view, imaged the 3.14-keV Ha [Is2pCP,)-. ls2('So)] 
argon line emanating from the compressed-fuel 
region. The small amounts of argon led to a low 
signal-to-noise ratio and precluded any Stark 
analysis of the line radiation. 

• The areal density, pAR, of the compressed 
glass pusher, integrated over the burn time, was 
measured by counting 2 8A1 created by the 2 8Si(n,p) 
-8A1 reaction.79 If we use the measured cross section 
for this reaction, the fractional concentration (25%) 
of 2 8Si, and the measured 14.1-MeV neutron yield, 
Y n , then measuring the number N» of activated a A l 
atoms yields the pusher areal density (in mg/cm2): 

(pAR) c f f = f> (22) 

It is possible to relate this measured quantity to the 
compressed-fuel conditions by both simple model­
ing and with detailed hydrodynamic simulations. 

Experimental Results 

We measured absorption on two shots for 
which the density-diagnostics instrumentation in 
the vicinity of the target was removed. Both the 
plasma calorimeters and Si PIN diodes indicated an 
absorption fraction of 23% (±5%). Previous experi­
ments have shown that much of the light absorption 
at the high intensities and relatively short pulse 
lengths described above occurs via resonance ab­
sorption at the critical surface. Angle- and 
polarization-dependent absorption measurements 
have shown ~40% absorption at I to 3 X 10 1 5 

W/cnr for p-polarized light at incidence angles of 
30° (Ref. 80). The reduction in absorption is most 
likely due both to irradiation geometry and to 
stimulated Brillouin scattering that matters the light 
before it reaches the critical surface.81 

In Fig. 6-62 the measured x-ray fluence at 20, 
SO, and 80 keV is compared with a LASNEX 
simulation in which resonance absorption accounts 
for 90% of the absorbed light. The effective slope of 
the x-ray tail is calculated to be ~21 keV. As shown 

*-S3 



H i - M i l 

w> I I 
10» -

? 101 — 
I 10° _ 
X 

* 10- 1 _ 
? . 
x io"2 

1 Calculation > 

10"» — |C( Experiment 

i i 
0.1- 10 1 

hf (ktV) 
100 

in the figure, the data agrees reasonably well with 
the simulation. Interpretation of the data is com­
plicated, however, by recent experiments which 
suggest an apparent angular modulation of the 
high-energy (hi' ? 50 keV) x rays8 2; the origin of 
this modulation (and the spectral dependencies) are 
not presently understood and will be explored in 
future experiments. 

Thermonuclear yields between 108 and 10' 
were obtained in the 10X experiments. For seven 
shots with an average incident energy of 3.8 (±0.4) 
kJ the measured neutron yield was 3.1 (±0.5) X 108. 
These yields are consistent to within a factor of 3 
with one-dimensional and two-dimensional 
LASNEX simulations,83 using the modeling 
generally consistent with that used for previous in­
teraction and implosion experiments. The predicted 
yields, however, are not sensitive to thermal-
electron transport inhibition, however, and thus the 

Fig. fr<J. C—airina af mnmnl |(a) mi (•)] aad calcalam [(c) ml «)] 3.5-keV x-ray mmm. 
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neutron measurement does not constrain this aspect 
of the modeling. Furthermore, neutron production 
is so strongly dependent on the fuel ion temperature 
and implosion dynamics of the target that ad­
ditional details of the compression (such as sym­
metry and pusher fuel mixing) cannot be inferred 
from the TN-yield measurement. 

Characteristics of the heating and stagnation 
symmetry of the target were obtained using two-
dimensional continuum x-ray imaging. So many 
time-dependent factors arc involved in producing 
the image, however, that deconvolulion of quan­
titative physical information from the data, par­
ticularly in the imploded core, is impossible. The 
image is spatially integrated along a line or sight, 
spectrally integrated over broad channels, and tem­
porally integrated over a complex, dynamic implo­
sion. As implosions achieve higher final densities 
and correspondingly larger pusher areal densities, 
the additional complexity of x-ray transport arises. 
This results in the continuum images becoming in­
creasingly determined by emission from the outer 
pusher material. 

This problem is reduced by imaging x rays of 
sufficiently high energy, for which the pusher is es­
sentially transparent. The targets used in these ex­
periments had measured and calculated / I A R ' S of 
~6 mg/cm 2 , requiring x rays with energy 5 5 keV to 
see into the pusher-fuel interface. 7 0 The ability to 
clearly see this interface is essential to ascertaining 
the fuel density, both for continuum and seed-gas 
imaging. This latter technique relics on information 
about symmetry to subsequently extrapolate from 
the one-dimensional image, obtained with a single 
slit-spectrograph combination, to a measurement of 
the x-ray emitting volume. 

To illustrate these effects we show in Fig. 
6-63(a) the image of the irradiated target recorded 
in the highest energy channel (3.5 keV) of the 
equatorial-viewing x-ray microscope. The asym­
metry of the irradiation pattern is obvious from 
both the initial heating of the ablator and the oblate 
stagnated core. As can be seen from line scans 
through the digitized image along directions parallel 
and perpendicular to the laser axis [Fig. 6-63(b)], 
there is no clear delineation of the pusher-ruel inter­
face. Thus we are unable to infer either the fuel den­
sity or the symmetry of the enclosed fuel volume 
from this experimental measurement. 

Figures 6-63(c) and (d) show the corresponding 
x-ray image and line scans calculated in the two-

dimensional modeling of the experiment using the 
appropriate filter functions of the microscope. In 
this simulation, in which we obtained a peak fuel 
density of 2 g /cm 3 , the thermal electrons were in­
hibited by the 2-stream instability with an effective 
flux litniter of 0.03 (Ref. 77). The emission in this 
energy band is dominated by free-bound radiation 
from silicon in the pusher, although the calculation 
suggests that there may be an additional contribu­
tion from the high-Z argon fill mixed in with the 
fuel. The calculated images are in qualitative agree­
ment with the overall shape of the measured emis­
sion region of the compressed core. The details of 
the modeling (and hence the calculated image), 
however, arc extremely sensitive to illumination 
symmetry, absorption, transport, the mix of the 
pusher and fuel, and (in the case of the high-Z fill) 
to non-LTE ionization physics. 

Figure 6-64(a) shows an x-ray image recorded 
in a broad energy bin near 6 keV, obtained with the 
multichannel zone plate, filter-film pack combina­
tion. A line scan along a direction colinear to the 
laser axis is shown in Fig. 6-54(b). Images recorded 
at this energy do not suffer from transport dif­
ficulties and are less affected by temporal smearing; 
at the implosion temperatures (T c <; I keV) charac­
teristic of these experiments, the emission time of 
the 6-keV x rays is only 10 to 20 ps. Since the x-ray 
emission is primarily free-bound radiation from 
silicon, however, the images are extremely sensitive 
to electron temperature gradients. 

As shown in Fig. 6-64(a), the core region is 
considerably smaller than that measured by the x-
ray microscope; the core also exhibits considerable 
structure in the emission pattern. This latter feature 
may suggest the existence of a pusher-fuel interface, 
although the region of enhanced x-ray emission 
does not totally encompass the central region of the 
core. This lack of emission could easily result from 
temperature gradients along the interface. Both 
high-energy (hi» $ 10 keV) images where suprather-
mal bremsstrahlung emission dominates and two-
dimensional simulations with thermal transport in­
hibition suggest that asymmetries in the high-energy 
core-ion emission can be correlated with regions o f 
increased heating in a nonuniformly irradiated 
ablator. 

The high-energy images did not reproduce 
from shot to shot during the experimental series, 
and in several o f the experiments toe presence o f a 
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local minima is not obvious in the high-energy x-ray 
core emission. Nevertheless, despite a small data 
base, the performance of the capsules was 
nominally unchanged as measured by other ex­
perimental observables such as neutron yield, low-
energy (h» ? 3.5 keV) x-ray images, p4R at burn 
time, and argon line imaging. A sample image and 
line scan are shown in Figs. 6-65<a) and (b); these 
should be compared with the corresponding zone-
plate images in Fig. 6-64. It should be noted that 
dimensions of the core emission structure (i.e.. two 

1 1 1 1 1 1 1' ' | 
• ( « ) 

J I l 

peaks separated by 21 p.m) are similar in both im­
ages. The large difference in the asymmetries of the 
emission peaks may simply reflect the 
irreproducibility of the target irradiation. 

Imaging of the line emission from a trace 
amount of argon mixed with the D-T (n>vr ~ 10"3 

nr>/r) provides information about fuel compression 
that is not available with x-ray continuum imaging. 
The combination of low fills of argon (0.0S ? PM Z 
0.1 Aim), transport losses through the pusher (sur­
vival fraction ~0.2), and background emission from 

C-Si 



the silicon free-bound radiation from the pusher 
resulted in extremely poor signal-to-noise ratios 
(~ 1.5:1 to 2:1). The data reduction is further com­
promised by the need to unfold the effects of the 
20-^m slit used in the experiment; this is particularly 
true when the slit is comparable to or larger than the 
source dimension to be imaged. To unfold the data 
we collapsed a uniformly emitting sphere or ellip­
soid into one dimension, producing a parabolic 
radiance function. This profile is then convoluted 
with a slit response function and compared to the 
measured spatial profile. 

Two experiments in which adequate data were 
obtained gave source dimensions of ~2S (± 10) p.m. 
The slit was aligned to provide a pole-to-pole view 
(i.e., the minimum core dimension, as indicated by 
the continuum x-ray imaging). Rough estimates of 
the fuel density can be obtained from this data if we 
assume instantaneous emission and equality of the 
x-ray emission volume and fuel burn volume: 

• For a spherical core one obtains a fuel den­
sity of ~ 1.8 g/cm 3 

• For an oblate spheroid (with oblateness 
2:1), as suggested by the two-dimensional modeling 
and continuum x-ray imaging, one obtains a density 
of~0.4to0.5g/cm 3 . 

In a more sophisticated analysis we compared 
the measured argon spatial profile with the profile 
predicted by two-dimensional simulations which 

calculate the non-LTE evolution of the argon He-
like emission during the implosion.71 Figure 6-66 
shows the calculated profile (including effects of the 
20-p.m slit) and measured argon profiles. In this 
badly preheated implosion, mistiming of the argon 
emission relative to the peak compression results in 
a sampling of the fuel volume at about twice the 
minimum calculated value. Our observation is thus 
consistent with a two-dimensional simulation of the 
implosion which gives a D-T density of ~1 g/cm 3; if 
the implosion continues until maximum stagnation 
the calculation of peak fuel density is —2 g/cm 3. 

In the IOX series we measured effective pusher 
areal density (pAR)efl-, averaged over the D-T burn 
duration, with neutron activation of 2 8Si (see Ref. 
79 and Section 5, "Implosion Measurements with 
Neutron Activation Techniques"). Excellent data 
was obtained on 3 target shots, giving a mean value 
of5.8(±l)mg/cm 2(Ref. 84). 

A simple model serves to illustrate the connec­
tion between pAR and D-T density. The model 

• Assumes the final state is an isobaric and 
isothermal spherical core with instantaneous D-T 
burn. 

• Incorporates the initial pellet geometry and 
a parameter e, representing the fraction of the initial 
pusher mass which is stagnated around the fuel at 
burn. 

• Uses an ideal gas equation of slate to relate 
the densities of the stagnated glass and D-T. 

Solving the equations for conservation of fuel 
and pusher mass gives the final fuel density as pr = 
G(pAR)eff. where G is an algebraic expression con­
taining the pellet parameters and t. 

We can use this simple model to estimate the 
fuel density attained experimentally. Setting t = 0.5, 
we obtain fuel densities of 1.5 to 2.5 g/cm 2 from the 
measured (pAR)err (Rer. 71). ir all the pusher is 
assembled at high density about the fuel (i.e., if e = 
1), and no mixing occurs, then we obtain a lower 
limit of0.8 to 1.4g/cm'. 

More detailed modeling of the activation 
dynamics is possible with LASNEX simulations 
which take into account both the finite length of the 
D-T burn and the imploded-pusher density profile. 
The plot of Fig. 6-67 gives the relationship between 
D-T density and pusher areal density at peak 
burn. Thus, the activation measurement implies 

t-57 

http://of~0.4to0.5g/cm3


*%.t<M>Oal<—»»—>*•« 

10* 

10° 

Q LASNEX calculations 
with bum quenched i t 
mix time 
Selling of LASNEX 
calculation! 

— I Range of (pAR)^ 
Compmitd D-T fuel 

I density from LASNEX 
L model 

10~ 10-
(pAR)r t (a/cm2) 

an average D-T density at burn time of ~ I to 2.4 
g/cm 3 (5 to 12 times liquid density). 

Two-dimensional effects (i.e., nonspherical im­
plosions) modify the density that is attained but af­
fect the p vs (pARVn relationship only in patho­
logical cases. This is particularly true for the implo­
sions described here, for which core asymmetries of 
1.5:1 to 2:1 are suggested by both calculations and 
experiments. 

Mistiming of the implosion (i.e., burn time oc­
curring before maximum compression) also affects 
the interpretation of the activation measurement, in 
terms of maximum fuel density achieved in the im­
plosion. Figure 6-68 gives the tinting of the late 
stages of the implosion and shows thai the fuel den­

sity at the sample time of the neutron activation 
measurement is approximately half the peak 
calculated value. 

Summary 

The 10X experiments are among the first to ex­
amine targets whose performance deviates from 
that of the traditional thin-walled exploding pusher. 
Our measurements and calculations for this series 
indicate in particular the achievement of compres­
sion of the D-T fuel on the order of 5 to 12 times li­
quid density. Not all of our data is completely un­
derstood, but wc have established the critical role of 
sophisticated two-dimensional simulations to 
describe asymmetric implosions. 

A more quantitative understanding of the core 
conditions of high-density implosions requires an 
extension of our diagnostic capability: 

• High-energy x-ray imaging where x-ray 
transport difficulties do not arise must be fully ex­
ploited in the future. 

• The use of more than one imaging spec­
trometer will provide an accurate determination of 
the x-ray emitting volume. 

• Increased seed-gas fills, allowing the use of 
narrower slits, will reduce the present image unfold 
difficulty and allow Stark broadening analysis. 

• The addition of ~0.1 atmosphere of Br into 
the fuel will make possible neutron activation 
measurements of fuel areal density: simultaneous 
silicon activation measurements can be made in the 
pusher. 

We have also derived several near-term im­
provements in design and diagnostics Horn the 10X 
experimental series. Several partially diagnosed ex­
periments during this series showed more uniform 
ablator heating and increased core symmetry with a 
"ball in plate" target configuration (Fig. 6-69), thus 
making it possible to achieve more nearly spherical 
implosions.85 The neutron yield obtained on one 
shot was consistent with that measured on bare ball 
targets, indicating that thermal losses to the plate 
were not excessive. 

Besides providing more accurate data, these 
improvements and developments will constrain our 
simulation calculations and thus improve their 
credibility. 

Aatkars: E. M. Caapkdl aai W. C. Mead 
Major CwtrifeMon: J. M. Aaerkach, D. L. 
MaMhem. S. M. Law, N. M. Ctf)m, D. T. 
AttWM*. tmiti.1t. Maaes 

6-5S 

http://tmiti.1t


28 

E 

I 1. 

S -

oL 
0.2 0.4 

J ' V 
0.6 0.8 

Time (nsl 

Upper 10 boms 

LomrlObaaM 

References 

66. J. Nuckolls. L. Wood. A. Thiesson. and G. Zimmerman. 
Salmi*. 139(1972). 

67. E. K. Stoim cl al.. Pkys. Rev. Lai. 4». 1570 (19781. 
68. V. W. Slivinsky el al.. Ptiys. Rev: Leu. 35. 1083 (1975). 
69. D. R. Speck et al.. Lawrence Livermore Laboratory. Liver-

more. Calif.. UCRL-82117 (1979). 
70. V. L. Pan. and J. T. Larson. Lawrence Livermore 

Laboratory. Livermorc. Calif.. UCRL-79772 (19771: D. T. 
Attwood el al.. Lawrence Livermore Laboratory. Liver­
morc Calif.. LCRL-83541 (1979). 

71. J. M. Aucrbacn. Lawrence Livcrmore Laboratory. Liver-
more. Calif.. UCRL-83989 (1980) (submitted lo Mb j Rrr 
Leu.). 

*-s» 



72. iMter Prof ram Animal Report—1977. Lawrence Livermore 
Laboratory. I.ivermore. Calif., UCRL-5O02I-77 (1978). 
p. 3-37. 

71 tMser Program Annual Report—1976. Lawrence Livermore 
Laboratory. I.ivermore. Calif.. UCRL-5O02I-76 (1977). 
p. 3-51. 

7-1. Imer Pribram Annual Reportl976. Lawrence Livermore 
Laboratory. Livcrmoic. Calif.. UCRL-S002I-76 (1977). 
p. J-105. 

7V l.a\er Program Annual Report—1977. Lawrence Livermore 
I aboratory. I.ivermorc. Calif., UCRL-50O2I-77 (1978), 
p 1-64. 

~h I Seward el al.. Rev. Sci. Imtrum. 47, 464(1976). 
^ \ M.Ccel ioanilJ.T.Larson,/*>'i .«ev.( .«l .44.9( l980) . 
7* I N, Koppcl et al.. Lawrence Livermore Laboratory. 

1 ivennore, Calif.. UCRL-81477 (1979). 
'•i f. M. Campbell et at., Lawrence Livermore Laboratory. 

I ivctmote. Catif.. UCR.L-8.3'496 (WStti (to be nubUshid in 
I'liys. Rev. Lett.). 

ffli K. R. Manes el al.. Phyi Rev. Utt. 39, 281 (1977). 
xl II. I. Cohen and C. E. Max. Rhys. FluidtH, 1115 (1979). 
S2 C. Wang. II. Kornblum. and V. W. Slivinsky, Bull. Am. 

I'liyy Sac. 24. 1106(1979). 
H.' Laser Program Annual Report—1977. Lawrence Livcrmore 

laboratory. Livcrmore. Calif.. UCRL-50021-77 11978). 
p. 4-31. 

K-l S. M. Lane. H. M. Campbell, and C. K. Bennett. Lawrence 
1 ivermoa- Laboratory. Livermore. Calif., UCRL-B3882 
(l'JKO) (to be published in Appl. Phys. lm.). 

KS. w . c . Mead et al.. Lawrence Livermore Laboratory. Liver-
more. Calif.. UCRL-83163 (1979). 

D-T Fuel Density Determination 
from Measurements of Pusher 
Areal Density (pAR) 

I or near-term investigation of D-T fuel com­
pression in the intermediate-density ICF targets. 
I final fuel density pe ~ 2 to 20 g/cm3; neutron yield 
N ~ 10f' to !)'), we have chosen as our primary 
diagnostic the determination of pusher areal den­
sity. pAR. by neutron activation.86 This technique 
has recently been used to estimate the final com­
pressed slate for thin-walled, single-shell exploding 
pusher targets as well as thick-walled multilayercd 
targets irradiated with pulses of 200 to 400 ps (Ref. 
87 and the previous article). 

With present-generation targets, the neutrons 
generated al peak D-T burn activate a measured 
fraction of 2 8Si material in the glass pusher. 

transforming them to 2 SAI by the 2 8Si(n,p)2 l ,AI 
reaction. "M" Assuming that the neutron yield oc­
curs during a time period short compared with time 
scales of hydrodynamic motion, the number of ac­
tivations are directly proportional to the product of 
the neutron yield N, and the pusher areal density 
pAR * LMR)dR|pU Shc r at the time of peak burn. 
The 28AI atoms decay by ̂ -emission (with a half-life 
of 2.24 minutes) to excited 2"Si, followed by a 1.78-
MeV gamma deexcitation to the ground state of 
2 8Si. By measuring the (], y coincidence decay rate 
from a known collected fraction of the pusher 
debris, 8 8and taking the measured neutron yield, we 
can determine pAR at peak burn (that is, the peak 
neutron production rate). 8 9 

An exact determination of pAR from the num­
ber of pusher activations would require knowledge 
of the actual extended spatial distribution of 
neutron production. For spherically symmetric 
geometries, however, the assumption that the 
neutrons all originate al the center of the fuel 
produces the correct value for the determination rf 
the number of activations (except for when the 
pusher and fuel are mixed at the time of peak burn). 
Consequently, except for analyzing the cases of 
pusher-fuel mix and nonspherical geometries, we 
will assume that the number of pusher activations is 
directly proportional to the product of the neutron 
yield and the pusher areal density. In this article we 
show how a simple, conservative estimate of the 
average fuel density at burn time, p r . can be inferred 
from pAR. 

Target Geometry and Assumptions 

The typical multilayered, ablatively driven 
target shown in Fig. 6-70(a) is designed to achieve 
10 times the liquid density of D-T; although the 
figure shows the D-T fuel contained by a SiQ2 
pusher, our analysis can be performed for pushers 
of different materials as well as for pushers contain­
ing neutron-activation trace materials. Figure 6-
70(b) shows a typical one-dimensional computer 
calculation of the density distribution at peak burn. 
The density jump at the pusher-fuel interface is the 
result of the requirement of local pressure balance 
and the different atomic weights of SHfe and CF1.4. 
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Computer code simulations show that the tim­
ing of peak compression and maximum neutron 
production in intermediate-density implosions de­
pend on both the target design and irradiation con­
ditions. For the targets discussed here. LASNEX 
calculations predict that peak burn occurs ~ l 5 0 p s 
before maximum compression. 8 9 Thus, provided the 
pusher and fuel are not severely mixed at the time of 
peak neutron production, fuel densities determined 
from measurements or pusher areal density will in 
general be conservative (lower than the peak value). 

T o simplify the problem of determining the fuel 
density at peak burn, our simple model rests on four 
assumptions: 

• Spherical symmetry. 
• Conservation of both fuel and pusher mass. 
• Uniform (though different) pusher and fuel 

densities. 
• N o mixing of pusher and fuel. 
We will show later that relaxing the assump­

tions of mass conservation and uniform density dis­
tributions result in moderately higher calculated 
fuel densities for a given measured pAR, while the 
effects of mixing and asymmetry produce reduc­
tions by (at most) a factor of about 2. 

Thin-Walled Targets 

Given the assumptions listed above it is 
straightforward to show that the statement of con­
servation of mass for the pusher and the fuel can be 
written 

far ^ "v4) , m 
\ ' r o / p o 4 R o ^ o + i / ^ o \ 

1 + R ro + ' \ R r a / 
where ;i is pusher density, pf is fuel density, R r is fuel 
radius, and AR is pusher thickness; initial-state 
values are distinguished from final values by the 
subscript 0. If in addition we are dealing with thin-
walled targets and final experimental conditions 
such that 

* R 0 4R 
K ro R r 

then liq. (23) immediately simplifies to 

p f =G 0 0>4R> 3 / 2 , :25) 

where Go = flro/(poARo)J 2 ' s a parameter com­
posed of measured intial quantities. We observe 
that given our initial assumptions, a measurement 
of pAR at the time of peak D-T burn allows a direct 
and simple calculation of the average fuel density 
without independent know ledge o f the pusher den­
sity or thickness. 

Thick-walled Targets ia the 
Abaeace of Mixiag 

In most targets and final compressed-fuel con­
ditions o f interest, however, even if ARo/Ro « I. 
A R / R r < « l (and may indeed be > 1 ) and Eq. (25) 
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will significantly underestimate /if. Yet it turns out 
that knowledge or the relationship between m and 
pusher density /> at the time of peak burn is suf­
ficient to establish the more general relationship. 
in ~ ft>AR). Still using the four assumptions out­
lined above, the conservation of pusher and fuel 
mass |Eq. (23)| can in this more general case be 
manipulated again to yield an expression between p\ 
and p.iR of the form 

p f = G((.,M ,M f><pAR)3/2 , (26) 

where M p is the pusher mass, Mp is the fuel mass, t\ 
= I//i>s (the ratio of pusher density to fuel density at 
the time of peak burn) and 

/3Mr\' / 3F/ M„\" 3 l l" 3 ' 2 

G<„.Mp,Mf) = „(—) [ ( , • - * ] -,JJ . 07 , 

Thus, if « is relatively insensitive to variations in 
target parameters and performance, G will be (in 
the first approximation) a target-geomelry-
dependent constant given by the initial conditions, 
and we find that even in the more general case we 
have a very simple relationship between/>f and//A R. 

By invoking continuity of pressure and tem­
perature across the pusher-fuel interface at the time 
of peak D-T burn, then for silicate glass pushers and 
cquimolar D-T fuel we find that at the interface 

where Z is the average charge state of the pusher. 
I lere we assume that 

• The pusher and D-T are perfect gases. 
• At the interface, the D-T ion temperature is 

equal to the electron temperature: this assumption 
is satisfied except for transiently in the target center. 

• The pusher is in thermal equilibrium with 
the fuel electrons; for target sizes used in current ex­
periments this assumption is also satisfied. 

|-"or our first estimate of the functional 
relationship between p f and />AR, we will therefore 
assume that Eq. (28) is valid throughout the fuel 
and pusher, and use the D-T ion temperature at 
burn time. T. to evaluate Z„ (We will later in­
vestigate the effect of fuel temperature equilibrium 
as well as nonuniform fuel and pusher density dis-

t«2 

tributions.) We choose T to evaluate Z be* wise: 
• T, the spatially and temporally averaged 

D-T ion temperature at burn time, is the tem­
perature most directly inferred from the target 
neutron yield. 

• Almost 90T* of the fuel mass lies beyond 
Rf/2, where the temperature ratio approaches 1. 

• riven the transient ratio of electron to ion 
temperatures is much less than two. 

Taking the specific case of SiOi pushers and us­
ing T ~ 0.4 keV as an approximate lower bound for 
the average D-T fuel temperature at peak burn, Kq. 
(28) becomes 

f> = <*P{, (29) 

where 1.5 Z " Z 2.0. and the upper and lower limits 
correspond to Z - 7 (T - 0.4 keV) and Z = 10 
for fully ioni/ed SiO, (T ;> 1 keV). respectively. The 
lower bound of T ~ 0.4 keV was chosen because 
temperatures much lower would result in neutron 
yields loo low to allow determination of /JAR by 
neutron activation. Thus, for target performance of 
interest (T 5 *>-4 keV) the total variation in rr is 
relatively small, and we can ensure a conservative 
estimate of/»f by assuming a = 2 throughout the ex­
perimental parameter range (T ;> 0.4 keV). Curve 1 
in I-'ig. 6-7l(a) is a plot of liq. (26). assuming iv = 2. 
for a I0X target of the type shown in I'ig. 6-70. 

If a more accurate value of « is desired, 
however, we note that for T less than a few keV, 
neutron yield is a very sensitive function of the D-T 
ion temperature.90-91 Assuming that the D-T fuel 
conditions do not vary significantly during the 
burn, that burn lime (I0rf> to 90K.) is approximated 
by the final radius R f divided by the D-T-ion sound 
speed, and given the D-T Maxwell-averaged cross 
section.90 we can estimate the neutron yield as 

N - ^ X t O ^ R ^ C ^ T ^ ^ - ^ ) , ,30, 

where T is in keV, R f 0 and pro are in cgs units, and C 
is the fuel compression. 

Figure 6-72 shows the result of solving Eq. (30) 
Tor the final D-T ion temperature as a function of 
neutron yield, for I0X targets as shown in Fig. 
6-70(a): in experiments al Shiva (previous article) a 
fuel density for these targets of up to 10 times liquid 
D-T density was diagnosed using neutron activa­
tion. The curves show that for a given N. the final 
temperature is not a strong function of the final 
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density. Thus a simple one-time iteration will suffice 
io give T sufficiently accurately to determine a. 

Nonuniform Pusher Density 
Distributions 

We can now investigate the effects of relaxing 
some of our earlier assumptions. In the above 
..nuhsis we have assumed that while fuel and pusher 
density have different values, they were each un­
iform with radius. As mentioned previously, a fuel 
density variation with radius will not affect the ac­
tivation of pusher material for ary given value or 
pAR. as long as the variation is spherically sym­
metric and no mixing has occurred. There are many 
reasonably possible pusher densty distributions. 

however, that could greatly affect the pusher activa­
tion. If a portion of the pusher material is ablated 
during the implosion and this significantly decom­
pressed, then for a given average fuel density the 
pusher areal density will be less than in the case of 
uniform compression of all pusher material at burn 
time. In this case, curve 1 in Fig. 5-71(a) would un­
derestimate the fuel density for a given (measured) 
P^R by approximately the amount of nonuniform 
compression: if 20% of the pusher mass of a IOX 
target is ablated away, pf would be approximately 
20% higher than is implied by curve I. 

While the effect of disequilibrium on fuel tem­
perature conditions is a reduction in implied den­
sity, the result is relatively insensitive to the tem­
perature ratio. Even assuming a D-T ion tem­
perature that is twice the electron temperature 
throughout the fuel region. Ibe relationship of p f 

and P-IR will see only a 251 reduction. 
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Nonuniform Radial Density 

In investigating the effect of nonuniform radial 
density (and consequently pressure and tem­
perature) distributions, we will still use T (the 
spatially and temporally averaged D-T fuel tem­
perature) to evaluate Z . and still consider Eq. (28) 
valid at the pusher-fuel interface. Simulations89 in­
dicate that for our I0X target the pusher is 
decelerating near peak neutron production, so the 
most realistic configurations give density distribu­
tions thai are peaked at or rear the pusher-fuel in­
terface. With the tools developed above, it is thus 
relatively easy to evaluate the effect of such non­
uniform density distributions. 

Curves 2 and 3 in Fig. 6-71(a) show the result 
of determining pr from the neutron-activation-
determined p.iR. for two such peaked density dis­
tributions. The actual density-vs-radius distribu­
tions used in the computation are indicated (drawn 
to scale) in Fig. 6-73: rather than attempt to explore 

a variety of analytical expressions forp(R), we have 
chosen these two generic distributions as examples. 
The numerical results quoted below are relatively 
insensitive to shape perturbations. For a given 
average fuel density, the effect of a nonuniform fuel 
distribution is to alter pAR from the \alue of the 
uniform density case. 

We can now find pAR by evaluating the actual 
integral. l'/i(R)riR. We note that the density distribu­
tion in model 2 in Fig. 6-71(b) (similar to that 
predicted by detailed computer simulations91) in­
creases the implied average p r for a given pAR. and 
that moving the peak in the pusher density distribu­
tion away from the interface, as shown in model 3, 
brings the average ps vs pAR back (approximately) 
towards the isodensity result. A pusher density dis­
tribution could be generated that would reduce the 
average Pf by a factor of 2 or 3 from the isodensity 
curve: this, however, would require a pusher density 
distribution similar lo model 3 as shown, but with a 
peak pusher density of ~10 times the average fuel 
density at the time of peak neutron production. 
Such high densities do not occur because the adja­
cent S i0 2 glass and D-T are thermally coupled, and 
due to the finite lime for the stagnation shock to 
propagate to the outer glass, the pressure on the 
outer glass is much less lhan the pressure on the 
D-T. 

In the absence of mixing, the assumptions of 
conservation of mass and uniform density distribu­
tion in the pusher and fuel are Ihus seen to give a 
conservative estimate of average peak fuel density p r 

as determined by pAR. In our discussion of the ef­
fect of mixing, we will therefore limit ourselves to 
the case of uniform density distributions. 

Effects of Mixing 

During the final stages of implosion, the dense 
pusher will be decelerated by the lower-density D-T 
fuel. In this situation, the pusher-fuel interface can 
suffer significant growth of spatial perturbations via 
Rayleigh-Taylor instabilities. This instability can 
result in significant mixing of the pusher into the D-
T fuel. The mixing process is thus dynamic rather 
than diffusive, driven by the density gradient at the 
interface, and can be visualized as the final breakup 
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of the wavy pusher-fuel interface and resultant in­
termixing of adjacent pusher and fuel "pockets." In 
addition, since adjacent layers of fuel and pusher 
mass are isobaric and isothermal, the ratio of 
pusher to fuel mass in the final mixed layer should 
be comparable to and probably no greater than the 
density ratio prior to mixing. 

Simulations consider the upper unit of mix at 
burn time as when the pusher mix has affected ap­
proximately 2/3 of the fuel mass.9' To ensure an 
even more conservative estimate on the effect of 
mixing, we will consider the situation when, at peak 
burn, the entire fuel region is involved in the mixing 
process; a, the ratio of pusher to fuel density at the 
interface, will be used fcr the ratio of pusher to fuel 
mass in the mix region. From the continuity of 
pressure and temperature at the boundary of the 
pusher-fuel mixture and the pusher we thus have 

(Z) + l ' c ' " ' 
where p c is the pusher density in the core (i.e., in the 
pusher-fuel mixture), and 1.5 ? a ? 2.0 as before. 
Invoking conservation of fuel and pusher mass, 
together with the assumption of uniform density 
distributions, we can proceed as in the no-mix ex­
ample, and it is again straightforward to show that 
[see Eq. (26)] 

p f = G(«,M p ,M f )(oiR)^ , 
where 

(32) 
Here (pAR)crf is the effective JpdR as determined by 
the neutron activation diagnostic, and not simply 
J'pdR as in the unmixed case. The factor of 3/4 in 
the expression for G(n, Mp, Mr) comes from the 
assumption [in computing the contribution to 
(pAR)err] that the neutrons are produced 
throughout the mixed core. 

Equation (26) is plotted as curve 4 in Fig. 
6-71(a), again using the conservative value of a = 2; 
the corresponding density-radius distribution 
(model 4) is shown in Fig. 6-71(b). We see that even 
with this severe degree of mix and with a = 2, the 
implied pf is reduced only by a factor of 2 over the 
unmixed case (curve and model I). 

Since in the actual situation the outer layers of 
the pusher are cooler than the hot central fuel 
region, mixing of the pusher and fuel involving any 
significant amount of pusher muss would result in a 
reduction of the fuel ion temperature and conse­
quently a reduction of the burn rate in the mix 
region. Let us therefore analyze a more realistic case 
for which an inner region of the fuel (say, R < Rf/2) 
remains unmixed, and assume that the ion tem­
perature in this region is ~2 times that of the mixed 
region, such that the neutrons are preferentially 
generated in this hot, unmixed region. In this case, 
the reduction in implied p f for a given (pAR) e f f is 
only 35%. Relaxing the assumption of no pusher-
mass ablation, setting (Z) > 7, or relaxing the 
assumption of uniform density distributions will all 
again tend to increase the implied />;. Hence the net 
error should be less than twofold, and curve 4 in 
Fig. 6-71(a) is clearly a conservative lower bound of 
the effect of mix. 

Although we do not show the calculations here, 
it is easy to show that only extreme deviations from 
spherical symmetry produce reductions greater than 
10 to 20%. Such large asymmetries would be readily 
observable in x-ray microscope images. 

Comparison of Model with 
Experimental Results and 
One-Dimensional Simulation 

We now use this simple model (based on the 
four assumptions) to predict the fuel densities ob­
tained in the actual intermediate-density experiment 
series, and compare them with detailed one-
dimensional computer modeling. As mentioned 
earlier, a series of 140-fim-i.d., 5-pm-thick SiCh 
microshells coated with 15/im of CF1.4 and filled 
with 10 mg/cc of D-T were irradiated at Shiva with 
20 TW in a 200-ps (FWHM Gaussian) pulse.88 The 
target-wall thickness in these experiments offers 
greater pusher preheat protection against suprather-
mal electrons than the thin-shelled exploding-
pusher targets. And, as a first step towards the 
targets ultimately required for high-density implo­
sions, these multilayered targets were expected to 
operate in a more ablatively driven mode,97 and to 
reach final fuel densities of ~2 g/cm3 (10X liquid 
D-T density). The target and laser parameters and 
experimental results are summarized in Table 6-15. 
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Using neutron activation, the average, effective 
SiOj pusher areal density at peak burn was deter­
mined in these experiments to be S.6 (±0.8) 
mg/cm2. Using Fig. 6-72, we observe that even tak­
ing our lowest experimental value for neutron yield 
(1.3 X 108) and a most optimistic value for the fuel 
density (4 g/cm3, or 20 times the liquid D-T density) 
we find that the minimum possible D-T ion tem­
perature for these experiments is 1 keV; conse­
quently, a is found to be ~1.5. Using this value for 
a in the uniform density distribution model, our ex­
perimental pAR's produce the range of pr's plotted 
as curve 1 in Fig. 6-73, which also gives the one-
dimensional calculations,90 indicated by individual 
squares. Since the one-dimensional calculations im­
ply that the actual density distribution is more like 
the one used for case 2 during the discussion of Fig. 
6-71, however, we also show the fuel densities for 
this case (curve 2) in Fig. 6-73. 

The one-dimensional calculations for this ex­
periment show that peak neutron production occurs 
approximately 150 ps before stagnation (or peak 
compression). Thus we would not expect any ap­
preciable mix of the fuel and pusher at the time the 
neutron activation measurement is made, and for 
these experimental conditions the two curves 1 and 
2 should provide a good lower and upper bound for 
the fuel density at the time of peak burn. The 
relatively good agreement between the detailed 
computer calculations and the simple model gives 
us confidence that average fuel densities of 6 to 8 
times liquid D-T densities were obtained at the time 
of peak burn. These results are also in good agree­
ment with high-energy x-ray zone plate results and 
argon-imaging results from the same targets (re­
ported in the preceding article). 

The question of the final compressed density at 
stagnalion is more complicated, as in this case the 
possibility or mix will have to be included. As we 
have no diagnostic measurement of p-iR at this 
time, however, we can only use the densities found 
at peak burn as a lower, conservativeestimale of the 

actual peak densities. For different targets and laser 
irradiation conditions under which peak burn and 
stagnation may occur simultaneously, although 
neutron activation will give us pAR at the time of 
peak compression, we will have to seriously con­
sider the effects of pusher-fuel mix in order to infer 
final fuel density. 

Conclusions 

With only a few physically justifiable assump­
tions we have shown that neutron activation 
measurements of pusher areal density can be used to 
infer final fuel density with uncertainties of less than 
a factor of 2. Our simple modeling is in good agree­
ment with complex simulation codes which include 
neutron production as well as all of the relevant 
hydrodynamics. Using this model we have found 
that pusher areal densities of S.6 mg/cm2, obtained 
in recent target experiments on the Shiva laser, im­
ply a fuel density of 1 to 2 g/cm3. 

Authors: K. K. Storm, V. W. Slivinsky, and E. M. 
Campbell 

References 
Sli. K. M. Campbell. W. M. Plocgcr. I'. 11. Lcc. and S. M. Lane. 

Lawrence Livermorc Laboratory. Livcrmorc. Calif.. 
UCKL-K3096 11979) (submitted lo ,tppl. toys. / .« ; . ) . 

S7. J. M. Aucrbach. \V. c . Mead. E. M. Campbell. D. I-. 
Matthews. 15. S. Bailey. N. M. Ccglio. C. \Y. Halcher. L. N. 
Koppcl. S. M. Lane. I". II. Lee. K. R. Manes, G. 
Mrfiellan. I). \V. Phillion. R. L. Price. V. C. Rupert. V. W. 
Slivinsky. and C. I) . Swift. Lawrence Livermore 
Laboratory. Livermorc. Calif.. (JCRL-X3057; presented at 
the Meeting of the American Physical Society. Boston, 
Mass.. November 1979. 

KK. E. M. Campbell. II. Ci. Hicks. W. C. Mead. L. W. 
Coleman. C. \V. Halcbcr. J. H. Dcllis. M. J. Boyle. J. T. 
I^irson. and S. M. Lane. Lawrence Livermore Laboratory. 
Livcrmore. Calif.. (JCRL-K3072 (to be published in J. Appl. 
/'Are.. April 19«0>. 

K9. \v . C. Mead. C. I). Orlh. I). S. Bailry. G. McClclIan. and 
K. Hstabrook. Lawrence Livcrmore Laboratory, Liver­
morc. Calif.. UCRI.-K3I63 (1979). 

90. S. L. Green. Lawrence Livcrmore Laboratory. Livermorc. 
CaliL. LCRL-70s; j ( l9f .7) . 

91. E. K-. Storm el al.. Pfos. Kei. Uli. 4». 1570 (197S). 

M 7 


