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SUMMARY

Biofouling and corrosion of heat exchanger surfaces in Ocean Thermal
Energy Conversion (OTEC) systems may be controlling factors in the poten-
tial success of the OTEC concept. Very little is known about the nature
and behavior of marine fouling films at sites potentially suitable for
OTEC power plants. To facilitate the acquisition of needed data, a bio-
fouling measurement device developed by Professor J. G. Fetkovich and his
associates at Carnegie-Mellon University (CMU) has been mass produced for
use by several organizations in experiments at a variety of ocean sites.
The CMU device is designed to detect small changes in thermal resistance

associated with the formation of marine microfouling films.

This report is an account of the work performed at the Pacific
Northwest Laboratory (PNL) to develop a computerized uncertainty analysis
for estimating experimental uncertainties of results obtained with the
CMU biofouling measurement device and data reduction scheme. The analysis
program was written as a subroutine to the CMU data reduction code and
provides an alternative to the CMU procedure for estimating experimental
errors.

The PNL code was used to analyze sample data sets taken at Keahole
Point, Hawaii; St. Croix, the Virgin Islands; and at a site in the Gulf
of Mexico. The uncertainties of the experimental results were found to
vary considerably with the conditions under which the data were taken.
For example, uncertainties of fouling factors (where fouling factor is
defined as the thermal resistance of the biofouling layer) estimated from
data taken on a submerged buoy at Keahole Point, Hawaii were found to be
consistently within 0.00006 hr—ft2-°F/Btu, while corresponding values
for data taken on a tugboat in the Gulf of Mexico ranged up to 0.0010

hr-ft2—°F/Btu. Reasons for these differences are discussed in this report.
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UNCERTAINTY ANALYSIS ROUTINE FOR THE OCEAN
THERMAL ENERGY CONVERSION (OTEC) BIOFQULING
MEASUREMENT DEVICE AND DATA REDUCTION PROCEDURE

1.0 INTRODUCTION

One concept that shows promise for using solar energy to meet the
energy needs of mankind is Ocean Thermal Energy Conversion (OTEC). This
technique would employ heat engines operating on the temperature differ-
ences between warm surface water and cold deep water of the oceans.
Because thermodynamic cycle efficiencies under these relatively small
temperature differences are inherently very low, heat exchangers for
closed-cycle OTEC systems would be exceptionally large and must maintain
high performance characteristics. Under these conditions biofouling and
corrosion of heat transfer surfaces become controlling factors that must
be dealt with for successful long-term operation of heat exchangers in
OTEC applications.

Most of the OTEC research and development work in the United States
is proceeding under the sponsorship of the Division of Solar Technology
of the U.S. Department of Energy (DOE). Assistance to DOE in planning
and managing the work necessary to identify, control, and alleviate
biofouling and corrosion problems that might be encountered in OTEC
systems is provided by a Biofouling and Corrosion Project Office estab-
lished by the Battelle Memorial Institute at the Pacific Northwest Lab-
oratory (PNL).

Although it is recognized that even thin fouling films of organic
and/or inorganic substances on OTEC heat exchanger surfaces may seriously
impede heat transfer, very little is known about the nature and behavior

(1)

to detect small changes in thermal resistance are necessary for acquiring

of fouling films at potential OTEC sites. Experimental devices designed
needed data on the heat transfer effects of marine microfouling films.

One device of this type has been developed for the DOE-OTEC program by
Professor J. G. Fetkovich and his associates at Carnegie-Mellon University
(CMU), Pittsburgh, Pennsylvania.



To facilitate the acquisition of a comprehensive, reliable biofouling
data base, CMU devices have been mass produced for use by several organi-
zations in experiments at sites in the Atlantic and Pacific Oceans and in
the Gulf of Mexico. The Pacific Northwest Laboratory is one of the
organizations prepared to process data from these experiments, using
computer codes developed at CMU.

At the request of the Biofouling and Corrosion Project Office, an
independent assessment of the CMU data acquisition system and data reduc-
tion scheme was performed at PHL. As part of this work, a computer code
was developed to estimate uncertainties of the experimental results, using
an approach that differs from the one used by CMU. The PNL code is
appended as a subroutine to the CMU data reduction program, with the

result that two independent estimates of the uncertainties are obtained.

This report describes the PNL uncertainty routine and the insights
acquired during its development. Specific topics covered include the
mechanical design and heat transfer theory of the CMU device, principal
elements of the CMU data reduction scheme, details of the PNL uncertainty
analysis routine, sample results using the routine, and limitations of
both the CMU and PNL uncertainty analysis procedures.



2.0 CONCLUSIONS AND RECOMMENDATIONS

The principal conclusions reached at PNL regarding the CMU computa-
tional scheme for reducing biofouling data, the PNL code for estimating
uncertainties of the experimental results, and design features of the CMU
device that affect the accuracy of the data are as follows:

e CMU Approach for Estimating Uncertainties: In the data reduction

scheme developed at CMU, provisions are included for performing a
statistical analysis of the results computed from a given set of
data. This analysis yields an overall uncertainty that is inversely
proportional to the square root of the number of repeated runs in the
set of data. Thus, the value of the uncertainty computed in accord-
ance with this approach decreases with an increase in the number of
measurement replications. Investigations at PNL indicated that there
are likely to be systematic (i.e., fixed) errors in the data acqui-
sition system and data reduction scheme that cannot be reduced by
increasing the number of repeated runs, and that, therefore, the
statistical approach used by CMU may yield estimates that are unreal-
istically Tow. For this reason the PNL routine was written to provide
uncertainty estimates that include the effects of uncertainties in
the system instrumentation and data reduction procedure rather than
basing the estimates entirely on a statistical analysis of the
computed results.

e PNL Estimates of Fouling Factor Uncertainties: On the basis of

estimates obtained with the PNL uncertainty analysis code, the
uncertainties of experimental results determined from data taken

with the CMU biofouling measurement device vary considerably with the
conditions under which the device is operated. For five sets of data
taken on a submerged buoy at Keahole Point, Hawaii, the uncertainties
of fouling factors generally are within 0.00006 hr—ft2—°F/Btu. For
five sets of data taken on a tugboat in the Gulf of Mexico, the
uncertainties of fouling factors (where fouling factor is defined as
the thermal resistance of the biofouling layer) range up to 0.00100



hr—ft2-°F/Btu. The former uncertainties are due primarily to rapid
variations in ambient seawater temperature, while the latter are due
primarily to fluctuations (induced by wave action on the tugboat) in
flow through the test devices.

Sources of Uncertainty in the CMU Biofouling Measurement Device:
Sources of uncertainty inherent in the design of the device include
those Tisted below. With the exception of the first, for which

estimates can be obtained from the experimental data, these uncer-
tainties are not accounted for in either the CMU data reduction
scheme or the PNL uncertainty analysis code. Nevertheless, it is
important to recognize that these uncertainties exist.

1. When operated under conditions that do not interfere with main-
taining steady flow through the device, the largest source of
uncertainty is the difference in transient responses of the
heater cylinder and thermocouple reference cylinder to fluctu-
ations in seawater temperature.

2. Between the heater cylinder and the seawater flowing through it

are several thermal resistances in series. The one of primary
~interest is that due to the biofouling layer. Another is the

contact resistance between the heater cylinder and the tube
mounted within it. Even small changes in this contact resis-
tance would be substantial relative to the sensitivity required
to measure the biofouling resistance. A basic assumption made
in the CMU data reduction scheme is that the contact resistance
is invariant throughout an experiment. Any departure from this
that actually occurs constitutes a substantial source of error,
the magnitude of which cannot readily be ascertained.

3. One of the key variables measured in the device is the velocity
of seawater flowing through it. Errors associated with biofoul-
ing and/or other deposits on the flowmeter are peculiar to the
particular conditions under which the device is operated.
Although they cannot readily be estimated, the uncertainty

associated with flowmeter fouling could be substantial.



4.

A lesser source of uncertainty is that associated with develop-
ment of a thermal boundary layer in the seawater flowing through
the portion of the tube around which the heater cylinder is
mounted. Temperature measurements taken at the heater cylinder
are used to compute an overall thermal conductance, which
includes the combined effects of heat transfer by convection to
the flowing fluid and heat transfer by conduction across the
fouling layer. Because the thermal boundary layer is not fully
developed, the local convective heat transfer coefficient
varies as a function of position along the flow path through
the cylinder. Consequently, the overall thermal conductance in
this region differs from the thermal conductance of primary
interest--that for a fully developed thermal boundary Tayer in
the flow field. Moreover, the discrepancy between the two is
not constant as a function of fouling film thickness (for
reasons discussed in Section 7 of this report), and therefore
this discrepancy varies with time during an experiment.

The development of an uncertainty analysis procedure at PNL suggested

several aspects of the CMU device that should be investigated as potential

areas for design or operating procedure improvement:

Matching the thermal time constants of the copper heater and reference

cylinders.

Measuring the overall conductance coefficient in a region with a fully

developed thermal boundary Tlayer.

Reducing spurious flowmeter voltage signals caused by rapid water flow

rate fluctuations.

Measuring flow rate without introducing excessive mechanical elements

to the flow stream which are overly susceptible to biofouling and
corrosion.

Developing a flow measurement procedure that permits regular monitor-

ing of the flowmeter zero-flow voltage.



e Conducting pre- and post-experiment convective coefficient versus
velocity tests (Wilson plots) to reveal any variation in cylinder-to-
tube contact resistance.



3.0 DESCRIPTION OF CMU BIOFQULING DEVICE

This section summarizes some of the pertinent background information
concerning the Carnegie-Mellon University biofouling measurement device.
The device has been described in detail in papers by Professor J. G.

Fetkovich and his associates(2’3)

and, therefore, only a brief description
is included here to lend clarity to the subsequent discussion of the PNL
uncertainty analysis. The topics covered in this section are the mechan-

ical design and underlying heat transfer theory of the system.

3.1 MECHANICAL DESIGN

The CMU biofouling apparatus provides a means for determining heat

transfer conductances(a)

by measuring the temperature decay in a preheated
hollow copper cylinder surrounding a section of heat exchanger tube. The
main components of the device are a 6-foot length of sample OTEC heat
exchanger tube, a 1-foot long copper heater cylinder, a small copper
reference cylinder, and a target type flowmeter. A simplified drawing is

shown in Figure 1.

Seawater is pumped through the tube at a constant nominal velocity.
The flowmeter records the actual time-dependent variations in this value
so that the final value of the heat transfer conductance may be velocity
normalized. The temperature sensing device in the copper cylinder is an
11-pair, iron-Constantan thermopile. Sensing junctions of the thermopile
are located in the heater cylinder; the reference junctions are located
in the smaller copper reference cyclinder. The reference cylinder remains
at approximately ambient water temperature so the thermopile gives a direct
output of the temperature difference between the heater cylinder and flowing

(a)

CMU uses the term "convective heat transfer coefficient" in this
context.(2,3) The quantity actually determined is the combined
thermal conductance due to convective heat transfer to the flowing
water and conductive heat transfer across the biofouling layer.
Therefore, this report uses the term "conductance" to describe this
quantity and expresses it in variable form as capital H rather than
the lower case h traditionally reserved for the convective heat
transfer coefficient.



THERMOCOUPLE
REFERENCE JUNCTIONS

L
1
l 1
f\r

COPPER REFERENCE
CYLINDER

6 IN. PVC PIPE

]

NICHRONE HEATER
WINDINGS

THERMOCOUPLE
SENSING JUNCTIONS

COPPER HEATER
CYLINDER

T

[

1 IN. SAMPLE TUBE

FLOWMETER

1 1/4 IN. PIPE

4

FIGURE 1. CMU Biofouling Measurement Device
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water. A thermistor is also attached to the tube to record the actual
water temperature. These data are used for subsequent temperature
normalization of the calculated heat transfer conductance.

During a data collection run the heater cylinder temperature is
raised 1 to 3°C above water temperature with a nichrome wire resistance
neater on the outer circumference. After the cylinder reaches steady
state the heater is turned off and the temperature decay curve recorded.

3.2 HEAT TRANSFER THEORY

For the simplified case of uniform material from the outside of the
heater cylinder to the inside of the heat exchanger tube and negligible
thermal resistivity in this assembly, the temperature decay follows the
familiar exponential decay pattern. Introduction of two materials (copper
in the heater cylinder and various heat exchanger tube materials) and
finite thermal conductivities makes the solution more complex. CMU
investigators have derived the exact solution for this case, an infinite
series involving exponential and Bessel functions. However, their analysis
shows that for times Tonger than a few seconds the decay curve is almost
exactly modeled by a single exponential term with a slightly modified time

constant.(3’ p. 34)

Therefore, this latter approach is used in the CMU
data reduction scheme to calculate a heat transfer conductance coefficient

from the experimentally determined temperature decay time constant.

One other consideration should be mentioned when discussing the heat
transfer theory of the CMU device. There are several paths by which energy
can be transferred out of the heater cylinder other than the primary one,
to the seawater flowing through the heat exchanger tube. These secondary
heat Tosses could cause the decay behavior of the heater cylinder to
deviate from the theoretical model previously discussed. The CMU inves-
tigators point out that only two are significant--heat loss to the air
side (outer side) of the heater cylinder and axially through the tube
(3, P 42) oMy derived
corrections to the calculated heat transfer conductance for each of these

walls directly above and below the heater cylinder.

losses and the corrections were incorporated into the data reduction
routine.






4.0 CMU DATA ANALYSIS ROUTINE

The CMU data reduction scheme uses the thermopile temperature decay
data to calculate a thermal decay time constant, converts this time
constant into a combined heat transfer conductance coefficient, corrects
the conductance for secondary heat losses, and, finally, uses thermistor
and flowmeter data to normalize the calculated conductance to nominal
operating conditions. This procedure is performed in a two-step process
using two computer programs, HTAU and HTCOEF. The preliminary code HTAU
utilizes geometric quantities and constant thermal properties of a test
unit to determine the relationship between the time constant (TAU) and
the conductance coefficient (H) for that unit. It expresses this relation-
ship as a third order polynomial and determines the curve fit coefficients.
HTCOEF, the general data analysis routine, uses the three types of test
unit data--thermopile voltage, thermistor voltage, and flowmeter voltage--
and the curve fit parameters from HTAU to calculate the conductance coef-
ficient. The computational procedures used in these codes are described
in the following two subsections.

4.1 PROGRAM HTAU

The mathematical relationship between a time constant and a conduc-
tance coefficient depends only on the physical properties of a test unit.
Therefore, this relationship can be determined before any data are taken
and must be done only once for a specific unit.

The program HTAU carries out this task. In the first part of the
program a series of sample heat transfer conductances is generated varying
from 150 to 2050 Btu/hr-ft2-°F. For each value the program then uses an
iteration technique to determine the zeroes of the transcendental equation
resulting from the application of the appropriate boundary conditions to

(2, equation 3)

the heat transfer model. These zeroes are used to calcu-

late the time constant corresponding to each conductance coefficient.

11



Using the matched pairs of time constants and conductance coefficients,
the subroutines RELATN, COEFS, and ORTHLS calculate the coefficients for
a polynomial curve fit of the form

2,

(anH) = a + b (2nTAU)? + c(enTAU)C + d(enTAU)3 (1)

The main program then calls the subroutine EXIT to calculate the root
mean square deviation of the curve fit points and print the results. The
other subroutines in the code are used to evaluate the transcendental
function (F), calculate the first-term coefficients for the series expan-
sion of the cylinder temperature distribution (RA RB), and evaluate the
Bessel functions used throughout the program (BSSL, BSSY, BESS, and GAMMA).

4.2 PROGRAM HTCOEF

The program HTCOEF is the general analysis code used to reduce the
data from a test unit. Input consists of the thermopile, thermistor, and
flowmeter voltage records for each run, the curve fit coefficients from
HTAU, and various physical parameters describing the unit from which the
data were obtained.

In the first step, HTCOEF reads an identifying number for the test
unit to be analyzed. It then calls the subroutine LKTBLE which provides
information pertinent to this unit to the main program.

HTCOEF next reads the three sets of input voltage data. Thermopile
voltage data are analyzed first to determine the voltage output when there
is no temperature difference between the heater and reference cylinders.
This is done by calculating the mean of the last N data points (where N is
specified in the program) at the asymptotic end of the thermopile decay
curve. A standard deviation of these values is also calculated to be used
later in the curve fitting routine. The raw thermopile data points are
then adjusted for this zero-point value.

Because the heater cylinder temperature decay (or voltage decay) is
almost exactly exponential, a plot of the natural logarithm of thermopile
voltage versus time yields a straight line with a slope equal to the

12



reciprocal of the time constant. The main program calls the subroutine
LINFIT to calculate this slope in a two-step process. In the first step
LINFIT arrives at an approximate time constant by analyzing the entire
thermopile decay curve. The second iteration determines the final value
of the time constant by analyzing the data in a narrow "window". This
window begins a few seconds after the initial decay of the thermopile
voltage curve (the length of the delay is specified in the program) and
lasts for a period equal to N times the approximate time constant from the
first pass (where N is specified in the program).

In the next few steps HTCOEF uses the thermistor voltage and flow-
meter voltage data to calculate water temperature and flow velocity. It
also determines the mean and standard deviation for each of these quantities.

The main program then calls the subroutine CCN which carries out the
major data reduction procedure. It first uses the curve fit coefficients
determined in HTAU to calculate a conductance coefficient according to the
relation

H = exp[a+b(2nTAU)+c(1nTAU)2+d(2nTAU)3] (2)

CCN adds corrections to the conductance coefficient which are required
because of the approximate nature of the heat transfer model in HTAU. It
adjusts H for heat loss to the air side (outer side) of the heater cylinder
and for axial conduction through the tube walls immediately above and below
the heater cylinder. Using the mean values for water temperature and flow
velocity, CCN normalizes the value of H for a water temperature of 70°F
and a velocity equal to the nominal velocity for the unit.

At this point, control returns to the main program and results of the
current run are stored by subroutine STORE. After the entire procedure
has been repeated for each run in the data set the main program calls the
subroutine RESULT to calculate the mean conductance coefficient and the
standard deviation in the mean.

13






5.0 PNL UNCERTAINTY ANALYSIS

The original Carnegie-Mellon University data reduction code, HTCOEF,
contains a limited error analysis. It is statistical in nature; uncer-
tainties in various quantities are estimated by calculating root mean
square deviations in the data spread. The stated uncertainty for the
final, averaged value of the combined heat transfer conductance is also
calculated by a statistical averaging process on the uncertainty results
from individual runs.

The CMU approach for assigning uncertainties to the calculated con-
ductance coefficient is completely correct only when at least three condi-
tions apply: 1) the individual run values for H must follow a normal
error distribution; 2) a sufficient number of runs must be completed so
that the data points accurately reflect the parent population; and 3) no
constant instrumental errors can be present which might bias the entire
sample. Because it is difficult to assure these provisions have been met,
the PNL uncertainty analysis was written with a different approach, one
widely used for limited sample experiments in engineering app]ications.(4)
This method involves three basic steps:

1. estimate the uncertainty in each directly measured quantity,

2. calculate the effect of each component uncertainty on the final
result, and

3. combine each of these effects to find the total uncertainty in the
final result.

The PNL uncertainty analysis was written as a subroutine (ERROR) to
the original CMU data analysis program and runs in conjunction with it.
This coupling was necessary because of the need for data input to the
error analysis from various stages of the data reduction routine. No
changes were made in the logic of HTCOEF to accommodate the error analysis
subroutine so a complete computer run yields an unchanged statistical
"error analysis" according to the CMU program as well as the PNL error
analysis output. In some instances the PNL routine uses uncertainty

values calculated in HTCOEF; in others it calculates alternative values.

15



The probability basis, or confidence level, for the PNL uncertainty
analysis is 95% (19 to 1 odds). For cases in which a statistical analysis
of data fluctuations was used to estimate possible errors, a value of two
standard deviations was used to provide the 95% confidence level in the
stated uncertainty.

5.1 DEFINITION OF TERMS

To clarify the following discussion of the uncertainty analysis, it
will be beneficial to define a number of terms as they are used in this
project. '"Variable" refers to any quantity measured directly during a
data run. Variables could also be described as data, measurands, or
independent variables. Secondary quantities calculated from variables are
labeled "results". The term result need not necessarily refer to the
final answer; there may be many intermediate results in the data analysis
routine.

"Error" and "deviation" are synonymous and refer to the difference
between any experimentally measured variable or result and its "true value".
"Uncertainty" is the possible error. Since the probability basis for this
error analysis is 95%, it can be said that the error will be less than the
uncertainty 95% of the time (or that a variable or result should be within
its uncertainty from the true value 95% of the time).

“Accuracy" describes the closeness of the absolute value of a vari-
able or result to its true value. "Precision" is a measure of how exactly
the quantity can be determined without regard to its absolute value. It
is also a measure of how reproducible the measurement is and is, therefore,
analogous to the term "repeatability". Because uncertainty, as defined,
includes the total deviation from all causes it takes into account both
accuracy and precision.

Uncertainties in the variables and results can be caused by two kinds
of errors. "Fixed errors" are those which are constant for a given pro-
cedure. They may result from inherent characteristics of the equipment or
the use of approximate theories in calculating results. '"Random errors"

vary from reading to reading; electronic noise and drift are examples.

16



5.2 UNCERTAINTIES IN PRIMARY VARIABLES

The first step in the error analysis was to assign uncertainties to
the three major variables--thermopile voltage, thermistor voltage, and
flowmeter voltage. Although not strictly variables, there are other
quantities that enter into the analysis on the primary level and have
associated uncertainties. These include the uncertainties due to curve
fitting operations, calibrations, and various corrections and normaliza-
tions which are applied to the conductance coefficient. There are signi-
ficant uncertainties, then, in the following primary quantities:

e thermopile voltage (VTC)

thermistor voltage (VTH)

o flowmeter voltage (VFM)

e polynomial coefficients from HTAU (a, b, c, d)

e thermistor calibration coefficients (THINT, THSLP)
o flowmeter calibration coefficient (AVOLFM)

e air side heat loss correction (RAIR)

e tube wall heat loss correction (RWALLS)

e temperature normalization equation

e slope of 1/h versus 1/V0'8

equation (HRSLPE).

plot used in velocity normalization

One cause of uncertainty for all three of the voltage signals is the
electronic components used to transmit and condition them. Each of these
signals passes through three basic components before it is recorded; it is
amplified, converted to a digital signal for transmission, and converted
back to an analog signal before being read. Some of the possible sources
for uncertainty in these components are temperature-and time-dependent
drift and electronic noise in the amplifiers and nonlinearity in the
signal converters. The CMU data acquisition system uses high quality
components so that these problems can be minimized, but they still exist,
to different extents, in each of the variables.

17



Electronic signal processing can introduce both random and fixed
errors in each of the three voltage signals. For the PNL uncertainty
analysis, these two sources of error are evaluated by different techniques.
Random errors are estimated by observing the fluctuations in actual data.
This is not possible with fixed errors, so they are predicted by a theo-
retical analysis of the data acquisition components.

Because the data analysis procedure requires only calculation of the
siope of the thermopile decay curve, the absolute value of the thermopile
voltages (VTC) is not important. This means that fixed, or bias, errors
nave no effect and only short-term random fluctuations in the signal are
significant.

For thermistor voltages (VTH) the absolute value and, therefore, ‘
fixed errors are important. The magnitude of the fixed errors is estimated
from the long-term drift of the thermistor circuit amplifier and nonlin-
earity in the signal converters. This value is described as the thermistor
drift voltage (DRFVTH) in the PNL uncertainty routine.

Flowmeter voltage data have been handled in two distinct manners in
the experiments utilizing the CMU device. In the early stages of the
Keahole Point operation, a zero-flow flowmeter voltage was recorded at the
beginning of each run. This practice eliminated Tong-term drift as a
source of uncertainty. More recently in Hawaii and during the entire
St. Croix and Gulf of Mexico operations, the zero-flow flowmeter reading
was measured only at the commencement of the biofouling experiment. To
analyze these cases the PNL uncertainty routine used an analytically
derived value for the flowmster voltage drift (DRFVFM).

The curve fit coefficients generated in the program HTAU also present
a possible source of error. The optimal treatment of this problem would
be to calculate the uncertainty in each individual coefficient, but this
is quite unwieldy for a third-order equation. Instead, the total uncer-
tainty is assigned to one parameter (AFIT) and is estimated from the
curve fit root mean square deviation calculated in HTAU.

18



Uncertainties for the thermistor and flowmeter calibration coefficient
variables are evaluated by analyzing the original calibration data for each
experimental unit. A ccmputer curve-fitting routine determines the slope
and intercept for the thermistor relation and the uncertainty in each
(ATHS, ATHI) as well as the magnitude and uncertainty (aAVQ) of the flow-
meter calibration coefficient. In each case the uncertainty is assigned a
value of twice the standard deviation of the curve fit coefficients.

The remaining primary sources of uncertainty associated with the data
analysis procedure result from the corrections and normalizations of the
calculated heat transfer conductance. CMU predicts an uncertainty in the
air side convection and tube wall conduction heat loss corrections of 10%.
This value was deemed reasonable for tube wall conduction losses and was
used in the PNL uncertainty analysis (ERWLS). The air side heat losses
result from free convection and an uncertainty of 10% seems unrealistically
low in this case. One source in the heat transfer 11terature(5) estimates
that free convection coefficients can be estimated with an accuracy no
better than 20%, so it is unlikely that the total correction has an
uncertainty less than 25%. Because the air side correction is so small
(¥ 1%) the difference in its uncertainty between 10% and 25% is largely
insignificant. Nevertheless, the PNL uncertainty analysis uses the 25%
figure (ERAIR).

The temperature normalization equation used in KHTCOEF was obtained
from Baumeister and Marks' Standard Handbook for Mechancial Engineers.

[t appears in this source without documentation so it was impossible to
accurately predict the associated uncertainty. In light of this, a con-
servative value of 1% uncertainty has been used (ERNOR). The final cal-
culation in HTCOEF involves a normalization of the calculated heat trans-
fer conductance to conform to the nominal flow velocity of the unit being
analyzed. This is accomplished by using the slope (HRSLPE) of a 1/h
versus 1/VO'8 curve calculated for the pertinent unit from previous data.
The uncertainty in this slope (AHRS) used in the error analysis was also
obtained from these curves.

19



Each of the primary uncertainties discussed in this section was
estimated as accurately as possible based on design data for the CMU
biofouling device. An effort was made to ensure that the PNL uncertainty
subroutine can be easily modified to incorporate changes in the CMU
design. Unit-dependent uncertainties (aTHI, aTHS, aAVO, AFIT, and aHRS)
are specified in the unit data subroutine, LKTBLE. General uncertainties
associated with system electronics (DRFVTH, DRFVFM) and correction and
normalization calculations (ERWLS, ERAIR, ERNOR) are specified in FORTRAN
DATA statements in the PNL uncertainty analysis subroutine, ERROR. In
this manner any of the primary uncertainties can be modified to apply to
alternative equipment configurations having different electronics, cali-
brations, or components.

5.3 UNCERTAINTY ANALYSIS ROUTINE

The actual procedure followed, and equations used, by the uncertainty
analysis will now be presented in some detail. The process is basically
as described in Steps 2 and 3 in the introduction to this section. The
effect of one variable on a subsequent result can be calculated by partial
differentiation of the latter quantity with respect to the former. For a
result which is a function of several independent variables, statistical
theory indicates that the total uncertainty can be approximated by the

(4)

square root of the sum of the individual effects. For example, for a

function A of three variables x, y, and z:

H

A=A (x, Yy, z)

J 1 ex|

3A oA
AA + %3} Ay§ + :SE Az: (3)
In the PNL routine this process is repeated for each intermediate

result so that the uncertainty in the final value of the heat transfer

conductance will reflect all of the primary variable uncertainties.
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The routine calculates uncertainties in a step-by-step process for nine
intermediate results:

1. thermopile voltage

2. water temperature

3. flow velocity

4, decay time constant

5. preliminary conductance coefficient

6. conductance coefficient after air side heat loss correction
7. conductance coefficient after tube wall heat loss correction
8. conductance coefficient after temperature normalization

9. conductance coefficient after velocity normalization.

5.3.1 Thermopile Voltage

The thermopile voltage data during the decay transient are adjusted
by a zero temperature difference value according to the relation

VTC = VTCX - VTCo

VTCo is calculated by averaging a specified number (NZERQ) of zero tem-
perature difference voltage values near the asymptotic end of the thermo-
pile decay curve. The CMU analysis program, HTCOEF calculates a mean
zero point voltage and a standard deviation of the zero point data
(STDZRO). Because the quantity of interest is the uncertainty in the
mean zero point, not the individual values, the PNL routine uses the
statistical definition of the standard deviation of the mean.(4) The
zero point voltage uncertainty can then be described as

STDZRO
AVTCo =2 X NZERD (4)

Analysis of numerous experimental data runs has indicated that water
temperature fluctuations cause a severe disturbance in thermopile voltages.
HTCOEF uses the STDZRO value for the uncertainty of arbitrary data points
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(VTCX) throughout the decay curve. This procedure is not precise because
the short window used in the zero point determination does not accurately
reflect the water temperature fluctuations over the entire r‘un.(a
Investigation of various data runs has shown that the fluctuation in
thermopile voltage is about one tenth of the corresponding fluctuation in
water temperature. Then (for a conversion constant of about 5660 mV/°C
and root mean square water temperature variation, STDTW) the uncertainty
in an arbitrary thermopile voltage point (AVTCX) can be expressed as

2 x 1/10 x 5660 x STDTW (5)

]

AVTC
X

The total thermopile voltage uncertainty is then

; 2 2
= / -
NTC =/ {AVTCX; + |- avTe (6)

5.3.2 MWater Temperature

HTCOEF calculates water temperatures according to the relation
TWATER = THINT + THSLP (0.001) VTH

The uncertainty in thermistor voltage (VTH) is composed of two parts,
random fluctuating errors and fixed bias errors. The contribution of
random errors is evaluated from the actual data. HTCOEF calculates a
standard deviation (STDTW) in the NPTAVE water temperature values taken
during the analysis window. This quantity is adjusted to reflect the
standard deviation in the mean (in the same manner as the mean thermopile
voltage) and converted to a voltage quantity

STDTW 1 (7)

STDVTH = X
JNPTAVE THSLP (0.001)

Twice this standard deviation is then added to the estimated thermistor
circuit long-term drift (DRFVTH) to obtain the total uncertainty in the
thermistor voltages:

AVTH = 2 x STDVTH + DRFVTH (8)

(a)

This problem will be discussed more fully in Section 7.1.
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Adding the effects of the calibration coefficient uncertainties, the
final water temperature uncertainty may be expressed as

/ 7 7 2
oTW = /{aTHI{ + [(0.001) VTH x oTHS| + |[THSLP (.001) aVvTH| (9)
5.3.3 Flow Rate

The volumetric fiow rate is calculated from the flowmeter voltage
data according to

VFM - VFM,
Y/ VEXCIT x FMAMP

Q = AVOLFM

where VFMO, VEXCIT, and FMAMP are the flowmeter zero flow voltage, bridge
excitation voltage, and amplification factor, respectively. The evaluation
of the flownmeter voltage uncertainty follows the same procedure used for
the thermistor voltages. Because of the gquadratic nature of the fiow rate
equation, the development is somewhat more complicated so only the final

expressions will be presented here:

2 x AVEFV x STDFV X 1
/NPTAVE ALINFM

STDVFM =

(10)

2
where

AVEFV - average flow velocity

STDFV - standard deviation of the NPTAVE flow rate
values taken during the analysis window

ALINFM - flowmeter calibration coefficient (AVOLFM)
converted to velocity terms.

AVFM = 2 x STDVFM + DRFVFM (11)
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Uncertainties in the measured values of VFMO, VEXCIT, and FMAMP are
negligible relative to the other terms in the flow rate equation. The
overall flow rate uncertainty is then

T Y. AVOLFH v
sQ =/ {ROCL x AVOL + 2 | smervrrc T X AV
VWM - VFN, (12)

RDCL =

v VEXCITxFMAMP

To convert flow rate and flow rate uncertainties to velocity terms,

.4
0 0852_ . Q

= TUBETD

FV

AFV = /0.4085 2 (13)
R
v/ ‘TUBETD
At this point subroutine ERROR has completed the uncertainty analysis
of the three major data inputs. The task remaining is to determine how

these intermediate uncertainties affect the time constant and conductance
coefficient.

£.3.4 Time Constant

The subroutine LINFIT in HTCOEF calculates an uncertainty (SIGMAB)
in the thermopile decay slope (B) which is directly proportional to the
standard deviation of the thermopile zero point (STDZRO). For the PNL
uncertainty analysis it is necessary to reevaluate the uncertainty in the
slope based on the revised thermopile voltage uncertainty, aVTC. Because
of the direct proportionality this is easily accomplished by

4B = (aVTC/STDZRO) SIGMAB (14)

Since the time constant is equal to the inverse of the slope, its uncer-

tainty can be expressed as
sTAU = /14812 (15)
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5.3.5 Conductance Coefficient

The next step in the data reduction procedure is to calculate a heat
transfer conductance from the measured time constant and curve fit coef-
ficients from HTAU:

Hy = exp [a + b (in TAU) + ¢ (zn TAU)® + d(an TA0) %]
Following the discussion in Section 5.2, all of the uncertainty in the

curve fitting routine will be assigned to the parameter AFIT and the total

uncertainty will be

2

AH1 . /7§exp[a+ b (enTAU)+c(anTAU) "+ d(QnTAU)3] . [b-+2c(1nTAU)+3d(2nTAU)2]-

-(1/TAU) aTAU} + {aFIT]? ~ (16)

5.3.6 Air Side Heat Loss Correction

Correction for H due to air side heat Toss is accomplished by
H, = H

2 1 )
For ERAIR as described in Section 5.2,

(- Ry

AR e T ERAIR x Rai

ai r
2 2 1y
aH, _ // F(1-R ;) sH S+ L (Hy) 2Ry (17)
5.3.7 Tube Wall Heat Loss Correction
The tube wall correction is handled in the same manner:
H3 = Hy (1 - RwaTTs)
ARwaHs = ERULS x Rwa]Ts
_/ 2 2
AH3 =/ 3(1 - RwaTTs) AHZ} * {(-HZ) ARwa1ls§ (18)
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5.3.8 Temperature Normalization

The temperature normalization of the conductance coefficient to 70°F
is accomplished by the equation

1 +0.012 (70)

H 3 T 0012 (1)

= H

4

Because the water temperature has been calculated on the Centigrade scale
and the normalization equation is in Fahrenheit units a conversion must
be made:

T . 1.8 TWATER + 32

Fa

ATFar = 1.8 x ATW

The uncertainty in the normalization procedure has been assigned to the
variable ERNOR, as described in Section 5.2 so the overall uncertainty
can be calculated from

ANOR = ERNOR x H

4
M+ 0.012 (70 2
My =/ {[1 ¥0.012 (TFir)] AH3}
_ 7 7
+ (H, [1+0.012(70)] (.012
{ 3 E1 0 012§(T)] §]2 | ATFar} ' {ANOR} o)
) Far

5.3.9 Velocity Normalization

The final step is to normalize the heat transfer conductance for the

unit's nominal velocity, V This is done by the equation

nom’
1

0 =—:{ - HRSLPE 1
-
5 g ~0-8 0.8

v
nom

The uncertainty calculation is accomplished in two steps:

2 2
- L U ) (g - 018>AHRS ¢ JHRSLPE (0.8) 1ey12 (59)
5/ 4, 08 0 Pyl

nom

Il—-‘
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AR
He = HE (o - (21)
o /{5<AH5>5

The PNL uncertainty analysis for a single data run is now complete.
This procedure is repeated for each run in a data set and an average

conductance coefficient is calculated according to a weighted averaging
process,

H
3 )
Havg = (aH) (22)

1
P TeM)*
This calculation is accomplished in the subroutine ERRES.

A 1isting of the two subroutines (ERROR and ERRES) containing the
PNL uncertainty analysis, and the CMU data reduction code as it was
modified to include them, appears in Appendix A.

27







6.0 RESULTS

The PNL uncertainty routine was used to analyze 15 data sets, five
each from the Keahole Point, Hawaii; St. Croix, Virgin Islands; and Gulf
of Mexico tugboat operations. Final results for these cases appear in
Appendix B with the range of values calculated for each data set summar-
ized in Table 1.

TABLE 1. Conductance Coefficient and Conductance
Coefficient Uncertainty Variation

Data Set H AH/H
Description Btu/hr-ft2-°F (%)

Keahole Point

3/23/77 - Unit A 1019 to 1063 +1.9 to #5.2
3/30/77 - Unit A 977 to 1006 +1.9 to 2.0
5/02/77 - Unit B 523 to 54¢ +1.3 to +2.8
3/08/77 - Unit C 1116 to 1130 1.1 to 1.4
3/16/77 - Unit C 1105 to 1149 +1.1 to 2.1
St. Croix
7/24/77 - Unit 1 1093 to 1146 +2.8 to 5.9
7/30/77 - Unit 1 1011 to 1179 £2.9 to +7.5
8/05/77 - Unit 1 1070 to 1158 +2.9 to 6.8
8/17/77 - Unit 1 1026 to 1161 +2.1 to *48.5
89/26/77 - Unit 1 845 to 883 +1.4 to +4.0
Gulf of Mexico
11/14/77 - Unit 1 847 to 928 4.7 to 8.2
11/20/77 - Unit 1 967 to 1904 £7.9 to #59.7
11/21/77 - Unit 2 505 to 558 +5.9 to x10.6
12/05/77 - Unit 2 445 to 740 +9.6 to #26.2
12/08/77 - Unit 2 471 to 625 +7.8 to +18.4

The results indicate that the conductance coefficient uncertainties
for individual runs often varied considerably during the course of an
experiment. Figure 2 demonstrates the extent of this variation by show-
ing the frequency distribution of estimated uncertainties for each oper-
ation.
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The CMU data reduction code and PNL uncertainty routine calculate
conductance coefficients and conductance coefficient uncertainties.
However, the CMU device is routinely used to determine biofouling and
corrosion rates over long periods of time. In this application a deriv-
ative quantity, the fouling factor, is significant. This parameter is
equal to the thermal resistance of the deposited biofouling layer and

can be calculated from
1 1

H
0

=

In this equation H is the calculated mean conductance coefficient for a
data set and HO is the calculated mean conductance coefficient for the
first data set of an experiment, representing the heat transfer charac-
teristics of the tube for "clean" conditions.

It would be informative to use the conductance coefficient uncer-
tainties predicted by the PNL code to estimate the uncertainties which
could be expected when determining fouling factor values. However, a
fouling factor is calculated based on the mean conductance coefficient
for a data set and the PNL routine does not predict uncertainties for
the mean coefficient.(a) While PNL is not aware of a valid technfque
for assigning an uncertainty to the mean conductance coefficient, an
attempt has been made to determine an average uncertainty which could be
considered representative for each data set.(b) These values and the
corresponding estimated fouling factor uncertainties appear in Table 2.

(a)
(b)

The reasons for this will be discussed in Section 7.3.

The representative conductance coefficient uncertainty was obtained
in the following manner:

—_—

oo = 2L 1645 p(H - )

v n-1

This relationship estimates a value which could be expected to be
greater than or equal to 95% of the individual run conductance coef-
ficient uncertainties if the runs in a data set were repeated without
bound under similar operating conditions. It should be emphasized
that this quantity is intended as a representative value of the uncer-
tainties calculated for a data set and not as an uncertainty in the
mean conductance coefficient.

31



It should be noted that it is not possible to calculate a fouling
factor or fouling factor uncertainty from one data set. Therefore, the
fouling factors presented in Table 2 are based on additional data(a) from
the three biofouling experiments. The representative fouling factor un-
certainties were estimated by assuming equivalent uncertainties for the
corresponding clean tube average conductance coefficients. Also, it
should be realized that because of the definition of thermal resistance,
only positive values of the fouling factor are meaningful. The negative
values appearing in Table 2 are a result of excessive data scatter and
should not be regarded rigorously.

TABLE 2. Representative Conductance Coefficient
and Fouling Factor Uncertainties

Data Set H AR! Rf ARF'
Description  Btu/hr-ft2-°F Btu/hr-ft2-°F hr-ft2-°F/Btu hr-ft2-°F/Btu

Keahole Point

3/23/77-Unit A 1028 + 47 0.00009 +0. 00005
3/30/77-Unit A 980 + 19 0.00014 +0.00003
5/02/77-Unit B 538 + 12 0.00039 +0.00006
3/08/77-Unit C 1119 + 15 0.00003 +0.00002
3/16/77-Unit C 1117 + 21 0.00003 +0.00002
St. Croix

7/24/77-Unit 1 1116 + 79 0.00004 +0.00009
7/30/77-Unit 1 1109 + 79 0.00005 +0.00009
8/05/77-Unit 1 1108 + 65 0.00005 +0.00008
8/17/77-Unit 1 1149 +299 0.00002 +0.00032
9/26/77-Unit 1 867 + 33 0.00030 +0.00006
Gulf of Mexico

11/14/77-Unit 1 881 73 0.00001 +0.00013
11/20/77-Unit 1 1091 823 -0.00021 +0.00098
11/21/77-Unit 2 529 54 -0.00018 +0.00027
12/05/77-Unit 2 485 164 -0.00001 +0.00099
12/G8/77-Unit 2 502 100 -0.00007 +0. 00056

(a)

Specifically, first day "clean" tube average conductance coefficient
results.
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7.0 DATA REDUCTION AND UNCERTAINTY ANALYSIS PROCEDURE LIMITATIONS

Under favorable operating conditions, the Carnegie-Mellon University
biofouling apparatus and data reduction routine represents a precise
technique for determining the heat transfer properties in proposed CTEC
heat exchanger tubes. The PNL uncertainty analysis subroutine provides
rational estimates of the measurement and computational uncertainties.
However, certain Timiting considerations affecting both of these proce-
dures should be recognized.

7.1 WATER TEMPERATURE FLUCTUATIONS

Abrupt fluctuations in the ambient seawater temperature represented a
major source of uncertainty in the Hawaii results. The problem is caused
Jointly by nonideal operating conditions and basic system design. It
occurs because of nonidentical thermal time constants in the apparatus
reference and heater cylinders. This "tuning" problem causes ambient
water temperature fluctuations during a data run to noticeably alter the
thermopile voltage output. Analysis of sample data runs indicates that
a 0.1°C variation in water temperature causes a 60 to 70-mV deviation in
thermopile output. Figure 3 illustrates this effect for one sample run
from the Keahole Point, Hawaii unit.

The tuning problem affects the thermopile output during the entire
decay curve but it is especially troublesome at the end of the decay for
two reasons. First, the voltage outputs at the end of a run are much
smaller and a constant voltage deviation represents a significantly
greater percentage error. Second, the points near the end are used tc
establish the zero point for adjusting all of the thermopile voltage data,
so the effect of any deviation is doubled. The magnitude of this consid-
eration can be seen by looking at the zero points for a sample data set.
For the 16 runs from the May 2, 1977 Keahole Point data, the zero point
varied from 145 to 239 mV for a range of 94 mV. Theoretical analysis of
the system components indicated that the random variation from electronic
sources should have been only 5 mV.
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This problem presents difficulties, not only in establishing an
appropriate mean thermopile zero-point, but also in estimating the uncer-
tainty of the thermopile voltage data. As mentioned in Subsection 5.3.1,
the CMU data reduction code HTCOEF uses the standard deviation (STDZRO)
of the values in the asymptotic window as the uncertainty for the thermo-
pile data. Figure 3 shows that this value is not necessarily a realistic

estimate for the overall thermopile voltage data variation.

7.2 FLOW RATE FLUCTUATIONS

Fluctuations in flow rate also present a source of uncertainty caused
by nonideal operating conditions and the failure of the biofouling appara-
tus to compensate for them. Flow variations caused excessively high
uncertainties during portions of the Gulf of Mexico tugboat operation and
looms as a potential problem in any surface-based experiment.

Wave action near the surface can cause rapid variations of flow rate
in the sample tube. If the flowmeter does not accurately record these
fluctuations, it will be impossible to calculate an appropriate average
flow rate, and severe errors will arise when the conductance coefficient
is velocity normalized. This occurrence is effectively demonstrated by
the Gulf of Mexico data set shown in Figure 4. As can be seen, the con-
ductance coefficient results before velocity normalization were quite
stable. This fact indicates that the flow rate did not oscillate suffi-
ciently to impair the ability of the device to determine a conductance
coefficient with a high precision. Rather, it was the failure of the
flowmeter to allow the determination of the correct average flow rate
that introduced the significant errors.

7.3 HTCOEF UNCERTAINTY PREDICTIONS

When each of the 16 runs from a standard data set has been analyzed,
the CMU computer code calculates an average conductance coefficient and
an associated error. The method for calculating the error is based on
the statistical definition of the uncertainty in the sample mean. It
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yields a value equal to the standard deviation of the individual data
points divided by the square root of the number of points taken:

8= ST

According to this approach, the uncertainty of an experimental device
can be reduced without bound by taking a number of readings and averaging
the results.

This method is not entirely correct. Taking additional readings will
reduce the uncertainty in the calculated mean; however, this value may or
may not be the true value of the parent population mean. If only random
errors are present in the system and sufficient data points are taken to
approach a normal error distribution, the calculated mean will, indeed,
approach the true value and the reduced uncertainty will be correct.
However, there will always be fixed errors in the apparatus and data
reduction procedure which cannot be eliminated by averaging, and the
statistical uncertainty in the mean approach will not be valid.

The PNL uncertainty analysis does not utilize this method and, in
fact, does not attempt to assign an uncertainty to the data set's average
conductance coefficient at a]T. Uncertainty estimates are presented for
each individual run. They are then used as a weighting factor for the
individual data points and a weighted average heat transfer conductance
for the group is calculated.

The three Timitations just discussed are inherent in the CMU apparatus
or computational procedure. Although the PNL uncertainty analysis cannot
correct for them, it does estimate the effects of the first two limitations
and provides alternative results for the third. The following Timitations
are of a different nature. They represent factors fundamental to the
apparatus design or operation and outside the scope of the PNL uncertainty
analysis.
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7.4 THERMAL ENTRY EFFECTS

One possible cause of error resulting from a characteristic of the
CliU design is thermal boundary layer entrance effects in the copper heater
cylinder. Because a thermal boundary layer is developing in the cylinder,
the local convective heat transfer coefficient (hx) changes along the
length of the cylinder. Figure 5 shows this behavior qualitatively as a
function of axial distance in the cylinder (x) and normalized by the fully
developed coefficient (h_).

X —

FIGURE 5. Convective Heat Transfer Coefficient in a Thermal Entry Region

At the a§1a1 location of the thermopile, hX is approximately 10% higher
than hw(b) and this ratio will remain constant even as biofouling develops.
As a first approximation then, the calculated value of the fouling factor
will be approximately 10% less than the fouling factor for a fully devel-
oped boundary layer.
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Actually, the problem is more complex. The CMU device determines
the local value of the overall thermal conductance between the sample
tube and the seawater flowing through it. The local (HX) and fully
developed (Hm) values of tne combined conductance can be expressed as

and the ratio of these two quantities as
HX hX <1 +h, Rf>
T A\ T (23)
H~h_\1+ ny Rf

Because hx/hm is constant with respect to time for a given axial location,
the ratio of HX/Hm will decrease as biofouling accumulatés. This behavior
is illustrated in Figure 6.

TIME

X =

FIGURE 6. Overall Conductance Cocefficient in a Thermal
Entry Region as a Function of Time
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Therefore, as a test progresses, the local conductance determined by the
CMU device and the fully developed conductance, which is the quantity of
interest, will both change due to biofouling but they will not change at
the same rate.

In summary, the location of the thermopile in an entry region will
cause the calculated fouling factor to be consistently lower than the true
value. Further, the amount by which the calculated fouling factor differs
from the true value will change as a function of time. Because both the
CMU data reduction code and PNL uncertainty analysis analyze a group of
data from one data set only, it is not possible to correct for this effect
or estimate its uncertainty in either code.

7.5 APPARATUS FAILURES

At least three other possible design-related failures fall outside
the scope of both the CMU and PNL codes. Repeated heating and cooling of
the copper heater cylinder or other mechanical deviations could cause the
cylinder-to-tube contact resistance to change. This variation would show
up directly in the calculated heat transfer conductance. Biofouling or
corrosion of the flowmeter element would affect the accuracy of the flow
rate measurement. Although this would only indirectly affect the con-
ductance coefficient in the velocity normalization procedure, it could
still significantly infiuence the results. Finally, under current oper-
ating procedures it is not possible to monitor the flowmeter circuit
electronic drift by recording zero-flow voltage readings on a reqular
basis. The PNL uncertainty routine includes the estimated effect of long-
term drift under normal conditions but cannot account for serious mal-
functions.

7.6 DESIGN IMPROVEMENTS

Under the proper conditions, the CMU biofouling device and data
reduction code, coupled with the PNL uncertainty analysis, provide a
highly accurate method for determining the thermal resistance coefficients
of biological fouling and estimating their uncertainty. However, the
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limitations presented in this section suggest certain aspects of the
design which might represent potential areas for improvement.

Two of the limitations discussed concern the configuration of the
copper heater and reference cylinders. It might prove beneficial to
modify the heater cylinder so that the overall conductance coefficient
could be measured at a Tocation with a fully developed thermal boundary
layer. Also, it would be desirable to minimize the water temperature
fluctuation problem by matching the thermal time constants of the two
cylinders. Making the cylinders more the same size and using identical
installation procedures for the thermopile junctions in each cylinder
would help achieve this aim.

The flow measurement procedure resulted in at least three limitations.
An alternative flowmeter (or related electronics circuit) might reduce the
excessive random fluctuation of the flowmeter voltage signal that can be
induced by rapid water flow rate fluctuations. It might also make it
possible to have fewer mechanical elements in the flow stream and there-
fore be less susceptible to biofouling and corrosion. Finally, it would
be advantageous for the flow measurement procedure to permit regular
monitoring of the flowmeter zero-flow voltage without disturbing the
hydrodynamic conditions.

It is difficult to suggest a design improvement that would eliminate
the uncertainty associated with the cylinder-to-tube contact resistance.
Therefore, PNL recommends convective coefficient versus velocity testing
(Wilson plots) for each experimental unit at the start and conclusion of
a biofouling experiment. These data can be extrapolated to estimate the
contact resistance and would reveal any variation during the course of
an experiment.

Each of the suggestions discussed here was an inherent result of the
uncertainty analysis conducted at PNL and does not reflect an extensive
examination of the CMU biofouling measurement device. They are intended
as considerations which should be investigated more fully in the aim of
effecting meaningful improvements in the biofouling device.
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APPENDIX A

CMU DATA REDUCTION CODE AND
PNL UNCERTAINTY ANALYSIS ROUTINE

Appendix A contains a listing of the CMU data reduction code, HTCOEF
(p. A-2) with the PNL uncertainty analysis subroutines, ERROR (p. A-20)
and ERRES (p. A-23). No changes were made in the logic of HTCOEF although
some of the subroutine call statements and common specifications were
slightly modified in order to accommodate the uncertainty routine. The
listing presents the code in the format used to analyze the Keahole Point,
Hawaii data on a CDC CYBER 6600 computer.
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T64/7% CPTax} FTIN &4,5¢%}¢ 0¢/14/78

PROGRAM HTCOEF (INPUT OUTPUT TAPESSINPUT, TAPE6aOUTFUT)

I Y L R R R R P  E R R R R R A R R R R R R R Y P P I R R A R R Y I R N
ORDER OF DATA CARDS FOR EACH SET OF DATa

ISLT UNIT SELECTED FOR ANALYSIS

TITLE LOCATION, DATE OF DATA, DESCRIPTION OF UNIT FOR ANALYSIS

LABEL IOENTIFICATION OF HEAT EXCHANGER TUBE (2044)

NPRELM NUMBER OF THERMOCOUPLE POINTS TAKEN BEFORE HEAT IS CUT (I3)

VFMZIRO FLOW METER VOLTAGE READING WITH NO FLOW (MV)

ICHAN(I) +IDATA (1) CHANNEL NUMBER AND THERMOCOUPLE, THERMISTOR, OR FL
METER DATA  (I1plXyIl6sT(1X,1141X4186)
END OF DATA SLT 1s RECORDED AS AN ICHAN VALUE oF 9
AN IDATA VALUt 0F 99999,

“t“c"“““".‘.-“tttt.“."U-‘ca.o.-tti-lt"‘!".!ot.‘..‘.‘-‘.‘

T A L L I N N L LT IR Ty oo

VALUES FOR THE FOLLOWING VARIABLZS ARE MADE AvAILABL: IN THE MAIN PRO

TIMIyL TIME INTERVAL BETWEEN SUCCESSIVE PIECES OF DATAs FOR EXAMPLE
THERMOFILE DATA ARE TAKEN AT T«0 SEC, THERMISTOR DATA AT T=2 5
ANO FLLOW METER DATA AT T=4 S&Cy THEN TIMIVL®2+0 SEC,

NZERO HUMBER OF THERMOPILE DATA POINTS AT TME END OF THE DECAY WHICH
USED IN CALCULATING THE ZERO POINT FOR THE THERMOPILE AS WeLLi
ESTIMATING A GONSTANT IN THE: WEIGHTING OF: THE DECAY DATA FOR T
OF TAU,

TMININ TIME (MEASURED AFTER HEAT HAS BEEN CUT) WHICH MARKS THE BEGIN
OF THE ANALYSIS WINDCW FOR FITTING TAU, ]

AINDOW NUMBER OF TIME CONSTANTS AFTER THMININ DURING WHICH THE THER40
DECAY IS TO BE ANALYZED TO EXTRACT A TaU.

NPCARD NUMBER OF DATa POINTS PER CARD,

RADI 172 OD OF HEATER CYLINDERS (1N),

HAIR CONVECTIVE COEFFICIENT FOR CYLINDER HEAT LOSS TO AlR.

AKCYL THERMAL CONDUCTIVITY OF HEATER CYLINDERS (BTU/MR FT F),

ALENGTH LENGTH OF HEATER CYLINOER 3ET (INy,

FMaMP  FLOWMETER aMPLIFICATION FACTOR,

“.““‘.‘"“.""““““.““‘O““““‘Q“‘.“““'"“..“".“

tun.i.‘t."tt..-‘"““.‘.‘““‘t“““““"“““'-.'.“lttttt..‘.
VALUES FOR THE FOLLOWING UNIT DEPENDENTY vanaBLEs ARE MADE. AVAILABLE!
IN THE SUHROUTINE LKTBLE

THINT INTERCEPT IN CENTIGRADE DEGREES OF THE THERMISTOR CALIBRATION
(TWATER(1)aTHINT«THSLP*VTH(]))

THSLP SLUPE OF THERMISTOR CALIBRATION CURVE ABOVE.,

VEXCIT EXCITATION VOLTAGE IN VOLTS OF RAMAPO FLOW METER STRAIN GAUGE
LVOLFM CALIBRATION CONSTANT OF RAMAPO FLOW METER FOR USE IN CALIBRAT
EQUATION FLOW(GaL/MIN) =aVOLFM#SQRT ( (VFMeVFMZRO)/VEXCIT)

TUREID IU OF MEAT EXCHANGER TubBk (IN),

HINTR IHTERCEPY ON OROINATE AXIS IN 1/H VERSUS 1/Vs*0,8 PLOT,

ACCN, 3CCNy CCCNy DCCN COEFFICIENTS IN THE RELATION WHICH CONVERTS T
H ACCORDING TO A TwC-CYLIN R MOOEL WITH NO AlIR, WALL. OR INTE
CORRECTIONS, WITH TAU IN SECONDS AND H IN BTU/HR FT#s2 F, THE
RELATION IS
EN{H) SACCN+BCCN# (LN(TAU) ) ¢CCCNe (LN (TAU) ) #»2+DCCN* (LN(TAU) ) w53,

RALY 172 ID OF TUBE (IN),

RAD2 1/2 0D OF TUBE (IN),
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OO0

a0

TasT4  0PTs] FTN 4,5e41% 0¢/14/18

AKTUBE THERMAL CONDUCTIVITY CF TUSE (8TU/HR FT F).

TTHWLL WALL THICKNESS OF THINSWALLED SECTION OF THE TUBE (IN),
VNOM  NOMINAL FLOW VELOCITY IN TU3E (FT/SEC),

R5PE SLOPE IN 1/H VERSUS l/ves0,8 pPLOT,

I PR P PR A I R R A N R R R R E R R RN R R R R S R P PR R I RS R R PR R YR Y B X

DIMENSION LABEL(20)

DIMENSION ICHAN(330)+IDATA(330)4TTC(110),VTC(110)VTCSHF(110])
DIMENSION TTH(IL10) 3 VTH(LL10) o TTHSHF (110} yVTHSHF (110)

DIMENSION TFM(110),vFM({10) 4TFUSHF (110),vFMSHF (119)

DIMENSION X(110)+Y(110)+SIGMAY (110} sCHISQR(110) Wl (}10)
DIMENSION DIFF(110)YFIT (110}

DIMENSION TWATER(110),FLOVEL(110)

COMMON ICHANYIDATAGTTC)VTCyVICSHF s TTHIVTH TTHSHF » YTHSHF y TFMy VF My
C TFMSHF » VFMSHF'XoYoSIGMAYnCHISQR WTy DIFF’YPITvTNATER.FLoVEL
COMMON /RLK27/ TITLE(2D)

COMMON /BLKB/ THINT,THSLP,VEXCIT)AVOLFM,ACCN,BCCNICCCN)DCCN,

C DLTYTHI, DLTTHSoULTAVOoULTHRSoDLTFXT

SRS s PSRBT SSERRNISE PSSP ER SNt sbsdsnbybstenstiptan

DATA TIMIVL/2,0/9NZERO/15/4TMININ/10,0/yWINDOW/ 1.0/ yNPCARD/B/
DATA RAD3/1,50/,RHALR/1,57/,AKCYL/228,/4ALNGTH/12, 0/.FMAMP/1987 /

““‘“.1“"‘.-“.-.‘0““"!‘-“‘-““.““‘..“-“‘-“““t"‘.‘.

FEAD (3,499) ISLT

499 FORMATIIY)

READ (99498) TITLE

498 FORMAT (20A%)

Call LKTBLE (ISLT4RAD]1 +RAD2yAKTUBE TTHWLLyHINTR,TUBEID)
ISETa0
1 CONTINUE
ISET31ISETe]
READ(59505) LABEL
IF(EOF{5)) 999,506
505 FOR4AT (20A4)
506 READ(5¢525) NPRELM
525 FORMATI(I3)
READ (9,526) VFMZRO

526 FORMAT(F10,0)

C
c
c

READ ANU COUNT DATA POINTS FOR THIS SET (ASSUMES NPCARD DATA POINTS/C

ICARD=Y
100 CHONTINUE
1CARD=1CARD]
1REGIN={JCARD=1) «NPCARD ]
IEMND=IHEGINCNPCARD -]
REAT194530) (ICHAN(L)IDATA(L),1=1BE0IN,IEND)
S30 FORUAT(JloelXel6eT(lxsIlslXe16))
no 198 I=zIREOGIMN, IEND
IFCTCHAN(D) EQ, 9 AND S IDATALT) 4 22.9599Y) GO T0 1)0
WPOTNT a1
165 Loty iNUE
s 70 oo
110 Comrlnug
Lk [T (D)) ISET
SO0 P AT (Il DX 0t CETN, I3/, 2 iy Heavay waam ety /)



PROGRAM MTCOEF T4/74 oPT=]

OO0

OQOOHOHO

OO0

605

FORMAT (20X ,20A4)
WRITE(8,625) TIMIVL

FTN 4,5¢414 0e/14/78

625 FORMAT(25X,nTIME BETWEEN SUCCESSIVE VOLTAGE READINGS a",F7,2,

630
635
640

645

In SECONDSH)
WRITE(8,630) NPRELM

FORMAT (25X, #NUMBER OF V(TC)

WRITE(69635) NPOINT

POINTS TAKEN BEFORE HEAT IS CUT en,13)

FORMAT(//99XsNTOTAL NUMBER OF POINTS IN THIS DATA SET =usl4)

WRITE(6¢640)

FORMAT(/41X99 (IXs"ICHAN IDATAN),/)
WRITE(69645) (ICHAN(I) +IDATA(I) s IalsNPOINT)

FORMAT(9(IB8,16))

BEGIN aNALYSIS WITH THE FIRST OCCURRENCE OF CHANNEL 0, (BLANKS CAN A

ON

112

Fi

115

LEFT OF FIRST DATA CARD) ,

[0
Inlel

IF{ICHAN({T) NE,0) GO TO 112

IBEGIN®]

LL THE {REAL) VTC, VTH, AND VFM ARRAYS BEGINNING WITH THE ZEROQO TIME
{SKIP INITIAL STEADY STATE POINTS), THE FOLLONING CODE ASSUMES THE D
POINTS ARE NOW IN PROPER SEQUENCE (0y142)

JREGINaIBEGIN+3» (NPRELM=])
17Cad

ITH'U

IFMay

D0 118 JuJBEGINSNPOINT
IDIRCTAICHANTY) #)

6o TO {115,116,117),IDIRCT
ITCIIYCOI
TTC(ITC) 8 (J=JBEGIN) sTIMIVL
VIC(ITC)s~IDATA(Y)

GO 70 118

ITHaITHs

VTH(ITH) a=IDATA(J)
TTH(ITH) w (J=JBEGIN) ¢ TIMIVL
Gn TO 118 '
IFM:IFMOI

VFM(IFM) ==IDATA (J}
TFM(IFM) & (J=JBEGIN) « TIMIVL
CONTINUE

ITCENDSITC

ITHEND®ITH

IFMENDLFM

.

PRINTOUT OF DATA WHICH HAS BEEN SHIFTED TO BEGIN AT THE TIME WHEN THE

1S

cuT

WRITE(©98610) NPRELMy TIMIVL

610 FORMAT(//94Xo"PRINTOUT OF SHIFTED DATA WITH NPRELM =y 123»
1 »w AND TIMIVL =01,F5,14¥ SECONGS "y

612

WRITE(6,612) ITCEND
FORMAT (/736X s MCHANNEL 0 =
17 (SxsMTTCH EXyHYTCHy1X))

THERMOPILE {u,14," POINIS)#,/
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PROGRAM HTCOEF T4/74  OPTa) FTN 4,5¢41% 02/14/78

WRITE(89614) (TTCLI)4VTC{I)olslyITCEND)
61% FORMAT(T(FS,09F8,0))
WRITE(6,616) ITHEND
616 FORMAT(//14Xa"CHANNEL 1 « THERMISTOR (1,148 POINIS)H,/
1 TUSXaMTTHIGSX VTR 1X) 4/}
WRITE(6,614) (TTH({I},VTH{I},sI=1,ITHEND)
WRITE(89618) IFMEND
618 FORMAT(//94Xs"CHANNEL 2 « FLOW METER ({yJ&,it POINIS)",/
1 7{SKyMTFMI,SX HVFMU,1X) /)
WRITE(69614) (TFM(I) WVFM(L)IalyIFMEND)

DETERMINE THERMOCOUPLE Z2ERO«POINT aND ITS RMS OEVIATION TO BE USED
IN WEIGHTING FACTOR

OO OO0

1ZEROBFITCENDNZERN+]
1ZERCEaITCEND
SuMzR0=0,0
00 120 [a1ZEROBY 1ZEROE ‘
SUMZROASUMZRO+VTC ()
120 CONTINUE
VTCZROASUMZRO/NZERO
SUMVAR®0,0
D0 145 IalZEROR,IZEROE
SUMVARHSUHVARO(VTC(I)-VTCZRO)"Z
125 CONTINUE
VARZROaSUMVAR/(NZERO.;;
STDZRNASQRT(VARZRO)

ADJUSTING RAW DATA FOR ZERO POINT

OOND

0O 127 Isl,ITCEND
VTC({I)8VTC(I)=~VTCZRO
127 CONTINUE
WRITE(60650) NZEROVTCIRO
650 FORMAT(//920X9"ZERQ POINT FOR THAIS MEASUREMENT DETERMINED FROM THE
1 LASTmyl4enr THERMOPILE DATA POINTS anyF9,2)
WRITE{6+1655) STDZROyVARZRO
655 FORYAT (20X4"RMS DEVIATION FROM ZERQ POINT s",FB.21/,20X,
1 #VARIANCE (USED IN WEIGHTING OF "OATA FQR FIT) usF9,2)

(v KXo}

FITTING THE OATA OVER SPECIFIED TIME nWINDOWSH

[e]

D0 8BA IFITsl,2
GO 1O (122o123).IFIT
122 TMIy=«l,0
TMAXS=] 0
Go 10 128
123 TMINSTMININ
TMAX=TAIN+WINDOWSTAY

o]

IF(TMAX,GT,TMIN) GO TO 128
TMX3AVHTHAX
TMAXZTHIN
TMINSTHXSAY

128 COoNTINUE
MAXTIMaTTC(ITCEND)
IF(TMIN,GE JMAXTIM) TMINZel. 0
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PROGKAY HTCOEF 14,74  oPT=l FTM 4,5¢414 0e/14/18

IF(TMIN,GT,0.0) GO TO 130
TMIN®EO,0
LREGINY]
60 10 140

130 CONTINUE
DO 135 IslsITCEND
IF(TMINGGT,TTC(I)) GO TO 135
LBEGINSI o
GO TO lég

135 CONTINUE

140 CONTINUE
IF(TMAX(GE MAXTIM) TMAXa=],0
IFI{TMAX,GT,0,0) GO TO 145
TMAXZMAXTIM
LEND=ITCEND
NPTFITH_ END=LBEGIN+1
6o t0 150

145 CONTINUE
DO 147 lalLBEGIN,ITCEND
IF(TTCII) (L.T«TMAX) GO TO 147
LEND= =]
NPTFITaLEND=LBEGINS]
GO TO 1S0

147 CONTINUE

150 CONTINUE

c

C FILLING ARRAY WITH VARIABLES FROM TIME wWINDOWSH

C
DO 155 Is],NPTFIT
LalatGlNele]
X{I)ysTTC (L)
VTICSHF{T)aVTC{L)
TTHSHF (1) sTTR (L)
VTHSHF (T)aVTH (L)
TEMSHF (T )mTFM(L)
VFMSHF {T)aVvFM(L)
ARG1sABS (VTC (L))
IF(ARG1.LT40:001) ARGLl=m0,001
Y(I)=ALOG(ARGL)
ARGIZVTIC (L)
1F(ARGIEQ,0¢0) ARGI=,00]
SIGMAY{T1)=STOZRO/ARGI

155 CONTINUE
CALL LINFIT(XsYsSIGMAYINPTFITs1eA9SIGMAA,BySIGMABIR\WT9CHISGR,
1 cHITOT,»STD)
DO 157 Ial NPTFIT
YFIT(I)=AeBeX (1)
ARG23ABS(VTCSHF (1))
IF (ARG, T,0,001) ARG2=0,001
DIFF(IYaYFIT(1)-ALOG(ARG2)
157 CONTINUE ’

FITTED VARIABLES AND ERRORS TRANSFORMED TO VARIABLES OF THE PROBLEM A
THEIR ERRURS

s NeNeoXg]

~ Vo=EXP(A)
VOHTUHBEXP (A¢SIGMAA)
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PROGRAM HTCOEF Te/Te  OPTa] FIN 4,5¢4]4 0¢/14/78

OO0O00

OO0 00

VOLOWREXP {A=SIGMAA;
TAUz=1,0/3
TAUHI=®],0/{B+SIGMAB)
TAULOWS=],0/{B=SIGMAB) ‘
WINTAUS {TMAXeTMIN) /TAU
WRITE (64660) IFITLISET
660 FORWATl////'ZOXv"FIT"vI3|“ FOR DATA saru,;3./,
WRITE{9,605) LABEL
WRITE (68,665)

665 FORMAT{/»20Xs"FIT DATA (ADJUSTED FOR ZERO POINT) [0 STRAIGHT LINE
10F THE FORM YmA#BeX) WHEREM)/125XKeMX = Tuy/y25Xo"Y & LN(VTC(T) )"y
2/7925XsMA 3 | N(V(Ta0))'y/425Xe"3 = =1/TAyn

WRITE (54670} NPTFIT,TMIN, TMAX,WINTAU

670 FORMAT(/420X¢MONLY", 15, DATA POINTS WHICH SATISFY THE CRITERIA T,
16TenyFT4291 SEC JAND, ToLT, "ofB Zom SEC"./’eoXo"ARE INCLUDED IN TH
2€ Fll"-/.aox-"THIs WINDOW ISP F6,2,m TIME CONSTANTS WIBEM,

WRITE(61675) A,SIGMAA,BySIGMAB,CRITOTISTD IR

675 FORMAT(/y20Xe"RESULT OF THE FITHy/y25Xy1A wityF10,8y7Xe"SIGMAA &'y

1 F10,70/425X0"8 ot F10,7,7TXs"SIGMAB =" 4F10,7,/925X,
2 ncnisaR s"oFlo.a,/oZSXoHSTD a"-F14.ao/.zsx-nR aneFg,4)
WRITE (64680} VO,VOLOWIVORIGH

680 FORMAT(/,20Xy"0Ry IN TERMS OF VARIABLES OF THE PROUBLEMH,/,25X,

1 wv(Tu0) muyFB,199X,"ERROR R‘\NGE".FH l.u TOM, Fa.l)
WRITE (69685) TAUsTAULOWeTAUHI
685 FORMAT(25K,"TAU =#,FB,3912Xs"ERROR RANGENFB,3¢" TOMIFB,3y/)

CONVERTING THERMISTOR SIGNAL TO WATER TEMPERATURE (C) AND
FLOW METER SIGNAL YO FLOW VELOCITY 1FT/3€C),

SUMTW=0,0

SUMFV=0,0

QTOVZ0,4085/TUBE]D#s2
ALINFMaAVOLFMsSQRT (1,0/VEXCIT/FYAMP) #QTOYV
NPTAVESNPTFITw]
DO 160 Is]4NPTAVE
TWATER(I)BTHINTTHSLP® (0,001sVTHSHF (1))
SUMTWaSUMTWeTWATER(])
FLOVEL(I)mALINFM®SQRT (VFMSHF (1) «¥FMZRO)
SUMFVaSUMFV+FLOVEL(I)

160 CoNTINUE
AVETWsSUMTW/NPTAVE
AVEFVaSUMFV/NPTAVE

STANDARD DEVIATION OF WATER TEMPERATURE AND FLOwW VELOCITY OVER ANALYS
WINDOW

SUMSQTa0,0
SUMSQF=0,0
DO 165 IslyNPTAVE
SUMSRTASUMSQT+ (TWATER(I) wAVETW) 08?2
SUMSQF aSUMSQF ¢ (FLOVEL (I} wAVEFV)»e2
165 CONTINUE
STOTW=SGRT (SUMSGT/ (NPTAVE~1))
STD&VaSART (SUMSQF / (NPTAVE=1))
WRITE (Bye86)
686 FORMATI29X,"COMVERTED DATA DURING ANGLYSIS WINGCOW!,//,
TLOXG"TIME (SEC) ", 3X,WTHERMOPILE YOLTAGEN,]3X,nTIME (SECIM,




PROGRAM HTCOEF Té/T74  OPT=] FTN 6,5¢¢1% 0e/14/78

OO0

23X WWATER TEMP (L)% 13XeMTIME (SEC)"y3XynFLOW VELOCITY
3N(FT/SEC) "y /)
WRITE (696B7) (X(I)yVTCSHF (1) 9 TTHSHF (L) o TWATER(I) s TEMSHF (1),
1IFLOVEL (1) s ImloNPTAVE)
WRITE(696B87) (X(NPTFIT) sVTCSHF (NPTFIT))

687 FORMATIIXgF16,19F18,10F26,19F16,39F2%419F19,3)
WRITE (64688) AVETW,STDTH, AVEFv.sron

688 FORMAT(/410X+"AVERAGE WATER TEMPERATURE 1§%4FB8.3+" PLUS OR MINUSY
19F6,39 /) 10Xy "AVERAGE FLOW VELOCITY IS",F7,3,1 PLUS OR MINUSY",F6e3y
2//)

CCN CONVERTS TAU TO H, CORRECTS H FOR HEAT |OSSES TO THE AIR AND TO T
WALLSy AND NORMALIZES THE RESULT 10 70 F-

CaLL CCN(TAUYAVETW,AVEFV,HINTRyACCNIBCCN4CCCNyDCCNyAKTUBE
1 AKCYL'RADLyRAD2)RADIWHATRALNGTH, TTHWLL ¢ HCORNR¢HCORN)
wWRITE(6,690)
690 FORMAT{//92GXsWOETAILS OF FITH»//910Xs"POINTH11X?
1 WTIMEM, 7Xy"VTC (085 Hy3Xy m{NIVTC(08S))"y3X N N(VTC(FIT) )",
2 SX y"DIFFERENCEN,IX ¢ "WEIGHTNy IX 4 WCHISQRNI, /)
WRITE(64695) (19X (I)yVTCSHF (I3 oY (I1aYFIT(1) 4 DIFF (1) 4 WT{I),
1 CHISQR([) 2131 WNPTFIT)
695 FORMAT(11547E1S,5)
888 CONTINUE
CALL: ERRQOR(ISET)STDZRO+8BySIGMAByTAUIAVETWAVEFVsSTOTW,STOFV,
c QTOVyALINFMyHCORNINZERQyNPTAVE y FMAMP)
CALL STORE (ISET.AvETw.STnTH.AVEFv STOFV, TAUyHCORNR HCORNyCHITOT)
60 10 1
999 CONTINUE
WRITE (6s700 ) ISLT

700 FORMAT (1ALls"ISLT 3"y139/)

WRITE (6,701

)
701 FORMAT (X WTHE GEOMETRICAL DETAILS OF THE EXPT, UNIT ARE AS BELOW

lu./)
WRITE (64702) RADLyRAD2+RADIvALNGTHY TTHHLL

702 FORMAT (1X9"RADLatyF10,5¢/+1%X¢/"RAD22"yF10,5,/41Xy

1MRAD3IBNyF 10450/ 1x."ALNGTH-"oF10.5./- 1x."TTHNLL-"oFlo.5|//)
WRITE (6,703)

703 FORMATtlx.HSOME OF THE PHYSICAL PRQOPERTIES OF THE EXPT, UNIT ARE

145 BELOW",y/)
WRITE (64704) AKTUBE,AKCYLyHAIR

704  FORMAT (1X,MAKTUBES",F10,5¢/91Xs"AKCYLRN,F10,5¢/03X,

I"HATR=",F10,5¢//)
WRITE (6,705)

705 FORMAT (1XxywSOME OF THE CALIBRATION CONSTANTS FOR THE EXPT, UNIT AR

1€ AS BELOWY,/)
WRITE (6,706) THINTTHSLPyAVOLFMyVEXCIT,ACCNyBCCNICCCNYDCCNy
1HINTR

T06 FORMAT{1Xa"THINTa ,F10454/9 JXa"THSLPa"yF10,54//91%s

1MAVOLFMEN  F 10450 /91Xy "WEXCITaN,Fi0,5//,1X,

2wACCNa't,Fl0, GO/DIX."BLCNE"'FID bi/,lX!”CLCN:".FlOvb /e lXeDCCNuxity
3F10.09¢/7/4 1 X "HINTR=!",F10, Se/7)

CALL RESULT

CaLL ERRES

STOP

END
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SUBROUTINE LINFIT T4/74 0PT=]

OO0

OO0

(s XeNel

SUBROUTINE LINFIT(X»YsSIGMAYINPTS)MODE1A¢SIGMAAIBISIGHABIR,WT
1 CHISQR’CHITOT.STD)

FTIN &,5+414

0¢/14/78

LINFIT wAS LIFTED FROM "DATA REDUCTION AND ERROR ANALYSIS FUR THE PHY
SCIENCES" BY BEVINGTON, PAGE 104

DOURLE PRECISION SUM,SUMX,SUMYSUMXZsSUMY2
DOU3LE PRECISION X[,YI,WEIGHT,DELTAyVARNCE
DIMENSION X (1) 4Y (1) eSIGMAY (1) sCHISQR{L) )W T (1)

ACCUMULATE WEIGHTED SuUMS

11

2l

31
32

36

38

4l

50

CALCULATE COEFFICIENTS AND STANOARD DEVIATIONS

51

53

55
6l
62

64

67
68

71

SUM=x0,

SUMx=0,

SUMY30,

suMx<na,

SyMxYs0,

SuMyZel,

Do 50 IslyNPTS

x[sx (I}

YIay(I)

IF(MODE) 3136438

IF(yl) 34,36,32
WEISHTal, /Y1

Gh TO e}

WEIGHT®] / (=Y])

60 TO #1

WEIGHTal,

GO TO &}

WEIGHT®) ,/SIGMAY (1) se?2
WT{1)sWEIGHT
SUMaSUMeWEIGHT
SUMXESUMXeWEIGHT®X]
SUMYSSUMYeWEIGHTsYT
SUMX2aSUMX2 ¢ WEIGHTsXIsX]
SUMX YaSUMXY+WEIGHTeXIsY]
SUMY2aSUMY2eWEIGHTsYI oY
CONTINUE

DELTARSUMSSUMX2 « SUMXsSUMX

A {SUMXZeSUMY = SUMXeSUMXY)/UELTA
Ba (SUMXYaSUM = SUHx-SUMY)/DELTA
CHITOT=®0,0

DO 55 IalyNPTS
CHISAR(I)aWT(I) e (AsBeX([)eY(I))ue2
CHITOT®CHITOTSCHISQR(])

CONTINUE

IF(MODE) 62,964,462

VARMNCE®] .

GO 10 67

Cz=NPTSw=2

VARNCE® (SUMY2 + AsASSUM + BedeSUMX2

1 «2,8(AsSUMY ¢ BeSUMXY = AsBsS5UMX))/C

SIGMAA!D:GRT(vAkNCF‘SUMXZ/DFLYA)
SIGHABRDSGRT (VARNCE ‘SUM/DFLTA)

Ra(SUMPSUMXY = SUMXsSUMY)/

1 OSQRT(DELTA®(SUMsSUMY2 = SUMY®SUMY))

STOS3 (NPTS/ (NPTS=2,) )3 (CHITOT/SUM)
STD=SQRT (STDS)

RETURN

END
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SUBROUTINE CCN T4/74  OPTa) FTN 4,5¢410 02714778

eNeNesXsNeXe)

e NsNeXel

OO0

SUBROUTINE CCN(TAU,TWATERFLOVELSHINTRsA,B84CyD2AKIUBE,

1 AKCYL#RAD1,RAD2,RAD3+HATRsALNGTH, TTHWLL yHCORNR¢HCORN)
COMMON /BLKA/ VNOM,HRSLPE

COMMON /BLKC/ HUNCOR,FNTAU¢RAIRyHCORASRWALLSHCORYHCORNT

TAU IS CONVERTED TO n 8Y THE RELATION

LN(H) = A ¢ BeLN{TAU} « C*(LN(TAU))*#2 & DsN(TAU))»e3 ,
THIS RELATION IS A FIT TO THE NUMBERS THAT WwERE GENERATED BY HTAU (FE
TWO~CY INUER PROGRAM)

IF{TAUWLT.0,0001) RETURN
FNTAU=ALOG{TAU)
FNHEAeBsFNTAUSCHFNTAUS*24D%FNTAUS 3
HUNCORSEXP (FNH)
HWATRR31,0/HUNCOR=HINTR

CORRECTIONS FOR HEAT (0SS TO AIR AND TO WALLS OF HEAT
EXCHANGER TUBE. SEE PAGE 110 Or LA8 BOOK [I,

HCYL={AXCYL/RAD1#12,0) /AL0OG (RAD3I/RAD2)
HCY_R=1l,0/HCYL

HTUREw (AKTUBE/RAD1#i2,0) /ALOG(RAD2/RADI)
HTU3IER%1,0/HTUBE

RAIR’(HCYLROHINTR*HTUBER&HHATRR)IHAIR-(R‘D3/RADI)
HCORAwHUNCOR* (1,0=RALR)

HWTUWRS] ,0/HCORA=HINTR

HWTUYaLl , 074N TUWR
WLLCON®(2,0/ALNGTH®1240) sSART (AXTUBESTTHWLL/1240)
RWALLS®WL |LCON/SQRT (HWTUW)

HCORAWMHWTUWS {1 ,0~RWALLS)

Hcoanl.o/HcoRAontNTR

HCOR®1 0 /HCORR

NORMALIZE HCOR TO 70 F BY THE FACTOR (1 + ,0l12eTWATER)

ANORMm (1,044012%70,)7(140%0018%(1,8%TWATER®32,})
HCRAWN#ANORMSHCORAW
HCRNTR#1,0/HCRAWNSHINTR
HCORNTa] ,0/HCRNTR
WRITE(6,600)
600 FORMAT(//920Xs#TIME CONSTANT (TAU) CONVERTED TO HEAT TRANSFER COEF
1IFICIENT (H) WITH CORRECTIONS FOR HEAT LOSSHy/920X)
2 "To AlR AND TO HEAT EXCHANGER TUSE WALLSH)
WRITE(69605) HUNCORyHINTRIRAIRyRWALLSIHCOR
605 FoRMAT‘ZSXQ"H(UNCORRECTED) I“|FB.2,“ BTU/ (HR FT.;& FYtesy
1 25X9"1,0/HINTERCEPT 2" 1F9,64" (BTU/HR FTex2 Flesaiiiy/y
2 25X9M"RAIR a"yFB,5,/9125Xy"RWALLS =M )F8,5,/,
3 25K e"#H(CORRECTED) a)FB,2.# B8TU/(HR FT.-z £y
wRITE (6,610}
610 FORMAT(/,20X "4 (CORRECTED) NORMALIZED TO 70 F (NOWMALIZATION STRIC
LTLY NOT CORRECT SINCE THE TEMPEAATURE=INDEPENDENT?, /420Xy
2 wFoULING CONTRIBUTION S NOT SUMTRACTED FROM H{CORRECTEL) W)
WRITE(84615) ANOAM;HCORNTHCANTR

615 FonAT(ZSX.HNORMALIZATION FACTOR =0¢F6,3,/425Xs"H{CORRECTED ¢NORMAL

1I1ZED) an,FB.2yn BTU/ (HR FT*'Z P)"r/iZSX,“l 0/H(CORRECTED yNORMALIZE
20) ='2F9,7y)



SUBRNUTINE CCN

TéesT4 OPT=1 FIN 4,5+41¢

C NORMAL]ISE FOR NOMINAL VELOCITY

616

617

VBRa FLOVEL »s (=«0,8)

YNOMERE YNOM em (=] ,8)

VELCOR® HRSLPE & (VBR = VNOMBR )

HCORNR® HCRANTR = VELCOR '

HCORN= 1, / HCORNR

WRITE (6,616} VNOM,HRSLPE

FORMAT {/,20X s MNOMINAL YELOCITY ait,FH8,3,/,

120X,"SLOPE USED FOR VELOCITY NORMALISATION ANy E12454//)
WRITE (6,617) VELCORyHCORNRyHCOAN

FORMAT (20X "CORRECTION IN 1/H DUE TO VELOCITY NORMALISATION mi,

1€12,50/9420X+"1/H AFTER VELOCITY NORMALISATION ="yE]2451/)
220X,"H AFTER VELOCITY NORMALISATION=#yF8,2,//)

RETURN

END

A-11
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SURROUTINE LKTBLE Tas7¢ 0PT=] FTN 4,50414 0eslaste

SUBROUTINE LXTRLE (ISLT,RAD]1+RADZ,AKTUBE ,TTHWLLsHINTR,TUSEID)
COMMON /BLKA/ VNOM,HRSLPE
COMUON /BLKB/ THINT)THSLPWVEXCITsAVOLFM,ACCN,BCCNICCCNYDLCN,
c DLTTHI#DLTTHS+OLTAVO,OLTHRS,DLTFIT )
G0 TO (10020030,4%0450060 )oISLT ’
10 CONTINUE
C THE SELECTED UNIT IS B == ALUMINUM PIPE NO, 3 ( AL 606l=T6 }
C NOMINAL FLOW VELOCITY 1S 3,0 FY,/SEC T
THINT= 18,786
THSLP= 1,1884
vexclress,120
AVOLrME43,6
ACCn= 13,384
BCCN® =2,8134
CCCN3 V,36327
DCCN= =0,02478)
AKTUHE89,5
TTHWLL=®0,0375
TUBELO®],044
RADY=® 0,522
RAD2a  0,6485
HINTR= 0,0
VNOY=3.0
HRS_PE#0,003625
DLTTHI=a0,10458
DLTTHSa0,01867
DLTAVO®O,218
pDLTHRS20,000068
DLTFIT23,7770
GO TO 6§
20 CONTINUE
C THE SELECTED UNIT IS C «= ALUMINUM PIPE NO, 5 ( AL 0606leTg )
C NOMINAL FLOW VELOCITY IS 7.0 FT./SEC -
THINTa 19,466 ) o
THSLP= |,1852
VEXcITsS5,12
AVOLFMa44,6
ACCN® 13,384
BCCN= «2,813%
cecen= 0,36327
DCCN= »0,024781
AKTUBEa89,5
TTHWLL3 0,0570
TuBEIN=1,044
RAO1= 0,522
rRaD2= 0,649
HINTR= 0,0
UNO4=T (9
HRSLPE=0,003625
NLTTHI=0 09116
DLTTHS20,01554
OLTAVOS0,242
GLTHHS30,000064
nLTEIvT=3,71770
60 10 0k
an COHTLINUE
CoTHE SELEC¥RD UNIT IS A e~ TITANLGS PIPE 10,1 ( T1 833T7~75 )

A-12




SUBRQUTINE LKTBLE T4/74  OPTa)

C NOMINAL FLOW VELOCITY IS 6,5 FT./SEC
THINT= 18,528 ST
THSLP= 1,1917
vEXcIras, 12
AVOLFM#45,7
ACCN= 36,084
BCCN® wl6,276
CcCns 3,0628
DCCN= »0,20682
AKTUHE®12,7
TTHWLL®O 122
TUBEIDal ,055
RADIS 0,5275
RAD2® 00,6495
HINTRs 0,0
VYNOM368,5
HRSLPE®#0,003632
oLTTHIZ0,08228
DLTTHSa0,01477
DLTAV080,0173
DLTHRSa0,000032
DLTFITa1846706
GO TO 66

40 CONTINUE

C THE SELECTED UNIT IS FOUR
THINTBOQ,0
THSLP-OQO
vEXCITa0,0
AVOLFMaQ,0
ACCN= 0,0
BCCY=0,0
ccens 0,0
DCCNSO 40
AKTU9E=0, 0
TTHWLL=0,0
TUBEI10®0,0
RADI®0,40
RAD2= 0,0
HINTR=0,0
VNOu=a0,0
HRSLPE=0,0
DLTTHING,O
DLTTHS®0,0
oLTavas0,0
DLT4RS20,0
DLTFITa0,0
GO TO 66

50 CONTINUE

C THE SELECTED UNIT IS FIVE
THINT=0,0
THSLP=U.0
VEXClT=0,0
AVOLFMa0,0
ACCn= G,0
ACCy=0,0
ccen= 0,0
DCCN=0,0

FTN ¢,5¢41¢

02/14/78




SUBROUTINE LKTOBLE T4/T¢ OPT=)

60

AKTYBE=aQ,0
TTHWLL=0,0
TUBELD=0,0
RAD120.0
RAD2* 0,0
HINT®a0,0
VMOM=0,0
HRS_PEa0,0
oLTTNI=0,0
pLTYHS=0,0
OLTAVO=0,0
DLTNRSH0.0
OLTFITa0,0
G0 10 86
CONTINUE

C THE SELECTED UNIT IS siIX

66

SUBRQUTINE STORE

1

THINT-ODO
THSL =0,0
VEXCIT%0,0
AvOLFMa0 0
ACCy= 0,0
BCCN=0,0
ceens 0,0
DCCN=0,10
AKTUSE®OQ,0
TTHWLLA0,0
TuRglpe0,0
RAD130,0
RAD2® 0,0
HINTR&0,0
VNOM=0,0
HRS|_PE®0,0
DLTTHING,0
DLTTHS=0 0
DLTAYO®d ,0
DLTYRSa0,0
DLTFIT=0,0
G0 7O 66
CONTINUE
RETURN

END

Ta/74  OPTs|

SUBROUTINE STORE ( ISET,AVETW,STOTWsAVEFY,STDFVTAU,HCORNR,

HCORNCHITOY )

OTMENSION IRUN(Z5),TW(25)+DELTW(25) VW (25 ,DELVW(2S)sCHISQ(25)
DIMENSION TCON(2S),H(25) HR(Z5) '

FTN 4,5061%

FTN 4,5+414

COMMON /BLKE/ TRUN,TWDELTW,VWyDELVW,CHISQ, TCONgHIHR

COMMON /8LKl/ 11
1{=1SET
TRUN{IIY3ISET
TW(Ii)SAVETW
DELYW(LII)=STOTW
VW(Ti)SAVEFYV
DELVA (1T} wSTDFY
CHISW(Il)sCHITOT
TCON(I1)xTAU
H(11)=HCORN
HR(11)aHCORNR

RE TUKRN

EMD

02/14/78

02/14/78



SUBROUTINE RESULT T4/74  0PTs} FIN 4,5¢41¢ 0e/16/178

199

200

2ol

SUBQOUTINE RESULT

DIMENSION IRUN(25) 'Tw(25).DELrutz=).vu(aS)oDEva(zs).CHISQ¢25)
DIMENSION TCON(25),H(25) ¢HR(23)

COMMON /BLKE/ IRUN,TWyDELTW VWsOELVW,CHISG, TCONgHIHR

COMMON  /3LKl/ II

COMMUN /B K2/ TITLE(20)

COMYON /BLKA/ VNQMyHRSLPE

DIMENSION ITRUNAC(25)9TWAC(25) 9DELTWA(25) 4 VWAC (25) vDELVWA{2S) s
1CHISQA(25) s TCONAC{25) sHACP (29) 1 HRACP (25)

TNOU=TO,

WRITE (6,199) TITLE

FORMAT (1H41420X,204A4)

WRITE (6,200 )

FORMAT (1X9//7910X9¥SUMMARY OF RESULTS == OF ALL THE COOLING CURVES
11y77)

WRITE (64201 )

FORMAT (1X2"RUN NOo"15Xy"WATER TEMP,"y3X¢1#RMS WATER TEMP,1,
ISXonFLOW VEL+"y3Xe"RMS FLOW VEL.™ Sx’"CHXSQ".6Xp"TAU"'5X|
guHu.9x,u1/Hu,/)

DO 13 K=1,II
WRITE (6.202) TRUN(X) o TW(K) s DELTW(K) s VW (K 4DELVW (K},
ICHISQUK) y TCON(K) 9 H (X) sHR(K)

202 FORMAT (1XyT49l0XoF7,648X FB,40910X,F7,3,6X,F8,4,6X0F9,3,

13

10
c

12X9F 1 o393XyF64]194X, E9 4)

CONTINUE

IACa 0

DO 10 J=)yIl

IACzIAC s 1
IQUNAC(IAC)=
TWAC(TAC)mTW(Y)

DELTWA(IAC)=DELTW (V)
VWAC(IAC)sYW{V)
DELYWA {IAC) sDELYW(J)
CHISQA (1AC)®CHISQ (J)
TCONAC{IAC)=TCON(J)
HACP (TIAC) sH(J)

HRACP (IAC) sHR ()
CONTINUE

COMPUTATION OF AVERAGES AND ERRORS ON AVERAGES ww=

C aLL THE COOLING CURVES ARE ACCEPTtO IN THIS PASS

30

SiIMT=0,

SuMv=0,

SUMKH=0,

SUMHR-OD

DO 30 M=z],1AC
SUMT=SUMT « Twac (M)
SUMY3SUMY & VWAC(M)
SUMHZSUMH « HACP (M)
SUMHRaSUMHR ¢ HRACP (M)
CONTINUE

AVEY® SUMT / 1aC
AvEvm SUMmMV / IAC
AVEH43 SuMH / 1AC
AVEHR= SUMHR 7/ IAC
SUMSATx0,

SUMSGY=0,

SUMSQH30,

A-15




SUBROUTINE RESULT Te/T4 0PT=y FIN 4,5+4]14 02/14/18

SMSAHR»0 ,
N0 31 N=1,1AC
SUMSQT3SUMSQAT ¢ (TWAC(N) = AVET) se 2
SUMSQVESUMSQY + (VWAC(N) = AVEV) se 2
SUMSARASUMSQH + (HACP(N) « AVEH) e 2
SMSQHR® SMSQAHR ¢ (HRACP(N) = AVEHR) s
31 CONTINUE ’
AalACal,
Bzl /A
ERRTO= (SUMSQT/ (IAC=1))#8B
ERRVSa (SUMSQV/ (IACal) )8
ERRHS3 (SUMSQH/ (IACe1) ;8
ERRHRSS (SMSQNR/ (1AC~1)) %8
ERRT=SQRT(ERRTS)
ERRVESURT (ERRVS)
ERRHASART (ERRHS)
ERRHKaSQRT (ERRHRS)
WRITE (6480) II
80 FORMAT{///4SXy"TOTAL NO OF COOLING CURVES ANALYSED =#y[3)
WRITE (6,48]) IAC
81 FoRqAT(Sx.uTOTAL NO OF ACCEPTED COOLING CURVES s#s¢I3)
WRITE {6,78)
78 FORMAT(SXs" ALL THE COOLING CURVES ARE ACCEPTED IN THIS PASS " /)
WRITE (6,82) AVETERRT
82 FORMAT (SX,nTEMP, OF WATER (IN C)an,F6,3,2X,#PLUS OR MINUSH,
11XeFO %)
WRITE (6,33) AVEV,ERRYV
83 FOR4AT ¢SXyWVELOCITY OF WATER(IN FT,/SEC )enyF6,342X,
1"PLUS OR MINUSMy1X,F6,49/)
WRITE (6486) TNOM,yNOM,HRSLPE
66 FORMAT (SX ¢ WNORMALISATION TEMP,asFB,312X,MDEG,F"y/
15X s INORMALISATION VELOCITYRN G FB, 392Xy "FT ,/SEC "3/
2Sxynl/M ¥S 1/(Vss,8) SLOPE:H.EIZ «e5477)
WRITE (6184) AVEMsERRH
B4 FORMAT(SXH H (BTU/FT.+%2 HR F )mHFB,2,2XyuPLUS OR MINUS",
llXoFS.dl
WRITE (6485) AVEHR,ERRHR
8s ronqhth.ulm {FT 992 AR F /8TU )=a"yE12,5,2X,
1vPLYS OR MINUS n,2x,El2, 547/}

.2

C
C RE=DO THE ABOVE AVERAGING WITH THE NEW ACCEPTANCE CRITERION
C REJECT a COOLING CURVE [F THE DEVIATION IN H FROM ITS MEAN IS MORE THa
C TWO STaANDARD DEVIATIONS
c

HMEAN®AVEHN

HSIGMABSQRT (SUMSQH/(1I=1))

IACx O

DO 110 JmlyIl

HOVeABS( H(J) « HMEAN]

TSTRARA(HDV/hSIGMA)

IF (T3TPAR 'G.T' 2.0 ) GO 1_’0 110

IﬂC-IAC v 1l

IRUNACHIAC)s J

TWAC(IAC)=aTW(J)

DELTAA(IAC)=DELTW(J)

VWAC(IAC)aVyw (J)

DELVWALTAC) aUELVW(J)




SUBRQUTINE RESULT Ta/T4 0PTay FTN 64,5414

70

71

OO0

130

131

178

CHISRA(IAC)®CHISQ (W)
TCOYAC{1AC)=TCON(J)
HACP(IAC)3H(J)
HRACP (LAC) =HR (J)
CONTINUE
WRITE (64199) TITLE
WRITE (6,70)
FORW¢T(lXo//llOXw“SUMMARY OF RESULTS =« OF ACCEPTED COOLING CURVE:
1svs /7 )
WRITE (6,71
FORMAT (1Xe"RUN NQ."ySXy"WATER TEMP,",3xuRMS WATER TEMH 11y
15XonELOW VEL"y3XyMRMS FLOW VEL.".SX."CHISQ".sx-"TAu“vSXo
SUHN L IX WM /HNy /)
0o 29 LelsIAC
WRITE(69202) IRUNAC(L) o TWAC(L) oDELTWA (L) yVWAC (L) yUELVWA (L),
XCHIsoA(L)oTCONAC(L).HACP(L).HRACP(L)
CONTINUE
COMPUTATION OF AVERAGES AND ERRORS ON AVERAGES wwe
ONLY ACCEPTED COOLING CURVES ARE USED
SHUMT=20,
suMyaa,
SUMH®0 .
SUMyR=0,
DO 130 Mzl,IAC
SUMTSSUMT o TWAC (M)
SUMVASUMY « YWAC (M)
SUMH®SUMH ¢ HACP (M)
SUMKR=SUMHR ¢ HRACP (M)
CONTINUE
AvET= SUMT / IAC
AVEya SUMV / 1aC
AVEH® SUMH / IAC
AVEHR® SUMHR / IAC
SUMSQATaQ,
SUMsQvag,
SUMSQH#0,
SMSQHR=Q,
PO 131 Naxl,lAC
SUMSQYSSUMSQT ¢ (TWAC(N] = AVET) e 2
SUMSQVBSUMSQY ¢ (VWAC(N) « AVEV) »e 2
SUMSQHASUMSQH » (HACP(N) = AVEH) e» 2
SMSQHR® SMSQHR ¢ (HMRACP(N) = AVEHR} ee?
CONTINIE ) o
AalaCel,
Bzl /A
ERRTS®(SUMSQT/(IAC=1)) et
ERRVS= (SUMSQV/ (IACe]) ) *3
ERRHS= {SUMSQH/ (TAC~]1))*8
ERRHRSA(SMSQHR/ (IAC=1) ) g
ERRT=SART (ERRTS)
ERRVE=SQART (ERRVS)
ERRH=SQRT (ERRHS)
ERRHR=SQERT (ERRHRS)
WRITE (6,80) I
WRITE (6,81) IAC
WRITE (6,4178)
FOR4AT(SX,"REJECT A CCOLING CURVE IF THE DEVIATION IN M FROM [TS
IMEAN IS MORE THAN TWO STANDARO OJEVIATIONSH,/)
WRITE (5,82) AVET4ERRT
WRITE (6483) AVEVERRV
WRITE (6,86) TNOMsVNOMyHRSLPE
WRITE (6,84) AVEH,ERRH
WRITE {6485) AVEHR,ERRHR
RETURN
END

A-17
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SUMRAUTINE ERROR T4/76  OPTaL FIN 4,5+441% Ge/les78

OO0 DO OOOHOOOOD

s XeXe] o000

OO0

SUBROUTINE ERROR(ISETsSTOZRO+8sSIGMABITAUIAVETWSAVEFV,STOTW,
* STOFV,ATOVALINFM,HCORN,NZEROyNPTAVE ¢ FMAMP)
COMMON /BLKA/ VNOM,HRSLPE

COMMON /BLKB/ THINT,»THSLP,VEXCIT+AVOLFM,ACCNyBCCNICCONIDCCN,
4 OLTTHISOLTTHS UL TaVO,OLTHRSyOLTFIT

COMMON /BLKC/ HUNCOR,FNTAUyRAIRyHCORAYRWALLSyHCORYHCORNT
COMMON /BLKD/ H(ZS).O[TH(Zb)

DATA ORFVTH/12,/9DRFVFM/0,/+ERALIR/ ,10/+ERWLS/¢10/9ERTNOR/,01/

THIS SUBROUTINE CARRIES OUT AN UNCERTAINTY ANALYSIS ON THE
COM3INED HEAT TRANSFER CONDULTAVLE COLFFICIEVTS CALCULATED IN
HTCOLF

ALL UNCERTAINTIES HAVE A PROSABILISTIC CONFIDENCE OF 95 PER CENT
(19 TO 1 000S)

WRITE ($9800) ISET

800 FORMAT(////795X 10 (mesnnuwnnsil) b (/95Xynail)y])Xe"INW UNCERTAINTY',

. HOANALYSISWy /95X e ety 10X¢#DATA SET Wel202(/?5X0ttou))
UNCERTAINTY IN THERMOPILE VOLTAGES

DLTVZ®2,sSTDZRO/SQRT (NZERO»1,)
DLTVX80,2¢STOTWe5660,
DLTVTCESQRT(DLTVZen2e0L TYX»22)
WRITE(6,805) DLTVTC

805 FORMATI{SXsMeMy/y5X,MaltySXyHTHERVOPILE VOLTAGE (MV) = 1y

¢ "YTCIT) PLUS OR MINUS MyFé,0)
UNCERTAINTY IN WATER TEMPERATURE

STDVTHGSTDTH/(SQRT(NPTAVEtl.)'THSLP‘ 001)

DLTVIH22 (sSTOVTHeORFVTH

AVEYTHI (AVETW=THINT) / (THSLP»,001)

nLTrwaSQRT(DLTTHI'tZO( OOltAVEVTH'DLTTHS)-'Zt(THSLP-oOOX'
. DLTVTH) s#2)

WRITE(89820) AVETW,DLTTW

820 FoRMAT(5X9"!"v/oSX.“‘"v5X~"AVERAGE WATER TEMPERATURE (C) = ",Fg.3y

+ 1XeMPLUS OR MINUS "yF5,3)
UMCERTAINTY IN FLOW veELOCITY

STOVFM®32,wAVEFVeSTDFV/(SART (NPTAVEs],) sALINFMee2)
DLTYFMa2,8STOVFMeDRFVFM i

ROCL=AVEFV/ (QTOV»AVOLFM)

OLTG=SART{ (ROCL#DLTAVO) #%2+ (AVOLFM/(2+4aRDCL*VEXCIToFMAMP)
¢ &DLTYFM)esl) )
SLTFV=QTOVaDLTQ

WRITE(6,830) AVEFV,OLTFV

B0 FORUATISXgMely/ySX e’y SX e WAVERAGE FLOW VELOCITY (FT/SEC) = '»

¢ Fbe391Xs"PLUS OR MINUS ",F5,3)
UNCERTAINTY IN TAU
DLT3SOLTVTC/STDZRCaSI1GMAD

DLTTAUI(],/B%e2) e TE
WRITE(®,810) TAULOLTTAU



SUBRAUTINE ERROR Tas74 NPTa] FTN 4,54414 02/14/78

810 FORMAT(SXeMely/ySX ety S3XyWTAU (SEC) 3 M,FT,3,1X,"PLUS OR MINUS ",

* Fb.3)
c
c UNCERTAINTY IN H AFTER CALCULATED FROM FITTING CURVE (HTAU)
c
TERM12aHCCNe24#CCCNaFNTAUS3,#UCCNSFNTAUSS2
DLTHI-SORT((HUNCOR-TERMI/YAUOOLTYAU)"ZoDLTFXthz)
WRITE(69840) HUNCOR,OLTH]
840 FORMAT(SXeMely/yBX,nett)SXyHH (BTU/HR FTse2 F) AFTER CURVE FIT a "y
N FT,291XynPLUS OR MINUS ",F6,2)
c
c UNCERTAINTY IN H AFTER CORRELTION FUR AIR HEAT LOSSES
o
DLTAIRZERAIR®RAIR
DLTH2aSQRT ( ({1 4=RAIR) *OLTH])*#2+ (HUNCOR®DLTAIR) #eg)
WRITE{64850) HCORA,DLTHZ
850 FORMAT(Sx,"-"olosx."-"-SXo"H {3TU/HR FTse2 F) AFTELR AIR HEAT ",
’ " 0SS CORRECTION = ".F7.2axxo"PLus OR MINUS "eF6,2)
o
c UNCERTAINTY IN H AFTER CORRECTION FOR TUBE WALL HEAT LOSSES
¢
DLTWLSIERWLS*RWALLS
DLTH3#SQRT(((1,~RWALLS)*OLTHZ) ®e2+ (HCORASDLTWLS) #22)
WRITE(64860) HCOR,DLTHI
B60 FORMAT(SXottatty/g5Xy"attySXytH (BTU/HR FTse2 F) AFTER TUBE WALL
. WHEAT LOSS CORRECTION=s "yF7,2¢1X,#pPLUS OR MINUS ,F6,2)
c
o UNCERTAINTY IN H AFTER TEMPERATJRE NORMALIZATION
c
TWFARSl,8%AVETW+32,
NDLTFAR=] ,BeDLTTW
DLTNOR=ERTNQRsHCORNT
TERMI={1,0,012¢70,)/(1l,*,012*TWFAR)
TERHZINCOR‘TERMlt.OIZ/(l +.012sTHFAR)
DLTH4-SQRT((TERMlnoLTH3)t-Zo(YERMZ:DLTFhR s#2+DLTNOR#2)
WRITE(69870) HCORNTsDOLTH4
BT0 FORMAT (SXataly/4S5XyMeySxeMH (B8TU/HR FTee2 F) AFTER TEMPERATURE '
- UNORMALIZATION 3 nyF7,2y1X, #PLUS OR MINUS 8.2y
o
c UNCERTAINTY IN H AFTER VELO;IIY NORMALIZATION
o
TERM1=l, /HCORNT »#2
TERU2wl ,/AVEFVes0,8.1,/YNOMe*0,8
TERM3arRSLPE®( 8/AVEFVse],8
DLTHSRISQRT ({TERM]eDLTH4 ) sw2¢ (TERM2#OLTHRS ) #e2+ (TERM3#DLTFV)ea3)
DLTHSaHCORNS 2D THSR ~
WRITE(6,880) HCORN,DLTHS
BBO FORMAT(Sxotely/ySXyMeySx9"H (8TU/HR FTas2 F) AFTER VELOCITY ¥,
. PNORMALTZATION = usF7,2+1X4uPLUS OR MINUS #y F6.293(/95X
* n.n),/,5;,10("00‘..;...."))
c
C STORE RESULTS FROM THIS RUN
o

H{ISET) =HCORN

DLTH(ISET)=DLTHS
900 CONTINUE

RETURN

END



SUBROUT L:ie ERRES T4s74  OPT:z) FTN 4,9441% 02/14,78

DO 00000

SUBROUTINE ERRES
DIMENSION PCNTER(2%)
COMMON /BLKD/ H(25)DLTH(29)
CoMMON /BLK1/Z 11

- COMMUN /BLK2/ TITLE(20)
DOURLE PRECISION SUMySUMH

HEAT TRANSFER CONDUCTANCE COLFFICIENTS
THIS SUBROUTINE CALCULATES THE WEIGHTED MEAN OF THE COMBINED

AlLL UNCERTAINTIES HAVE A PROBABILISTIC CONFIDENCE OF 95 PER CENT
(19 To 1 0DDS)

SyM=l,.0Q
SUMH20,0
DO 10 I=],I1
SUMeSUMe ], /DLTH(I) e e
SUMHaSUMHeH (1) /0L TH{I) se2
PCNTERI1)aDLTH(I) /H(I)*100,

10 CONTINUE
HAVESSUMKH /SUM
PCEQAYSD THAV/HAVE=100,
WRITE(8,900) TITLE

900 FORMAT({"]1My4Xe )0t Munssssasus’)yiq(/y5XyHal 110X120R49/9DXsMeMy Xy

. wBNW UNCERTAINTY ANALYSISH,4{/95X,ialt) 5Ky "SUMMARY n,
+ “OF CALCULATED HEAT TRANSPER CONOUCTANCE coEFFICIENrS ",
. WAND ASSOCIATED UNCERTAINTIESMs/5X,Man)
WRITE (59910}
G10 FORMAT(SXyuslylO0XynRUN NQ "yé4XyH (BTU/HR FTes2 F)4,TX,
c WUNCERTAINTY!,4X9"PER CEMT"./.sx.u-u)

920 FonAT(5x.".".12x.12.13x,F7 Z.IQX,FG 248%,F5,2)
WRITE(8»930) HAVE

930 Foﬂwﬂrca(sx."-"./).SXv"-".Sx,“H(BTu/HR FTes2 F) @ WyF7,29
< 3(/.51,"t")./.SX'ID("oovc-..c.cu,) - T
RETURN
END
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APPENDIX B

SAMPLE RESULTS

Appendix B contains sample results for five data sets each from the
Keahole Point, Hawaii (p. B-2); St. Croix, Virgin Islands (p. B-5); and
Gulf of Mexico tugboat (p. B-8) operations. Results include the conduc-
tance coefficient, conductance coefficient uncertainty, and percent
conductance coefficient uncertainty values for each data run; and the
weighted average conductance coefficients for each data set.
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APPENDIX B
SAMPLE RESULTS

Keahole Point, Hawaii Data

Data Set 1 - 3/23/77, Unit A, TI B337-76
Nominal Velocity = 6.0 ft/sec.

o, M sH/H
Run (Btu/hr-ft°-°F) (Btu/hr-ft°-°F) (%
1 1030.55 23.01 2.23
2 1020.61 29. 34 2.87
3 1059.73 55.16 5.2]
4 1029.70 23.44 2.38
5 1022.12 21.14 2.07
6 1029.98 19.62 1.90
7 1022.91 , 20.98 2.05
8 1062.53 29.13 2.74
9 1021.52 22.10 2.16
10 1020.10 25.68 2.52
1 1019.42 21.98 2.16
12 1032.21 22.49 2.18
13 1038.64 37.39 3.60
14 1026.10 20.76 2.02
15 1035. 29 20.02 1.93
16 1022.50 27.31 2.67

T = 1028 Btu/hr-fto-°F

Data Set 2 - 3/30/77, Unit A, TI B337-76
Pipe Hominal Velocity = 6.0 ft/sec.

H 5 AH 5 AH/H

Run (Btu/hr-ft=-°F) (Btu/hr-ft=-°F) (%)
1 980. 26 19.10 1.95
2 977.38 18.86 1.93
3 981.06 18.81 1.92
4 978.11 18.72 1.91
5 978.07 18.76 1.92
6 983.79 19.03 1.93

7 1005.63 *(a) *
8 979.76 18.78 1.92
9 982.78 18.90 1.92
10 976.92 18.90 1.93
11 980.93 18.90 1.93

T - 980 Btu/hr-fto-°F

(a)

The asterisk indicates estimated conductance coefficient uncertainties
of greater than 1000 Btu/hr-ft2-°F or 100%.
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Data Set 3 - 5/02/77, Unit B, AL 6061-T6
Pipe Nominal Velocity = 3.0 ft/sec.

Run (Btu/hr-ft2-°F) (Btu/hr-ft-°F)
] 531.56 8.38
2 540.75 7.57
3 529.99 8. 46
4 543. 02 7.89
5 523.11 6.98
6 547.81 8. 42
7 527.39 7.06
8 544. 64 9.09
9 530. 62 8.56

10 521.97 10.97

1 545. 39 8.63

12 546. 22 15.00

13 549. 40 9.18

14 542.53 7.75

15 540.50 7.22

16 543. 44 7.35

H

AH

T = 538 Btu/hr-ft2-°F

Data Set 4 - 3/08/77, Unit C, Al 6061-T6
Pipe Nominal Velocity = 6.0 ft/sec.

H 2 AH 2
Run (Btu/hr-ft®-°F) (Btu/hr-ft=-°F)
1 1117.85 15.56
2 1118.95 12.61
3 1118.49 13.30
4 1129.62 13.95
5 1116.25 12.77
6 1111.34 14.83
7 1123.17 12.15
8 1118.09 12.25
9 1118.46 12.32
10 1114.63 12.29
11 1117.64 12.73
12 1117.19 12.19
13 1121.93 12.46
14 1118.10 12.54
15 1122. 81 12.61
16 1119.90 14.04

T = 1120 Btu/hr-ft2-°F

p-3
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Data Set 5 - 3/16/77, Unit C, Al 6061-T6
Pipe Nominal Velocity = 6.0 ft/sec.

H o

Run (Btu/hr-ft~-°F)
1 1115. 99
2 1105. 80
3 1119. 49
1 1108. 02
5 1105. 23
6 1124.87
7 1115. 31
8 1115. 27
9 1116. 59
10 1119.59
1 1117.70
12 1122.00
13 1130.78
14 1116.45
15 1148.38
16 1114.82
H = 1117 Btu/hr-ft2-°F

AH 2
(Btu/hr-ft=-°F)

B-4



St. Croix, Virgin Islands Data

Data Set 1 - 7/24/77, Unit 1, Al 6061-T6
Pipe Nominal Velocity = 6.0 ft/sec.

H

Run (Btu/hr-ft°-°F) (Btu/hr-ft°-°F)
1 1117.76 35.20
2 1092.79 30.17
3 1141.17 63.35
4 1130.68 43.17
5 1131.33 46.47
6 1122.64 45.52
7 1104.34 4113
8 1097. 44 61.54
9 1107.19 31.61

10 1118.53 29.28

1 1146.08 67.76

12 1125. 64 63.32

13 1121.63 65.10

14 1153.76 86.99

15 1110.77 57.17

2

H = 1116 Btu/hr-ft°--

°F

AH

NM~NOTOTOI PN TW R PR_RWOINDW

Data Set 2 - 7/30/77, Unit 1, Al 6061-T6
Pipe Nominal Velocity = 6.0 ft/sec.

H 2 AH 2
Run (Btu/hr-ft=-°F) (Btu/hr-ft=-°F)
1 1085.59 38.37
2 1166.68 63.43
3 1124.54 68.09
4 1114.95 47.54
5 1115.66 32.67
6 1011.20 35.52
7 1129.79 62.95
8 1124.41 58.99
9 1116.48 58.77
10 1178.94 87.98
11 1130.09 36.73
12 1094.36 32.20
13 1140.07 64.42
14 1137.49 60.73
15 1151.84 45.87
16 1137.38 61.34

H = 1109 Btu/hr-fto-

°F
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Data Set 3 - 8/05/77, Unit 1, Al 6061-T6
Pipe Nominal Velocity = 6.0 ft/sec.

H 5 AH 5 AH/H

Run (Btu/hr-ft°-°F) (Btu/hr-ft°-°F) (%)
1 1101.60 27.95 2.54
2 1104.44 53.94 4.88
3 1157.90 44.73 3.86
4 1101.68 31.57 2.87
5 1123.01 41.25 3.67
6 1082.23 26.27 2.43
7 1103.60 39.43 3.57
8 1129.47 76.41 6.76
9 1070.17 43.56 4,07
10 1135.31 41.22 3.63
11 1108.29 52.99 4.78
12 1123.66 26.38 2.35
13 1117.17 37.65 3.37
14 1125.46 52.77 4.69
15 1115.33 58.65 5.26
16 1091.16 41,33 3.79

T = 1108 Btu/hr-ft2-°F

Data Set 4 - 8/17/77, Unit 1, Al 6061-T6
Pipe Nominal Velocity = 6.0 ft/sec.

H aH -, AH/H
Run (Btu/hr-ft=-°F) (Btu/hr-ft°-°F) (%)
1 1110.31 33.16 2.99
2 1025.91 115.76 11.28
3 1128.49 61.42 5.44
4 1081.47 41.63 3.85
5 1120.28 55.22 4.93
6 1136. 81 102.43 9.01
7 1101.12 108.03 9.81
8 1124.21 194.14 17.27
9 1089.19 528.13 48.49
10 1149.36 52.02 4.53
11 1152.24 24.71 2.14
12 1188.66 53.17 4.47
13 1162.05 53.13 4,57
14 1184,57 55.61 4.69
15 1182.45 32.27 2.73
16 1191.40 35,57 2.99
2

H = 1149 Btu/hr-ft

]
o]
-



Data Set 5 - 9/26/77, Unit 1, Al 6061-T6
Pipe Nominal Velocity = 6.0 ft/sec.

)
[t
>

—_— o —d —d e ) —d
ONOTPRWN—0OWOONOOT W —

H

(Btu/hr-ft2-°F)
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Gulf of Mexico Data

Data Set 1 - 11/14/77, Unit 1, Al 5052-0
Pipe Nominal Velocity = 6.0 ft/sec.

H BH AH/H

Run (Btu/hr-ft=-°F) (Btu/hr-ft=-°F) (%)
1 852.86 48.32 5.67
2 849.12 50.09 5.90
3 902.53 70.37 7.80
4 884.89 51.71 5.84
5 881.07 56.22 6.38
6 897.88 68.17 7.59
7 897.98 63.12 7.03
8 880.32 62.36 7.08
9 885.03 43.75 4.94
10 891.13 57.97 6.50
11 847.12 40.84 4.82
12 899.60 73.99 8.22
13 881.28 41.03 4.66
14 927.98 64.58 6.96
15 925.10 49.10 5.31
16 862.53 53.08 6.15

T = 881 Btu/hr-fté-°F

Data Set 2 - 11/20/77, Unit 1, Al 5052-0
Pipe Nominal Velocity = 6.0 ft/sec.

H 2 AH 2 AH/H

Run (Btu/hr-ft=-°F) (Btu/hr-ft=-°F) (%)
1 996.94 79.17 7.94
2 1068.11 148.05 13.86
3 1042. 46 132.97 12.76
4 1505.27 582.13 38.67
5 1398.35 513.73 36.74
6 1903.57 *(a) 59.74
7 1379.34 442 .46 32.08
8 1491, 81 803. 81 53.88
9 1254.90 296.68 23.64
10 1193.34 231.12 19.37
1 1213.22 300.60 24.78
12 1323.28 275.15 20.79
13 1126.48 155.58 13.81
14 1191.48 187.04 15.70
15 1097.23 198.62 18.10
16 1108. 58 149.24 13.46

2

H = 1091 Btu/hr-ft°-°F

(a) The asterisk indicates estimated conductance coefficient uncertainties
of greater than 1000 Btu/hr-ft2-°F or 100%.
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Data Set 3 - 11/21/77, Unit 2, Al 5052-0
Pipe Nominal Velocity = 3.0 ft/sec.

H AH AH/H

Run (Btu/hr-ft2-°F) (Btu/hr-ft>-°F) (%)
1 537.62 43.77 8.14
2 513.15 35.00 6.82
3 552.22 47.67 8.63
4 558. 43 50.35 9.02
5 551. 89 32.39 5.87
6 524. 66 41.50 7.9
7 548.29 54.61 9.96
8 515.75 34.82 6.75
9 539.00 38.85 7.21

10 517.01 30.87 5.97

11 520.69 38.22 7.34

12 552.47 40.78 7.38

13 516.76 39.75 7.69

14 526.88 55.94 10.62

15 520.57 39.63 7.6

16 505.19 43.07 8.53

= 529 Btu/hr-ft2-°F

Data Set 4 - 12/05/77, Unit 2, A1 5052-0

Pipe Nominal Velocity = 3.0 ft/sec.
H 5 AH 2 AH/H

Run (Btu/hr-ft=-°F) (Btu/hr-ft=-°F) (%)
1 451.29 44.20 9.79
2 447.69 42.96 9.60
3 696.18 169.18 24.30
4 466.94 44.77 9.59
5 554.54 111.01 20.02
6 739.70 193.97 26.22
7 476.19 74.70 15.69
8 517.97 77.87 15.03
9° 445,48 54.70 12.28

10 506.70 69.38 13.69

11 631.77 119.47 18.91

12 505.73 84.23 16.66

13 1437.83 *(a) 93.06

14 491.11 67.06 13.66

15 592.15 106.91 18.05

16 560.24 102.12 18.23

M = 485 Btu/hr-fto-°F

(a) The asterisk indicates estimated conductance coefficient uncertainties
of greater than 1000 Btu/hr-ft2-°F or 100%.
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Data Set 5 - 12/08/77, Unit 2, Al 5052-0
Pipe Nominal Velocity = 3.0 ft/sec.

H 6H AH/H

Run (Btu/hr-ft=-°F) (Btu/hr-ft~-°F) (%)
1 501.32 54.09 10.79
2 475.93 47.35 9.95
3 521.21 68.33 13.11
4 512.85 51.61 10.06
5 521.07 77.74 14.92
6 538.11 81.14 15.08
7 494.66 48.37 9.78
8 486.15 37.93 7.80
9 557.42 83.17 14.92
10 520.03 57.84 11.12
11 478.89 42.30 8.83
12 470. 88 48.30 10.26
13 585.91 107.62 18.37
14 517.02 63.93 12.36
15 505.49 65. 31 12.92
16 625.46 107.16 17.13

T = 502 Btu/hr-ft-°F
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