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ABSTRACT

Guidelines are presented for use as a tool by those considering
application of a new technology, aquifer thermal energy storage
(ATES). The guidelines will assist utilities, municipalities, indus-
tries, and other entities in the conceptual design and evaluation of
systems employing ATES.

Chapters 1 and 2 are an eight-page executive summary, describing
the potential benefits of ATES, giving an overview of the technology
and its applications, and providing rules of thumb for quickly judg-
ing whether a proposed project has sufficient promise to warrant
detailed conceptual design and evaluation.

The balance of the 230-page document discusses the characteris-
tics of sources and end uses of heat and chill which are seasonally
mismatched and may benefit from ATES (industrial waste heat, cogener-
ation, solar heat, and winter chill, for space heating and air condi-
tioning); describes storage and transport subsystems and their
expected performance and cost as best these parameters are now known;
presents a 10-step methodology for conceptual design of an ATES sys-
tem and evaluation of its technical and economic feasibility in terms
of energy conservation, cost savings, fuel substitution, improved
dependability of supply, and abatement of pollution, with examples;
and applies the methodology to a hypothetical proposed ATES system,
to illustrate its use.

Key words: Air conditioning, Aquifers, Cogeneration, District heat-
ing, Energy conservation, Energy transmission, Groundwater, Pollution
abatement, Sensible heat storage, Solar energy storage, Space heat-
ing, Thermal energy storage, Thermal power plants.
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INTERNATIONAL SYSTEM OF UNITS (SI)

The International System of Units (SI) is used in this volume,
with some non-SI units as recognized by IEEE Std. 268-1976 and ASTM
Standard E 380-76€. English units are shown in parentheses. The
number of significant digits shown indicates the accuracy intended.

POWER UNITS

The SI unit of power, both thermal and electrical, is the watt.
Where the context does not make clear which energy form is meant,
the word "thermal" or "electric" will follow the unit: "A heat
input rate of 10 MW," or "An input rate of 10 MW thermal."

ENERGY UNITS

The SI unit of energy is the joule. However, the watthour and
its multiples are accepted as a measure of electrical energy and are
so used in this volume. The joule and its multiples are used for
thermal energy. Parenthetical conversions show equivalent Btu, and
may also show watthours thermal. One Wh thermal = 3.413 Btu = 3600J.

It is useful to note that, within a few percent, 1 GJ = 1 MBtu.

SI MULTIPLIER PREFIXES

SI prefixes used in this volume.

Multiplication Factor Prefix Symbol
1018 exa E
10]5 peta P
10]2 tera T
107 giga G
106 mega M
10° kilo k
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EXECUTIVE SUMMARY

CHAPTER 1
INTRODUCTION

PURPQSE

These guidelines have been prepared as a tool for those consider-
ing use of a new technology, aquifer thermal energy storage (ATES).
The guidelines will assist in the conceptual design and the evalua-
tion of technical and economic feasibility of systems employing ATES.

Use of ATES can correct large-scale mismatches between thermal
energy supply and demand — between seasonal loads, such as space
heating and air conditioning, and the availability of inexpensive
supplies of heat or chill, such as solar heat, byproduct or waste
heat, and winter chill. ATES has significant potential for:

e Conserving energy
e Reducing energy costs
Permitting substitution of coal or nuclear heat for o0il and

gas
Improving the dependability of energy supplies

Abatement of air and water pollution

OVERVIEW

Aquifers are natural underground porous rock formations, filled
with water. Widely occurring, they supply half the drinking water
for the United States. They are capable of efficiently storing very
large amounts of hot or cold water for long periods of time, at low
cost. The water is injected and extracted through wells. While
novel as an energy-system component, ATES technology draws upon
experience gained from millions of water and o0il wells and from on-
going geothermal investigations.

No water is consumed for ATES. A pair or an array of wells is
used, with downhole pumps and aboveground heat exchanger and controls.
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EXECUTIVE SUMMARY

The heat exchanger isolates the groundwater from the pipeline loop
that conveys hot or cold water between the thermal energy source and
the Toad. Heat or chill is stored by pumping groundwater from one
well, passing it through the heat exchanger to be heated or chilled
by pipeline water flowing through the other side of the heat
exchanger, and injecting the groundwater back into another well. To
withdraw heat or chill, the flow direction in the wells and on both
sides of the heat exchanger is reversed.

Little or no interaction is expected with other wells using the
same aquifer. In a typical application, stored hot or cold water
will have traveled only one or two hundred meters (300 to 600 feet)
radially from the well after three or four months of injection. It
moves back toward the well when heat or chill is withdrawn from
storage.

The water used for storing heat or chill need not be of drinking-
water quality. If necessary, at some additional cost such as using
noncorrosive materials, groundwater that is brackish or even saline
may be utilized.

The economic maximum storage temperature for hot water will prob-
ably be about 150°C (300°F). Because of the rapid increase in vapor
pressure of water above this temperature, water at higher tempera-
tures is likely to have an immediate surface use more beneficial than
storage; and containing higher pressures requires such deep, tightly-
confined aquifers that the cost of wells may be prohibitive.

The cost of ATES is expected to be about one-tenth that of a large
fabricated tank. The storage media (water and rock), the containment
(layers of clay or shale), and the insulation (sand and rock) are all
provided by the aquifer formation. The only significant capital cost
elements are the land, the wells, and surface equipment for handling
the hot or cold water.
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ORGANIZATION OF THIS VOLUME

This chapter provides an overview of ATES technology and its
potential benefits. Chapter 2 gives criteria for screening proposed
applications of ATES to quickly identify applications for which ATES
is not suited.

Chapters 1 and 2 serve as an Executive Summary. They provide a
basis for judging whether detailed technical and economic evaluation
should be undertaken, as described in Chapters 3 through 5 and illus-
trated by an example in Chapter 6. '

Appendix A discusses the flow of fluids and heat in aquifers, the
design of ATES wells, and operational aspects of ATES, in greater
detail than is found in the main body. Appendix B describes types of
aquifers in the United States and their suitability for ATES. Appen-
dix C gives formulas and tables for economic analysis, to supplement
Chapter 5.

Appendix D lists references cited. For bibliographic lists of
ATES-related references by subject and author, the reader should con-
tact the Seasonal Thermal Energy Storage Program Office, Battelle
Pacific Northwest Laboratory, P.0. Box 999, Richland, Washington
99352.
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CHAPTER 2
EARLY SCREENING OF POTENTIAL ATES APPLICATIONS

This chapter provides rules of thumb for quickly judging whether
a proposed project has sufficient promise to warrant spending the
time and effort required for the conceptual design and evaluation
described in subsequent chapters.

SUMMARY OF EARLY-SCREENING CRITERIA
e A seasonal mismatch exists.

High temperature water is a satisfactory heat-transport
medium.

System size is large enough.

A suitable aquifer may be available.
The cost of ATES is acceptable.

MISMATCH BETWEEN THERMAL ENERGY SOURCE AND END USE

The first requirement for justifying use of ATES is that a
seasonal mismatch exists between the availability and the use of heat
or chill.

The source or sources of heat or chill may be seasonal (solar
energy, summer-peaking cogeneration of electricity and heat, winter
chill); or the use may be seasonal (space heating, food processing,
air conditioning); or both. The function of ATES is to buffer sea-
sonal fluctuations in source and/or use, to correct a mismatch and
make otherwise-wasted or unused thermal‘energy sources useful.

ATES is capable of also smoothing short term fluctuations — e.g.,
diurnally in solar energy systems, weekly in space heat or industry —
in addition to smoothing seasonal fluctuations. However, other tech-
niques for thermal energy storage, such as fabricated tanks or
latent-heat systems, may be better suited than ATES to handle only
short term fluctuations.
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The degree of mismatch is seldom total. Captured waste heat may,
for example, be used to heat tap water or process water on a year-
round basis, while some of the heat is put into ATES and used later
to supplement the capacity of the heat source during the space heat-
ing season. Often, although only a fraction of total heat produced
would be stored — say, 25 percent — ATES would make it possible to
use waste heat for both space heating and year-round loads.

HIGH TEMPERATURE WATER (HTW) VERSUS STEAM

When an existing end use of heat employs steam and application of
ATES is being considered, conversion of end-use equipment to use HTW
instead of steam must be evaluated. Using aquifers to store steam is
not believed feasible; and, although producing steam from HTW is pos-
sible, there are inherent thermodynamic limitations such as the
"pinch effect" in heat exchangers which need to be taken into account.

Steam can deliver at a constant temperature most of the thermal
energy it carries as latent heat. For HTW to deliver efficiently the
thermal energy it carries as sensible heat, there must be a substan-
tial drop in temperature from sendout to return pipeline. However,
the energy density per unit volume of HTW is so much higher than that
of steam that HTW transport is much less expensive than steam trans-
port, and is feasible for much greater distances. In large district
heating systems, this feature has been considered important enough to
justify the cost of converting end-use equipment from steam to HTW,
or operating parallel steam and HTW systems until the steam-driven
equipment is retired. Gaining the economic benefits of ATES may
enter into such decisions.

MINIMUM FEASIBLE SIZE

The fraction of thermal energy input that is lost during seasonal
ATES will become unacceptably high if the input volume is too small,
because the ratio of surface area to enclosed heat-storage volume
will be too small. Seasonal ATES is best suited to multi-megawatt
systems. '
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Finding the heat recovery fraction that can be expected in a par-
ticular aquifer for a specific system configuration requires computer
simulation of fluid and heat flow in the aquifer. Based on such simu-
lations and very limited field experience, rough rules of thumb may
be suggested:

e If the objective is to recover at least three-fourths of the
injected heat after three or four annual cycles of operation
the heat input rate to ATES should average at least 3 mega-
watts (107 Btu/hour) for about 90 days; i.e., at least 20

terajoules (20 GBtu, 6 GWH) of heat should be stored.

e For storing chill, it appears that a rate and amount of
energy storage of about one-third that suggested for heat
may be acceptable.

More field experience with ATES can be expected to modify these
rules of thumb.

AVAILABILITY OF A SUITABLE AQUIFER

Because ATES is a new technology, unfamiliar to most well-
drillers, geologists, and regulatory agencies, only rarely will it be
possible to verify through simple inquiries that a suitable aquifer
is available. However, if a well-drilling firm or geologist thor-
oughly familiar with local conditions is quite certain that a suit-
able aquifer is not available, or if insurmountable regulatory diffi-
culties are encountered, it may be wise to abort the investigation.

The size and hydraulic characteristics of aquifers available at
the site or sites of interest — in the area of the heat load and/or
the heat source — will set an upper 1imit on the amount and rate of
TES that is physically feasible. A well-drilling firm or geologist
should be consulted.

Information needed by the well-drilling firm or geologist is
found in the basic discussion of heat storage wells in Chapter 3
under "Storage Subsystem," and in Appendix B on types of aquifers
and probable suitability of each type for ATES.
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The question of availability involves not only whether an aquifer
exists but also whether it can be used for heat storage purposes.

Local regulations and regulatory agencies may classify heat as a
pollutant; special authorization may be required for ATES. Such
authorization has been obtained on the basis that heat storage wells
are designed to avoid loss of hot water, which is a valuable commod-
ity and not a waste product being disposed of by injection. The pos-
sibility of interference between heat storage wells and water supply
wells in the same aquifer is negligible if the heat storage wells are
located at a generous distance from the supply wells, The appropri-
ate spacing will depend on the size of the wells and the aquifer.

One kilometer (3000 feet) or more probably is safe. Alternatively, a
few tens of meters (yards) of vertical separation between the water
supply formation and a separate, tightly confined formation suitable
for heat storage well completion may be entirely adequate.

COST OF ATES FACILITIES AND OPERATION

The element in ATES capital investment cost which may be of most
concern is verifying the availability and suitability of an aquifer.
If insufficient hydrogeological information is available for estimat-
ing the cost and performance of ATES wells, a substantial initial
investment in exploratory drilling and testing may be required. The
acceptability of this investment will be related to the size of the
proposed project. For a large project, the prospective benefits will
be large, and the investment can be amortized over many ATES wells if
an aquifer is found and is suitable. For a small project, involving
only a few wells, the investment may be unacceptable. An estimate of
the cost of a surface geophysical survey, exploratory drilling, bore-
hole geophysical measurements, pump tests, and analysis should be
obtained if this investment is an important early-decision criterion.

~ Assuming a suitable aquifer is available, what will ATES facili-
ties cost? A very rough rule of thumb is that the capital investment
cost of a pair of wells deep enough to store 150°C (300°F) water,
including pumps, heat exchanger, controls, shelter, and a nominal

2-4



EXECUTIVE SUMMARY

amount for land, will be roughly the same as that of a hot-water
boiler: about $55 per kilowatt thermal, in 1980 dollars. This is a
useful comparison because evaluating the application of ATES in a
proposed system very often involves considering whether to use ATES
or hot-water boilers for peak loads and standby reserve.

The operating costs of an ATES facility should be much lower
than for a boiler of equivalent thermal capacity. No oil or gas fuel
is required for ATES, only a modest amount of electricity to drive
pumps.

The cost comparison will be less favorable if the groundwater is
mineralized and can cause significant corrosion and scaling, which
will increase the fixed costs by requiring special materials and the
operating costs by requiring more frequent shut-down for cleaning
and repair. Deep or difficult drilling can also increase well costs.
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CHAPTER 3
INFORMATION NEEDED FOR DESIGNING AN ATES SYSTEM

To employ the conceptual-design procedure described in the next
chapter, information about the four subsystems making up an ATES sys-
tem will be needed:

® Source or sources of heat or chill: Amount, quality (temper-
ature), cost, and constraints on availability, all versus
time. Location.

® End use or uses for heat or chill: Amount, temperature, and
dependability of thermal energy supply required, versus time.
Flexibility of requirements. Location. Allowable price or
cost of supply (usually that of a reference or alternative
supply such as natural gas).

® Storage: Heat exchanger size versus temperature loss and
cost. Scaling, corrosion, geochemical problems. Thermal
energy and temperature losses during storage. Mitigating
measures. Cost of wells, special design features, number
required, and spacing.

® Trgnsport: Tradeoffs of pipe size versus pumping power and
thickness of insulation versus thermal energy loss. Cost
elements and their sensitivity to the choice of operating
temperatures and the type and difficulty of installation.

In this chapter, the sources and end uses of heat and chill which
are the most promising candidates for profitable use in an ATES sys-
tem are discussed in general terms, and examples of the information
needed to describe them are given. The storage subsystem, needed in
any ATES system, is described in some detail, with estimates of per-
formance and cost. The transport subsystem which will be needed in
some ATES systems is described in less detail; design parameters are
discussed, with examples and cost estimates.
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SOURCES OF HEAT AND CHILL
ATES may be the key in many instances to large-scale use of three
inexpensive sources of thermal energy:
e Industrial waste heat
e Solar heat and winter chill (renewable sources)
e Cogeneration.

Reference-Case Description

As a basis for evaluating the potential benefits of ATES in
making feasible the use of inexpensive thermal energy sources, a
reference-case system without ATES must be described. The completed
reference-case description will include the source subsystem, the end

use, short-term storage (not ATES), and transport if required. Of
interest here is the source subsystem.

It is important that the reference case be a basis for evaluating
the net benefits of ATES — not merely the benefits of using captured
waste heat, or renewable sources, or cogeneration, unless utilizing
these sources is not feasible without seasonal storage; comparison
should be between feasible alternatives. For the reference case, the
source subsystem must be described as it would be configured or
reconfigured if ATES were not employed: the reference may or may not
be an existing source.

EXAMPLE A: An industrial plant uses a gas-fired boiler for space
heating. Waste heat is available from periodic testing of large
engines, but it is not being used because it is not matched in time
or magnitude to space heating needs. ATES may make feasible the cap-
ture and use of the waste heat for space heating. The reference-
source subsystem in this example is the existing gas-fired boiler.

EXAMPLE B: A utility is considering modifying turbines to permit
combined production of electricity and heat, for district heating.
The proposed system calls for use of auxiliary boilers to meet peak
wintertime demands for space heating. The reference-source subsystem
is not the existing individual boilers and furnaces which the dis-
trict heating system would replace, but rather the proposed cogenera-

3-2



tion subsystem for district heating, without ATES and with auxiliary
boilers. ATES may make it possible to operate cogeneration turbines
at a higher annual capacity factor, storing inexpensive heat to use
later during peak load periods and making the boilers unnecessary.

Cases with ATES
The examples above illustrate not only reference-case source

subsystems but cases with ATES. In developing conceptual system
designs with ATES, source-related benefits in cost reduction, energy
conservation, and fuel substitution will usually be of primary con-
cern. Other benefits to be sought include improved dependability
(particularly, no interruptions of gas or o0il delivery); burning
less fuel, thereby producing offsetting emission credits which make
possible plant expansion not otherwise permitted; cooling stack
gases to facilitate precipitation of pollutants; and others which
will occur to the system designer.

Information Needed

For both the reference case subsystem and the one or more cases
with ATES, projections will be needed of
e Annual energy production, energy units: GJ or MWh
e Monthly production, energy and power units: GJ, MW
e Hour-by-hour production for typical weeks, power units: MW
e Peak hourly production, power units.

If energy is to be produced from more than one source, separate
projections should be prepared for each source. Expected tempera-
tures and fluctuations should be indicated.

Energy-production availability may be influenced by seasons of
the year. If so, it usually can be typified with three weekly pat-
terns, for winter, summer, and spring/autumn, with extremes indi-
cated by range bars or tabulated data. Other availability con-
straints might include scheduled maintenance, forced outages, prod-
uct manufacturing schedules, cloud cover, air quality regulations
(emission controls), or fuel supply curtailment. Hour-by-hour
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projections for weeks when such constraints might affect production
should be prepared; or the effects may be indicated as range bars on
season-typical weekly graphs or as upper and lower bounds in
tabulated data.

Flexibility in availability of energy production will be of
interest in case more or less thermal energy is needed than is
shown in the suggested projections. For example, it may be possible
to operate an industrial boiler or cogeneration equipment at a higher
capacity factor than has been projected, which could make supplemen-
tal heat available at a lower cost than with auxiliary boilers.

Cost information will be of particular interest for obvious rea-
sons. Any potential effects.on cost, such as savings through having
ATES available to store excess thermal energy during peak output when
otherwise the energy would have to be dumped, should be noted. Con-
versely, cost penalties such as having no storage or transport avail-
able when it is being counted on should be noted.

Importance of Second-Law Considerations

The significance of thermodynamics' second-law concept of entropy
extends beyond the principle that heat does not flow uphill. Second-
law analysis of energy quality and availability reveals the maximum
amount of useful work or heat, or both, that can be extracted from a
source of heat; it is particularly applicable to ATES system con-
ceptualization and evaluation when the proposed heat source involves
high temperature, as in a fossil-fueled boiler.

Because combustion temperature in a boiler characteristically is
much higher than the temperature of the steam produced, it may be
found that only 15 percent of the total input energy has been lost
(in an 85-percent efficient boiler), but entropy considerations
reveal that energy availability has been decreased by 66 percent.

Two possibilities for improving this situation might be considered:
carry out the combustion process at a high pressure, expand the prod-
ucts through a gas turbine-generator, then pass the exhaust gases
through a waste heat boiler to generate process steam at the same



pressure and temperature at which the boiler would have produced it;
or produce steam from the boiler at higher temperature and pressure
than needed for process heat (or space heating), and expand the steam
to desired pressure-temperature conditions through a turbogenerator.
Assuming a use or a market exists for the electricity generated —
perhaps an electric utility, required by recent regulatory action to
purchase electricity from industrial cogeneration — the energy avail-
able from the fuel will be used much more efficiently than when the
boiler supplies steam directly at lower pressure-temperature condi-
tions. The tradeoffs of cogeneration investment, operation and main-
tenance, and of reliability of supply against energy conservation and
cost savings, have been examined for many industrial plants. With
continually increasing costs of fluid fuels and pressures for fuel
substitution, more attention to opportunities for second-law effi-
ciency has become mandatory. (National Energy Act of 1978; NBS Hand-
book 121, 1977, Chapter 2; Kovach, 1976; Kovacik, 1975; Keenan and
others, 1973; Wilson and Hefner, 1973.)

A concept called "exergy" introduced in the Soviet Union and
Europe is coming into use in the United States for applying the sec-
ond law in analysis of energy systems. (Ahern, 1980; Koefoed, 1976.)

Industrial Waste Heat

Having ATES available as a large reservoir for captured waste
heat can solve a basic problem which often makes industrial waste
heat recovery infeasible: the heat load cannot always absorb the heat
which can be captured, forcing the heat recovery equipment to operate
at Tow utilization factor and the facilities for disposing of waste
heat to be kept in service.

Case studies of successful systems for industrial waste heat
recovery are reported in the Waste Heat Management Guidebook, pre-
pared by the National Bureau of Standards and the Federal Energy
Administration (NBS Handbook 121, 1977). Several studies of indus-
trial waste heat recovery and short-term storage for later use have
been made under DOE auspices (e.g., Lundberg and Christenson, 1979;
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Katter and Hoskins, 1979; Katter and Peterson, 1978; Glenn, et al,
1976).

Seasonal TES was included in a study of capturing waste heat from
the 120°C (250°F) fume-exhaust stream of an aluminum production plant
and utilizing it for district heating in a nearby city. Among the
alternatives considered for TES were aquifer storage and the use of
two insulated steel tanks, each with a capacity of 380,000 cubic
meters (100 million gallons). ATES was found to be potentially the
lowest cost approach, but not yet sufficiently proven to be included
in the system proposed for early implementation. (Katter and
Hoskins, 1979; McCabe and Huxtable, 1980.)

Renewable Sources

SOLAR THERMAL. 1t has been noted that solar systems in high
latitudes could benefit substantially from inexpensive high-capacity
seasonal storage. Insolation at high latitudes amounts to about the
same energy available annually at lower latitudes, but the intensity

is low during the space heating season and high during the summer
months.

A workshop on Solar Energy Storage Options, sponsored by the U.S.
Department of Energy's Solar Applications Office, was held in March
1979. One workshop panel addressed annual cycle storage for heating
and cooling. The modes of storage considered included aquifers,
insulated ponds, earth, salt gradient ponds, and tanks. (USDOE,
March 1979, Vol. II.)

The design and construction of a solar energy system with sea-
sonal storage is described in a recent report by Finn (1979). It is
located at Ingelstad, Sweden (57° N latitude), to supply space heat-
ing for a new 52-unit residential development. A 5000 m3 (1.3 mil-
lion gallon) concrete tank, insulated with one meter of mineral wool,
will store up to 1.2 TJ (335 MWh) in water at 95°C (200°F). Several
hundred parabolic solar collectors whose area is 1320 m2 (14,200 ft2)
supply 2.1 TJ (586 MWh) of heat during an average year, to handle
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about half the total space heating energy requirement. A boiler,
large enough to carry the entire load, supplies the other half.

ATES has not yet been utilized in solar thermal systems because
of the minimum-size requirement (Meyer, 1978) for which rules of
thumb were given in Chapter 2. Multimegawatt solar systems for sup-
plying hot water for wintertime space heating have not yet been built,
but are being seriously considered (in Canada, for example).

WINTER CHILL. As a source of thermal energy, winter-chilled
water is very cheap. However, because the temperature difference
between the chilled water and the aquifer ambient is limited, the
energy density of storage in aquifers is lower than for hot water.
Temperature loss across heat exchangers — the "approach temperature" —
becomes a governing economic factor. Nonetheless, successful large-
scale storage of chilled water in aquifers was demonstrated at least
as far back as World War II, and experiments continue. (See Appendix
B, page B-20.)

Cogeneration

Studies indicate that ATES can substantially improve the econom-
ics of large-scale cogeneration, further improve the already-
impressive gains in the efficiency of fuel-energy utilization, permit
substitution of coal or nuclear heat for fluid fuels, and eliminate
the need for cooling water or towers. (Meyer, Hausz, et al, 1976;
Meyer, 1979.)

COGENERATION BY ELECTRIC UTILITIES. Figure 3-1 illustrates
graphically the impressive second-law improvement in efficiency of
fuel use which can be achieved by thermal power plants when cogenera-
tion is adopted. A recent Report to the Congress by the Comptroller
General (USGAD, 1980) identifies this as one of the most important
national opportunities for energy conservation and fuel substitution.
Power plants discharge more heat as waste than the entire industrial
sector consumes as primary energy. The waste heat from conventional
power plants is not worth considering for ATES because it is of such
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Figure 3-1. Comparison of overall thermal efficiency of
electric-only and cogeneration power plants.
(Source: Margen, et al, 1979b)

Tow quality (so little above ambient temperature). Utility plants

are carefully designed to extract as much work from steam as possible,
to drive electrical generators, before discharging the steam from tur-
bines at as close to ambient temperature as is economically feasible.
Some existing equipment can be adapted, some must be replaced, to
allow higher temperature steam to be extracted (at some loss in elec-
trical generation) as a heat source for large district heating
systems.

In response to action of the Minnesota Energy Agency, a large new
cogeneration-district heating system has been proposed for the Twin
Cities metropolitan area of Minnesota. Hot water would be used, in a
closed-loop system. The system as described by Studsvik Energiteknik
AB of Sweden does not employ thermal energy storage (Margen, et al,
1979b). In a study supported by DOE/ORNL (as was the Studsvik study),
TEMPO evaluated the potential benefits of incorporating ATES into the
proposed system (Meyer, 1979). TEMPO's Twin Cities study followed
much the same procedure for conceptual design and evaluation that is
presented in Chapter 4 of these Guidelines.
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A reference case was at hand — not an existing but a proposed
system, whose fuel and energy saving features had already been evalu-
ated. The question was not the benefits of cogeneration for a large
district heating system but the added benefits of ATES in the system.
Four ATES cases — conceptual designs — were developed and studied.
They are summarized in Table 3-1.

The first of the four ATES cases involved only the replacement of
standby and peaking boilers with ATES. This was found to be feasible
and beneficial. (It was assumed, throughout the study, that a suit-
able aquifer was available — exploration and aquifer characterization
were not a part of the study.) Flexibility in the availability of
additional heat from the several old turbines was then postulated,
with rules for operating the turbines at higher capacity factor than
in the reference case. Use of different turbines (backpressure
machines) was also postulated, on the basis that ATES would make fea-
stble the production of substantial amounts of heat in excess of the
demand at the moment, the heat to be stored until needed to meet peak
loads. Not only was it found that a much greater mismatch could be
buffered, but the size and cost of transmission lines could be sig-
nificantly reduced by employing ATES at the cogeneration plant as
well as at transmission-line nodes where the distribution system is
connected.

Figure 3-2 illustrates, on an annual load duration curve for the
Twin Cities district heating system, the makeup of the reference sys-
tem and of TEMPO Case A-3. Note in Case A-3 that all boilers have
been replaced with storage and all heat is supplied by less cogenera-
tion capacity operated at a higher capacity factor.

INDUSTRIAL COGENERATION. Perhaps five or six hundred total-
energy systems in the United States, not owned by utilities, generate
electricity and heat as joint products to serve industrial or commer-
cial developments. Their aggregate in-plant electrical generation is
well under one percent of national generation. However, the National
Energy Act of 1978, DOE support in financing the extra risks inherent



Table 3-1. Summary of effects of TES on Scenario A system configuration.

oL-€

Studsvik's Case A-1 Case A-2 Case A-3 Case A-4
Scenario A Base case. Convert only new Minimize pipe-
No boilers. Reduce cogen. turbines. Add line size.
Same cogen. capacity by backpressire TES at both
Reference capacity as 344 MWth of units. TES at plant and
case. ref. case. 0ld turbines. nodes only. nodes.
COGENERATION
Extraction: MW Capacity 1406 1406 1062 727 727
Annual TWH 5.480 6.344 6.551 4.241 4.247
10-month CF 0.60 0.76 0.80 0.80
Backpressure: MW Capacity 110 110 110 440 475
Annual TWH 0.465 0.775 0.775 3.084 3.333
Annual CF 0.45 0.80 0.80 0.80 0.80
Total: MW 1516 1516 1172 1167 1202
Annual TWH 5.945 7.119 7.326 7.325 7.574
Elec. sacrificed, TWH 1.10 1.33 1.52 1.51 1.54
BOILERS
Peak: MW Capacity 1188 -0- -0- -0- -0-
Standby: MW Capacity 335
Total: MW Capacity 1523
Annual TWH 1.049
Annual CF 0.08
HEAT STORAGE WELLS
At Nodes: MW Capacity -0- 1523 1867 1872 1839
Annual TWH 0.533 1.344 1.350 2.450
At Plant: MW Capacity -0- -0- -0- -0- 414
Annual TWH 1.430
Total: MW Capacity 1523 1867 1872 2253
Total annual TWH stored 0.533 1.344 1.350 3.880
Approx. annual TWH lost 0.133 0.336 0.338 0.613

(at 0.75 recovery fraction)

TRANS. PIPELINES (lumped)
Peak capacity required, MW 1516 1516 1172 1167 865
Annual capacity factor 0.45 0.54 0.71 0.72 1.0
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Figure 3-2. Comparison of heat sources for a proposed Twin Cities
cogeneration-district heating system with and without
ATES. (Source: Meyer, 1979)

in new technology (Savitz, 1977), and actions of State energy agen-
cies and utility commissions, now strongly encourage industrial cogen-
eration. Of particular interest are the provisions being made to
require electric utilities to purchase electrical power generated in-
plant that is surplus to an industry's needs. ATES can make possible
the generation of electricity for sale when its value to the electric

utility is greatest — during peak-load periods.

Developing a reference case and ATES cases for industrial applica-
tions of cogeneration will be somewhat different from the Twin Cities
district-heating example. The major difference is 1likely to be that
space heating has not been included in an existing industrial cogen-
eration setup, or that plans for cogeneration do not include space
heating — only electrical generation and process heat. It then will
be necessary to devise provisions for extracting steam for space heat-
ing from bottoming turbines, or for capturing waste heat from spent



process steam when topping turbines are used. Typically, the refer-
ence case may be an existing use of dedicated boilers or individual
gas-fired heaters for space heating purposes, and only the ATES cases
will be concerned with cogeneration as a source for space heating.
Without ATES, using cogenerated heat for industrial space heating <is

unlikely to be economic because the load factor is too low.

HEAT PUMPS FOR PRODUCING CHILL. The heat pumps in wide use in
industry today — air conditioners, refrigeration equipment, chillers —
dispose of waste heat via cooling water or towers, which comes under
the category of industrial waste heat discussed earlier. However,
reversible heat pumps are again becoming popular for residential use,
to air condition in the summer and heat in the winter. A commercial
variation, called a heat reclaim chiller by at least one manufacturer
(Dunham-Bush), continuously provides two output streams: one of cold
water at 5-10°C (42-50°F) for chilling, and a byproduct stream of hot
water at 32-66°C (90-150°F). The chiller is driven by an electric
motor.

Viewing the heat reclaim chiller as a cogenerator of heat and
chill provides the appropriate perspective for serious consideration
of large-scale ATES for heat pumps as suggested ten years ago by R.G.
Kazmann (1971).

Kazmann's suggestion was to store hot water discharged from heat
pumps used for summertime air conditioning and to use the stored
water as a source of heat in the winter, materially improving the
coefficient of performance of the heat pump in a space-heating mode.
In the wintertime, the chill produced by the heat pump might logically
be stored in another well, creating a doublet with a hot well and a
cold well.”

*
The National Water Well Association is actively encouraging use of
shallow groundwater as a source and a sink for heat pumps for indi-
vidual residences, which is the same concept on a smaller scale;
however, seasonal storage is not the principal thrust of the NWWA
program.



The industrial heat/chill cogenerator begins to approach the size
of system needed to make this use of ATES interesting, and is one of
very few sources of chill other than natural wintertime temperatures
that has been identified.

Auxiliary Boilers in ATES Systems

To consider boilers in a discussion of heat sources for ATES sys-
tems may seem anomalous, in that ATES may often be utilized instead
of boilers for peaking and standby purposes.

One reason for listing boilers is that they may already be in
place and still serviceable, therefore requiring less capital invest-
ment than ATES facilities. (Steam boilers may require addition of an
accumulator or a heat exchanger to supply hot water.) In conceptual-
izing reference and ATES cases, the economy of using existing boilers
instead of or in addition to ATES should be considered.

A second reason for listing boilers is that portable boilers
often have a role in developing district heating networks, which
should be recognized in scenarios for reference and ATES cases. The
role of portable boilers is to serve heat loads until extending hot-
water pipelines from central sources, and installing ATES facilities,
can be economically justified by the size of the Toad that has been
built up. Portable boilers almost always are oil-fired, and keeping
them in service in the same location is rarely suggested. Instead,
they are moved to new locations where Toad is to be built, amortized
over the period of system build up, and disposed of.

END USES FOR HEAT OR CHILL

ATES can serve as a bridge between seasonal uses for heat or
chill — space heating, air conditioning — or between seasonal sources
of heat or chill — solar heat, winter cold — or both.

Reference-Case Subsystem

As with the thermal energy source, a reference-case description
will be needed for the load or loads to be supplied, as they would be



configured or reconfigured if ATES were not employed. The reference
case may already exist, or it may be only planned or proposed. Exam-
ples are air conditioning which is electrically driven; process heat
in a large industrial plant which is to be supplied by captured

waste heat; space and tap water heating for a residential/commercial
complex, or for an urban area to be served with district heating,
from a cogeneration source.

Cases with ATES
One or more conceptual system designs with ATES will be developed
and compared to the reference system cost and energy requirements.

To utilize hot water in place of steam or combustion, conversion of
existing space heating, process heat, or water heating equipment may
be required. Similarly, air conditioning or chilling equipment will
require conversion, in some instances, to utilize hot water or
winter-chilled water. Converting existing buildings to hot water
district heating has been studied by Sundberg and Nyman (1979).

Information Needed

The basic information required is load versus time. As with the
thermal energy sources, projections will be needed for both the ref-
erence case and the ATES case, of

e Total annual load in energy units: GJ or MWh

Monthly load in both energy and power units: GJ, MW

Hour-by-hour load for typical weeks, in power units: MW
e Peak hourly load, in power units.

Figure 3-3 illustrates a convenient way to summarize monthly load
in power units (1 1b of steam/hr ~ 1000 Btu/hr = 293 watts). A com-
puter program which produces such a graph can also easily compute the
monthly and annual load in energy units, and find the peak hourly
load. Figure 3-4, from the same source as Figure 3-3, is a very use-
ful display — an annual load duration curve for actual hourly data in
1976, with projections of expected Toads in 1977-1979.
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If typical and extreme weeks were found from meteorological sta-
tistics and combined with knowledge of other factors which cause var-
jations in loads, as many graphs as required to depict typical weeks
could be computer-drawn. (For a university campus, for example,
times when school is in session or out would be an important factor.)

A different method of presenting load duration curves is shown by
Figure 3-5, from which Figure 3-6 is derived. Figure 3-6 gives the
annual load factor, 28 percent. This is the ratio of average annual
load to peak hourly load during the year. The load duration shown,
2465 hours, is the European practice for stating an equivalent to the
load factor. It is the number of hours that equipment would operate
at full rated output during the 8760 hours in a year to supply the
entire annual load. (2465/8760 = 0.28.)

If various loads are to be served (different areas of a city,
with some process heat, some space heating, some tap water heating),
a diversity factor may be incorporated when the loads are aggregated.
For example, in large district heating systems the peak coinciding
load may be assumed to be 25 percent less than the total connected
load, with space and water heating having different diversity factors.

Temperature requirements and acceptable excursions are of great
importance. For space heating, a wide range of hot-water tempera-
tures may be acceptable, permitting temperatures for sendout and
return to be optimized for minimum system cost. If process heat
loads are involved where severe losses would be incurred if tempera-
ture drops below some 1imit, or the supply fails, these and other
such constraints should be noted.

The allowable price or cost of energy supply normally will be
derived from an existing system. The actual cost of natural gas or
0il will be known and escalation can be estimated, giving one basis
for setting a cost target. Benefits from greater dependability of
hot water compared to interruptible gas should be quantified as an
allowable increase in cost. The cost target or upper limit will be
an important design parameter.
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STORAGE SUBSYSTEM

Some fraction of the heat or chill produced by the thermal energy
source will be diverted to the storage subsystem when production
exceeds demand and recovered from the storage subsystem when demand
exceeds production. In general, the storage subsystem will be com-
prised of the following elements:

Above Ground

e A heat exchanger to keep separate the water quality found in
the aquifer from the water quality used in hot water pipe-
lines.

e Valves and piping to control flow.

e Instrumentation, data recording, and controls.

e An enclosed shelter,

e Filtration and/or settling tanks if needed.

Below Ground

e Wells cased and cemented through overlying formations and
completed in a confined aquifer.

e Injection tubes and/or valves and packers to control injec-
tion, pumps for withdrawal, and remote controls for actuating
them.

e Instrumentation in both the hot and warm wells (or cold and
cool wells).

e Instrumentation wells between or surrounding the main wells,
in some instances.

Heat Storage Well Doublet

The configuration of the major storage subsystem elements in a
basic heat storage well doublet is shown schematically in Figure 3-7.
The two wells of the doublet comprise a closed hydraulic system.

Water pumped from one well is injected into the companion well; the
net withdrawal is zero.

Heat is stored in the porous rock comprising the aquifer, in the
water filling the pores, and in the relatively impervious aquifer cap
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times under a pressure higher than its vapor (saturation) pressure.
Aquifers which are confined by impermeable formations as shown in
Figure 3-7 typically are pressurized. (See Appendix B, "Confined
Aquifers".) The amount of pressurization usually increases with
depth. 1In general, the higher above the local boiling point is the
temperature of water to be stored, the deeper the aquifer that will
be needed.

Figure 3-8 shows the absolute saturation pressure of water from
100°C (212°F) to 200°C (392°F), and the corresponding gauge pressure
at sea level — less than absolute pressure by 101 kPa (14.7 psi).
When a well is drilled into a confined aquifer, the water level in
the well stands above the top of the aquifer at a height, or head,
dependent upon the natural pressure in the aquifer (artesian pres-
sure). In Figure 3-8, the vertical scales at the right show the
height of a column of water at aquifer temperature (the artesian
head) corresponding to the pressure scales on the left. The artesian
head required to keep water in its liquid phase at a given tempera-
ture can be found directly from the gauge pressure curve for sea-
level conditions; for higher altitudes, gauge pressure and required
head will be greater.

A reasonable expectation is that a confined aquifer at a depth
of 100 to 300 meters (350 to 1000 feet), not heavily pumped for other
purposes, will have sufficient artesian pressure to exceed the satu-
ration pressure of water at 150°C (300°F): 375 kPa gauge pressure at
sea level (54 psig), corresponding to 38 meters (126 feet) of head at
normal aquifer water temperature. Above this temperature, the satu-
ration pressure and required artesian head increase quite rapidly;
the difficulty in locating a suitable aquifer, tightly confined, and
the expense of well construction, increase accordingly.

The required head as explained above is a minimum requirement in
order to maintain water in its liquid phase when the well is shut in
— no pumping or injection is taking place. In order to maintain the
required pressure when the well is being pumped, the pump must be
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set deep enough in the well that the suction produced at the pump's
inlet will not cause water pressure to fall below saturation value,
or cavitation and pump damage will result.

Rate of Thermal Energy Storage
The rate at which thermal energy can be stored or withdrawn from

storage is determined by the size of the wells, their temperatures,
the pumps employed, and the flow parameters of the aquifer. A moder-
ately large heat storage well doublet would have a water production
rate of 44 liters per second (700 gpm, 1 million gpd). In Figure 3-9A
are two nomographs from which the rate of storage or withdrawal can
be found in metric/SI units. Figure 3-9B gives the same information

liters/sec

AT (°C)
100 150
Titers/k T
kg o 80 "
1.16 90 + kg/sec
- 200 50T
100- 404 1004
1.14 - 80 —-—1-70 90 1 90—
701 20— 70,9—
1.12 4+ 180 70 +
60 P
50 —— 107 50—
1.104 4 -
160 60 "’,,f’ e
1 50 401 s = 40—
1.08 = 140 50 T
30— T 30
1.06 4120 40 B
100 20 T 20
L —— —_—
1.04 - 30
— 80 11
1.02 460 20 —J
40
1.00 -0 1ol 10 101 104

Figure 3-9A. Nomograph relating injection or withdrawal temperatures,
temperature difference between wells in a doublet,
water flow rates, and thermal energy flow rates;
in SI units.
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in English units. The example shown in these nomographs assumes
water at a temperature of 150°C (300°F) is to be injected at a rate
of 44 liters per second (700 gpm), and that the temperature differ-
ence AT between hot and warm wells is 70°C (125°F). The lefthand
portion of the nomograph transforms volume into mass, necessary for
energy computations. Water at 44°C (300°F) being 9 percent less
dense (1.09 2/kg) than at 4°C (1.00 &/kg), the mass flow rate is 40.4
kg/sec or 320,000 pounds per hour. Transferring the mass flow rate
to the righthand portion of the nomograph and drawing a line to the
70°C (125°F) value of AT shows the rate of thermal energy storage to
be 11.7 MW (40 MBtu/hr).

AT(°F)
250 1~
k1b/hr
gal/min 700 200 1~
1600 —— MBTU/ hr
200
3 f
1/t 400 1400 + 600 k1b/hr /;
54,1 — 1004~ 10054
900—r 801
1200 — 60— 80 ——
55.6 ——350 500 700 701
1000 - 60 -
57.1 —$=300 500 50 -
800 — - 40 -
58.8 —250 )
300 1~ 10~
L 200 600 — 301
60.6 — -+ 64—
— 150
[ 100 400 200 4~ 4L 20+
62.5 ——35
200 -1 T
0+o0 100 J— 10—

Figure 3-9B. Nomograph relating injection or withdrawal temperatures,
temperature difference between wells in a doublet,
water flow rates, and thermal energy flow rates;
in English units.
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Amount of Thermal Energy Storage

To find the amount of thermal energy stored in an aquifer requires
only that the energy storage rate, found from Figure 3-9, be multi-
plied by the time duration of injection. If the energy storage rate
changes with time, as is likely, the sum of the amount stored during
each time increment is needed: basically, the area under a graph of
energy storage rate versus time, for the total period of interest.
Using the example of Figure 3-9, and assuming for simplicity that the
thermal energy storage rate is a constant 11 MW for 120 days, the
total energy stored is 114 terajoules (32 GWh, 108 GBtu) in a total
water volume of about 0.46 x 106 m3 (120 million gallons). One
extremely large or two very large and expensive insulated tanks would
be required to store this amount of hot water. However, aquifers
with equivalent storage capacity are very common. An urban water
supply well may pump water from an aquifer at this rate for decades.
The enormous amount of storage space in aquifers is illustrated by
the estimate of the U.S. Geological Survey (1972) that at least 20

times more water is stored underground than in lakes and rivers.

Distance to Heat Interface; Well Spacing

As hot water moves away from the injection well through the por-
ous rock of the matrix, it heats the matrix. Water that has deliv-
ered its heat to the matrix will rapidly cool and approach the matrix
temperature. A heat interface, or thermocline, will develop. After
injection has proceeded for some time, temperature along a path
radial from the injection well will be very nearly the same as the
injected water until the thermocline is reached. At the thermocline,
the temperature of water and matrix will drop abruptly. The distance
from the injection well to the thermocline will be determined by the
temperature and volume of the injected water, the thickness of the
aquifer, the porosity of the rock, and the relative heat capacities
of water and matrix. The distance from the injection well to the
hydraulic interface between native and injected water will be deter-
mined by the injected water volume and the thickness and effective
porosity of the aquifer.
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Figure 3-10 shows the radii from the injection well to the thermo-
cline and to the hydraulic interface, assuming a cylindrical shape
and specific aquifer and water parameters. The radius ih found from
Figure 3-10 will approximate the average distance from the well to a
tilted thermocline. Using the example of Figure 3-9, an injection
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(n3 X 104) INJECTION RATE . "
3 hyd th
DAYS m~/day X 10
1000 —— 10 ———
moT— 800 & ww—
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4 30—
1004 100 104 200 J—zo
90 4 80 94
80— P 84— 40 L 20
60—+ 6+
0 4 100 - 604 40 30
50T ST 90— 70
40 4~ 2T 4 -9 80— BO“L 50 4 40
/ 70 4~ 90
1w 60—+ 10080 —+-50
304~""8-— 34 70
+ 50 - [ 80 60
6—.—-
T 40 4 — 90 —+70
20—+ 44— P . — 100 ——80
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Figure 3-10. Nomograph of radii to thermal and hydraulic interfaces

(cylindrical coordinates) versus aquifer thickness and
injected volume of water, for assumptions shown.
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rate of 44 Titers per second is 3 800m3

(1 million gallons) per day.
In 30 days the injected volume is 114 x 103 m3. For an aquifer
thickness of 40 meters (130 feet), the radius to the thermocline is
seen to be about 37 m (120 ft), and to the hydraulic interface about
61 m (200 ft). (The equations for Figure 3-10 are given in Appen-
dix A.)

To estimate the spacing required between wells to avoid break-
through, a rule of thumb is to multiply by three the maximum expected
thermal radius (distance from hot well to thermocline). In the exam-
ple given above, suppose the maximum expected injection is 44 liters
per second for 120 days. The thermal radius would become about 75 m
(240 ft). The minimum suggested spacing between wells would be
(3 x 75 =) 225 m (740 ft). (Breakthrough is discussed further in
Appendix A.)

Heat Exchanger

The heat exchanger isolates the groundwater from the treated
water used in the hot water transmission loop. This permits operat-
ing the transport and well systems at independent pressure and flow
conditions, prevents contamination of groundwater, and keeps possi-
ble corrosion and scaling effects of mineralized groundwater out of
the transport system,

Figures 3-11A and 3-11B show the effect of the temperature drop
from input to output side of the heat exchanger (the approach temper-
ature). (To reduce clutter in Figure 3-11, temperatures are shown
only in Fahrenheit degrees.) Allowing for some fouling, an approach
temperature of 15°F is assumed. The nominal sendout-pipeline temper-
ature is assumed to be 315°F. Subtracting the approach temperature,
water at 300°F is injected into the hot well (Figure 3-11A). The
nominal return-pipeline temperature is assumed to be 160°F; during
withdrawal (Figure 3-11B), water at 175°F is injected into the warm
well. This establishes the temperature difference between warm and
hot wells as (300 - 175 =) 125°F.
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Figure 3-1T1A. Temperature drops across heat exchanger

during heat storage.
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during heat withdrawal.
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The effect of approach temperature as seen by the pipeline loop
can now be noted. During withdrawal, the hot well raises the temper-
ature of water going to the sendout pipeline to only 285°F, lower
than the nominal temperature by twice the approach temperature. Dur-
ing storage, water is sent to the return pipeline at 190°F, higher
than the nominal temperature by twice the approach temperature. The
useful AT in withdrawing heat is (285 - 160 =) 125°F, and in inject-
ing heat is (315 - 190 =) 125°F — significantly less than the
(315 - 160 =) 155°F useful AT between sendout and return pipelines.

While the temperature drops (T]-T3) and (T2-T4) do not represent
a loss of energy, they represent a degradation of the energy; the
approach temperature should be made as Tow as is economically feasi-

ble.

For the countercurrent heat exchanger shown in Figure 3-11, where
(T]-T3) and (T2-T4) are equal, the heat transfer rate through the
heat exchanger is

q = U-A-(T4-T5) (3-1)

where A is the surface area of the heat exchanger tubes, and U is
the overall heat transfer coefficient. The heat exchanger cost is
roughly proportional to area A; a compromise must be made between

cost and the reduction of (T]-T3).

The overall heat transfer coefficient U represents the composite
of the thermal resistance in the layers through which the heat is
transferred: the resistance drop through the metal tube is small
but that through the slow moving liquid boundary-layer films on the
inside and outside is not. For pure water on both primary and sec-
ondary, a rule of thumb is that U = 2200 W/m2-K (400 Btu/hr-ft®-°F
(range 250-500)). For impure water where scale or slime may build
up and increase the resistance to heat flow, a fouling coefficient
must be used in design. As the fouling may build up without limit
(hard water scale can completely clog a pipe) the fouling coefficient

chosen is a design margin. Each time it is exceeded, it is time to
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clean the scale or slime from the tubes. A plant design handbook
(Peters and Timmerhaus, 1968) suggests a fouling coefficient of
1700 W/mz-K (300 Btu/hr-ft2-°F) for brine. To get a new value of U
. . . 1 1 _ 1 _ 2.

including th1sé 5500 * 7700 = 970 °F Uequiv = 970 W/m -K
(170 Btu/hr-ft.°F),

To illustrate design considerations for these numbers assume
thermal energy is to be stored at a rate q = 10 MW (34 million Btu/hr)
and (T]-T3) is not to exceed 10°C (18°F). The heat exchange area in
the tubes must be
2

)

A = q/U-aT = 10-108/(970+10) = 1030 m? (11000 ft (3-2)

A rule-of-thumb estimator for heat exchanger costs in mid-1980
dollars for this application is 10 to 20 dollars per square foot
(100 to 220 $/m2) for the equipment with about another 10 to 15 dol-
lars per square foot (110 to 160 $/m2) for installation, including
valves, piping, instruments, foundation, and the associated Tabor.
The lower figure per square foot is for plain steel, probably inade-
quate in corrosion resistance for brackish water. The upper figure
represents a higher grade stainless steel than may be necessary in
all cases. Using $16 per square foot (170 $/m2) plus $12 per square
foot (130 $/m2) for installation gives $308,000 as the estimated
installed cost for the above heat exchanger, in mid-1980 dollars.

This represents direct costs of 31 $/kW. If it were necessary to
reduce the approach temperature (T]-T3) to 5°C (9°F) the cost would
double. However, note that the fouling factor provides a margin of
safety. When first operated, or just after removing fouling by peri-
odic maintenance, the factor U is 2200 rather than 970, so (T]-T3)
can be 4.5°C (8°F).

The buildup rate of scale or other fouling is an uncertainty for
every application and aquifer. To counter it, multiple heat
exchangers should be used, such as four 280 m2 (3000 ft2) modules,
so that one can be shut down for cleaning without serious effect on

charging or discharging of storage. Pump capacity should be adequate
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to send the full flow through three units while the fourth is being
cleaned. If possible, cleaning should be scheduled between injection
and production periods, when the wells are shut in.

In the above example for heat storage, the primary loop AT is
86°C (155°F). When storing chill, the AT is seldom more than 20°C
(36°F). Tolerable temperature drop will be much smaller so more heat
exchanger area will be required as well as frequent cleaning to main-
tain a high U. Scaling by chemical deposits may be less severe than
with hot water but organic fouling is more 1ikely than with hot water.
It may be feasible to use groundwater for cooling directly, rather
than through a heat exchanger (Angus and Williams, 1980).

Compensating for Temperature Drop
Across Heat Exchanger

The system may be designed to accommodate the lower sendout tem-
perature obtained when heat is being recovered from storage, by pro-
viding for increasing the flow rate at end-use equipment so that the
needed amount of heat can be delivered at a smaller AT. If a primary
heat source (e.g., cogeneration) is also delivering hot water at
nominal temperature through the sendout pipeline, as is often the
case, blending will reduce the temperature drop that needs to be
accommodated.

If the expected temperature drop cannot be accommodated, varijous
means of mitigating it can be considered:
e Larger heat exchanger or more frequent tube cleaning.
e Trim heat; add supplementary heat to the primary or secondary
at the storage heat exchanger.
e Using a higher sendout temperature during storage charging.
e Novel heat exchanger designs.*

*Keller (1980) and Cole and Allen (1979) discuss a fluidized-bed heat
exchanger for geothermal brines which minimizes corrosion and scale
formation. Alfa-Laval advertises turbulent-flow heat-plate
exchangers with self-scrubbing action which have temperature
approaches as low as 2°F.
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e Compare variable-temperature (seasonally) constant-flow oper-
ation modes with constant-temperature variable-flow modes and
intermediate schemes, for an optimum.

Other Aboveground Equipment

The required piping, valves, and controls, as well as foundation
and shelter, are customarily included in the on-site labor and mate-
rials of installation. The direct cost or installed cost used above,
31 $/kW, includes them.

In addition to master valves and pumps to control the flow in
the hot water transmission loop and the storage loop, individual
valves on each heat exchanger (if multiples are used) are needed to
facilitate maintenance.

Scaling, Corrosion, Fouling, and Well Plugging

Heating water from an aquifer and injecting it back into the
aquifer is expected to cause some geochemical effects. Both
increased solubility of some chemical constituents and precipitation
of others are among the possibilities. Biological effects also
remain to be fully explored. Growth of biota may be either inhib-
ited or encouraged, depending on water temperature and species
present. Corrosion may range from minor to so severe as to require
special, expensive materials, as in geothermal installations.

Scale deposits in the well bore and on aboveground equipment may
occur due to both heating and cooling the groundwater. The solubil-
ity of some chemical constituents such as calcite (calcium carbonate)
and dolomite (calcium magnesium carbonate) decreases with increasing
temperature. Other constituents (silica) have the more usual charac-
teristic of increased solubility with increasing temperature. Geo-
chemical reactions can be predicted by analysis of aquifer material

and the groundwater it contains — at least to the extent of suggest-
ing suitable and unsuitable materials and procedures.

Biological fouling may occur. It is more likely at low than at
high temperatures. Reversing the direction of flow, as will be
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routine in an ATES doublet, may provide easy opportunity to dose the
well with additives in accordance with conventional water-well
practice.

Precipitates formed during heating or cooling which do not
adhere as scale, or which break away during cleaning, can potentially
cause plugging of wells during injection, (Van Note, et al, 1978.)
Provision for removal of particular matter may be required: settling
tanks, sand and charcoal beds, micropore filters, centrifugal separa-
tors, flocculation, clarifiers. Environmental regulations may pro-
hibit or 1imit the use of additives.

Additional discussion of geochemical and biological effects may
be found in Appendix A. Advice of geochemists and water-treatment
specialists should be sought for specific recommendations.

Stored Hot Water:
Temperature Loss and Heat Recovery Fraction

In addition to the temperature drop across the heat exchanger, a

temperature loss will occur as water is produced from storage.

Unlike the temperature drop across the heat exchanger, the tempera-
ture loss of recovered hot water is associated with a loss of thermal
energy, during storage.

Somewhat as with root cellars and ice caves, natural rocks and
sand insulate the hot water stored in an aquifer. Early studies
suggested that three-fourths or more of the stored heat would be
recoverable after six months or longer (Meyer, Todd, and Hare, 1972).

The fraction of stored heat that is lost for a given storage
temperature will depend on the ratio of surface area, through which
heat escapes, to the enclosed volume where the heat is contained.

The ratio of surface area to enclosed volume decreases for larger
volumes; hence heat loss will be higher for small scale than for

large scale storage. This effect sets a lower bound on the applica-
tions of aquifer TES (Meyer, 1978, P-785). Heat loss increases, of
course, as the storage temperature increases.
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RECOVERY RATIO

More heat will be lost during early cycles of injection-storage-
recovery than during later cycles when the aquifer matrix and confin-
ing layers have been prewarmed. This effect is sketched in Figure
3-12. After stored hot water has been extracted until the tempera-
ture of the water being withdrawn has dropped to whatever temperature
is considered the lowest that is useful in the system, some fraction
of the injected heat will remain behind — in Figure 3-12 about 30
percent after the first cycle. The heat that stays in the aquifer
and confining layers improves the recovery fraction for the next
cycle. In the example plotted here, the recovery fraction levels off
at about 80 percent after four or five cycles. Other situations will
give higher or lower recovery fractions.

The best basis currently available for predicting or explaining
heat recovery efficiency and temperature loss during recovery of hot
water from storage is judged to be Lawrence Berkeley Laboratory com-
puter simulations, together with resulits from the two field experi-
ments in the United States: heat storage and recovery, by Auburn
University, and storage and recovery of winter-chilled water, by
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Figure 3-12. Heat recovery fraction, per cycle and cumulative.
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Texas A&M University. Recovery of 80 percent or more of the injected
heat, after a few cycles, continues to be the expectation.

As results are obtained from the DOE/PNL ATES Demonstration Pro-
gram (Minor, 1980) and from work ongoing in other countries, a better
data base will become available and the state of knowledge will be
further improved.

TEMPERATURE L0SS. When recovery of stored heat begins, the tem-
perature of water pumped from the hot well will at first be approxi-
mately the same as the injection temperature. As hot water pumping
continues, the water temperature will drop as water that has been
cooled by loss of heat into the aquifer and its confining layers
begins to enter the well. Eventually, depending upon the system
application, the water will not be hot enough to be useful and pump-
ing will be stopped.

MITIGATION. As with temperature drop across the heat exchanger,
designing the system for increased flow when it is needed, and use of
blending to reduce the temperature drop, are possibly the best ways
to accommodate the temperature losses associated with ATES. Sending
out higher temperature water when ATES is being charged, so that
recovery temperatures will be higher, is another mitigating measure
to consider. A third is to add a small source of trim heat to raise
the temperature of water entering the sendout pipe from the heat
exchanger and hold it within a useful range for longer periods of
time.

ESTIMATING TEMPERATURE LOSS VERSUS TIME. To predict temperature
loss versus time as hot water is produced from storage requires
using a computer model to simulate the injection, storage, and pro-
duction of hot water, in an aquifer of known hydraulic and thermal
characteristics. Tsang, Witherspoon, Buscheck, and others at DOE's
Lawrence Berkeley Laboratory (LBL) have published a number of reports
on results of computer simulations, validated in some cases against
field data, which illustrate temperature loss versus time.
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The results of one LBL simulation are shown in Figure 3-13.
These results may be used to estimate temperature loss during produc-
tion for aquifers of comparable (low) permeability and thermal char-
acteristics, with similar schedules of injection-storage-production~
rest. The LBL simulation illustrated is for an annual cycle of a
single well — a distant doublet. It assumes a relatively Tow perme-
ability aquifer (10'9 cm2, 0.1 darcy)” at an ambient temperature T,
of 20°C (68°F), into which 106 kilograms per day (180 gpm) of water
at a temperature Tin of 120°C (248°F) is injected for 90 days.
(This is a heat injection rate of 5.7 MW (19 MBtu/hour) referenced
to 20°C; in 90 days, total heat injection is 44 terajoules (42 GBtu,
12 GWh).) Regional groundwater flow is assumed negligible. Buoyancy
effects are included. Following the 90-day injection period is a 90-
day storage period, during which the wells are shut in. Then the 90-
day production period commences, to be followed by a 90-day rest
period when the wells are again shut in. (Tsang, et al, 1978.)

in

Cycle numbers

0.2+ -

0 1 1 1 1 1 i 1 1 T
0 0.2 0.4 0.6 0.8 1.0 Y

PRODUCTION PERIOD

Figure 3-13. Production temperature of hot water as it is recovered
from aquifer storage.
(After Tsang, et al, 1978, Figure 10)

*
Typical of sandstone or silty sand.
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From other LBL simulation runs for comparable aquifers, it

appears that the production temperature (T ) curves shown in Fig-

ure 3-13 are reasonably applicable for injgzggon temperatures Tin
considerably higher than 120°C, and for essentially any period of
production provided the injection, storage, and rest periods are
equal to the production period — e.g., 10 days or 120 days instead
of 90 days for each period. (Tsang, et al, 1978, and personal com-

munication with Dr. Tsang.)

If hot water is produced for the full nominal production period,
a rule of thumb suggested (for comparable aquifers) by Figure 3-13
is that the production temperature Tprod will drop during the first
cycle of production to about midway between the injection temperature

T. and the ambient temperature To of the native groundwater: i.e.,

in
(Tprod = To/Tin = To) 15 0.5 to 0.6. If T, s 120°C (248 F? and
T, 1s 20°C (68°F), Torod at the end of the first full production

period would be about 75°C (165°F).

If the drop in Tprod associated with a full production period is
too large to be acceptable (the water is not hot enough to be useful),
production may be halted when Tprod reaches whatever limit is set by
system application requirements. For example, during the first half
of the first production period, Tprod drops less than 20 percent of
(Tin - TO); for a Tin of 120°C and a To of 20°C, Tprod would be a
few degrees above 100°C (212°F).

During successive cycles, Tprod drops more slowly and not as far
as during the first cycle of production. This is because the heat
left behind keeps the aquifer and confining layers warm, and succes-
sive cycles then yield a higher heat recovery fraction (ratio of
heat extracted to heat injected). The amount of heat not recovered
in a given cycle is proportional to the "loss area" between the T
curve for that cycle and the top of the figure — the injection

temperature Tin'

prod

During the fourth cycle, the rule of thumb deduced is that Tprod
drops only about half as rapidly and half as much as during the first

3-38






Using as an example the temperatures shown on the righthand ver-
tical scale of Figure 3-14, and assuming 15°F (8°C) drop across the
heat exchanger, Ty will be 80°C (175°F) during withdrawal of stored
hot water. The heat not delivered to the pipeline but instead trans-
ferred to the warm well is about 40 percent of total heat produced
from the hot well. The useful recovery fraction during the first
period of production is then less than 50 percent instead of the heat
recovery of about 80 percent found from the ratio of total heat
extracted to heat injected.

During the second period of injection, water from the warm well
will at first be supplied at a Tw temperature of 80°C, dropping by
the end of the injection period to about 55°C as shown by the dashed
line in Figure 3-14. The amount of heat required to bring the hot
well to "fully charged" is proportional to the area between the
dashed 1ine and the top of the figure, Tin' This amount of heat is
substantially less than was required to fully charge the hot well
during the first cycle with water heated from To (20°C), and contin-
ues to decrease with successive cycles as the "loss area” for the
warm well shrinks. Consequently, the net heat recovery fraction
increases with successive cycles because both the hot-well and the
warm-well loss areas shrink.

CAVEAT. The foregoing is intended only to provide a basic
understanding of temperature drop during production and how it is
related to heat recovery. Aquifer conditions and schedules of
injection-storage-production-rest will almost certainly be different
in practice from those assumed for Figure 3-13, giving results which
may be much less favorable with regard to viability of a potential
application of ATES. For example, in aquifers with relatively high
permeability, buoyancy can cause a large vertical movement of the
injected water and lead to a substantially smaller heat recovery
fraction. Buoyant movement of injected water will increase as the
temperature difference (Tin -To) and the length of the cycle increase.
Factors which influence heat recovery fraction and their effects are
reviewed in Appendix A.
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Stored Cold Water:
Temperature Rise and Chill Recovery Fraction

Analogous to the foregoing discussion of temperature drop and
heat-recovery fraction of stored hot water as it is recovered from
storage is the temperature rise and recovery fraction of chilled
water as it is recovered.

There are three major dissimilarities between storing heat and
chill. The first is that buoyancy forces are smaller and tend to
cause chilled water to sink rather than to rise (making use of uncon-
fined aquifers more Tikely to be feasible for storing chilled water
than for storing heated water).

The second dissimilarity is the smaller difference attainable
between the injection temperature and the aquifer ambient tempera-
ture. The normal temperature of shallow groundwater corresponds to
the mean annual air temperature, ranging in the United States from
about 2.8°C (37°F) in northern Minnesota to 25°C (77°F) at the
southern tip of Florida. (Geraghty, et al, 1973.) Geothermal heat
adds roughly 1°C per 30 meters of depth below land surface. The Iow-
est possible injection temperature being 1imited by the freezing
point of water, the maximum difference between injection and ambient
temperatures can seldom be as much as 20°C (36°F). This is an impor-
tant limitation on the density of chill storage and its economic
attractiveness.

The third dissimilarity to be noted is that there is never the
need to contain the vapor pressure of chilled water which occurs
with water injected at temperatures above the boiling point; this
basis for selecting confined aquifers for ATES does not apply for
storing chill. However, problems of infiltration of surface water
and high regional flow rates in shallow aquifers probably will make
confined aquifers more suitable.

ESTIMATING TEMPERATURE RISE VERSUS TIME. Figure 3-15, also from
LBL computer simulation viork (Tsang, 1978), is based on aquifer
characteristics and operating schedules similar to those assumed for
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Figure 3-15. Production temperature of chilled water as it is recov-

ered from aquifer storage. (Source: Tsang, 1978)

Figure 3-13. A4 similar caveat applies to using the results for esti-

mating temperature rise, in other aquifers for other applications:

the aquifers must be comparable .and the injection-storage-production-

rest schedule must be similar.

In Figure 3-15 the vertical scale is not normalized but instead
in 4°C,
T0 = 20°C), because of the small degree of flexibility available

in choosing Tin' The abscissa scale is the production period simu-

shows the specific temperatures used for the simulation (T

Tated. It may be adjusted for other cycle lengths under the same
requirements for equal periods that were explained for Figure 3-13,
for hot water.

The same water flow rate, 106 kilograms per day (180 gpm), was
used by LBL in simulations of storing heat and of storing chill.
Because the AT between injection and ambient temperatures was so
much less for chill than for heat storage, the rate of chill injec-
tion simulated was about one-sixth the rate of heat injection:

~1 MW vs. 5.7 MW. The total chill stored in 90 days would be about

7 Td (7 GBtu, 2 GWH).
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CONCLUSIONS REGARDING CHILL RECOVERY FRACTION AND TEMPERATURE
RISE. Based on the results of a field experiment in Texas (Reddell,
Davison, and Harris, 1980; Minor, 1980), it appears that winter-
chilling of water in spray ponds and injecting it into high-permeabil-
ity aquifers is feasible and inexpensive. It also appears that a
confined aquifer with low or neutralized regional flow would be a
better choice for the next stage of experimentation and demonstration,
to avoid the severe effects of high rates of rainfall infiltration
and regional flow experienced in Texas.

In the absence of hard data, the LBL simulation of temperature
rise portrayed in Figure 3-15 is the best estimate of what may be
expected in a confined low-permeability aquifer. The effects of
higher permeabilities should not be as significant as with hot water,
because the buoyancy forces and effects are smaller and viscosity
differences are negligible for the temperature ranges involved.

The chill recovery fraction, for the reasons just stated, should
be at least as good for storing cold water as for storing hot water.
LBL simulations of storage in a confined aquifer suggest recovery of
75 to 80 percent or more after a few cycles. (Tsang, 1978, and
recent personal communication with Dr. Tsang.)

Number of Wells Required

The number of wells required at each ATES location will be deter-
mined by:

e Water flow rate and storage capacity achievable in the
aquifer,

e Total power-related ATES capacity required (maximum charge
or discharge rate, whichever 1is higher),

e Minimum temperature difference across the transmission loop
or between hot and warm or cold and cool wells, during
charge or during discharge (whichever governs), and

® (Operating temperatures of hot and warm wells.
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Finding the ATES capacity required will be discussed in Chapter 4,
together with selection of system operating temperatures. The charge
or discharge rate in MW of a given well or array of wells is, of
course, simply the product of mass flow rate of water times the use-
ful temperature change, with appropriate conversion to state the
result in MW. (Figure 3-9.) Of interest here is effect on flow rate
of the operating temperature of the wells.

The flow of groundwater through an aquifer, for a given head
gradient, is shown by Darcy's Law to be proportional to density and
inversely proportional to viscosity (Todd, 1959, p 51). Over the
temperature range from 20°C (68°F) to 150°C (300°F), density of
water decreases by 8.7 percent and viscosity decreases by a factor
of 5.4. In terms of well capacity, density and viscosity changes
indicate that a well yielding 1900 mS (500,000 gallons) of water per
day from a aquifer whose native temperature is 20°C may be capable
of yielding about 3800 m (one million gallons) per day at 60°C
(140°F) — the approximate temperature of the warm well — and over
7600 m3 (two million gallons) per day at 150°C (300°F) — the approx-
imate temperature of the hot well. Barring serious geochemical
problems,” and if pumps, pipes, heat exchangers, and control valves
are sized accordingly, it becomes possible to use one hot well per
pair of warm wells when more than one doublet is required. For
example, one warm well might be required per 12 MW thermal capacity
of ATES, one hot well per 24 MW. With the wells arranged in circular
or linear arrays to establish proper flow conditions, the required

*
Field experience and Taboratory analysis have shown a degradation of
50 to 100 percent in permeability to liquid water of silica sand and
sandstone when the temperature is increased from 20°C to less than
200°C. Potential causes for the permeability changes are being
investigated. (Stottlemyre and Cooley, 1980.) Other geochemical
effects which reduce injectivity of wells have been experienced and
identified as due to clay swelling and dispersion, outgassing, sus-
pended solids, hydrothermal reactions, oxidation reactions, fluid-
fluid incompatibility, and fluid-rock incompatibility. (Stottlemyre,
Smith, and Erikson, 1979; Warner and Lehr, 1977.)
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number of wells would be 25 percent fewer than if doublets were
employed.

Land Area Required

The actual land area required by a well, even with a heat
exchanger and associated controls and shelter, is quite small — per-
haps 1000 m2. Urban water supply wells often are located in parking
lots or narrow rights of way. Whether such small plots of land for
each well are adequate for roads, parking, and other civil works is
not within the scope of this volume. Similarly, the question will
not be addressed here of whether ownership of the land overlying the
body of injected hot water, and a buffer zone as well, is necessary
in order to protect the stored commodity against taking by others.
Related considerations may include possibility of migration of hot
water to nearby water wells and whether this could constitute a
nuisance or trespass. (Reilly, 1980.)

Cost of Wells and Pumping

The cost of wells, completed and equipped, is determined by local
geology, depth, flow rate and special features required, and prevail-
ing labor and material costs. It therefore is site- and application-
specific. For a rough estimate of the cost of a doublet, the follow-
ing rules of thumb may be used for conventional water wells (USDOE,
March 1979, Vol. II, p 63):*

Doublet cost, $/kW

_ (0.2 +20%) x well depth (m)
Water AT (°C) x flow rate (m3/sec) x storage efficiency

(3-3)

_ (1700 +20%) x well depth (ft)
Water AT (°F) x flow rate (gal/min) x storage efficiency

*The National Water Well Association, 500 West Wilson Bridge Road,
Worthington, Ohio 43805, has recently conducted a national survey of
well costs. NWWA can provide estimates of regional well costs and
supply names of well-drilling firms, geologists, and hydrologists in
a given Tocale as possible sources of site-specific information.
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Pumping cost, $/106 Btu

0.22 x $/kWhe x pumping head (m)
Water AT (°C) x storage efficiency

m

(3-4)
0.12 x $/kWhe x pumping head (ft)
Water AT (°F) x storage efficiency

1}

Equation 3-3 gives the cost of the two wells required for a
doublet. The cost of a conventional water well is assumed to be
$100 to $150 per foot ($30 to $45 per meter) of depth, in mid-1980
dollars. Storage efficiency is the heat or chill recovery fraction.

The variation of *+20 percent should cover most situations up to
about 70°C (160°F) operating temperature. Above 70°C, for the hot
well, the cost may exceed the high-side estimate because special
materials and pumps may be required. Other special design features
such as adjustable flow rates, injection tubes, and downhole valves,
discussed below, are not included. The cost of special features can
only be estimated by completing a preliminary design of the wells
and obtaining bids or estimates for construction.

In equation 3-4, pumping costs, the term $/kwhe refers to the
cost of electricity to operate the pumps; if other prime movers are
to be employed, the appropriate cost should be used. Pumping head
includes both the distance that water must be lifted and the pres-
sure, in meters or feet of water, to be maintained at the wellhead
by the downhole pump.

Special Well Design Features

During production of hot water, it is very unlikely that the
natural artesian pressure of the storage aquifer will be sufficient
to produce the desired pressure and flow rate at the well head. As
in geothermal systems, downhole pumps will be required, set far
enough below the drawdown level to maintain downhole pressure at
sufficient NPSH (net positive suction head — absolute pressure at
the pump inlet in feet of Tiquid, plus the velocity head, minus the
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vapor pressure of the fluid at the pumping temperature) and discharg-
ing so that appropriate well-head pressure will be maintained at the

desired flow rate. Both submersible and line-shaft pumps are avail-

able which will operate at temperatures up to at least 150°C (300°F),
albeit at higher cost than standard water-well pumps. They are used,
for example, to produce flow rates of 50 liters per second (800 gpm)

from hydrothermal reservoirs in Idaho.

Few water wells are designed for variable flow rates. Usually,
the pump operates at its best efficiency point until a tank or reser-
voir is filled, then is shut off. For ATES purposes, both the injec-
tion and production rates of wells will need to vary. If a number
of doublets or an array of wells are used, the necessary flow and
injection rates may be approximated, in steps, by operating wells at
reasonably close to rated flow or turning them off. When only one
doublet is to be used for ATES, pump manufacturers should be con-
tacted for assistance in specifying a pump or set of pumps capable
of operating over as wide a flow range as possible at acceptable
efficiency and cost.

Particularly if ATES is used for smoothing daily fluctuations, a
given well may be cycled from injection to production mode daily.
Experience with supply wells and with injection wells is extensive,
but designing a well to switch quickly from one mode to the other is
a new requirement. A conventional injection well may be periodically
pumped, for redevelopment, but a temporary pump is lowered when
needed. Production wells often are converted to injection wells by
removing the pump.

Injecting and producing cold water presumably will be much sim-
pler than for hot water. Thermal stresses in well and pump are
inherently much lower because of the limited difference between
aquifer ambient and injection temperatures. There are no require-
ments for maintaining a minimum pressure. Geochemical problems
should be fewer. Only biological fouling would appear to be poten-
tially a more severe problem with cold than with hot water.
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For injection, it appears unlikely that either hot or cold water
can be injected as backflow through a downhole pump. Whether the
desired flow rate can be attained is one question. Of more impor-
tance is that pump manufacturers indicate the pump would be damaged
by backflow because of lack of bearing lTubrication and other prob-
lems (e.g., clearances); backflow preventers often are installed to
protect pumps.

An alternative path for injection is through the annulus between
the well casing and the production string. This approach, unless
surface-actuated downhole packers with valves, or other equipment not
now available is developed to restrict flow, would result in entrain-
ment of air by the cascading water and possible plugging of the aqui-
fer. Hot water would flash to steam if near or above the boiling
point, and would impose thermal stresses in the casing which could
cause buckling, joint failure, or rupture of the external cement
sealing the casing.

The most promising approach appears to be use of an injection
tube in the well, extending to below the pump setting. The casing
size would have to be larger than usual, to accommodate both the
production and the injection strings. Injection tubes can be
designed to provide flow conditions that prevent cascading and flash-
ing. At zero or reduced flow rates, a surface-actuated downhole
valve would be desirable to prevent flashing of hot water in the
tube and well, and to prevent entrance of air and subsequent cascad-
ing of either hot or cold water. The injection string should be
designed and installed to accommodate thermal stresses while protect-
ing the casing and its cement against unacceptable changes in temper-
ature. Maintaining a constant circulation of hot water by operating
the downhole pump even when the well is shut in has been suggested,
to avoid temperature cycling, but the electricity consumed could be
an appreciable expense even at low pumping rates, in view of the
inefficiency of pumps when operated at off-design pumping rates.
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A fallback position in lieu of designing a combined production-
injection well is to drill two wells spaced as closely as practica-
ble, using one for injection and the other for withdrawal. It would
then take two pairs of wells to comprise a doublet.

Plugging is always a potential problem with injection wells.
Carefully engineered gravel pack, screens, and possibly downhole
reaming to enlarge the effective well radius should be the practice.

THERMAL TRANSPORT SUBSYSTEM

If the sources, the end uses, and the ATES facilities are in
widely separated locations, transport of the thermal energy (heat or
chill) dis necessary. In some applications the subsystems are essen-
tially in the same building and all pipes for transport may be above
ground, attached to walls or ceilings. In other cases they are in
buildings of the same complex — an industrial plant, a residential/
commercial complex under one ownership, a university, or a military
base. Utilities for such applications are often in a common tunnel
between buildings. In other cases, as in urban district heating
applications, the sources may be separated by many kilometers from
load centers. Here large scale transmission is needed followed by a
smaller scale distribution system fanning out to individual customers.

The conceptual design aspects of large scale transport can be
described with examples from a recent study on thermal energy storage
and transport (Hausz, 1979a, 1979b). The design of a thermal trans-
port system many kilometers long requires an optimization on the one
hand of pipe size used versus pumping power required, and on the
other an optimization of the thickness of the insulation used versus
the thermal energy lost through the insulation. A1l of these are
related to each other and tc the scale of thermal power being trans-
ported and the properties of the transport medium. An iterative
optimization is required; Hausz (1979a) describes a computer program
devised for this purpose.

Various media of transport were compared. Figure 3-16 shows the
reported results for high temperature water (HTW), steam, an oil or
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Figure 3-16. Annual costs of 300 MW
thermal energy transport dual pipeline.

organic medium called Caloria, and a molten salt called HITEC (mixed
sodium and potassium nitrates and nitrites). Over a wide range of
temperature, HTW was superior to all the other media in annual costs
per kilometer (k$/km-yr). 1In all cases a closed loop transport sys-
tem was used, with the sendout temperature as indicated and the
return temperature in every case 80°C (175°F). The power transport
rate was 300 MW thermal.

The shape of the curves, particularly that for HTW, serves to
illustrate some of the design considerations. For HTW and steam,
the sendout pipe must stand rapidly increasing pressures as the tem-
perature increases. The pipe wall must be thicker to withstand the
pressure; high temperature also reduces the rated yield strength of
pipe, further increasing required wall thickness. Balancing this in
part, as the AT between sendout and return temperature increases the
HTW flow decreases for the same power, 300 MW; smaller diameter pipe
can be used on both sendout and return pipes.

As the sendout temperature is lowered, approaching the return
temperature, the required flow rate for a given power level rises

3-50



rapidly. The pipe size required increases, causing the increase
shown in costs at low temperatures.

The minimum cost for transmission is at about 200°C (400°F). It
is a broad minimum representing. the interplay of the cost elements.
Near the minimum the sendout pipe represents 65 percent of the cost
and the return pipe 35 percent. The investment cost items — pipes,
pumps, and insulation — represent respectively 45, 6, and 23 percent;
the operating costs — pumping power and heat loss — represent 8 and
18 percent. In this example 610 mm (24-inch) 0.D. pipe with 6.4 mm
(0.25-inch) wall was used for both pipes, with 100 mm (4 inches) of
insulation on the sendout and 25 mm (1 inch) on the return pipe.

As an illustration of the cost sensitivity to design parameters,
as shown in Figure 3-17,use of 510 mm (20-inch) sendout pipe instead
of 610 mm (24-inch) pipe will double the pump and power cost while
reducing the pipe cost and the insulation and heat loss costs each
about 17 percent. Going to a 760 mm (30-inch) sendout pipe increases
pipe cost 38 percent and insulation and loss costs by 24 percent
while reducing pump and power costs by 62 percent.

In the source reports (Hausz, 1979a, 1979b) economic analysis
was reported in mid-1976 dollars. For mid-1980 dollars a multiplier
of 1.4 is appropriate. Over a reasonable range of power-transmission
capacity, 100 to 1000 MW, the annual cost per km varies as the square
root of power capacity. More precisely, a match of the computed
pipeline costs versus power at one temperature has a constant term,
a square root term, and a linear term. At lower power levels the
constant term begins to dominate. A suggested match for estimates
down to 50 MW is (10.1 VP + 22) k$/km-yr in 1980 dollars. For
other temperatures, at 300 MW, use Figure 3-16 for scaling.

This analysis was based on the assumption of buried, protected
pipes in a common trench, in rural areas where breaking and replac-
ing paving is a minimum and where pipe code standards permit design
to a higher fraction of yield strength than in heavily populated

areas.
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For smaller pipe sizes and for urban pipe installations another
recent reference gives rules-of-thumb (0liker, 1979). Considering
distribution subsystems of large and medium diameter piping, and
small diameter interconnection service to valves inside the end
user's property, much useful information is given in this reference.

Figure 3-18 summarizes installed costs per foot (in 1979 dollars)
for pipe sizes of 25 mm (10-inch) to 610 mm (24-inch) diameter in a
concrete culvert configuration.* The average for five urban areas
is given, for both installation under the street and installation
under sidewalks. Installation under the sidewalk is generally about
40 to 60 $/ft less since the installation can be shallower because
there is less loading than in the street, and also there are fewer
interferences to be avoided.™ A range bar is shown at 500 mm (20-
inch) pipe with street installation and a 300 mm (12-inch) pipe with
sidewalk installation, to show the range of the five cities compared.
In both cases the tops of the range bar represent Boston; the
bottoms, Baltimore.

One cannot compare directly the previously cited annual costs per
km for rural transmission of HTW and the urban transport in installed
cost per foot. The former includes the operating costs of pumping
power and heat loss, is in 1976 dollars, and annualizes the invest-
ment costs. The latter includes only initial installed and overhead
costs, and is in 1979 dollars. Converting both to mid-1980 dollars
and putting rural transmission cost on the same basis as Oliker's
capital cost gives, for a 610 mm (24-inch) pipe subsystem, $810 per

*
Both sendout and return pipes are insulated, covered with a water-
proof layer, and suspended in a concrete trough with removable con-
crete cover. Sandfill above, below, and on the sides aids drainage,
to prevent water entry into the culvert. A drain pipe below the
culvert may be used in difficult areas to dispose of seasonal
groundwater.
+Interferences include other utilities using the space under streets
and sidewalks including electric, telephone, gas, water, sewer, etc.
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Figure 3-18. Average piping installation cost for five U.S. cities,
concrete culvert design. (Source: Oliker, 1979)
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meter ($250/ft) for transmission and $1800 per meter ($560/ft) for
the average urban street installation, or 2.2 times as much.

Oliker indicates the cost components in his estimated cost — 37
percent for pipes and fittings, 8 percent for insulation, and 6.4
percent for valves and expansion joints, with a total for the mechan-
ical work of 62 percent. The civil work of pavement breaking and
excavation, 7 percent, formwork and concrete, 16 percent, and back-
fill and replacement, 5 percent, total 38 percent, including over-
head. The pipe and insulation costs should be similar in rural and
urban applications except for stronger pipe for a higher safety fac-
tor; valves, expansion joints, and manholes are much less frequent
per kilometer in the rural case. The requirements for pavement
breaking and repavement, and the slow pace, including hand excavation
where there are interferences, makes the urban case more expensive.
Oliker notes that the costs per foot are much greater at intersec-
tions than for the city blocks — 1300 $/m (400 $/ft) for the blocks
and 4900 $/m (1500 $/ft) for the 14 percent of the length in the
intersections.
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CHAPTER 4
METHODOLOGY FOR CONCEPTUAL DESIGN OF AN ATES SYSTEM

Broadly, the objective in conceptual design of an ATES system is
to postulate and evaluate the use of ATES in correcting a seasonal
mismatch between thermal energy demand and supply, in order to reduce
cost, to conserve energy, to permit substitution of available fuels
for scarce or unreliable sources, or a combination of these. This
implies that a reference demand-supply system exists or is being
planned. This is assumed to be the case.

The step by step methodology suggested in this chapter also
assumes that the ATES system design objective — management's reason
for considering ATES — has been defined, albeit in broad-brush fash-
ion, in order to screen the prospective application of ATES as sug-
gested in Chapter 2. No explicit suggestions are made for the
review and revision of the design objective that may become desir-
able as the potential benefits of an ATES system are recognized dur-
ing the conceptual design process.

That a conceptual design is to be developed, not a final nor
even a preliminary design, should be kept clearly in mind. The meth-
odological steps given here would be much the same for later design
stages: even in the conceptual stage a reasonably complete under-
standing of the system elements and costs involved should be devel-
oped, to avoid later, unpleasant surprises. But the level of detail
and degree of accuracy implied here is only that needed for concep-
tual design purposes.

SUMMARY OF STEPS IN A CONCEPTUAL DESIGN
A summary of steps will be given first, followed by a discussion
of each step.
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Whether the first step is to consider the energy source or the
load is immaterial to the methodology. Descriptions of each must be
developed and brought together to find ATES and related requirements
and develop an operating strategy. Arbitrarily, describing the load
is shown as the first step.

1. Describe expected thermal energy load as a function of time.
Describe prospective energy source as a function of time.
Compare source and load:

a. Quantify mismatch as a function of time.

b. Select supply and storage temperatures.

c. Estimate ATES capacity needed.

d. Estimate ATES Tocation and transport capacity needed.

4, Estimate losses in ATES and transport. Add these to the ther-
mal load to find the annual total energy demand, production
required, and maximum hourly peak. Adjust estimates of ATES
and transport capacity needed.

5. Develop operating schedules for production, transport, ATES
charge, and ATES discharge, to supply the demand.

a. Evaluate effect of temperature drop across ATES heat
exchangers.

b. Evaluate effect of temperature loss as stored water is
withdrawn.

c. Plan for mitigation of temperature losses as appropriate
(blending, add trim heat, increase supply temperature
during storage).

d. [Iterate earlier steps to incorporate mitigation.

6. Evaluate the potential benefits of ATES: Assume ATES at zero
cost. Subtract the other costs and the fuel consumption of the
system using ATES from those of the reference system without
ATES. The difference is the breakeven cost and the fuel sav-
ings of ATES. If the difference is negative, ATES is not bene-
ficial for the proposed application.

7. Repeat above procedure to develop alternative conceptual ATES
system designs covering variations of interest in energy
sources, uses, and ATES employment.
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Make rough estimate of the expected cost of ATES facilities and

their operation.

If the prospective benefits found in step 6 are

a.

Substantially less than the expected cost of ATES facili-
ties (including exploratory drilling and aquifer testing,
if needed): Defer or abandon investigation.

Substantially greater than the expected cost of ATES facil-
ities: Proceed with exploratory drilling and aquifer test-
ing if needed, or utilize existing information if avail-
able, to ascertain hydrogeological and geochemical param-
eters of candidate aquifers. Prepare preliminary design

of ATES facilities to develop budgetary estimate of
performance and cost.

Roughly equal to the expected cost of ATES facilities:
Evaluate secondary benefits (environmental, reliability,
fuel substitution) and disbenefits (regulatory problems,
risk that no suitable aquifer will be available). Decide
whether secondary benefits outweigh disbenefits sufficiently
to justify proceeding as in step 9(b).

If step 9(b) is performed, use the improved performance and

cost data to repeat steps 4 through 9.

It will be noted from the above summary and the discussion which
follows that estimating the cost of ATES facilities and their opera-
tion is deferred until it has been established (steps 1 through 7)
that ATES has potential benefits in terms of cost and fuel consump-

This sequence is suggested so that relatively well-known sys-

tem design procedures and components can be dealt with before under-

taking the more speculative steps of preliminary ATES facility design
and predictions of cost and performance. If seasonal storage is not

sufficiently promising, time and expense will be saved.
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DESCRIBING THE LOAD AND THE THERMAL ENERGY SOURCE
Chapter 3 covers the required descriptions of expected end use
and sources of thermal energy.

COMPARING SOURCE AND LOAD

Step 3 in the conceptual design methodology is to compare source
and load in order to quantify mismatch, select supply and storage
temperatures, and estimate ATES and transport capacity needed.

Quantify Mismatch vs. Time

ANNUAL. Total annual mismatch will have been given some thought
during the early screening procedure of Chapter 2. It is obvious,
but important, that an ATES facility cannot generate energy. The
ATES facility in an ATES system stores energy and returns part of it
to smooth fluctuations in supply and demand. The energy source or
sources in an ATES system must supply the end-use energy load plus
all system losses including those in the ATES facility.

If the prospective energy source or sources for which descrip-
tions have been developed cannot dependably produce an output which
exceeds the expected annual load, by whatever amount is needed to
supply system losses (to be found later), either the load must be
reduced or the source augmented. Conversely, if more energy can be
dependably produced than the load and system losses require, addi-
tional load may be sought (e.g., thermal energy may be offered for
sale), or the source capacity may be reduced, or advantage may be
taken of the flexibility afforded by reserve capacity.

MONTHLY. For each monthly time period, the load requirements
and the energy production capability on both a power and energy
basis should be tabulated and compared. Either the load or the sup-
ply may be the independent variable: a given load is to be supplied
by an alternative source (cogeneration), or a new source of energy
is to be developed (waste incineration) and loads are sought for it.
To avoid undue complexity in explanation, it will be assumed in most
of what follows that the Toad is known or postulated as the inde-
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pendent variable, and the energy supply and ATES are to be fitted to
the load. The reverse case can be analyzed with much the same
procedure.

The over- or under-supply of thermal energy and power (GJ and MW)
for each month are found from the above comparison, giving an initial
quantification of mismatch. The energy to be stored in or withdrawn
from ATES month-by-month is the principal output of this comparison
at this point.

Worst-case analysis — highest load, Towest production — will
eventually be required in many instances. Average or nominal condi-
tions are more appropriate assumptions until the entire design pro-
cedure has been completed at least once, to establish a reasonable
probability of technical and economic feasibility.

PEAK. The power capacity required to meet Toad peaks is a key
factor in determining how much ATES and transport capacity will be
needed. By definition of seasonal mismatch, the energy source will
not be able to supply the peak power demand.

The peak hourly load is given by annual or monthly load duration
curves. The difference between peak load and energy production
capacity available at the hours of peak load is found from the more
detailed information on the load and source as a function of time,
called for in Chapter 3.

In contrast to electrical supply systems which can fail to meet
peak demand for only fractions of a second without causing severe
problems, failure of a hot water supply system to meet maximum
demand for space or tap water heating for an hour is not considered
a problem. Buildings and hot water tanks have adequate thermal
inertia. (Certain process heat or chill loads may require a supply
with more stiffness.)

The heat source may have inherent peaks in output which require
quantification because they will require storage capacity. Examples
are solar collectors, and backpressure steam turbines which cogener-
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ate heat as electricity is generated to meet electrical system
demands.

Select Supply and Storage Temperatures

Selection of the supply and the storage temperature is one of the
most important aspects of designing an ATES system.

It may appear that the descriptions of the source and the load
should fairly well determine supply and storage temperatures. But
design of an ATES system is very unlike specifying the steam pressure
and temperature to be delivered by a boiler to satisfy a nearby load.
A considerably more complex set of constraints and opportunities
applies. In particular, the conventional approach to selection of
sendout temperature for a district heating system without seasonal
storage is very unlikely to be appropriate for a system with seasonal
storage.

Considerations in selecting supply and storage temperatures

include the following:

a@. UPPER TEMPERATURE LIMIT. Hydrogeological considerations sug-
gest that the storage temperature be lTower than the local
boiling point; but this Timitation would negate the use of
ATES in many large systems whose sendout temperature is
higher than water's boiling point. The economic maximum
storage temperature for hot water will probably be about
150°C (300°F). Because of its rapid increase in vapor pres-
sure above this temperature (discussed in Chapter 3 and
illustrated in Figure 3-8), water at higher temperatures is
likely to have an immediate surface use more beneficial than
storage; and containing higher pressures would require such
deep, tightly-confined, pressurized aquifers that the cost
of wells may be prohibitive. Problems with scaling, corro-
sion, and well plugging may be expected to become more
severe with higher temperatures. Water well pumps are usu-
ally not rated for operation at above about 70°C (160°F).
Relatively inexpensive geothermal well pumps are believed
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capable of reliable operation at 150°C (300°F), but special,
expensive designs probably would be required for much higher
temperatures.

BENEFITS OF HIGH TEMPERATURES. Basically, energy density is
greater and less HTW must be stored, pumped, and transported
as temperature increases — more precisely, as temperature
difference between sendout and return increases. If higher
temperature allows greater temperature loss across heat
exchangers to be tolerated, less heat-exchange area is
required and cost decreases. High supply temperature during
periods of injection of HTW into ATES can make possible the
recovery of higher temperature water from storage, mitigating
the effect of temperature losses across the heat exchanger
and during withdrawal from storage. Well productivity (spe-
cific capacity) and injectivity will, in general, increase
at higher operating temperatures because the viscosity of
water decreases substantially.

SECOND-LAW CONSIDERATIONS. For most effective use of fuel
energy, the maximum possible amount of work or heat, or both,
should be extracted and used. Therefore, the supply tempera-
ture should be no higher than required by the load. A good
example is cogeneration: Steam should be extracted from the
turbine at the lowest possible temperature, so that the maxi-
mum amount of shaft work can be developed before the remain-
ing thermal energy in the steam is used for heating purposes.
In fact, the extraction should be in two or three stages, to
build up from return temperature to sendout temperature in
steps. Second-law considerations may justify relatively
extensive modifications in the end-use equipment (steam radi-
ators) or in the source equipment (boilers supplying process
heat). However, economic considerations cannot be ignored
and may often justify second-law inefficiencies — e.g., cap-
turing heat from high-temperature stack gases for low-
temperature space heating is better than discarding it.
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d. CONTRAST WITH CONVENTIONAL DISTRICT HEATING SYSTEM TEMPERA-
TURES. In conventional hot-water district heating systems
(found principally in Europe, not in the United States), the
amount of heat delivered is adjusted by changing the tempera-
ture of the hot water. The flow rate is essentially constant.
However, if annual-cycle ATES facilities are incorporated
into the system, heat must be stored during off-peak-load
periods, and at temperatures comparable to the delivery tem-
perature required when ATES is discharged during subsequent
peak-load periods. This implies variable flow at constant
year-round temperature. Some loads, such as industrial proc-
ess heat, absorption-cycle air conditioning, and tap water
heating, may be more effectively served by a constant-
temperature system. In general, the entire philosophy of
district heating system design and operation should be re-
examined when ATES is incorporated.

e. RETURN TEMPERATURE. Taking into account only the difficul-
ties associated with high storage temperatures, it is best to
choose as low a return temperature as is consistent with load
requirements: the supply and storage temperatures can be
reduced as the return temperature is reduced. This tandem
reduction also has other beneficial effects, such as reduc-
ing the loss of electricity production when steam is
extracted for heating purposes in cogeneration systems.

(See Figure 5-1; also, Orchard and Robinson, 1979; Hausz,
1979a.)

Even though so many tradeoffs are involved in selecting optimum
supply and storage temperatures for different applications, the
choice is not necessarily difficult. When all the factors involved
are identified and weighted, it may be obvious.
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Estimate ATES Capacity Needed
The power-related TES capacity required is equal to the maximum

rate of thermal energy storage or the maximum rate of withdrawal,
whichever is larger.

In a system whose design objective is to satisfy a given seasonal
load by supplying energy from a relatively uniform year-round source,
the peak Toad will govern. As a first approximation, the ATES capac-
ity needed equals the difference (mismatch) between the peak load and
the maximum dependable output of the energy source at the time of
peak load. Simply put, the energy source supplies as much as it can,
and withdrawal from ATES supplies the rest.

In a system whose design objective is to utilize to maximum
advantage a source of waste or renewable energy which may peak
sharply at times, to satisfy a relatively uniform heat load, the peak
energy output will govern. The ATES capacity needed will be approxi-
mately equal to the difference (mismatch) between peak energy output
and the thermal load. When energy output exceeds the load, ATES
stores the unused output.

Most systems are not as simple as the two examples given. It is
only necessary for a first approximation to make as reasonable a
guess as possible at whether the charge or discharge rate of ATES
will govern, and what that rate will be.

For later, closer approximations the dependable capacity of the
energy source needs to be taken into account: the availability of
the energy source at the time of peak load. Full rated output from
one or several sources cannot safely be assumed, because of the pos-
sibility of forced outage. One rule of thumb is to assume that the
largest single source will be down for maintenance or repair at the
time of peak load. A more conservative rule of thumb used by some
electric utilities, with a number of generating stations, is to
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assume both the largest and next largest units are down at the time
of maximum demand.

Energy production equipment scheduled for retirement sometimes is
retained and kept in readiness for standby or peaking service. ATES
may permit such equipment to be retired; conversely, it may be more
economical to keep the equipment in service and provide less ATES
capacity.

The reliability of supply required by the load will govern the
philosophy adopted. Obviously, high reliability can be costly. When
design alternatives are being compared, the reliability of each
alternative should be essentially the same; or, appropriate allowance
for the cost of higher reliability should be made in the comparison.

Estimate ATES Location and Transport Capacity Needed
The transport capacity needed will be determined by peak thermal

energy production, peak demand, and location of source, load, and
ATES location, as follows:
a. Energy production, load, and ATES collocated within a few
hundred meters: Consider pipes, etc. as part of ATES facil-
ity; transport need not be treated as a separate subsystem.

b. Energy production at one location, load at another, separated
by a kilometer or more. Transport is required, as follows:

— If load peaks require smoothing, ATES is located near load.
Transport capacity equals maximum production level from
energy source. (Transport of peak load is avoided.)

— If production peaks require smoothing and load does not,
ATES 1is located near source. Transport capacity equals
maximum demand. (Transport of production peaks is avoided.)

— If both production and load peaks require smoothing, ATES
may be located at both source and load. TES and transport
capacity must be found by iteration.

c. One or more energy production locations, with load dispersed
over a wide area; e.g., the district heating system dia-
gramed in Figure 4-1.
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Figure 4- 1. Proposed hot water transmission network for
Minneapolis-St. Paul district heating system.
(Source: Studsvik)

In an urban or other large district heating system, transport
includes both transmission and distribution. The distribution pipes
connected to individual loads are, of course, sized to carry peak
load. As distribution pipelines converge toward transmission-line
nodes, indicated by dots in Figure 4-1, = they need not be sized to
carry the total connected load but only the peak coinciding load.
Fully aggregated at the generating stations, the peak coinciding
load is approximately 80 percent of the total connected load.

If either peaking boilers or ATES wells are sited at each of the
29 nodes shown in Figure 4-1, the expensive transmission pipelines
need be only large enough to transport the maximum thermal output
from the generating stations, rather than the peak coinciding load.
Depending on the Toad factor, the maximum output from the generating
stations may be less than 60 percent of the peak coinciding load.

ESTIMATE LOSSES IN ATES AND TRANSPORT

Step 4 in the conceptual design methodology is to estimate losses
in ATES and transport; add these to the thermal load to find the
annual total energy demand, the production required, and the maximum
hourly peak; and adjust estimates of ATES and transport capacity
needed.



Estimate ATES Losses

From the Chapter 3 discussion of the storage subsystem, it is
clear that (1) the ATES losses cannot be predicted accurately, and
(2) the losses will be highest during the first cycle and decrease
significantly thereafter.

In the absence of an indication that difficult problems may be
expected because of the characteristics of available aquifers, it
is suggested that a nominal loss of 25 percent of heat stored be
used. To explore sensitivity to this assumption, losses of 15 and
35 percent may also be carried through the analysis. This was done
in a study of the benefits of ATES in a large urban district heating
system (Meyer, 1979). For the first pass through the conceptual
design methodology, it is suggested that only the nominal loss be
used, with sensitivity checking deferred until a reasonable probabil-
ity of technical and economic feasibility has been established.

That the first-cycle heat recovery efficiency will be lower than
subsequent cycles may need to be taken into account in cash flow and
payback analyses, as well as in evaluating the amount of heat produc-
tion required and deciding whether a temporary supplemental source
should be considered.

A convenient way to add ATES losses to the load is to increase on
a month-by-month basis the amount of energy to be stored in ATES, as
found in the tabulation prepared in Step 3. If the heat recovery
fraction is 0.75, the amount stored should be divided by 0.75. The
amount that needs to be withdrawn from storage, month-by-month, will
not be affected; the total energy stored for the year times the heat
recovery efficiency will equal the energy withdrawn. (See Table 6-3
for an example of this procedure.)

Estimate Transport Losses

The equation for thermal energy flow rate through cylindrical
insulation surrounding a cylindrical pipeline is:

w03-(TP-TO)

o 03°5Ln(03/02)+ .
2-K] 1

H

kW/m or Btu/hr. ft (4-1)
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where
= jnpsulation outer diameter

03

02 = insulation inner diameter

TP = pipe temperature

T0 = ambient temperature

K] = thermal conductivity of insulation

S] = thermal resistance of convective film outside insulation

For pipelines buried in the ground directly or in various culvert
configurations, the geometry can become complex and more variables
may need to be taken into account. Some simplifying assumptions, on
the conservative side, are discussed by Hausz (1979a). He suggests
for the resistance S] in an air film the value 0.12 m2-K/w
(0.68 hr-ft2-°F/Btu), or, for a meter of wet earth surrounding the
pipeline, S] = 0.78 m2-K/w (4.4 hr-ft2-°F/Btu).

The amount of insulation which is economically justifiable to
limit thermal energy loss from pipelines depends largely on the unit
value of the thermal energy. The need for iterative optimization of
pipe size, pumping power, insulation type and thickness, and thermal
energy loss was covered in Chapter 3, and component pipeline costs
found by such an optimization were shown (Figures 3-16, 3-17).

The optimization discussed in Chapter 3 is for a dual 610 mm (24
inch) point-to-point aboveground pipeline 50 kilometers (30 miles)
long, designed for 300 MW thermal capacity, with no TES. Sendout
temperature is 227°C (440°F), return temperature is 81°C (178°F).
The optimized heat Toss rate was found to be 24 MW, or 8 percent of
rated thermal power through the pipeline. For constant-temperature
pipeline operation and at an annual capacity factor of 0.75, the
energy loss is then (8/0.75 =) 10 to 11 percent of annual energy
production. Using these pipeline Toss estimates, the end-user peak
hourly load would be increased by 8 percent to find peak hourly
demand, and the annual total energy load would be increased by 10 or
11 percent to include pipeline losses. As has been seen, ATES
1osseé will also increase the annual energy demand but should not
add to the peak hourly demand.



A second example of the results of computer optimization of pipe-
Tine design may be found in an ORNL/Studsvik report on a proposed
district heating system for the Twin Cities (Margen, et al, 1979b).
The consumer Toad is about 2600 MW, dispersed over the Minneapolis-
St. Paul metropolitan area. The two major heat sources are a cogen-
eration station in Minneapolis and one in St. Paul. The transmission
network was diagrammed in Figure 4-1. The total length of dual
transmission pipeline is about 50 kilometers (30 miles), with diam-
eters ranging from 150 mm (6 inches) to 900 mm (36 inches). The
maximum heat load for these sizes is 14 MW and 890 MW respectively,
at a sendout temperature of 146°C (295°F) and return temperature of
60°C (140°F). About half of the pipelines are in tunnels, the other
half in culverts. The distribution system connects to the 29 nodes
of the transmission system via heat exchangers, and operates at 130°C
(266°F) sendout, 60°C (140°F) return. Results obtained from
Studsvik's proprietary computer program indicate the heat loss rate
for the entire system is about 88 MW, or 3.3 percent of peak load,
which increases the peak hourly demand to about 2700 MW. The system
would operate at constant temperature year-round at a capacity fac-
tor of 25 to 30 percent, making the annual pipeline energy loss
about 11 or 12 percent of consumer load.

An interesting difference between the two examples is the heat
loss rate. In the first example, it was 8 percent for a single
pipeline 50 km long. In the second example, the loss is 3.3 percent
for a complex network with 50 km of transmission pipelines which
account for much less than half of the total Toss — more than 90
percent is in the distribution system. While the assumption of tun-
nels or concrete culverts rather than aboveground or direct buried
pipe explains part of the difference, the mix of sizes in the latter
case makes further comparison difficult. However, the interesting
point is that more than 2:1 difference in calculating insulation
and losses makes only a small difference — less than 5 percentage
points — in the hourly peak demand. By happenstance, the annual
pipeline energy losses are almost the same percentage of annual load,
in the two examples, because of the difference in capacity factors.
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It is worth noting that, in small pipelines, pumping power used
to overcome friction losses may exceed thermal power loss through
the pipeline walls (Hausz, 1979a). Aamot and Phetteplace (1976)
suggest that precautions should be taken to insure that this situa-
tion does not raise the water temperature so much that two-phase
flow occurs and, possibly, pressure exceeds pipeline strength.

Adjust Estimates of ATES and Transport Capacity Required

At this point, the ATES power-related capacity needed for the
load peak will no longer be correct, if transport losses are appre-
ciable. Transport losses add to the original peak load. Additional
ATES capacity will be needed to supply the total demand if ATES capac-
ity is discharge-limited. (Since ATES will not be charged during
peak loads, but will be discharging to help meet peak load, the ATES
itself does not add to peak load.)

Depending upon the procedure used to find transport losses, it
may be necessary at this point to increase pipeline capacity to
accommodate the transport losses, and possibly to do another itera-
tion to recalculate losses and adjust capacity. Computerized
approaches for optimizing pipeline parameters usually design the
pipeline to deliver a specified load, which takes care of this step.

Upon completion of this step, the month-by-month energy demands
and the production required to supply them (with ATES), the energy
into and out of storage each month, and the power-related ATES
capacity required), have been found. Loss during storage has been
accounted for. Transport capacity required and associated losses
have been found. The total amount of energy to be stored has also
been found.

DEVELOP OPERATING SCHEDULES

The fifth step is to develop operating schedules for production,
transport, ATES charge, and ATES discharge. This step becomes system-
specific. The input data needed to perform it will be contained in
the descriptions of end use and thermal sources prepared in accord-



ance with Chapter 3. In particular, the hour-by-hour information on
typical weeks, together with information on flexibilities and con-
straints, will be used.

The effects of temperature drop across the ATES heat exchangers
and the temperature loss as stored water is produced should be eval-
uated. The ATES system design should accommodate them, if feasible.
If mitigation is required, various measures have been discussed in
Chapter 3.

In order to reduce thermal energy losses during storage, the
period of storage should be minimized when possible. In a study of
utilizing ATES in conjunction with cogeneration as a heat source for
the large district heating system proposed for the Twin Cities in
Minnesota, discussed in Chapter 3, cogeneration was scheduled to mini-
mize storage time. Within the constraints on capacity factor of the
cogeneration machines, including maintenance, outages, and electrical
system peak-load periods, heat output from the machines was scheduled
to provide maximum storage rates during months just preceding the
months of high heat demand. Maximum transmission to load during
months of high demand was also scheduled, to reduce size and cost of
the transmission system. System configurations were summarized in
Table 3-1.

Figure 4-2 shows use of ATES solely to displace peaking and
standby boilers; the cogeneration capacity and configuration were
not changed. The need for storage, month by month, is shown by the
difference between heat load and production (top third of the fig-
ure). The capacity factors for extraction and backpressure turbines,
shown in the center of the figure, illustrate that the most efficient
source of heat — backpressure machines — was chosen for the largest
amount of heat production, and during a period of time just preceding
the wintertime heat load. The amount of heat stored and the length
of time it is in storage are thus kept to a minimum.
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Figure 4-3 shows maximum use of ATES, at transmission nodes and
at cogeneration sites, to operate cogeneration equipment and trans-
mission lines at their maximum allowable capacity factor. The charg-
ing rate of ATES (upward slope of the "Heat Stored" curve) determined
the ATES capacity required in this case. The hot-water transmission
pipeline capacity required was reduced, through use of ATES, from
1516 MW to 865 MW.
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FIND COST AND FUEL CONSUMPTION BENEFITS

Step 6 is to estimate fixed and variable costs and fuel consump-
tion of ATES cases, at zero cost for ATES, and to subtract them from
those of the reference system. Of principal interest is the differ-
ence in cost and fuel consumption, rather than specific total
amounts, to find the potential benefits of ATES.

Methodology for economic analysis is given in Chapter 5.

Fuel consumption is, of course, system-specific. It can be
found from the preceding steps. Note that comparison of fuel con-
sumption rather than energy consumption is suggested. The intent is
that both the amount of energy and the fuel used to supply it should
be compared. If coal or nuclear energy can be substituted for fluid
fuels, the substitution may be considered an important energy-
conservation measure even if total energy consumed should increase —
which it may, due to ATES losses.

At the completion of Step 6, the cost and fuel benefits of using
ATES for at least one ATES case will have been found. Step 7 will
be performed if more than one ATES case is to be studied, possibly
because the first case indicates inadequate benefits.

As an example of how the results of Steps 6 and 7 may be dis-
played and compared, three tables are reproduced from the Twin
Cities study by TEMPO (Meyer, 1979).

Table 4-1. Capital costs, savings, and breakeven TES cost
(1978 dollars).

Cost
Boilers Cogeneration Pipeline Total Saved TES
Break-
Extraction Backpressure Capacity, even,
M M MY I W N W M M M MW $/kut
Reference Case 1523 66 1406 55 110 0 1516 105 226  Ref -0~
Case A-1 -0- -0- 1406 55 110 0 1516 105 160 66 1523 43
Case A-2 -0- -0~ 1062 42 10 0 172 92 134 92 1867 49
110 0
Case A-3 -0- -0- 727 14 440;330 10 1167 92 116 110 1872 59
Case A-4 -0- -0- 721 14 475}”0 O 85 79 104 122 2253 54
ase A- 375 11.3
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Table 4-2. Annual fuel consumption and energy benefits
(1978 dollars).

(1) (2) (3) (4 (5 (6) (7)) (8) (9) (o) (1 (2) (3)

Electric Coal 0il Gas

Generation to replace to fire not
Sacrificed Electricity Boilers Consumed Net Energy Savings Cost Savings
TWH TWH I OTWH M W $M TWH 06MBtu. MBOE % ™M A, %M

Reference System .10 2.75 11.1 1.20 18.1 9.23 160.7 5.28 18.0 2.83 Ref 131 Ref

1
Case A-1 1.33 3.20 12.9 -0- -0~ 9.23 160.7 6.03 20.6  3.22 14 148 16
Case A-2 1.52 3.72 15.0  -0- -0- 9.23 160.7 5.43 18.5 2.91 3 145 14
Case A-3 1.51 3.46 14.0 -0- -0- 9.23 160.7 5.46 18.6 2.92 3 145 14
Case A-4 1.54 3.53 142 -0- -0- 9.23 160.7 5.37 18.3 2.87 2 145 14

Table 4-3. Combined savings and resultant breakeven annual cost
of TES (1978 dollars).

Capital Costs Saved Fuel Cost Savings

Due to TES Due to TES Breakeven Annual Cost of TES*
Municipal Private
Financing? Financing Municipal Financing Private Financing
M/ yr M/yr M/ yr M/yr §/yr per kW M/yr $/yr per kW
of TES Capacity of TES capacity
Case A-1 7.9 1.9 16 23.9 15.7 27.9 18.3
Case A-2 11.0 16.6 14 25.0 13.4 30.6 16.4
Case A-3 13.2 19.8 14 27.2 14.5 33.8 18.1
Case A-4 14.6 22.0 14 28.6 12.7 36.0 16.0

*
For a recovery fraction of 0.75

+Fixed charge rate = 0.12
¢Fixed charge rate = 0.18

Table 4-1 shows, for the reference case and the four conceptual
designs, the capital costs (and the MW capacity) of boilers, cogen-
eration equipment, and transmission pipelines. The MW savings were
shown earlier in these Guidelines, in Table 3-1. These savings are
translated into capital cost savings in Table 4-1, and the total is
shown. The cost savings divided by the ATES capacity required then
gives the breakeven cost of TES in $/kW thermal. This is one basis
for deciding whether to pursue further evaluation of ATES — explora-
tory drilling, refining of cost estimates, placing a dollar value
on secondary benefits of reduced environmental problems.
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Table 4-2 gives fuel consumption benefits in energy units and in
dollar value. Column 1, Electric Generation Sacrificed, denotes the
reduction in electric generation because steam is extracted for heat-
ing (see Figure 5-1). The electricity must be generated elsewhere,
for which columns 2 and 3 show the fuel and cost involved. Columns
4 and 5 show that ATES displaces o0il which otherwise would have been
burned by auxiliary boilers in the reference system. Columns 6 and
7 show that the systems with and without ATES displace the same resi-
dential furnaces and boilers — there is no net effect. The net
energy savings are then shown, in columns 8, 9, and 10, and the cor-
responding cost savings in columns 12 and 13, all compared to the
reference case.

Table 4-3 combines capital and fuel cost savings to find an
annualized breakeven cost of TES for two types of financing — munic-
ipal and private. Both the total dollar savings for the systems and
the effect of annualizing these with a fixed charge rate are shown.

ESTIMATE EXPECTED COST OF ATES

Step 8 will be performed if one or more cases with ATES show
positive breakeven (i.e., allowable) costs for ATES facilities. A
very rough estimate is that ATES will cost $25 to $75 per thermal kW
in mid-1980 dollars. A better estimate of the expected cost of local
ATES facilities should be made. A starting point is "Cost of Wells
and Pumping," in Chapter 3. Not only the depth and size of a well
but its locale within the United States will have a substantial
effect on costs.

Local well-drillers or hydrogeologists should be contacted for
information on agquifers which may be available: depths, yield of
wells, aquifer thickness and areal extent, artesian pressure, water
quality, location and purpose of wells within a kilometer or two of
proposed sites for heat storage wells.

Figure 3-8 shows the artesian pressure required for the sendout
temperature contemplated in the system being evaluated. As noted,
higher storage temperatures imply deeper wells and greater expense.
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From information on well yield obtained from the well-driller or
hydrogeologist, together with the postulated operating temperatures
of the ATES system, the energy flow rate for a doublet well can be
found from the nomographs of Figure 3-9. If water temperatures are
well above boiling, the flow rate may be higher than normal well
yields at natural aquifer temperatures, because the viscosity will
be lower. Conservatism at this stage suggests using normal well
yields, particularly since injection wells tend in general to accept
water at a slower rate than can be pumped from them.

Comparing the energy flow rate with the ATES capacity required
indicates how many wells will be needed. Rough cost estimates for
designing and constructing the wells may then be obtained, keeping
in mind the unusual dual-function requirements for switching quickly

and often between injection and pumping.

If groundwater in an aquifer is believed to be heavily mineral-
ized — say, more than 50 grams per liter — special materials to
resist corrosion and scaling will be needed for the well and the
aboveground equipment. Well plugging during injection is likely to
be a problem. To cope with severe problems from heavily mineralized
water, special geothermal technology may be applicable if it can be
Jjustified on economic grounds.

If no suitable aquifers are known to be available, the possibility
of geophysical surveying and exploratory drilling may have to be con-
sidered. Local firms can supply rough estimates of these costs.
Analysis of core and water samples to evaluate aquifer parameters and
geochemical suitability may be expected to require specialized knowl-

edge and equipment.

BENEFIT/COST APPRAISAL
Step 9 suggests three options, covering a range of situations and
actions.
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Option 9(a)

If anticipated costs, difficulties, or uncertainties make the
prospective benefits from ATES substantially less than expected costs,
the investigation presumably should be deferred or abandoned.

Option 9(b)

If prospective benefits substantially exceed the expected cost of
ATES facilities, the next steps toward locating and evaluating an
aquifer should be taken. If adequate information is available on
hydrogeological and geochemical parameters of a candidate aquifer —

a somewhat unusual situation — preliminary design of ATES facilities
can be undertaken.

Ideally, arrangements should be made for preliminary computer
modeling of water flow and heat transfer in the aquifer, to predict
storage and recovery performance. Use of partially-penetrating
wells, or completion of wells in specific portions of the aquifer
formation, may be suggested by modeling. Pumping (interference)
tests at the site will be needed, sooner or later, to refine initial
modeling estimates.

Preliminary mechanical design of the well can be undertaken if
modeling indicates performance will be adequate for system purposes.
The special design features enumerated in Chapter 3 must be taken
into account.

If adequate hydrogeological and geochemical information on the
candidate aquifer is not available, exploratory drilling and aquifer
testing will be needed — possibly, surface geophysical surveys, if
aquifer locations are uncertain. These rather expensive ventures
should be undertaken only after consultation with those who will per-
form the chemical and physical analyses and the computer modeling of
water and heat flow, so that the field test program can be designed
to produce specific data at minimum cost.
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Option 9§c)

The third option of step 9 covers the indeterminate situation in
which prospective benefits are roughly equal to expected cost of
ATES facilities. It is suggested that secondary benefits and dis-
benefits be evaluated, in order to decide whether energy conserva-
tion, fuel substitution, reliability of supply, pollution abatemént,
regulatory problems, risk of not finding a suitable aquifer, and
other considerations may tip the decision toward continuing the
investigation, deferring it, or abandoning it.

UTILIZE IMPROVED DATA TO IMPROVE THE SYSTEM EVALUATION

Step 10 suggests that the improved performance and cost data
obtained from undertaking the second option of step 9 be used for
another iteration through the design and evaluation procedures. New
possibilities for more effective use of ATES may come to light; con-
versely, expected benefits may have to be trimmed in view of new
data.
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CHAPTER 5
ECONOMIC ANALYSIS

After technical performance and direct cost of systems with and
without ATES have been found, comprehensive and self-consistent eco-
nomic analysis is required in order to evaluate and compare them.

LIFE-CYCLE COSTING

For valid comparison of concepts with high capital costs and low
fuel costs to concepts with Tower capital costs and higher fuel costs,
all costs over the entire 1ife of the equipment or system should be
considered.

Life-cycle costing uses estimates or scenarios of future cost
variations, year by year. This implies assumptions about general
inflation and about net escalation of particular costs such as fuel
which may increase faster than general inflation. The cost of capi-
tal, or time value of money, is a function of inflation and of the
source of financing — the debt/equity mix. Clearly, these assump-
tions have a strong bearing on life-cycle costs, per-unit energy
costs, and the comparative merit of different system concepts.

A1l revenues and other benefits, year by year, should be consid-
ered. The net balance of benefits over costs is then a measure of
merit for comparison of alternative concepts, together with per-unit
cost of energy.

The “"required-revenue" approach which will be described is one
in common use by the electric utility industry for 1ife-cycle cost-
ing to evaluate and compare alternative energy systems which may dif-
fer significantly in their makeup; e.g., solar and geothermal power
plants.
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Entities other than utilities who may consider use of ATES —
industry, municipalities, large commercial/residential complexes —
are accustomed to their own financial criteria and methods of analy-
sis, and will employ them. Before the required-revenue approach is
described, some alternative methods will be discussed briefly to
point out that the time value of money and life-cycle costs and bene-
fits are not considered in some methods.

ALTERNATIVE METHODS OF ECONOMIC ANALYSIS

Four widely employed methods of economic analysis are shown in
Table 5-1.

Table 5-1. Economic analysis criteria.

1. Payout Time: Years required for cash earnings/savings
to equal capital investment.

2. Rate of Return on Investment (ROI): Ratio of net profit
after depreciation and taxes to average outstanding
investment.

3. Present Worth Method (PW): Ratio of discounted earnings
over life cycle to initial investment.

4. Discounted Cash Flow (DCF): Find the discount rate that
makes present worth of all cash flows, in and out,
equal zero.

Source: Park, 1973.

The payout time or payback method computes year-by-year cash flow
to find when cumulative net revenues equal the investment cost.
Usually, no discounting of future returns is considered, nor are
revenues over the whole 1ife cycle considered. The method may be
useful where cash flow problems dominate other criteria.

The ROI method also does not include discounting of future costs
and revenues. Over the project 1ife, operating expense, deprecia-
tion, and taxes are subtracted from annual income to find net profit.
Depreciation is considered as capital available for reuse, so is no
longer charged to the project. The ratio of the cumulative profit
over the book 1ife to the average investment is the ROI.

5-2



The PW method, using the expected or acceptable rate of return on
investment, compares the amount by which Tife-cycle benefits exceed
costs. The required-revenue approach is a special form of the PW
method.

In the DCF method, instead of fixing the discount rate and then
comparing costs and benefits as in the PW method, the economic analy-
sis is iterated to find the discount rate for which 1ife-cycle costs
and benefits are equal. The alternative with the highest discounted
cash flow rate is preferred. This criterion does not compare the
cost of energy in alternative systems.

While one or more of the methods listed may be useful or necessary
to a particular organization before an investment decision is made,
the required-revenue approach should also be used for the reasons
already noted and because it is most likely to be acceptable to regqu-
latory agencies if governmental regulation is involved.

REQUIRED-REVENUE APPROACH

The Electric Power Research Institute (EPRI) is faced with the
need to standardize economic analysis of significantly different
energy systems, so that they can be properly compared. This need has
been met by preparing a Technical Assessment Guide, often called
"TAG". The most recently updated edition, listed in Appendix D, was
published in 1979,

The TAG methodology is the required-revenue approach, for when
all costs over the entire life cycle of a generating plant or other
project are considered, the revenues accrued over the system lifetime
from this plant or project must at least equal the costs. The mea-
sure of merit of alternatives is the difference between revenues and
costs or, by normalizing, the difference between unit revenues and
unit costs; for example, in dollars per megawatt hour ($/MWh is
numerically the same as mills per kWh).

The TAG requires consideration of all costs, before and during
the operating lifetime of the system concept being considered. It
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requires that the time value of money be considered, i.e., that a
dollar in hand now is worth more than a dollar received at a future
date, both because of the basic return available from safe investment
of the dollar and because of the dilution of value through inflation.
This time value of money can be expressed as a discount rate incorpo-
rating both real interest and an expected inflation over the system
lifetime. Future values of both costs and revenues are discounted
back to a base year, say the year of initial operation of the system.
This discounting is the multiplying of the future value by 1/(1+r)n
where r is the discount rate and n is the time difference in years
from the base year; the result is the present worth of the future
value. For years prior to the base year (i.e., during construction),
n is negative. The present worth of costs and revenues up to year N,
the system lifetime, must be combined to find the total present worth
of the costs and of the revenues.

For the users of this methodology other than utilities there may
be some differences in terminology used but the basic concept should
be readily applicable. For instance, revenues may be generalized to
benefits, which may include savings or earnings or more subjective
benefits, harder to quantify, such as reliability of fuel supply,
reduced use of non-renewable fuels, or reduced environmental pollu-
tion.

Equations and tables more extensive than given here may be found
in Appendix C.

COSTS

Cost elements can be separated into categories. Investment costs
and operating costs is one separation; fixed costs and variable costs
is another. The latter is more suitable for economic analysis of
concepts over their life cycle; the former has its own distinct uses,
as in tax accounting.

Fixed costs are those essentially independent of the level of
output of a plant or a system. Logically, most costs related to
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investments for capital equipment will continue, independent of out-
put as a fraction of the rated or maximum capacity.

Variable costs are those dependent on, usually directly propor-
tional to, the fraction of maximum output capacity produced in a
period, such as a year or over the lifetime of the system. This
fraction is called the capacity factor (CF). Fuels and other expend-
able materials are in this class. For plants making a physical prod-
uct, the input material costs are variable costs. So is operating
and maintenance labor.

The distinction between fixed and variable costs is important in
this economic methodology because either energy sources or energy
end uses are assumed to be constrained to less than the maximum or
rated value so are operating at a capacity factor less than unity.
ATES, if it can improve the CF of major pieces of equipment, may
reduce the required investment.

Fixed Costs

Table 5-2 shows the major categories of fixed costs usually con-
sidered in analysis, and in architect/engineer firms' classifications
of costs. The total investment cost is principally the initial
investments preceding the start of system operation, although other
periodic investments such as replacements are included. These can
all be expressed on a comparable basis in terms of their present
worth in the initial year of operation.

Some rules of thumb on the installed cost, often called the
direct cost of subsystem components, were given in earlier chapters.
They include not only the purchased major equipments but also all the
labor and miscellaneous material required to install them — concrete,
steel, piping, paint, etc. There are overhead costs, in planning,
managing, inspecting, and providing various services, that are gener-
ally not directly chargeable to particular subsystems. These are
called indirect costs; they are often estimated as a fraction of
direct costs, e.g., 35 percent. The combination of direct and indi-
rect costs is called base costs. Other costs which the owner must
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Table 5-2. Fixed cost elements.

FIXED COSTS
Total Investment Cost

Direct costs (installed cost)
Equipment cost (delivered)
Site materials
Site labor

Indirect costs
Construction services
Home office engineering and service
Field office engineering and service

Other owner's costs
Contingency
Consultants
Site selection, fees, and permits
Spare parts inventory
Escalation and interest during construction
Salvage value (negative cost)

Annual Costs

Interest and depreciation

Federal and State income taxes
Property taxes, insurance, etc.

Fixed operating and maintenance costs

pay that are not a part of the construction phase must be considered
and estimates made for a realistic economic analysis. Some examples
are given in Table 5-2.

Contingency is a prudent inclusion that depends on the estimated
risk of unforeseen costs or events. It must be a personal judgment.
Ten to 15 percent is often used. For a high risk project 25 percent
might be used.

The cost of studies and consultants and the time and effort
required to meet all requirements for permits may be considered an
investment cost. Providing an inventory of spare parts, to reduce
delays if failures occur, is another initial investment. While the
salvage value at the end of the project is properly a deductible
cost, the present worth of the salvage value is often negligible for
a long life project.
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In major projects where the construction phase may last several
years, much of the investment cost is incurred before the year of
initial operation (base year), when revenues begin. The present
worth in the base year of these early costs is found by using nega-
tive values of n in the discounting procedure as described on page
5-4.

There are other fixed costs that continue over the life of the
project and may occur annually or more frequently. These include
Federal and State income taxes, property taxes, insurance, expenses
such as supervision, management, accounting, building maintenance,
etc. that are independent of capacity factor. These may be consid-
ered as a stream of annual costs over the lifetime of the project.

Such annual costs can be converted, using the discounting formula
on page 5-4, into their equivalent in present worth to be on a com-
parable basis to combine with the investment cost. Alternatively,
the investment cost can be transformed into a uniform stream of
annual costs of equivalent present worth. This latter is the
approach frequently used, and preferred by the TAG. The factor used
to convert an investment I into N equal annual payments, representing
interest and a sinking fund to return the principal (or interest and
depreciation) is called the capital recovery factor (CRF) and is,
when the discount rate is r:

N

CRF = v/(1-(14r)7") (5-1)

Some tables of the CRF and related financial parameters for various
values of r and N are given in Appendix C. As an example to be used
herein, for r=0.1 (10 percent) and N=10, 20, and 30 years,. the CRF
is 0.1627, 0.1175, and 0.1061 respectively.

FIXED CHARGE RATE. Since most of the annual fixed cost compo-
nents are roughly directly proportional to the investment, they can
all be combined into one stream of N uniform annual payments by com-
bining their present worth with the investment and then applying the
CRF to the combination. This can be done by multiplying the invest-
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ment by a different factor appropriately larger than the CRF. This
factor to convert all fixed costs to a uniform cost stream is called
the Fixed Charge Rate (FCR). To be most useful it incorporates not
only the Tifetime N, the discount rate r, the indicated taxes and
insurance, but also various tax accounting allowances that may apply,
such as accelerated depreciation rates and investment tax credits.

It may also incorporate an estimated fixed operating and maintenance
(0&M) cost component.

The FCR will vary with all these components. As an approximate
value compatible with a discount rate of 10 percent and investor-
owned utility practice, the TAG suggests 0.18. Information on the
derivation of this value is in Appendix C.

Economic Scenario

The discount rate used is not arbitrary but represents the ana-
lyst's perception of likely economic parameters over the life of the
project. Since the time value of money depends on inflation, some
value of inflation must be assumed. What it will actually be over a
20- or 30-year period is completely uncertain, but extremes such as
zero are very unlikely. The TAG assumes, as we will here, that gen-
eral inflation continues at a constant rate of 6 percent a year
indefinitely. Particular cost components such as fuels may escalate
at a rate higher or lower than general inflation, as will be dis-
cussed.

The discount rate is analogous to interest, but in the general
case represents the "weighted cost of capital” of a mix of several
modes of financing at different risk levels. Interest on bonds at
8 percent, return on equity for preferred stock of 8.5 percent, and
return on equity for common stcck of 13.5 percent are assumed as
compatible with a constant 6 percent inflation rate. The TAG assumes
a typical utility mix of 50 percent debt (bonds), 15 percent pre-
ferred stock, and 35 percent common stock. The weighted average of
these is 10 percent.
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Federal and State income tax rate is assumed to be 50 percent, so
the before-tax return on equity must be twice that indicated above.
The resulting FCR used in the TAG is 0.18 when N =30.

For users other than investor-owned utilities, the economic
scenario may be very different. Industry may have a debt to equity
ratio of 0.2 rather than 1.0 assumed above, and the risk level may
make the minimum acceptable return on equity greater than 13.5 per-
cent. The value of lifetime N to be used may be five years rather
than 20 or 30, because of the risk of technical or market obsoles-
cence rather than physical lifetime. On the other hand, municipali-
ties may be 100 percent debt financed, have no taxes to include, and
accept long physical lifetimes such as 40-50 years. If a user can-
not readily determine a scenario discount rate and FCR, it is sug-
gested that comparisons be made both at an 18 percent FCR and a
higher value (e.g., 30 percent for industry) or a lower value (e.g.,
12 percent FCR for municipalities). The sensitivity of the compari-
son of alternatives to these parameters will thus be tested.

Variable Costs
Variable costs, proportional to capacity factor (CF) are all

annual cost streams over the 1ife of the project (Table 5-3). They
include fuels and other input materials needed to produce the out-
puts. For example, for use of coal as a fuel, with scrubbers to
reduce pollution, lime and water inputs proportional to CF are
required.

Table 5-3. Variable cost elements.

VARIABLE COSTS
Purchased Fuel and Electricity

Other Input Materials
(water, process inputs, etc.)

Operating and Maintenance Costs
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The operating labor and the amount of maintenance required are
generally assumed to be also proportional to the CF.

For each year in the cost stream the cost elements are the prod-
uct of what would be required for maximum output capacity and the CF.
This 1is an approximation, since the efficiency may vary with CF; for
example, in a power plant, so that input (e.g., fuel) and output
(e.g., electricity) are not strictly proportional.

Cost per unit of fuel can be expected to escalate with time. It
is expected that oil, gas, coal, and nuclear fuels will all escalate
faster than general inflation, i.e., the net escalation is positive.
The year to year fluctuation is uncertain; assumptions must be made
of an expected average rate of escalation, as with general inflation,
which is then used as though the escalation rate is constant over the
lifetime of the project. The TAG assumes the net escalation of coal
prices to be from 0.8 percent to 2 percent, for the several regions
of the country. As a rule of thumb 1.5 percent net escalation (7.5
percent total) will be used here. 0il is expected to be not as
regionally sensitive and to have a net escalation of 2 percent (8 per-
cent total). Nuclear fuel (without reprocessing) has an expected net
escalation rate of 2.5 percent (8.5 percent total).

Table 5-4 includes these TAG assumed net escalation rates and a
suggested mid-1980 value for each fuel. A different initial value in
1980 dollars, to take account of actual costs at the time of analysis
and regional differences, can readily be substituted. Natural gas is
included in the table but not in the TAG. As gas can reasonably be
expected to approach or exceed oil in cost ultimately a high net
escalation rate is assumed.

Table 5-4. Fuel price assumptions.

Mid-Point 1980 Net Escalation Rate
Fuel ($/GJ (~$/MBtu) % per year
Coal 1.50 1.5
0i1 - Residual 5.00 2.0
0i1 - Distillate 6.00 2.0
Gas 2.50 5.0
Nuclear 0.55 2.5
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LEVELIZING ANNUAL COSTS. Just as it was assumed convenient to
express investment costs and annual fixed costs as a uniform or lev-
elized annual stream of N payments, it will be convenient to convert
the fuel cost, and other variable annual costs, from cost streams
escalating at rates from 7.5 to 11 percent, to levelized cost streams.
By this means, analysis can be done with one set of numbers, and not
on a year-by-year basis. The procedure is to convert the escalating
cost stream into a present worth in the base year, then convert back
to a Tevelized stream of uniform payments using the appropriate CRF
(r,N). The procedure is explained in Appendix C; Table 5-5 gives the
levelizing factor LF by which the base year fuel cost is to be multi-
plied to get the uniform annual cost.

Table 5-5. Levelizing factor for annual costs
(for discount rate 0.10).

N (years) —» 5 10 15 20 30
Net Escalation (%) LF (N,e,r)

0 1.18 1.34 1.49 1.63 1.89
1.0 1.22 1.41 1.60 1.79 2.15
1.5 1.24 1.44 1.66 1.88 2.30
2.0 1.25 1.48 1.72 1.97 2.46
2.5 1.27 1.52 1.79 2.07 2.64
5.0 1.37 1.74 2.17 2.67 3.84

For example, if two alternatives, an oil-fired boiler with 80
percent efficiency and a coal-fired boiler with efficiency 70 per-
cent, are both required to produce an output of 100 TJ (1v105 MBtu)
per year, the annual cost of fuel for each, assuming 1980 start of
operation and 20-year 1ife, would be:

® O7L
5 $/GJ x 10° x 1/0.80 = $625,000 in the year 1980
LF (20,0.02,0.10) =  1.97

]

Levelized annual cost = 625,000 x 1.97 = $1,230,000



® COAL

1.50 $/GJ x 105 x 1/0.70 = $214,000 in the year 1980

LF (20,0.015,0.10) = 1.88

Levelized annual cost = 214,000 x 1.88 = $403,000
BENEFITS

In the specific case considered by the TAG for an electric util-
ity, all costs — fixed and variable — must be liquidated by the reve-
nues received from the sale of electricity year-by-year over the book
life of the system. For some other cases, revenues may not be the
word normally used, e.g., for an industry that purchases electricity
and/or heat, savings may be the preferred word. Other benefits may
accrue and be important such as increased net earnings, reliability
of supply, tradeoffs with pollution or energy conservation require-
ments on new construction, etc. To the extent that all of these can
be quantified in absolute or relative terms (comparing alternatives),
they should be included on the righthand side of an equation:

E:costs = < E:Benefits (5-2)

With the left side (costs) in levelized terms the right side
should similarly be expressed in levelized annual benefits.

One Product Cases

The simplest case to treat is the one where only thermal energy,
heat or chill, is involved. Among such cases, some will have a spe-
cific annual demand (with fluctuations within the year) which is cur-
rently met by purchase or by equipment already in operation, with
known costs. In such cases, the right side is a reference case, and
only the alternatives including ATES need be compared to find the
least costly.

The reference benefits are determined by the peak demand, the
capacity factor of the demand and the levelized annual cost per unit
demand (e.g., $/GJ). Naturally, an escalation scenario for these
benefits must be assumed. If they are the purchase price of heat to



meet the demand, escalation will depend on the fuel used, and the
relative share in this price of fuel-related-costs and other costs
escalating at the general inflation rate.

It will be noted that the above procedure is essentially the
equivalent of using the annual costs of a reference system on the
right side as the target for comparison with alternative systems,
including ATES, on the left side. When there is no reference system,
or when alternative systems differ in the amount of energy produced,
or where system alternatives of different scale size are to be com-
pared, the suggested approach is to compare the costs of each alter-
native on the left with the benefits on the right determined by some
consistent method. To make alternatives of different scales more
easily comparable, the right side is expressed as a product: the
rated energy output capacity times the capacity factor (annual aver-

age output divided by peak output) times an assumed "fair," refer-
ence, or arbitrary price per unit of energy ($/GJ). It is then pos-
sible to divide both sides of the equation by the product of peak
output and the capacity factor, to express both sides in unit costs
and price ($/GJ). The alternative that has the Towest unit energy
cost, if lower than the reference or target price, is usually pre-

ferred.

Two points should be noted:

e The capacity factor of the benefits defined above is usually
not the same as that of some cost elements on the left. In
fact, a major purpose of ATES is to make possible the use of
some major capital cost elements at a higher capacity factor
than is possible without storage.

e By keeping separate the peak and average output, or peak
capacity and CF, sensitivity studies of the effects of vary-
ing these parameters are more easily done.

Multiple Product Qutputs
In many ATES systems there will be two or more outputs that may
be varied semi-independently, i.e., are not in a constant ratio.




Examples are heat and chill, heat at two or more temperatures, and
heat and electricity. In principle there can be other physical prod-
ucts that are energy dependent, i.e., may vary in quantity in some
tradeoff with the ATES system parameters. The heat-plus-electricity
case, or cogeneration, is probably the most common one, and will be
used as an example.

The thermodynamic benefits of cogeneration are well known.
Instead of generating electricity at maximum efficiencies of 30 to 35
percent and rejecting the other 65 to 70 percent of the fuel energy
at temperatures not usable for other purposes, some of the thermal
energy is extracted from the electric generation cycle at tempera-
tures high enough to be useful. For each GJ or MWh of heat extracted,
there will of course be a reduction in the amount of electricity gen-
erated. The magnitude of this effect is shown in Figure 5-1. The
equivalence factor Fe is the ratio of the electricity lost to the
heat extracted (both in the same units). It is a function of temper-
ature, since more work has been extracted from the steam cycle before
extraction if done at lower temperature. The graph should be consid-
ered illustrative since it was done by analysis of two specific large
power plants for another study (Hausz, 1979a; Hausz, 1979b). The two
plants were a high sulfur coal (HSC) plant, 800 MW, supercritical;
and a light water reactor (LWR), 1100 MW, with saturated steam out-
put at 283°C (541°F). The extracted steam was converted in heat
exchangers to sendout HTW at the temperature of the abscissa from a
return temperature as shown, of 77°C and 81°C respectively. Other
studies in the literature, including European district heating
reports, showed the same trend, with a scatter of points around the
lines shown.

At temperatures as Tow as 100°C, 10 MWh of heat can be extracted
with the loss of only 1 MWh of electricity. Cogeneration systems
can be designed to extract only part of the steam so that some of
the steam energy is still rejected to a cooling tower. They can
also be designed as noncondensing or backpressure turbines, in which
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Figure 5-1. Equivalence factor relating heat cost
to electricity cost. (Hausz, 1979b)

all steam condensation energy goes into the HTW Toop, in several tem-
perature stages for maximum efficiency. In the latter case, electric
plus heat generating efficiency can be as high as the boiler effi-
ciency, over 80 percent for the HSC plant and almost 100 percent for
the LWR plant. When consideration is given to the fact that the
alternative method of thermal energy supply is with small boilers of
lower than 80 percent efficiency, energy savings anomalously equiva-
lent to efficiencies over 100 percent can occur.

The yearly output of heat and of electricity can each be
expressed, as for the single output case, as the product of its maxi-
mum capacity annual output and a capacity factor. Each can be multi-
plied by a reference price, for electricity and for heat, and com-
bined to find the total revenues or benefits. This can be compared
to the costs side of the equation to determine which alternative
ATES concept gives the least cost for the same benefits.



More generally, it may be desirable to find values of the price
of electricity E and the price of heat H that would give benefits
equal to cost as in Equation 5-3:

Fixed Costs + Variable Costs = QE x E + QH x H (5-3)

where QE and QH are the annual energy outputs. Eventually it may be
desirable to allocate costs to electricity generation and to heat
production. It is suggested that this controversial task be avoided
by use of the joint-product diagram illustrated in Figure 5-2 for com-
parison of alternative concepts.
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Figure 5-2. Costs of conventional versus combined
heat and power system. (Hausz, 1977)



If the mode of system operation determines the costs and the
energy quantities QE and QH’ there are still many combinations of
the relative prices E and H that satisfy the equation. In fact, it
is a linear equation in these two variables that can be plotted as
shown in Figure 5-2. The ordinate is the price of electricity E in
$/MWh. The abscissa as shown is the price of heat H in $/MWh. An
equivalent scale in $/GJ (roughly the same as $/million Btu) is also
shown. Any point on the Tine shown satisfies the equation.

While conventions, or regulatory or other constraints, may deter-
mine the method of deciding which point should be selected, it is
useful to consider the joint-products curve in analysis of the sensi-
tivity to different variables, and the comparison of concepts or
modes of use.

Figure 5-2 shows how various cases and concepts can be conven-
jently compared. The equations for each case are given in the box.
Modes of operation of an 800 MW coal-fired plant are being compared.
Case 1 is for conventional production of electricity only. The reve-
nues from electricity are involved so dashed line (1) represents the
cost of electricity, E. The work for this figure was done in 1974
dollars, without fuel cost levelizing, so numerical values won't
match earlier figures. A separate or supplementary coal-fired boiler
producing heat alone gives a cost-of-heat, H, for operation at
CF=0.62 in (2) and CF=0.25 in (3).

Modifying the turbine set for district heating by providing four
temperatures of steam extraction to heat water from 66°C (150°F) to
177°C (350°F), producing 1000 MW as HTW, reduces the electric output
to 590 MW. Capital costs are increased and both heat and electric-
ity produce revenue as shown in (4). While both heat and electric-
ity are produced at CF=0.62 in this case, the capability to still
produce 800 MW electric and no heat is retained.

There could be capital cost reductions by making the turbine set
noncondensing, producing up to 1200 MW of HTW and 560 MW electric.
Cooling towers are eliminated and the Tow pressure turbine and



alternator are reduced in size and cost. The flexibility to decouple
heat and electricity production is lost. The savings are indicated
by (4A).

Notice that in both (4) and (4A) there is a part of the line that
is to the left of and below the intersection of 1ines (1) and (2).
Both heat and electricity are produced at Tower cost by cogeneration
than by separate production of electricity and heat. The capital cost
savings of noncondensing operation in (4A) increases the range of
"viable" alternative pricings. Selection of which point should be
used within the range is discussed in the section "Cost Allocation."

Of course a major part of the rationale for heating or cooling
applications is the relatively short duration of peak loads for space
heating and space cooling. The demand for heat (or cooling) may have
an annual capacity factor of 0.25 or less.

The case presented by (5) is that where CF=0.62 for electricity
and 0.25 for heat. This implies the condensing operation of case (4)
with more electricity and less heat produced during the off-peak sea-
sons. Note in the table that the quantities of electricity and heat
are intermediate between cases (1) and (4). As more electricity is
produced for the same annual costs, the cost of electricity, E, is
less at the Teft where H is taken as zero. Similarly since less heat
is produced for the same annual costs, the cost of heat, H, is higher
than in case (4) for points to the right of (3), the separate produc-
tion cost of heat at CF =0.25.

Case (5A) indicates that if separate peaking boilers are added to
satisfy the total heat demand of (4), the capital and variable costs
are increased; the line (5A) is roughly parallel to (4) but passes
through the intersection of (3) and (5).

The cost of an ATES subsystem is not included in the cases in
Figure 5-2. An increased cost on the left side of Equation 5-2 will
shift a joint-products cost curve upwards to the right, with the same
slope. The losses of heat in storage reduce QH which will move the
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intercept at the H axis (all costs charged to heat) further to the

right without changing the E axis intercept. As cases (4) or (4A)

with ATES added can meet the demands of cases (5) or (5A) (CF=0.25
for heat), lines displaced from (4) and (4A) by the ATES costs can

be compared with (5) and (5A) for their region of superiority.

While for three or more products the joint-products curve becomes
more difficult to formulate, it may be useful to use a third product
price as the parameter for a family of parallel lines.

Other Benefits
Benefits other than increased revenues, or the equivalent in

reduced costs, are often difficult to quantify at all, or particu-
larly to quantify in economic terms. Some of the benefits are very
real in terms of an impact on the feasibility of implementing a
project, or in terms of the national interest. Briefly, some
approaches will be mentioned.

Rules to prohibit use of natural gas by industry or make its
supply interruptible have been suggested. The risk of this occur-
ring and the concomitant costs of rapid conversion to more expensive
fuel sources, or the costs of temporary shutdowns of a plant with
loss of income, can be roughly estimated. If ATES decreases or
eliminates the risks these costs can be included as a benefit or as
a reduction in the cost side of Equation 5-2.

Reductions in pollution control costs can be included. These
are usually proportional to the peak capacity of the source, which
ATES may reduce.

The Federal Environmental Protection Agency and various States
have considered or authorized pollution offsets, or energy conserva-
tion offsets. For example, a reduction in pollution emissions from
one part of a plant may facilitate obtaining permits to expand
another part of a plant if the resulting new emissions are less than
the reductions and if air quality standards are met. Credit for
reduced emissions from a cogeneration system including ATES can be



expressed in part in terms of the increased costs for alternative
ways of meeting the air quality standards.

Desired reliability of a system often requires redundancy (e.g.,
three units each of one-half peak capacity) or reserve standby capac-
ity. ATES may mitigate the need for such equipment if there are mul-
tiple well-pairs in the system.

Use of coal and nuclear power instead of imported oil is in the
national interest — for security of supply, improved national
defense, and increased economic stability. While difficult to trans-
late into benefits to a single project, the increased market poten-
tial for heat supplied by coal or nuclear centralized sources instead
of dispersed oil-burning units in areas where coal is not permissible
can be considered. Both the comparative economics of the fuels and
the incentives that may be provided by the local planning and taxing
authorities can increase the benefits.

COST ALLOCATION

Much attention is paid in the literature to the question of allo-
cation of costs to electricity and heat where these are joint prod-
ucts (United Engineers, 1979; Ernst & Ernst, 1978; Kidder Peabody &
Co., 1979). Basically, the problem is to select a point on the
joint-products cost curve. As Ernst & Ernst (1978) indicate, "...
allocation is unnecessary to feasibility decisions, because such
decisions should be made only on the basis of incremental cost data.
The relevant incremental costs can be determined in all cases with-
out reference to an allocation."

The motivation for cost-allocation is institutional, rather than
technical or economic. Regulatory constraints, market considerations,
financing methods, and policies may make a cost allocation necessary
before a system can be implemented.

Some cost elements, fixed and variable, are clearly chargeable
to electricity generation only, e.g., the condenser and cooling
towers, alternator, switchgear, and distribution. Some cost elements
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are clearly chargeable only to heat, such as the fixed and variable
costs of peaking boilers, heat exchangers, and thermal transport sys-
tems. Some costs serve both functions, such as the steam supply,
fuel, and plant facilities. The principal problem is the allocation
of the latter class of costs.

One aspect of the problem is the division of the benefits of cost
savings among the ultimate users of the heat, power, and other joint
products. When the generator and the user of all products is one
entity the problem should be minimal, except perhaps for tax or
financing advantages. Where either heat or power are exported to
multiple users, regulatory requirements enter in the case of utili-
ties, and the market elasticity for the several products in the case
of industry.

United Engineers (1979) describe in detail eight methods of cost
allocation. In an example costs range from (E = 13.78 $/MWh;
H=2.33 $/GJ) to (E = 19.07 $/MWh; H = 1.2 $/GJ) where the cost of
separate generation is (E = 19.06 $/MWh; H = 2.09 $/GJ). Most but
not all of the methods give results that price both products within
the range where each is less than the cost of separate generation.

One common method for utility decisionmaking is to assume the
cost of electricity is the same as that of separate generation, and
examine the resulting cost of heat for market viability. Since a
low generation cost of heat permits higher distribution costs, the
available market is increased. On the other hand, industries primar-
ily interested in process heat, but considering cogeneration, con-
sider the cost of heat as unchanged but examine the incremental "heat
chargeable to power" to determine the cost of cogenerated electricity
as compared to purchased electricity.

Kidder and Peabody (1979) examine in detail many of the institu-
tional and financial alternatives when a large project involves mul-
tiple parties in the investment and operation as well as multiple end
users, some of whom are also investors. Complex financing methods
may prove advantageous to balance the benefits to all participants.
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While the tendency may be to include ATES and its associated com-
ponents as clearly part of the heat generation system, the cost of
electricity may also be benefited. Cost allocation considerations
should play a minimal role in initial comparison of concepts and in
decisions of economic viability.
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CHAPTER 6
EVALUATION: AN EXAMPLE

This chapter will attempt to integrate the preceding chapters, or
"put it all together" with a step-by-step example. A single example
cannot cover all options and problems; it is only illustrative. The
application and data used are fictitious, but numbers used are
believed to be reasonable, considering the uncertainties in any
future planning in an immature technology.

CHOSEN APPLICATION

The example describes an application by the United Electric Co.
in an unnamed midwestern city of about 500,000 population: The util-
ity in 1979 had on-Tine electric generation capacity rated at 7.1 GW,
produced 35.5 TWh for an approximate annual load factor of 0.57.
This utility also has a district heating system in the downtown area
distributing steam to about 500 commercial and industrial customers.
The annual output of steam was 2.1 PJ (580 GWh, ~1800 million pounds
of steam), at an average rate of 66 MW and a peak hourly sendout of
300 MW in 1979.

The principal fuel used in the five largest electric generating
units, totaling 5.7 GW, is high-sulfur midwestern coal in all but
the newest one which was designed for Tow-sulfur Western coal. The
utility requires expansion during the 1980s and would Tike to install
over ten years a 500 MW or two 300 MW mid-range cycling coal plants
at a site that now contains two small older units, rated 70 MW and
55 MW (electric) which currently burn oil or natural gas (interrupti-
ble) for summer peaking, operating only about 1000 hours a year.

The district heating system also burns o0il as its principal fuel,
consuming 3.5 PJ (about half a million barrels) annually.
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The State Energy Commission has required, as a precondition for
permits on the new electric generation desired, that the United
Electric Co. consider cogeneration, conversion from oil to coal
wherever possible, and reduction of emissions by use of low-sulfur
coal.

The desired plant site is located 25 km from the downtown dis-
trict heating system, which cannot convert to coal. There is a
dense commercial/light industrial/residential area called Panalville
about one-third the way between the plant site and downtown. Space
heating and tap water heating in this area are served by individual
sources, about two-thirds oil and one-third natural gas.

Among the concepts the United Electric Co. decides to analyze
is supplying district heating to Panalville by cogeneration using
some combination of the present units and the desired new units at
the plant site. There are many variants and options from which this
example must select one or two as illustrations of the method of
analysis. They include:

e Use extraction turbine design in new coal-fired plant to
provide district heating to Panalville. Use no ATES. Steam
from the oil-fired boilers of the existing (55 and 70 MW)
units can be used as thermal energy backup for reliable
operation of the DH system.

e Same as above but with ATES, less backup needed.

e Convert existing 70 and 55 MW units to non-condensing opera-
tion for added DH capacity (with and without ATES).

e Extend DH transmission to downtown as a second phase, to
displace part or all the oil consumption there. Convert
steam end uses to HTW end uses wherever possible. Consider
ATES both at Panalville and downtown.

e Supply industrial customers in Panalville with higher temper-
ature HTW for wider range of applications. Use blending of
sendout and return water to serve residences at a safe
temperature.
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Clearly, the first two of these are the initial phase to consider
and most relevant to screening concepts for ATES applicability.

DATA GATHERING

While this example is hypothetical, the best available numbers
have been used. For convenience they come from a variety of unrelated
sources so further identifying this midwest city is not relevant.

Data must be gathered on the source(s), the load(s), the transport
needs, and the mismatch which ATES might mitigate.

Sources

The sources of heat considered are the existing boilers for 70
and 55 Mwe units, and a new 300 Mwe coal-fired unit with extraction
turbine (several stages of extraction for efficiency). Temperature
of HTW may be designed to be whatever is optimum, up to about 200°C
(400°F). The two small units are old and when used for peaking have
had a heat rate of 4.1 Jt/Je (14,000 Btu/kWh); thus their fuel input
is 512 MW, and at 85 percent boiler efficiency up to 435 MW of steam
or HTW can be available. The proposed new cycling coal plant with
300 MW electrical output can be expected to have a heat rate of
3.03 Jt/Je (10,300 Btu/kWh) and a boiler efficiency of 88 percent.
A rating of 16.6 MPa/538°C/538°C (i.e., 1000°F, single reheat, 2400
psig) could give the cogeneration performance shown in Figure 5-1;
per MW of heat extracted, the loss of electric output at 100°C,
150°C, and 200°C sendout temperature is 0.10, 0.15, and 0.21. It
should be feasible to extract 150 MW at 100°C, 200 and 300 MW at
150°C and 200°C without exceeding turbine design Timits.

Load Demands

THERMAL. Survey of Panalvilie population and load density shows
a variation in thermal peak loads from 10 to 70 MW/kmz. There is
1.5 kn® with a Toad of 55 Md/km?, 4 more at 40 MH/km’, and 15 more
at over 25 MW/ka. In any application, there is uncertainty as to

what the market will be until the benefits to the many distinct cus-

tomers can be determined. The survey shows a number of the large
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users in the dense area would be interested if thelpayback to them
was reasonable, i.e., three to five years.

For the initial iteration 70 percent connection in the central
zone and 50 percent in the less dense regions will be assumed. This
totals 360 MW, sum of the peak loads, but not necessarily the peak
coinciding loads. Diversity of peak loads may give approximately
300 MW peak demand.

The daily and seasonal demand for the climate in Panalville
(Figure 6-1) is similar to that portrayed by Margen (1979b) for the
Twin Cities in Minnesota. Figure 6-1 shows the monthly average,
maximum and minimum, related to the annual average, 1.0 on the left-
hand scale. Some idea of the daily swings is given by the shaded
area. This much variation of demand could be mitigated by daily
storage instead of or in addition to ATES, if economically desirable.

ELECTRIC. The electric load demands of the United Electric Co.
system are of peripheral interest in indicating the load patterns,
seasonal and daily, which determine the dispatching requirements on
the utility and its needs for mid-range and peaking capacity as well
as baseload capacity. It also indicates the mismatch between dis-
trict heating and electric loads, which may affect the benefits from
ATES.

Figures 6-2 to 6-7 show the weekly pattern of electric demand in
the spring/fall, the summer, and the winter seasons. Table 6-1
illustrates the type of data accumulated that is plotted as the
hourly variation of load over a week, and the condensation of the
data into a load-duration curve, which indicates the fraction of the
time that any particular load demand is exceeded during the quarter.
The load demands are normalized to the peak demand within the quarter.
Table 6-2 shows the monthly peaks in terms of the annual peaks — a
multiplier to the scales on Figures 6-2 to 6-7 before combining them
into an annual load duration curve.
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Figure 6-1. Load fluctuations for district heating system.
(Source: Studsvik Energiteknik AB)
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Figure 6-2. Scenario C — spring/fall weekly load cycle plot.
(Source: Zaininger, 1977)
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Scenario C — summer weekly load cycle plot.
(Source: Zaininger, 1977)

I i T T f I ' *' ';

— 4
i

[}

1

1

}

3

L -
xg

n

z

a 7
i

~ -
i

r— -
H

- -
. , . S

[ ! L i ! ‘ : ; B
v.e 6.9 4a.9 8.0 94.0 189.0

1e.0

Figure 6-5.

0.0
DURATION (PER CENT)

Scenario C — summer load duration curve.
(Source: Zaininger, 1977)
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Scenario C — winter weekly load cycle plot.
(Source: Zaininger, 1977)
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Table 6-1.

Scenario C — winter weekly load cycle and

load duration data tabulation.

TIME

108
200
300
400
500
6060
700
899
920
1600
1100
1200
1300
1400
1560
1600
1700
1890
1900
2000
2100
2200
2300
2400

SUNDAY

0.5443
0.4988
G.45820
6.4709
0.4613
0.5060
0.5108
©.5188
0.5467
0.5746
6.6145
0.6464
0.6464
0.6305
9.6089
0.6145
0.7063
0.7502
0.7941
©.760%
3.7502
0.6927
0.6632
0.5571

TYPICAL WEEK - HOURLY LOADS IN PU
MONDAY TUESDAY WEDNESDAY THURSDAY

0.5172 0.5355 0.5866 9.5946
0.49256 0.4844 0.5267 0.5547
06.4932 0.5620 0.5275 06.3387
0.4932 0.4924 0.5267 0.5092
0.42852 0.4288 ©.5371 0.5188
©.5172 0.5172 0.5411 0.5339
0.6305 0.6265 06.6544 0.6600
0.7901 0.7901 0.83890 0.6324
0.8779 6.8599 0.2018 9.8391
0.9178 0.9170 0.9178 0.8947
©.9282 0.9274 0.9226 0.2481
0.9417 ©.93553 0.9338 0.9465
0.8867 0.8586 0.8939 9.9346
©0.8347 9.8779 0.8939 0.3239
0.E543 0.8779 0.9374 0.8978
6.9122 0.8978 6.9018 0.9018
1.0600 0.92657 0.9338 0.9816
9.9372 0.9992 0.9737 0.9657
0.9816 0.9721 0.9218 0.9737
0.9497 0.9178 0.8978 0.9377
0.9122 0.8699 0.86803 0.86978
0.2090 0.8284 0.8316 0.8260
0.7342 0.79357 0.7534 0.7574
0.59238 0.6504 0.6584 0.6768

TYPICAL LOAD DURATION CURVE
LOAD (PO DURATION (% TIME)

FRIDAY

0.5898
0.95435
0.3367
0.4932
0.5227
0.5387
0.6335
0.8244
0.8699
0.8943
0.9210
0.%010
0.8559%9
0.8532
0.8356
0.8412
0.9058
9.9497
0.9018
0.8436
0.7965
$.7302
0.6784
0.6209

SATURDAY

©.5439
0.5012
0.4948
0.4741
6.4996
0.5029
6.5427
0.6385
0.76¢87
©0.7335
0.8324%
0.65359
0.8E849
0.8921
0.7853
0.8037
0.6322
0.9665
0.8%94
0.8508
0.8316
0.7614
0.6935
0.64%9

1.0000 .60
0.9874 2.38
0.9695 3.57
0.9485 3.57
0.9293 5.95
0.9090 8.33
0.8933 8.33
0.8711 3.36
0.8496 3.97
0.8312 5.36
0.8029 1.19
0.7915 4.17
0.7610 1.19
0.7528 2.38
0.7322 1.19
0.7075 1.19
9.6931 1.19
0.6696 2.38
0.64935 3.57
0.6309 3.57
©.6127 1.79
0.5912 2.38
0.35746 ©.60
0.54%0 5.95
0.5305 4.76
0.5109 6.55
0.4926 7.14
0.4687 1.79

(Source: Zaininger, 1977)

6-9




Table 6-2. Scenario C — monthly peak data.

Monthly Peak Corresponding Load Duration Curve

Month (P.U. Annual Peak) Season Load Factor (%)
January 0.84 Winter 68
February 0.81 Winter 68
March 0.75 Spring/Fall 70
April 0.72 Spring/Fall - 70
May 0.77 Spring/Fall 70
June 0.91 Summer 67
July 0.99 Summer 67
August 1.00 Summer 67
September 0.86 Spring/Fall 70
October 0.78 Spring/Fall 70
November 0.83 Spring/Fall 70
December 0.88 Winter 68
Approximate annual load factor 57 percent.

United Electric Co. is a summer peaking utility with an annual
load factor of 57 percent. Its generation plant description includes
five coal-fired plants of 1241, 1241, 1241, 1100, and 923 Mwe; three
0il- and gas-fired steam plants of 474, 70, and 55 MW; 700 MW hydro-
electric capacity (with capability of pumped storage); and a 75 MW
gas turbine. One of the 1241 MW plants is collocated with the 70
and 55 MW plants, at the desired site for the new 300 MW unit.

TRANSPORT. There is a transmission (electric) right of way from
the site to a substation near Panalville; the terrain is principally
flat and agricultural, with suburban residential for the last 2 km.
This corridor is the preferred route for a dual-pipeline for HTW
sendout and return. A 1 km stub is needed to a distribution network
branching into Panalville. The transmission corridor continues to
within 3 km of the downtown area, but is more densely populated.
This consideration applies only to future expansion to serve the
downtown area.

AQUIFER AVAILABILITY. In the United Electric Co.'s service area,
and particularly near Panalville, there is evidence that there are
numerous confined aquifer layers down to 400 meters, but data on



their properties is sparse below 150 meters. The water table is at
about 20 m depth and the upper unconfined aquifer (Alpha) extends
down to 60 m. At least four distinct aquifers below this alternate
with confining layers of siltstone and shale. Their tops are roughly:
Beta, 70 m; Gamma, 120 m; Delta, 180 m; and Epsilon, 220 m depth.

The Alpha and Beta aquifers are widely used for irrigation and
community water supply. The Gamma aquifer is sparsely used as yet
within a 20 km radius of the site. The Delta and Epsilon are brack-
ish, too saline for potable water, so are little explored except for
a few USGS test holes.

The Gamma aquifer would be the preferred aquifer, with those
below as backup if aquifer conditions are not suitable or permits
cannot be obtained for the Gamma aquifer.

Estimated properties from best available information from the
nearest several wells in this aquifer are that the aquitard above it
is 10 meters thick and the thickness of the Gamma aquifer is 40 to
45 meters. The static water level is at 30 m depth, providing 90 m
head in the aquifer. Water quality is good, ranging from 250 to 350
mg/liter of dissolved solids, hardness 200-300 mg/liter, pH = 7.0 to
7.5. Estimated natural pore velocity (regional flow) is 0.06 m/day.

Although it may vary from point to point the hydraulic conductiv-
ity is estimated as 6 to 8 m/day (150 to 200 gpd/ftz). The ambient
water temperature is about 13°C (55°F). The specific permeability
of the sandstone is about three darcys and its porosity about 0.26.

CONCEPT DEFINITION

Comparison is required of systems with and without ATES which
deliver heat from a 300 MW (electric) coal-fired cogeneration plant
to a new area. The system without ATES is the reference case, iden-
tified as Concept A. The system with ATES is Concept B. Also
required is a description of the existing situation — the current
usage of gas and oil fuel in dispersed individual furnaces and heat-
ers for space- and water-heating in the selected district-heating
area, Panalville. This description is Concept C.



Diagrammatically, the three concepts can be represented as shown
in A, B, and C in Figure 6-8. The balance of the United Electric
Co.'s electric generation and transmission system other than that at
the site of the new 300 MW plant is of interest only as a user or
receiver of the electricity generated at the site. The 55 and 70 MW
plants are already there, and the basic equipment of the new 300 MW
plant is assumed in all three concepts. It is only necessary to con-
sider incremental changes in equipment and operation to compare
concepts.

For the Tevel of connection assumed, the peak heat load delivered
to end users was taken as 300 MW. Using the monthly load data of
Figure 6-1, the average annual load is about 95 MW; the capacity fac-
tor is about 0.31; and the annual load demand is 3.0 PJ (830 GWh)
corresponding to 95 MW average rate.

For a first iteration at least, a thermal energy loss of 11 per-
cent will be assumed; about 4 percent in the 10 km transport pipe-
line, from plant to substation plus a 1-km stub to Panalville, and
7 percent in the local distribution. About 105 MW is required at
the sendout as an average; the peak will not rise 11 percent, but
only 10 MW because the loss rate is constant over the year if the
temperatures of sendout and return are constant. The transport pipe-
line must be rated for 310 MW sendout (concept A), and the cumulative
capacity of the distribution network must similarly carry 306 MW
(Tess by the transport losses).

The monthly energy demands at various points, for Concepts A and
B, are shown in Table 6-3. The average monthly demand in MW is
derived from the average annual demand of 95 MW and the data of Fig-
ure 6-1. A1l months are considered equal (30.44 days) for conven-
ience. For Concept A the transport pipeline, and the cogeneration
source, must be designed for an annual peak of 310 MW and an average
sendout of 105 MW to take care of transport and distribution losses.
This is shown in column 2. Annual energy delivered to the transport
pipeline is 3.31 PJ.
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Figure 6-8. Alternative concepts defined.




Table 6-3. Demand scheduling for Concepts A and B.

rL1-9

Concept A Concept B

Average Average (3) (4) (5) (6) (7)
Demand Demand Net
at at Pipeline Pipeline Charge Discharge to
Load Sendout Sendout Delivered Storage Storage Load

MW MW MW
1 J 201 211 128 120 81 201
2 F 145 155 128 120 25 145
3 M 126 136 128 120 6 126
4 A 63 73 128 120 57 63
5 M 43 53 - - 43 43
6 J 33 43 128 120 87 33
7 J 33 43 100 92 59 33
8 A 33 43 88 80 49 33
9 ) 43 55 100 92 49 43
10 0 87 97 128 120 33 87
11 N 142 153 128 120 22 142
12D 192 203 128 120 _ 72 192
Av. MW/mo. 95 105 109 102 -27.7 20.8 95

Annual PJ 3.00 3.31 3.44 3.22 - 0.874 0.656 3.00




Describing the annual cycle for Concept B requires some itera-
tion; one consistent plan to deliver the same net energy to the load
is shown in columns 3 through 6. Starting with column 4, the use of
ATES storage permits the pipeline to deliver a fairly uniform 120 MW
through most of the year. While distribution losses will be the
same as in Concept A, transmission losses will be less, say only 2
percent, since a smaller pipeline, peak rated 128 or 130 MW can be
used, operated at a much higher capacity factor. While in theory
storage would permit the pipeline to operate at CF = 1.0, uniform
output all year, provision for maintenance and forced outages of the
source and pipeline should be made, and consideration given to the
need for maximum electric output in mid-summer peak hours. In the
jteration shown, for one low-demand month (May) the pipeline and
source may be shut down completely. Further, in the months July,
August, and September, pipeline transport is reduced to zero for six
to eight hours a day to provide more electric output during peak
hours. These choices are only meant to be illustrative of the flex-
ibility provided by storage.

During months when the pipeline capacity exceeds the demand,
energy is charged into storage. During months when the demand
exceeds the pipeline delivered energy, energy is discharged from
storage. A storage efficiency of 0.75 is assumed as the total
energy recovered; 0.656 PJ in column 6 is 25 percent less than the
0.874 PJ charged into storage. After a number of cycles, the energy
recovery efficiency is expected to be greater than this.

For Concept C of course, the same average energy per month and
annual total of 3.00 PJ are required as are shown in columns 1 and 7.
However, the efficiency of the furnaces/heaters used to provide this
energy is not unity. Fuel distribution of one-third gas and two-
thirds 0il was indicated earlier. Assuming that oil is used in the
larger installations at 70 percent efficiency, and gas in residen-
tjal and small commercial installation at 50 percent efficiency,
the 3.00 PJ demand will require 1.6 PJ of gas and 3.2 PJ of oil,
totaling 4.8 PJ (Meyer, Hausz, et al, 1976).

6-15



ECONOMIC ANALYSIS
Concept C (Existing Situation)

To use Concept C as a starting point, its fixed and variable
costs must be estimated. The inflation and escalation scenario

described in Chapter 5 will be used. One remaining important param-
eter is the year of initial operation of the concepts to be compared.
While Concept C is already in operation, Concepts A or B would take
some years to implement. For this example, base-year 1985 will be
assumed for all three concepts, and a system life, N, of 30 years.

Mid-1980 dollars will be used. For items that escalate at the
general inflation rate, de-escalation of costs at 6 percent back to
1980 will give the same cost as in 1980. For items with a net esca-
lation of say 2 percent a year, de-escalation from 1985 to 1980
gives a cost 10.4 percent (].025) higher than in 1980.

FUEL C0STS. Fuel costs are found as:

6 5

0i1: 3.2 POx6 $/GI x10° x1.02° x2.46 =52.14 million $/yr

where 2.46 is the levelizing factor LF (30, 2.0, 10). (Table 5-4.)

5

Gas: 1.6 Pdx2.50 $/GJx'|06x1.05 x3.84=19.60 million $/yr

where 3.84 is the levelizing factor.

These total $71.74 million/year. The large-quantity or indus-
trial price of fuels was used; many of the consumers would pay con-
siderably more. It is difficult to estimate annual operating and
maintenance costs on the complex of large and small space heating
and water heating equipment. These omissions can be traded off
against comparable omissions in the other concepts.

FIXED COSTS. While the area of Panalville already has heaters
and furnaces in place, they have been in operation for various peri-
ods of time, and some must be replaced each year. The total peak
demand is 360 MW; if the average 1ife for complete replacement or its
equivalent in major repairs is 15 years, the replacement rate is
24 MW/year. A mid-1980 installed cost of 30 $/kW is estimated, and



is assumed to have no net escalation. The stream of annual replace-
ment costs can be levelized by using LF (30, 0, 10) = 1.89.

Capital Replacement: 24x103x30 $/kWx1.89=9%1.36million/yr.

With this small addition, the total annual costs for Concept C
are $73.10 million.

Concept A (Reference Case)
In treating Concepts A, B, and C it is assumed that the 300 MW
(electric) coal plant is built, is common to all three concepts, and

goes on line in 1985. In Concept C it generates electricity only;
in Concepts A and B it cogenerates heat and electricity. Only the
incremental fixed and variable costs need be considered.

HEAT EXTRACTION. For extraction of thermal energy from the tur-
bogenerator, and for transport of the energy, a sendout and return
temperature must be selected. As a first iteration, 150°C (300°F)
sendout and 80°C (176°F) are chosen. It was indicated on page 6-3
that 200 MW thermal may be the maximum allowable, from turbine con-
straints, at this temperature and at the equivalence factor of 0.15
shown in Figure 5-1. (More can be extracted at a penalty in equiva-
lence factor.) In this example, 200 MW of extraction capacity will
be provided, and use of the existing oil-fired boilers assumed to
supply the required peak output, as well as reserve capacity.

The multiple stages of steam extraction for HTW heating require
heat exchangers similar to the condenser and to the Tower tempera-
ture feedwater heaters. Estimating the average cost in mid-1980 dol-
lars from 1976-dollar data used in earlier studies (United Engineers,
1977; Hall, Hausz, et al, 1979) gives 30 $/kW, conservatively.

The investment cost, and the annual fixed cost at 0.18 FCR are
respectively $6 million and $1.08 million.

TRANSPORT. For a 10 km pipeline at this sendout and return tem-
perature, using Figure 3-16and the related text gives an estimate of:

Pipeline: (10.1 v310+22) x (170/141) =240 k$/km-yr

or $2.4 million/year for 10 km.



DISTRIBUTION. The investment cost of the distribution network
including connections to consumers may be only roughly estimated
without a detailed map showing pipelines of decreasing size fanning
out to a street-by-street network, plus data on the other utilities
also using these streets. Margen (1979) estimated a network of
58 km’ to cost $224 million in 1978 dollars (roughly $4.8 million/km2
in mid-1980 dollars). The density in his example was about 29 MW/kmz;
our example is about 15 Mw/kmz. With the Tesser density the cost
would be more per MW but less per kmz; it would be conservative to
estimate $4 mﬂh’on/km2 or $82 million for the 20.5 km2 assumed at
Panalville. This is an annual fixed cost of $14.8 million.

VARIABLE C0STS. The cost of fuel to supply the extracted heat in
HTW can be estimated in various ways. The simplest and most direct
is use of the equivalence factor, Fe’ to convert the unit cost of
electricity lost into unit cost of heat extracted. The most complete
and accurate way would be a complete simulation of the whole utility:
load simulation, dispatch procedures for meeting load through one or
more annual cycles, for alternative cases with and without the dis-
trict heating system in operation. The comparison would indicate
how much of each fuel type was used in each case, and what allowance
was necessary in reserve capacity to keep the system reliability the
same in both cases. For this example the simpler approach will be
used.

With a maximum Timit of 200 MW HTW extraction set on the 300 MW
cogeneration unit, peak demand must be met by the boilers for the 55
or 70 MW units. It is assumed that no additional equipment is neces-
sary, although the production of HTW at the desired temperature in
the economizer and steam generating tubes in these boilers, or the
generation of steam subsequently condensed by their feedwater heat-
ing train would require pipe, valve, and control modification, per-
haps extensive.

The annual load cycle, Figure 6-1, indicates that 200 MW is
exceeded by the peak in five months and by the average in two months,



normalizing to the required average annual demand of 105 MW. While
monthly Toad duration curves (cf Figures 6-2, 6-5, 6-7) or an annual
load duration curve would be desirable to determine the peaking
energy required, it can be noted that the above mentioned figures
are reasonably linear from maximum to minimum. On this basis a tri-
angular area represents the energy (MW x time) required each month.
As the peak requirement approaches 200 MW, both the monthly peak
required from the peaking boiler, and the duration that the peak is
exceeded decline. The monthly average power required for peaking
can be expressed as

Py = 0.25 (P - ch)2/(Pp - (6-1)
where
Ppb is the average power demand on the peaking boiler
P is the monthly peak demand
ch is the maximum allowable cogeneration output
Pav is the average power demand for the month (as shown in
Figure 6-3).

The computation for the average MW per month, corresponding to
the bottom lines in the second column of Table 6-3 is shown in Table
6-4. The peaking boiler must supply 6.3 percent of the annual
energy, or 58 GWh (0.20 PJ) while the cogeneration plant supplies
the remaining 862 GWh (3.10 PJ).

Table 6-4. Determination of peaking energy demand.

Month: 1 2 3 4 5 6 7 8 9 10 11 12 Avg

P 21T 155 136 73 53 43 42 43 55 97 153 203 105

av
Pp 300 275 235 10 - - - - - 170 260 310
P -P 5 - e - 60 110
( D cg) 100 75 3
Ppb 28 12 3 - - - - - = - 8 28 6.6




The levelized annual fuel cost of the peaking boiler fuel,
assuming an 80 percent boiler efficiency for these older units, is

6

Peaking Fuel: 0.20x 10" x5.52$/GJ x 2.46=$2.72million/yr

The fuel cost for the 862 GWh (3.10 PJ) supplied by the cogener-
ation source involves the multiple products, electricity and heat.
If on the one extreme, electricity takes the benefit of cogeneration
efficiency, and the cost of fuel for HTW is charged at full cost
including a boiler efficiency of 0.88, the cost is

6

(1) Cogeneration Fuel: 3.10x10° x1.62 $/GJx 2.15=$10.8million/yr

If on the other hand the equivalence factor is 0.15 (page 6-3)
and electricity is given none of the credit for cogeneration, the pro-
duction of 862 GWh of heat will cause an electricity loss of 129 GWh,
which at a heat rate of 3.03 Jt/Je requires 391 GWh (1.41 PJ). This
would reduce the cogeneration fuel cost to

6

(2) Cogeneration Fuel: $10.8x10" x1.41/3.10=%4.91 million/yr

As discussed in Chapter 5, the allocation of costs to multiple
products is a complex subject. The more favorable of the above will
be used in this example.

Table 6-5. Comparison of Concepts A and C.

Concept A Concept C
M$/yr M$/yr
Fixed Costs
Heat Exchangers 1.08
Transport 2.40
Distribution 14.80
18.38 1.36
Variable Costs
Peaking Fuel 2.72
Baseload Fuel 4.91
7.63 71.74
25.91 73.10
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Concept B (ATES Case)
Most of the assumptions in this concept will be the same as for

Concept A. The principal difference is the inclusion of ATES to
better match the source to the load.

Referring to Table 6-3, the maximum sendout energy required is
128 MW. This is the maximum hourly output as well as the average for
peak months so no energy will be required from peaking boilers. The
required capacity of heat exchangers is reduced from 200 MW to 130 MW,
which will have an annual cost of $0.70 million.

The transport system can be scaled down from 310 MW to 128 MW, or
will cost $1.64 million/year for 10 km. The distribution system is
unchanged.

The new item is the cost of ATES storage. While in Table 6-3 the
highest average monthly demand on the storage system is 87 MW, the
peak hourly rate will be 310 MW Tess 120 MW pipeline delivery.

The storage system must be peak rated for 190 MW on discharge; on
charge the maximum is clearly 120 MW, the pipeline capacity, so a
somewhat smaller pump capacity can be used in the warm well than in
the hot well. As the lower viscosity in the hot well facilitates
withdrawal, both pumps may be similar in horsepower rating.

The cost of wells is likely to be quite site-specific; it may
vary by as much as three-to-one. As indicated earlier, a local well
driller may be able to narrow this range from local experience.

Other parameter decisions to be made include the merit of reaming

the well to a gravel pack of 1arger diameter than the bore hole (e.g.,
a meter or more), choice of more well doublets with smaller injection
and extraction rates versus fewer large capacity wells, and choice of
heat exchanger parameters that determine the temperature drops into
and out of storage. For an initial iteration 55 $/kW will be

assumed; this is roughly 40 $/kW for the heat exchanger and 15 $/kW
for the well doublets, although the relative shares may differ. For
190 MW maximum capacity the investment and the annual fixed costs

are respectively $10.45 million and $1.88 million/year.
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The variable costs for Concept B require no peaking fuel. The
fuel costs for the cogeneration plant, on the same basis used in
Concept A are

Baseload Fuel: 4.91 M$/yrx 3.44GJ/3.10GJ = $5.45 million/yr.

Table 6-6 compares Concepts A and B. While the fixed costs are
somewhat greater for B, the elimination of need for peaking boiler
fuel more than compensates. The overall difference between the con-
cepts appears small (6 percent) but the common cost of the distribu-
tion system dominates both concepts. The delivery system to the
distribution system (subtracting 14.8 million from each) shows a 13
percent superiority for Concept B. Alternatively, the breakeven
cost of the storage system (which would make A and B equal) is
97 $/kW.

Table 6-6. Comparison of Concepts A and B.

A B C
M$/yr M$/yr

Fixed Costs
Heat Exchangers 1.08 0.70

Transport 2.40 1.64
Distribution 14.80 14.80
Storage - 1.88
18.28 19.02
Variable Costs
Peaking Fuel 2.72 -
Baseload Fuel 4.91 5.45 Exicts
xisting
/.63 5.45 Situation:
TOTAL 25.91 24.47 73.10
DISCUSSION

The preceding example illustrates a comparison procedure. No
iterations or optimizations are shown; they of course could modify
the results. Some cost elements, believed to be minor, were not
included in each system. Some benefits were not credited to the sys-
tem. A qualitative discussion can at least call attention to these
items which would be included in an in-depth analysis.
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Variable 0&M was not included in any of the concepts. While
higher for high sulfur coal power plants than for oil-fired power
plants, it may be relatively high for the small-scale dispersed
heaters and furnaces of Concept C.

For 190 MW peak discharge rate from storage, multiple doublet
wells must be assumed. Wells that can produce more than 160 m3/hour
(1 million gallons per day) are not common. Ten to 20 MW, depending
on the AT (T3—T4) used in the wells is a reasonable well size so that
10 to 20 well doublets would be needed. While these could all be
deployed in a pattern at the end of the transport line, a significant
reduction in the distribution cost may be achieved by spotting
doublets at the nodes in the distribution system, reducing the peak
load demand, and the cost, of much of the intermediate size piping.

For a "first iteration" a sendout of 150°C and a return of 80°C
were assumed at the cogeneration source, giving a AT of 70°C. There
will be a drop in this AT corresponding to the transmission and dis-
tribution losses assumed. For Concept B the heat exchangers to the
ATES will decrease the AT on both charge and discharge. If the heat
exchangers are designed for a 10°C difference from primary to sec-
ondary, the ATES will be used at a AT of 50°C (140° to 90°) requiring
more flow for the same energy storage. Cost of storage and of trans-
mission and distribution could be decreased by using a higher AT at
the source, either higher sendout or lower return temperature. One
penalty of a higher sendout is a higher equivalence factor Fe; a
benefit is that a wider range of load requirements could be met.
Using a lower return temperature may increase the required cost in
the connected load equipments to insure that sufficient heat is
extracted from the HTW.

If a higher temperature sendout is used so that safety questions
would arise if the pressure were too high for residential/commercial
connections, blending could be used. This is most easily done by
providing pumps and thermostatic controls at the distribution nodes
to bypass some return pipe water to the sendout pipe. Constant tem-
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perature could then be maintained despite storage and transmission
loss seasonal variations.

The numbers in Table 6-6_are annual totals in millions of dollars.
It gives perspective to translate these to the delivered cost of heat,
in $/GJd, first in levelized form, then reversing the levelizing pro-
cess to give a current 1980 cost. In levelized, 1ife-cycle terms,
the unit fuel costs for A, B, and C are 8.64, 8.16, and 24.4 $/GJ.
Converted to current costs in 1980 dollars they are 3.92, 3.84, and
7.78 $/GJ. For cash flow, payback time considerations, which may be
the principal basis on which the individual consumers decide to con-
nect or not to connect to the system, these latter fuel costs may be
the dominant factor. It would appear that the annual costs for
space and water heating could be cut in half by either Concept A or B.

In Concept B, provision was made for shutting done the pipeline
for a month for planned maintenance on the cogeneration plant and/or
the pipeline. The capability can also provide for forced outages,
except during the peak months. Concept A did not include such capa-
bility, so could properly be charged with the need for standby oil-
fired boilers in Panalville, and the oil fuel needed. Since the
availability of a single plant may be about 80 percent, the replace-
ment of coal by oil for 26 percent or more rather than 6 percent of
the fuel could significantly degrade Concept A in the comparison.

Also Concept B provided for reducing transmitted heat during
July, August, and September so that the cogeneration plant could
provide its maximum electric output for eight to ten hours per week-
day during these months of peak electric demand. This benefit is
hard to evaluate without a full utility system simulation (Hausz,
1979a). Potentially, the 10.5 GWh of electric output gained could
be replacing output from oil-fired peaking units at three times the
fuel cost. This would further increase the benefits of Concept B
over Concept A.
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CONCLUSION

This example, it is repeated, is purely illustrative of methods
and considerations to be remembered in analysis. While it showed a
substantial economic advantage of cogeneration over separate produc-
tion of heat and power, and an appreciable additional benefit when
the system includes ATES, the results for other applications, other
locations with less favorable aquifers, and other cost assumptions
may be quite different.
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INTRODUCTION

Designing an aquifer thermal energy storage (ATES) system
requires enough understanding and information to analyze mass bal-
ance (fluid flow) and energy balance (heat flow) in aquifers. Until
more data are at hand from field demonstrations and applications of
ATES, a combination of basic principles and transfer of related
experience in other fields — hydrology, petroleum engineering, geo-
thermal development, and others — is the best guide. Some of these
principles and experience are described in this appendix.

PRINCIPLES OF FLUID FLOW AND HEAT TRANSFER

Consider an aquifer of moderate thickness, say 30 meters,
bounded both above and below by horizontal confining layers of very
Tow permeability — clay or shale. The aquifer is homogeneous, of
high to moderate porosity and relatively low permeability, and with
zero or negligible regional flow. It need not be isotropic; in fact,
it is desirable that vertical permeability be an order of magnitude
less than horizontal permeability. The aquifer is fully penetrated
by a well.

Injecting water of the same temperature and composition as the
native groundwater will cause a flow of the injected water radially
outward from the well — an essentially two-dimensional situation, in
cylindrical coordinates.

The injection requires a force exerted horizontally to move the
water against the "resistance" (inversely related to permeability)
of the aquifer. The force is created by injecting the water at a
pressure greater than the natural artesian pressure in the aquifer.
Within the undisturbed aquifer the fluid pressure increases from the
top to the bottom at a rate of about 69 kPa (10 psi) every 7 m (23
ft); this corresponds to the increase in the head, or weight of the
column of fluid above each level in the aquifer. When the pressure
at the top of the well is increased by AP the pressure at all levels
in the well is increased by AP, so all pressure gradients caused by
injection are purely horizontal.

A-3



The process of injection defines a set of flow lines and a set of
equipotentials. In this idealized case the flow path followed by any
volume of water of which we can keep track is radial. Equipotentials
are circular cylinders surrounding the well; all points equidistant
from the well have the same pressure difference from that of the
undisturbed aquifer. With circular symmetry, the flow velocity and
the potential gradient are greatest near the well and fall off
inversely with radius (r']). The equipotentials are spaced logarithm-
jcally (integral of r']). For a one-meter well radius there is as
much pressure difference between the borehole perimeter and ten
meters as there is between 10 m and 100 m, and between 100 m and
1000 m. Theoretically, neglecting the compressibility of water and
rock, the integral of the pressure gradient from the well to an
infinite radius is infinite; i.e., it would take an infinite pressure
to inject water. Practically, the compressibility is finite, not
zero, and the use of a second well that is discharging an amount
equal to that being injected can reduce the injection pressure
required. This is one reason for using a well doublet.

Other reasons for using a well doublet are:
e Environmental. There is no probiem of disposal of the stored

hot water after the thermal energy has been removed. There
is no hot water resource problem of consumptive use of water
to heat and inject. A1l water used is recycled.

e Water Quality. The native groundwater is basically compati-

ble with itself and with the mineral matrix in which it
resides. Only the effect of temperature changes need be con-
sidered. Foreign water can contain particles that produce
plugging or ionic species that cause solution or precipita-
tion when mixed with native groundwater; or it may produce
swelling of the mineral matrix components, changing porosity
and permeability.

Figure A-1 illustrates the basic configuration to be considered
for an aquifer storage well doublet, or HSW.
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tive porosity ¢e’ will be determined by the injected water volume Vw
and the aquifer thickness b:

1/2
Vi

r =
hyd ™ ¢e b

THERMAL INTERFACE OR THERMOCLINE

As injected hot water moves away from the well through the porous
rock of the matrix, heat exchange is rapid. The channels and the
grains of rock are quite small, the area of contact between rock and
water is large, and the required penetration depth to heat the center
of the grains is small. A rule of thumb is that heat exchange is
virtually complete for millimeter-size particles in seconds, for
centimeter-size particles in minutes, and for decimeter-size parti-
cles in hours. Grains and pores in sandstone are typically less than
0.2 millimeter.

Heat exchange being quite rapid compared to darcian flow rate
through the matrix, a sharp thermal gradient — a thermocline —
develops as injection of hot water continues. Outside the thermo-
cline, the injected water which has given up its heat, and the
matrix, are at native temperature. There is a thermal interface T-I,
analogous to the hydraulic interface I-N and contained within it.

The matrix is composed of the aquifer rock and the water retained
within it by surface tension and closed pores. Effective porosity
denotes the fraction of a unit volume of rock through which water
can flow. The density and heat capacity of the matrix are intermed-
jate between those of water and of the rock.

Distance to the Thermocline

Because the behavior of the thermocline plays a critical role in
the energy recovery efficiency of ATES, it is important to under-
stand and be able to predict it. One parameter of importance is the
radial distance to the thermocline from the injection well.
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The thermal energy in a volume Vw of injected water is pw(%vvw,

where Py = specific weight of water
Cw = specific heat of water.

A1l of this energy will be contained in the volume V_,_ of matrix

th
and water within the thermocline. The total pore space of the rock,
¢, is filled with water — some retained, some flowing.

Then

oy CyVy = {(1-0)p.C +op,C IV (A-2)
or _ -
= {(1-6,) 0, C. +0, 0,0,y (A-3)
and 2 . - 2
Pu wa " b= {(1-9¢) prCr +¢prw Y L b. (A-4)
From which
o C r2 11/2
Fih T ) T8 o C 7 65 7| (A-5)
¢)pn Ly ¢pw "
where

= specific weight of matrix
= specific weight of rock
specific heat of matrix

= specific heat of rock

o O_O T _T
S 3 3 3
]

= aquifer thickness

) Yﬂ‘]/Z
I"W,_ b

rth = radius to thermocline

Thermocline Tilting During Injection

Consider first the effect of density and viscosity as injection
of hot water begins. Hot water being less dense and less viscous
than the native groundwater surrounding it, the flow patterns which
develop will cause the thermocline to tilt away from the vertical,
modifying the cylindrical symmetry assumed above.

Inside the thermocline, in hot, low-density water, the pressure
gradient with depth will be less than in the ambient-temperature
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groundwater outsidevthe thermocline. There will be a greater pres-
sure gradient horizontally at the top of the aquifer than at the bot-
tom. This buoyancy effect causes the thermocline to advance more
rapidly at the top than at the bottom, producing a tilted interface:
a truncated cone rather than a cylinder.

The Tower viscosity of hot water, roughly one-fourth as much at
120°C (250°F) as at 15°C (60°F), augments the tilting effect. The
horizontal pressure gradient is greatest near the well, where the
radial velocity is greatest. With one-fourth the viscosity only
25 percent as much pressure gradient is needed for the same velocity.
The equipotentials redistribute themselves; they spread out within
the thermocline and are more closely spaced outside the thermocline,
to support a new, higher velocity at the top of the aquifer for the
same injection pressure.

The same effect, redistribution of equipotentials, occurs at the
bottom of the aquifer and at intermediate levels, increasing the
velocity for constant injection pressure. However, since buoyancy
advances the thermocline at the top faster than at the bottom the
magnitude of the viscosity effect is greater at the top than at the
bottom.

If the injection is constrained to a constant flow rather than a
constant pressure, the viscosity effect will increase the rate of
advance of the thermocline at the top and reduce it at the bottom.

Even when injection stops, the tilt will continue to increase,
because of the buoyancy effect.

Thermocline Tilting During Shut-In Condition

Tilting of the thermocline with time, due to the tendency of Tow-
density hot water to float on top of cold water, is easy to under-
stand in principle but difficult to determine or explain quantita-
tively. Three-dimensional computer codes which model both heat and
water flow can be used, but the fine mesh sizes required to obtain
desired detail can make the computation expensive.
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Some simplified analytic approaches can give perspective. Visual-
ize a series of concentric circles as shown in Figure A-2. Consider
that these circles are barriers to flow, that the space between them
is filled with two immiscible fluids, say a red one initially to the
left of the center line and a green one to the right. " The red one
is Tess dense (e.g., 0i1) and the green one more dense (e.g., water).

TIME UNITS
I T T 7
3 | / /
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//12 //16 /20
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112 J4 [6 /8 /
/
/
/

CIRCULAR CHANNEL

Figure A-2. Thermocline tilting with time, due to buoyancy.

Initially the interface A-C (modeling a thermocline) is vertical.
In any circular channel, the weight of the fluid on the green side
is greater than that on the red side, so the interface will move
clockwise, green going downward and to the left, red upward and to
the right, until the interface is horizontal. Assume the fluids are
viscous and that, for example, the channels are filled with sand so
the fluids move slowly. The resistance to flow is proportional to
the length of the flow path, i.e., to the perimeter, hence to the
radius. The driving force causing motion is the difference in
weight between the fluids in the right half of the channel and the
left half. This difference is also proportional to the radius when
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the interface is vertical at the initial moment. The ratio of driv-
ing force to resistance is a constant independent of radius, so the
linear velocity in all channels is initially the same.

As, in each circular channel, the interface moves toward the
horizontal, the differential driving force decreases, but the
resistance to flow remains the same. The velocity of motion will
decrease with time, in proportion to the sine of the angle of the
interface with the horizontal, which will vary with the radius. The
analysis of where the interface will be in each channel as a function
of time is readily performed. These successive interface shapes are
displayed in Figure A-2. At large radii the constant initial veloc-
ity resembles a vertical front advancing right at the top and left at
the bottom. Near the center of the circle the interface has only a
short distance to travel, and soon approaches the horizontal asympto-
tically. The S-shaped curve appeafs to be a fair approximation of
what could be expected as the interface for shut-in wells — no injec-
tion or withdrawal. Very similar curve shapes are formed if elliptic
or rectangular channels instead of the arbitrary circular channels
are analyzed.

The next step of complexity is to consider miscible fluids such
as hot and cold water. Diffusion or dispersion (to be discussed
later) spreads the interface so it is no longer sharp. Over time,
the spread between a point that is "almost hot" and one that is
"almost cold" (say the 10 and 90 percent points in the total tempera-
ture difference) increases as the square root of time. The density
between these points will also vary. Over the 10 to 90 percent
range it will vary almost linearly between the hot and cold water
density. At large radii this will have little effect; the driving
force moving the interface is still proportional to the radius, as
is the resistance of the path, so the thermocline moves as a vertical
front at constant velocity. However, at radii small compared to the
above described thickness of the thermocline there will be an effect.
The difference in temperature between the left and right half of the



circular channel is less so the driving force is less and the inter-
face rotates more slowly. If the initial vertical interface is a
thermocline of finite thickness over which the temperature varies
linearly, the initial velocity will be proportional to the radius
within this thickness. This would Tead to a constant slope near the
midpoint as illustrated by the dashed Tine in Figure A-2, instead of
the rapid approach to the horizontal.

Effect of Injection and Withdrawal
The picture is more complex when storage is being charged or dis-

charged and there is net motion of the thermocline to the right or
to the Teft. This changes the flow pattern; simple circular paths
are no longer an adequate model. Asymmetric thermocline shapes such
as shown in Figure A-3 could result from an initially vertical inter-
face and simultaneous storage charging or discharging and tilting.

A small Tateral motion will say increase the velocity to the right
at the top and decrease the velocity to the left at the bottom, so
the point of zero Tateral motion moves downward. Some combination
of lateral motion and rate of tilt would move this point to the bot-
tom of the aquifer. A greater lateral motion or lesser tilt rate
would move this point outside the aquifer.

WELL

DISCHARGING CHARGING

Figure A-3. Modified thermocline shapes during
storage charging and discharging.



When HTW is being withdrawn from storage, the viscosity effects
on equipotential distribution will make the thermocline move inward
more rapidly at the top of the aquifer than at the bottom, thus par-
tially cancelling the tilt. However, the buoyancy effect of the dif-
ference in density is not reversible; it continues to act to increase
tilt, even during withdrawal.

Next, of course, is the complexity added by the roughly circular
symmetry of flow lines radially from the well. The thermocline is
not a line but a conical surface. When a conical thermocline exists
at some distance from the well, and injection (charging) is resumed,
there are conflicting effects. Diffusion and the density difference
between hot and cold water makes the thermocline thickness and tilt
tend to increase with time. On the other hand, as the radius from
the well, hence the perimeter of the thermocline, increases with
time, a given volume requires less difference in radius. Therefore,
the thermocline thickness may decrease with time, and the tilt angle
may become more nearly vertical with time if the charging rate
exceeds the thermal diffusion and the buoyancy effects. On discharg-
ing, decreasing radius from the well will correspondingly increase
the rate of tilt and the growth of the thermocline in thickness.

Instabilities

The above, plus added effects from the lower viscosity of hot
water compared to cold, deviations from circular symmetry around a
doublet well, variations of permeability of the aquifer with depth,
difference in vertical and horizontal permeability from thin layers
of clay within the aquifer, and transient or permanent instabilities
indicate a range of complexities that defy generalizations and
require analysis and/or experimental data from each site. Permanent
"instabilities" or fingering can result from fissures or high perme-
ability inclusions. Transient instabilities, fingers which occur
and disappear during tilting, may result from the difference in vis-
cosity between two fluids. They are illustrated by the three photo-
graphs of a model using immiscible fluids, oil and air, shown in
Figure A-4.






Diffusion and Dispersion

Diffusion and dispersion make the thermal and hydraulic inter-
faces less sharp with the passage of time.

For the fluid interface, marked by a sudden discontinuity in the
concentration of a tracer in the injected water, the two effects
that blur the discontinuity are molecular diffusion and hydrodynamic
dispersion. The first, a small effect, arises from random thermal
motion of all molecules including the additive tracer in the injected
water. With time, some of the tracer molecules diffuse across the
boundary, increasing the concentration on one side and decreasing it
on the other. The concentration, as a function of distance from the
original interface, has roughly the shape of the error function as
shown in Figure A-5: the concentration is half the original value at
the interface; the concentration gradient is roughly linear near the
interface, and has a low concentration and high concentration tail at
each end. The slope at the midpoint, initially very steep, decreases
as the square root of elapsed time, and the radial extent of the dif-
fusion similarly increases. The same function applies to thermal
diffusion.

100 - Tinjection
-+ 90
--80
70
- =
S 160 <
+ B b
S 50 @
c —
) —
g 40 +
(]
e 30 o
(O]
a.
20
10
llllllllllll!!!IlJJ Ullllllll'll-.k‘l-'.' __,T .
-2 ) 0 L 2. | native
car/vt

Figure A-5. Diffusion: relationship of dimensionless
distance and concentration or temperature.
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For molecular diffusion or the other effects to be described, a
diffusion coefficient D, dependent on aquifer parameters, defines
the magnitude of the diffusion effect. This coefficient has the
dimensions L2/t (e.g., meters2 per second). The spreading or blur-
ring of the interface, as perhaps measured by the distance between
the 0.2 and 0.8 concentration levels (with the original concentration
Tevel as 1.0), is proportional to the square root of this coefficient
and of the elapsed time.

Hydrodynamic dispersion is a similar effect caused by the inhomo-
geneities of the aquifer. Water flows through the pore spaces in
the mineral matrix, which are irregular. Some local paths are longer
than others. As paths diverge and rejoin, water of differing concen-
trations is mixed, dispersing the concentration in the same functional
pattern shown in Figure A-5. Also, in the narrow channels through the
mineral matrix, viscosity effects make the water velocity zero at the
interface with granules and maximum at the middle of the channel.
Hydrodynamic dispersion is not directly a function of time, but
rather of the distance traveled as well as the parameters of the aqui-
fer. At zero velocity (resting between injection and withdrawal,
wells shut in, no regional flow) there is no hydrodynamic dispersion.
During charge or discharge, the rate of dispersion is proportional to
the velocity.

When temperature rather than the concentration of an additive is
the tag being measured, there are analogies to both molecular diffu-
sion and to hydrodynamic dispersion, but the coefficients of diffu-
sion and dispersion are not the same as those for the concentration
tag. Thermal diffusion is a molecular effect. The average velocity
of molecular motion is temperature dependent. Faster molecules from
the hot water transfer their excess kinetic energy to slower mole-
cules by impact and rebound. Since the energy can be passed on by a
chain of successive collisions of different molecules, it can spread
much more rapidly than molecular diffusion which requires the tag
molecules themselves to advance. The coefficient of thermal diffu-



sion is several orders of magnitude greater than the coefficient of
molecular diffusion.

The analogue to hydrodynamic dispersion also exists. Water fol-
lowing different tortuous paths through the mineral matrix may recom-
bine and mix with water at different temperatures, or from different
parts of the “"concentration" function of Figure A-5. Water in the
middle of narrow channels through the matrix moves more rapidly than
that adjacent to granule surfaces. Both of these cause spreading of
the thermocline. The magnitude of the effect can be defined by a
coefficient of thermal dispersion. However, at a mickoscopic level
(granules of matrix smaller than 1 mm diameter), both of these
effects will be mitigated by the rapid heat transfer to matrix parti-
cles. In the limit, with very small granules that have the same
volumetric heat capacity as water, and Tow velocities so that heat
transfer time delays to the granules can be neglected, the water-
plus-matrix would be thermally homogeneous and only thermal diffu-
sion would spread the thermocline. For practical granular structures
and velocities it can be said that the thermal dispersion coefficient
will be considerably smaller than the hydrodynamic dispersion
coefficient.

Collins (1976, p 206) gives as the rule for combining the diffu-
sion and dispersion effects the relation:

2 |
K. =D + EXV (A-6)

Where D is the molecular or thermal diffusion coefficient, C is con-
centration, and the second term represents the hydrodynamic or ther-
mal dispersion effect we have called the dispersion coefficient.

The resultant may be called the total dispersion coefficient. Note
that KD is independent of the sign of v and reduces to just the dif-
fusion coefficient if the flow velocity v is zero. At some velocity
v/ the two terms are equal. Because of the exponent 2, the second
term becomes negligible for values of v/v’ much below 1, and rapidly

becomes dominant as v/v’ exceeds 1.



VARTATIONS WITH TIME. Some effects follow naturally from the
cylindrical symmetry around a single well and the close approximation
to it in the regions near each well of a doublet. An injected volume
of 3800 m3/day (1 Mgd, occupying about 135,000 ft3) will occupy after
the first day a cylinder say 32.8 m (100 feet) high and 8.3 m (25.3
feet) in radius (to the thermocline). The second day it occupies an
annular volume from 8.3 to 11.7 m (25.3 to 35.8 feet), i.e., 3.44 m
(10.5 feet) thick. By the one hundredth day it occupies an annular
volume from 82.8 to 83.0 m (252.5 to 253.0 feet) in radius, i.e.,
0.16 m (one-half foot) thick. Equal volumes have smaller thicknesses
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decreasing roughly as t after the first few days. This modifies

some of the effects, or their appearance at least.

First, as the thermocline (and the fluid interface) spread by

1/2

diffusion as t' /", the radial scale of the ring containing it is

decreasing as £ 172 o as 7V,

These will partly cancel, giving a
lesser spread in feet than expected for a stationary interface after
100 days. The very low velocity during the latter part of the charge
cycle, i.e., one-half foot per day on the last day, will greatly
decrease the effects of thermal and hydrodynamic dispersion. How-
ever, it should be noted that on withdrawal, the thickness of each
annular volume will go through the reverse process, i.e., will expand
as r-]. At the same time diffusion and dispersion effects, not

reversible, will be further spreading the thermocline.

Combined Effects

The alternation of charging, holding, and discharging storage
for a number of cycles of course makes an accurate description of
the thermocline very difficult to predict. A rough idea of the iso-

thermal contours at the end of one cycle of injection and after the
first withdrawal is shown in Figure A-6. This was arrived at as a
synthesis of analytical estimates of the various effects, not as a
complete solution of all effects simultaneously. To reduce clutter,
only English units (feet, °F) are shown in Figure A-6.
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Note that the retreating HTW Teads to the confining cap and bot-
tom being hotter than the adjacent aquifer, so some heat lost to
these layers is returned to the aquifer as indicated by the isotherms.

Tilted thermoclines, diffused and dispersed, reduce the effi-
ciency of energy recovery. All of the above complexity may result in
a small or a large effect on the fraction of the energy charged into
storage that is recovered before some tolerable threshold of tempera-
ture drop in the HTW withdrawn is reached. The effects can be partly
mitigated by preferentially withdrawing from the top of the well when
colder water begins to enter the bottom. Such means as packers and
valves in the well, or a supplementary well partly penetrating the
upper part of the aquifer, may be used if economically justified.

ENERGY RECOVERY
Multiple Cycles

GE-TEMPO and Lawrence Berkeley Laboratory have with computer
models followed the injection and withdrawal process through multiple
complete cycles. Although the models differed greatly in form and
approach, and in the assumptions made such as the criterion for stop-
ping withdrawal, their results were in quite good agreement. After
a first cycle energy recovery of 70-75 percent, the recovery improved
by the fifth cycle to 85-90 percent.

Each cycle leaves energy behind, as an increasing buffer reducing
the thermal gradients outside of the stored energy zone, and hence
reducing the rate of heat loss.

In the 1imit, after a large number of cycles, the loss per cycle
will approach steady-state conditions. The steady-state heat loss
from a sphere in an infinite matrix of known "thermal diffusivity"
(a function of thermal conductivity, density, and specific heat) is
given in "Heat Transfer" by Rohsenow and Hartnett (1973). Steady-
state loss, for a sphere equivalent to the maximum storage volume,
is much less than 5 percent per year. It will take many cycles to
approach this Timit.



The results of one simulation by TEMPO, shown in Figure 3-12 of
this volume, were reported in 1972 by Meyer, Todd, and Hare, and in
1973 by Meyer and Todd. Injection of water at 170°C (340°F) at a
rate of 3800 m3/day (1 mgd) for 90 days was simulated, followed by
withdrawal of stored water until the production temperature dropped
to 150°C (300°F). The heat recovery fraction ranged from 0.72 on
the first cycle to 0.79 on the fifth cycle. In a second simulation,
not shown in Figure 3-12 but reported in the references cited, injec-
tion of 99°C (210°F) water at the same rate for the same period of
time was simulated, followed by withdrawal until the temperature

dropped to 82°C (180°F). The fifth-cycle heat recovery fraction was
found to be 0.86.

LBL has reported the results of several multiple-cycle simula-
tions, shown in Figure A-7. The very high recovery for a daily cycle
is of particular interest because it illustrates the potential ther-
mal efficiency of superimposing daily cycling on seasonal use of ATES.
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Figure A-7. Heat recovery versus cycle number for various cycles
and different well penetrations. (After Tsang, 1977)
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Only a few such calculations of the heat recovery fraction for a
series of cycles appear to have been reported, perhaps because they
become quite specific to assumptions concerning schedules of injec-
tion, storage, and production, and to aboveground system parameters.

Field Test Results

AUBURN EXPERIMENT. Production temperature data from a field
test by Auburn University, which has been successfully simulated by
LBL, are shown in Figure A-8. The drop in Tprod’ from 55°C to 33°C
in 41 days, makes (Tprod 'To)/(Tin —TO) less than 0.4 — a 63 percent
drop. (Compare this to the 40 to 50 percent drop shown for the
first cycle in Figure 3-13. Note that Tprod follows a quite differ-
ent curve in the two figures, illustrating the effect of buoyancy
flow.)
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Figure A-8. Auburn production temperatures.
(After Tsang, 1980a, p 587)

Conditions for the first cycle of the Auburn experiment were as
follows: Water from an overlying aquifer was heated to 55°C (130°F)
and injected during a period of 70 days, at various rates, into an
aquifer whose ambient temperature is 20°C (68°F). The storage well
was then shut in and the hot water stored for 51 days before produc-
ing began. The amount of water injected and the amount pumped out
3 ( 6 ). The heat

were roughly equal, about 55,000 m~ (14.5 x 10~ gal
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recovery was 66 percent. The measured horizontal permeability of

the aquifer is about 5 x 10'7 cm2 (50 darcys). The vertical perme-
ability was deduced to be about one-tenth the horizontal permeabil-
ity, giving a value which is still 50 times greater than the low
permeability example used in the earlier LBL simulation: 10'9 cm2

(0.1 darcy, 10712 £t2). (Molz, et al, 1980; Tsang, 1980a.)

Injection of hot water to begin the second cycle of the Auburn
experiment commenced within less than one month after completion of
the first cycle. Injection, storage, and production periods were
somewhat longer than in the first cycle, and, by the time production
temperature dropped to 33°C, more water had been pumped out than was
injected. Heat recovery was 76 percent. The second cycle of the
experiment was completed in April 1979.

Further experimental work by Auburn University is planned. A
true doublet system will be used, with two wells completed in the
same aquifer — the two cycles described above utilized water with-
drawn from an overlying aquifer. Plans call for injection of water
at 55°C (130°F), 90°C (194°F), and 125°C (257°F), to verify computer
projections of heat recovery efficiency at elevated temperatures.

TEXAS EXPERIMENT. A cold water storage experiment has been con-
ducted by Texas A&M University. During the first three months of
1979 about 31,000 m3 (8 x 106 gallons) of chilled water were injected
at an average rate of 520 m3/d (95 gpm) into a highly permeable,
shallow, unconfined aquifer. Water withdrawn from a well at 22°C
was chilled to 4°C in a 450 m2 spray pond, passed through a sand
filter, and chlorinated before injection. Aeration in the cooling
pond of the well water, which had an iron content of 9.1 mg/liter,
formed an iron precipitate which was completely removed by the sand
filter.

Recovery of the chilled water began in July, after a 100-day
storage period. By this time regional flow had moved the cold water
zone approximately 30 m downgradient from the injection well. Recov-
ery was halted in 60 days, when a volume of water equivalent to that
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injected had been recovered. The temperature of the water recovered
was initially 17°C and increased to a final temperature of 19°C. A
total of 1.6 TJ were injected and 0.36 TJ were recovered, for 23
percent recovery efficiency. A recovery efficiency of 40 percent
had been expected, but was not attained because of the exceptionally
heavy rainfall and increased regional flow in the unconfined aquifer.

Viewed not as a demonstration of ATES but as the experiment it
was, the Texas work was very productive. The cooling pond proved to
be an exceptionally efficient and low-cost method of producing
chilled water. The simple sand filter worked perfectly: there were
no problems with well plugging from iron precipitates, aeration, or
biological activity. (Reddell, Davison, and Harris, 1980; Minor,
1980.)

Factors Affecting Energy Recovery Fraction

The factors affecting heat recovery fraction and their signifi-
cance appear to have been fairly well identified by LBL simulations
and others, with some validation from Auburn field test data. The
factors are permeability, ratio of surface area to volume of injected
water, temperature, cycle periods, and thermal properties of the
aquifer and its confining layers. Regional flow, if present, can
have a substantial effect as in the Texas experiment.

Table A-1 shows first-cycle heat recovery fractions after injec-
tion of water at four different temperatures into aquifers of three
different permeabilities, for various cycles and for production from
the entire 21-meter aquifer thickness, from the upper one-half, and
from the upper one-third. The permeability of the confining layers
is assumed to be less than the aquifer permeability by a factor of
105. The injected volume ic that of the first Auburn cycle, about
55,000 m3 (14.5 x 106 gallons), and the ambient temperature is 20°C.
(Tsang, 1980b.)

The most important reason for a decrease in heat recovery frac-
tion as injection temperature and permeability increase is the
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Table A-1. First-cycle heat recovery fractions calculated for
different temperatures and aquifer permeabilities.
(Source: Buscheck and Tsang, 1980b)

Injection Temperature (Ambient = 20°C)

Intrinsic
Permeability 36°C 55°C 70°C 90°C
(darcys)*
15 0.69% 0.682 0.582
52 0.67° 0.572 0.46% 0.342
0.622°d 0.422-4
0.44%°€
.65P 0.42°
0.57¢ 0.5124
175 0.312 0.242
0.398:d (. 312:d

0.413°®  (.34%®

*  1darcy =1 x 1078 em? = 1.07 x 107" £t2.
a. (t in® store’ tprod) = (90-90-90) days.
b (t5ns+ tstore’ tprog) = (60-60-60) days.
c. (t1n3 store’ tprod) = (60-120-60) days.

d. Production from the upper half of the aquifer.
e. Production from the upper third of the aquifer.

increased vertical flow of water due to buoyancy (i.e., tilting of

the thermocline). This effect may be somewhat ameliorated by pro-

ducing from only the upper portion of the aquifer, as seen in Table
A-1, because the thermocline in the aquifer is tilted away from the
well.

Hellstrom, Tsang, and Claesson (1979) analyzed tilting of the
thermal interface in aquifers of various permeabilities and thick-
ness and concluded that very good thermal performance may be
expected from aquifers satisfying the conditions shown in Table A-2.
If the aquifer is anisotropic, with larger horizontal than vertical
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Table A-2. Order-of-magnitude upper limit for intrinsic permeability
(k) of an aquifer in order to avoid large tilting of
thermocline. (Source: Hellstrom, et al, 1979, p 60)

Injection Aquifer Thickness
Temperature (m)
Tip (°C) 10 25 50
60 3 darcys 8 15 darcys
3 x 1078 en? 8 x 1078 1.5 x 1077 cm?
90 1 3 6
1 x 1078 3x10%  6x108
120 0.7 2 4
7 x107° 2x108  4x108

permeability, the geometric mean of the two permeability values
(Vkk™) is given by the table.

Using a linear flow model developed by Lund University, LBL has
recently studied the effect on recovery fraction of cycle periods,
storage volume, aquifer thickness, and thermal properties. Results
so far reported (Doughty and Tsang, 1980) do not include effects of
gravity, dispersion, or finite caprock thickness. Neglecting gravity
means that the effect of buoyant forces, particularly tilting of the

thermocline, is not taken into account.

Figure A-9 illustrates the change in the first-cycle heat recov-
ery fraction for variations in injected volume of water, height H
(thickness) of the aquifer, and thermal radius (distance from the
well to the cylindrical thermocline). Of principal interest is the
initial sharp increase and the later slow changes in the heat recov-
ery fraction as the thermal radius increases, corresponding to
increases in injection volume. In other words, beyond a point
increases in injection volume no Tonger significantly improve the
recovery fraction; the optimal aspect ratio of thermal radius to
aquifer thickness has been reached.
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Figure A-9. Heat recovery fraction versus distance from well to
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thermocline, for different aquifer thicknesses and
injected volumes of hot water. (Source: Doughty and
Tsang, 1980)



Figure A-10 shows energy recovery fraction as a function of the
total length of a single injection-storage-production cycle for three
different injected vo]umes.‘ The aquifer thickness (H) for each vol-
ume is such that the aspect ratio rth/H is optimal. Curves labeled
"a" show the results for a cycle with no storage period — production
begins as soon as injection ends, and the production and injection
periods are equal. The curves labeled "b" show the results for a
cycle with equal injection, storage, and production periods. The
curves labeled "c" show the results for a hypothetical, lower-bound
cycle that is entirely storage period, the hot water being instantly
injected and, at the end of the storage period, instantly produced.

These results suggest the pronounced effect on energy recovery
efficiency of storing large volumes of water in appropriately thick
aquifers, and the effect of the length of the storage period on
recovery efficiency. However, it should be kept in mind that thermo-
cline tilting is not yet included in the analysis. Long storage
periods would allow time for tilting from buoyahcy forces to become
important. (See Figure A-2.)

REGIONAL FLOW

Groundwater is constantly moving from a point of recharge toward
a point of discharge; in general, from the highlands toward the low-
lands. The rate of movement varies widely. Todd (1959) estimates
the normal range as 150 cm (5 ft) per year to 150 cm (5 ft) per day.
Deep aquifers generally have lower regional flow rates than shallow
aquifers. Because it could carry away some of the valuable hot or
cold water stored in an aquifer, the regional flow rate in an aquifer
is an important consideration in deciding whether an aquifer is suit-
able for ATES. ("Lateral flow" and “"groundwater drift" are other
terms used with the same meaning as regional flow.)

Regional flow can be counteracted by neutralizing the hydraulic
gradient which causes it, according to analyses reported by Moiz and
Bell (1977) and Whitehead and Langhetee (1978). The approach
involves drilling from three to eight small bounding wells, surround-
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thicknesses. (Source: Doughty and Tsang, 1980)



ing the heat storage well doublet, pumping water from the upgradient
direction, and injecting it into the downgradient flow, to produce an
essentially zero gradient within the area enclosed by the wells.
Relatively small amounts of water need be pumped from and injected
into the bounding wells, but the amounts must be controlled according
to the amount of gradient that is to be neutralized. No field appli-
cations of the technique are reported. Molz and Bell feel that
buoyancy effects, if important, will require additional analysis.

INTERACTION OF MULTIPLE WELLS
Well Spacing for a Doublet

For pairs or arrays of wells, the required spacing between wells
is determined by the allowance necessary for movement of thermoclines
back and forth between the wells without breakthrough.

LBL simulated the breakthrough problem for doublet wells spaced
at various distances as shown in Figure A-11, with 106 kg/day (180
gpm) of water at 220°C (430°F) injected into an aquifer 60 m thick
whose ambient temperature is 20°C (68°F). After 90 days of injection,
for 55 m spacing the thermal front is definitely distorted and
extends toward the producing well. With as much as 100 m spacing,
the distortion is hardly noticeable, nor is it after 45 days of injec-
tion for any of the spacings shown.

Note that the thermal front, or thermocline, is of principal
interest in breakthrough. The fluid or hydraulic front will reach
the producing well sooner than the thermal front. For example, the
injected water volume, the volume bounded by the thermocline, and the
volume bounded by the fluid interface might be in the ratios of
1:1.49:4, the relative radii 1:1.22:2, for cylindrical symmetry.
(Equations A-1, A-5; Figure 2-10.) These ratios would change as dis-
tortion takes place, but they describe a reference case.

The term "breakthrough" is somewhat dramatic, suggesting a sudden
and perhaps disastrous event. Actually, when breakthrough does occur,
it will at first be hardly noticeable. Only a small fraction of the
hot water will enter the producing well for some time — neglecting
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Figure A-11. Breakthrough tendency for doublet wells at
various spacings. (Source: Tsang, et al, 1978)

the possibility of fissures or channeling of flow, of course. The
reason is that flow lines emanate from the injection well in all
directions, and converge toward the producing well rather slowly as
a function of time.

Unless an abnormally thin aquifer is utilized, a spacing of 200 m
between wells should be a reasonable conceptual-design assumption for
protection against breakthrough. Closer spacing probably can be
used. Only after the thermal characteristics of the aquifer and its
other parameters are known can good calculations be made to predict
thermal and fluid fronts; this should, of course, be done before
actual system installations are undertaken.

Flow Patterns for Arrays of Wells

Various authors, including Collins (1976) describe the flow Tines
and hydraulic front patterns for multiple well configurations used by
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the petroleum industry and of interest for ATES purposes. A doublet
has the pattern indicated in Figure A-12. The injection well is at
the right, where x = +1/2; the withdrawal well at x =-1/2. For the
indicated values of time in arbitrary units, the shape and size of
the hydraulic interface, or front, is shown. The times given are
roughly in the series 1, 8, 15, 30, 45, 48. The radii upwards, down-
wards, and to the right are quite nearly equivalent and in the series
4, 9, 12, 16, 20, 21. The circular fronts deviate increasingly from
circular form to the right; at the time marked 0.650 the bulge is
about 20 percent.

Figure A-12. Front patterns and flow Tines for well doublet.
(Source: Collins, 1976, p 182)

Eventually, hydraulic breakthrough occurs. The specific contour
marked 1.043 is at the time of breakthrough. From this time onward
some of the injected fluid as well as native groundwater is being
withdrawn. The lines orthogonal to the fronts are the flow Tlines.
For times after breakthrough an increasing fraction of the flow Tlines
will transport the injected fluid all the way to the withdrawal well.

Other well patterns of interest include two concentric circles
with hot wells on the inner circle and cold wells outside; two paral-
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lel Tines of wells; and a "five-spot" pattern. The latter has been
frequently used in petroleum engineering. Collins (1976) gives the
fronts and flow lines for a central withdrawal well surrounded by
four injection wells, as shown in Figure A-13. In petroleum reser-
voirs, hot water, steam, or gas is injected into the outer wells to
facilitate petroleum withdrawal.

7=1.4
7=1.219
Ta 93

T

.53)

."62

1

Figure A-13. Front and flow patterns for five-spot well pattern
(withdrawal). (Source: Collins, 1976)

As derived, the patterns are for an infinite array of wells
extending in all directions, so the pattern shown would be repeated
as similar squares surrounding the square shown. The shapes within
the square should not differ much from that for a simple five-spot.

For ATES, both injection and withdrawal will occur at separate
times in the central well. The corresponding fronts and flow lines
for central injection are shown in Figure A-14.
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Figure A-14. Front and flow patterns for five-spot well pattern
(injection). (Source: Collins, 1976)

It should be noted that various effects could facilitate break-
through so the margin of safety in the well spacing should be liberal.
Fissures, local variations of permeability or aquifer thickness, or
other inhomogeneities may cause fingering in the breakthrough direc-
tion. As noted earlier, tilt in the thermocline caused by density
differences will make the radius of the hot water volume greater at
the top than at the bottom of the aquifer. The lower viscosity of
hot water both exaggerates the tilt and facilitates fingering toward
the withdrawal wells.
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for packers is an example of the possible applicability of this work.
Hydrothermal cements for use in the completion of geothermal wells
are described by Curtice and Mallow (1979) and Kukacka, et al (1977).
R.L. Miller of Idaho National Engineering Laboratory has published
information on chemistry and materials in geothermal systems, includ-
ing reports on corrosion tests (1978, 1979a, 1979b).

The Environmental Protection Agency's Groundwater Research
Branch has reported investigations of subsurface biota: Dunlap,
et al, 1977; McNabb, Dunlap, and Keeley, 1977; Dunlap and McNabb,
1973.

Warner and Lehr (1977) prepared for EPA a definitive report on
subsurface waste injection which covers not only chemical, physical,
and biological compatibility of injected wastes but also geologic
and hydrologic considerations and well construction information
useful for ATES purposes.
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POTENTIAL GEOCHEMICAL PROBLEMS

A great deal is known about well plugging, corrosion, scaling,
fouling, and biota as problems in industrial water treatment, petrol-
eum engineering, geothermal development, and injection of waste mate-
rials into deep wells. Al1 of these activities involve hot water,
groundwater, aquifers, and wells. In addition, there is literature
on wells supplying potable water which experience similar problems,
but hot water is not involved. Such information is therefore fairly
relevant (if somewhat discouraging) for ATES using non-potable aqui-
fer water, but not very relevant for ATES in potable-water aquifers.

Without attempting to summarize the relevant knowledge, a few
references will be suggested which are useful in themselves and also
provide further references. The STES Program Office at Pacific
Northwest Laboratory may be contacted for bibliographic lists.

The NALCO Water Handbook (1979) provides good descriptions of
the nature and uses of water, water chemistry, and methods for water
treatment.

Petroleum industry experience in water injection is extensive.
Subcasky (1978) has summarized some of the relevant experience with
particular regard to ATES.

Geochemical problems abound in geothermal development work.
Some problems associated with injection wells are discussed in
papers presented at Lawrence Berkeley Laboratory's Invitational Well
Testing Symposium (LBL, 1978). Both LBL and the Pacific Northwest
Laboratory (PNL) have computer codes to model geochemical inter-
actions — water-rock, rock-water, and water-water. Stottlemyre and
Cooley (1980), and Stottlemyre, et al (1979) have published results
of research into geochemical aspects of ATES. Brookhaven National
Laboratory and its contractors have published reports on use of
alternate, nonmetallic materials for geothermal applications
(Cabibbo, et al, 1979; Kukacka, et al, 1979a, 1979b) which describe
corrosion resistance, high-temperature properties, scaling, and
scale removal, among other topics. High-temperature sealing material
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APPENDIX B
AQUIFER TYPES, AVAILABILITY, AND SUITABILITY FOR ATES

This appendix describes the different types of aquifers, the rock
types comprising aquifers, where aquifers may be found in the United
States, and their expected suitability for ATES purposes.

Readers already familiar with the hydrologic cycle, types of
aquifers, and how water flows through them should skip the introduc-
tory material and proceed to "Rock Types Comprising Aquifers" (page
B-15) or to "Principal Aquifers" (page B-18).

This appendix is basically a photographic reproduction of Section
IV, "Nature and Extent of the Resource," from the U.S. Environmental
Protection Agency's January 1977 Report to Congress: Waste Disposal
Practices and Their Effects on Ground Water, edited by David W.Miller.
The material is one of the better descriptions currently available of
the various types of aquifers with maps showing where they occur in
the United States.*

A regional aquifer assessment study is underway, funded by the
U.S. Department of Energy through Battelle Pacific Northwest Labora-
tories. The goal of this study is to qualitatively describe the ATES
potential of major aquifers throughout the United States. The
regional aquifer assessment is expected to supersede the material
presented in this Appendix.

*
C.L. McGuinness' classic 1963 report, The Role of Ground Water in
the National Water Situation (U.S. Geological Survey Water-Supply
Paper 1800), provides a wealth of detailed information on State and
local geology and on groundwater availability, use, and quality.
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The purpose of EPA's report was to discuss pollution of aquifers,
not their availability or suitability for ATES. To make the mate-
rial more directly applicable to ATES, portions of the EPA report
dealing specifically with how waste materials may enter and pollute
water-supply aquifers have been excised and replaced (in a different
type face, the Letter Gothic used for this introductory material, and
within brackets) with comments on the suitability for ATES of the
various types of aquifers.
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SUMMARY

At almost any location, ground water may be tapped to pro-
vide a supply sufficient for single-family domestic use, and
more than one third of the nation is underlain by aquifers
generally capable of yielding at least 100,000 gpd (380 cu
m/day) to an individual well. 1In many regions, ground water
is the only economic and high quality water source available.
In others, ground water can be developed at a fraction of
the cost of surface water.

Ground water in aquifers across the nation is generally suit-
able for human consumption with little or no treatment neces-
sary, except for disinfection where large, piped water-
supply systems are involved. Salinities tend to be higher

in arid regions and areas where drainage is poor.

INTRODUCTION

As discussed in the previous section, ground water presently
supplies almost one quarter of the nation's total water sup-
ply. It provides the dry-season flow (base flow) of streams
that otherwise might cease flowing part of the year. Some
of the nation's largest cities and most of the rural popula-
tion depend on ground water as a source of drinking water.

It has been estimated that total ground water in storage in
the United States greatly exceeds the combined volume of all
the Great Lakes, and that the amount of useable ground water
is 150 times the amount of water presently used. At almost
any location, ground water may be tapped to provide a supply
sufficient for single-family domestic use. However, the dis-
tribution of ground-water reservoirs (aquifers) capable of
supplying communities, towns, and cities is more limited.

DEFINITION OF GROUND WATER

In the hydrologic cycle, water is continually evaporated

from the oceans, moves through the atmosphere, and eventual-
ly returns to the ocean through one or more paths. Of the
water that precipitates, a portion infiltrates into the
ground under the influence of gravity. It moves first
through an unsaturated zone known as the "zone of aeration."
Passing downward, the water arrives at the zone of satura-
tion where the voids between the rock particles are complete-
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ly saturated. The water in the zone of saturation is called
ground water. Figure 17 illustrates the relationships with-
in the hydrologic system.

THE OCCURRENCE OF GROUND WATER

The ability of an aquifer to store and transmit water is a
function of its porosity and permeability. Porosity re-
flects the volume of void space (pores) in a rock, and is an
index of how much ground water can be stored in the satu-
rated material. Porosity is usually expressed as a percent
of the bulk volume of the material. Permeability is an in-
dex of how much ground water can be transmitted through a
rock. The coefficient of permeability is expressed as the
rate of flow of water (gallons per day) that will flow
through a one-foot square area per unit of time under a hy-
draulic gradient of one, at a temperature of 60°F (16°C).

An index closely related to permeability is transmissivity.
Transmissivity is simply permeability multiplied by aquifer
thickness; it is indicative of the water-transmitting capac-
ity of the entire aquifer thickness. Where the saturated
rock is sufficiently permeable to store and transmit signif-
icant quantities of water, the rock is called an aquifer.
Aquifers are defined by the ability to store and transmit
water and not by rock type directly.

Major Types of Aquifers

The two major types of aquifers are: unconfined or water-
table aquifers, and confined or artesian aquifers. Less per-
meable zones are called aquitards or confining layers. Fig-
ure 17 illustrates the major aquifer types.

Unconfined Aquifers -

When an aquifer is unconfined, the water is under atmospher-
ic pressure. The upper surface of the aquifer is known as
the water table and is free to rise and fall with changes in
volume of stored water.

Under nonpumping conditions, the water level in a well and
the adjacent water table are at the same elevation. The wa-
ter table is responsive to changes in the amount of stored
water, and fluctuates seasonally in response to variations
in the rate of natural recharge. In the humid eastern
states, for example, the water-table elevation is normally
highest in spring and lowest in autumn.

The principal source of natural recharge to a water-table
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aquifer is precipitation. 1In arid regions, because precipi-
tation is infrequent, intermittent surface streams carrying
runoff from other parts of the region may provide signifi-
cant recharge. Perennial through-flowing streams of more
humid regions can be areas of recharge to or discharge from
water-table aquifers.

A variant type of water-table aquifer is a perched aquifer.
Occurring within the zone of aeration are beds of relatively
low permeability, but of limited areal extent. Precipita-
tion moving downward cannot pass easily through these beds,
so a thin zone of saturation is created above the bed, form-
ing a perched water body. Although perched aquifers are
sometimes tapped by wells, they are usually not sufficiently
thick or extensive to provide a significant supply of water.
They do, however, restrict and control recharge to the under-
lying aquifer.

Confined Aquifers -

Confined or artesian aquifers are bounded below by geologic
formations of relatively low permeability. In addition, an
artesian aquifer is separated from the zone of aeration

above or from shallow aquifers by geologic formations of low
permeability. The aquifer is completely saturated with wa-
ter, and the upper surface is defined and fixed by the lower
limit of the overlying confining unit. Under nonpumping con-
ditions, when a well is constructed and open only to an arte-
sian aquifer, the water level in the well stands above the
top of the aquifer at a height dependent upon the pressure

in the confined aquifer (artesian pressure). Where suffi-
cient pressure is encountered, the water level may stand
above the top of the well casing, causing the well to flow.
The hypothetical projection of the water levels is known as
the potentiometric surface.

An artesian aquifer does not receive recharge everywhere uni-
formly. Most recharge is received in one or more general
areas known as recharge areas. Rather than being sensitive
to volumetric changes, the water levels in wells in artesian
aquifers respond principally to changes in artesian pressure.

Rocks with identical characteristics may form an aquifer in
one area, yet may act as a confining unit for a more perme-
able zone in another area. No confining unit is completely
impermeable. Where an aquitard is sufficiently permeable to
allow significant volumes of water to leak into or out of an
aquifer, the aquifer is called semi-confined or leaky arte-
sian. A water-table aquifer can overlie an artesian aquifer,
separated by an aquitard. Two artesian aquifers can be sep-



arated by a confining unit.

Recharge and Discharge

Ground water is constantly moving from a point of recharge
toward a point of discharge. If a particular region is a re-
charge area, the recharging water exerts a stress on the
aquifer in the form of increased hydrostatic head. This

head seeks release in areas of low head, which are desig-
nated discharge areas. Thus, movement of ground water is
from regions of high hydrostatic head toward those of low hy-
drostatic head. 1In practice, recharge and discharge areas

of an aquifer are indicated by relative water levels. With-
in an aquifer, areas of high water-level elevations indicate
higher hydrostatic head and areas of lower water-level eleva-
tions indicate lower hydrostatic head, so ground water moves
from areas of high water-level elevations toward areas of

low water-level elevations. The hydraulic head difference
divided by the distance along the flow path is known as the
hydraulic gradient.

Head differences can be induced artificially by pumping
wells. As water is withdrawn from a well, a hydraulic gra-
dient is produced, which causes water to move toward the
well., A cone-shaped depression in the water table or poten-
tiometric surface is produced (Figure 18). As more water is
extracted, the depth and radius of the cone increase, but at
a decreasing rate, until the volume of water leaking into
the aquifer exactly equals the withdrawal rate. At this
point, the cone will stabilize (stop growing). Cones of de-
pression from more than one well can overlap if leakage does
not stabilize them first. 1In some cases, particularly in
aquifers in arid western basins, the volume of water leaking
to the cone (or cones) of depression never equals the total
volume withdrawn. The cones continue to expand downward and
laterally indefinitely. This activity is known as ground-
water mining.

In addition to precipitation, a water-table aquifer can be
recharged where it is hydraulically connected to a surface-
water source, such as a stream or a pond. A water-table
aquifer can receive leakage through semi-permeable confining
beds of an underlying artesian aquifer. Artesian aquifers
can receive recharge from confining beds or from precipita-
tion and surface-water bodies in the outcrop area of the
aquifer.

Recharge locations can be points, lines, or areas. Natural

point recharge locations are infrequent; individual sink-
holes in limestone terrane are an example. Artificial point
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recharge locations are very common, and in fact are of major
concern in a later section of this study. Examples include
waste-disposal or recharge wells and individual septic tanks
and cesspools. Natural line recharge is related to leakage
from the beds of streams. This is a common situation in the
western states where mountainous areas tend to capture pre-
cipitation, pass it to streams as runoff, and the streams
carry it across valley-fill deposits where recharge to aqui-
fers occurs. Natural line recharge also occurs along the
edge of valley-fill deposits, the coarser layers of the fill
receiving direct overland runoff from the adjacent mountains.
Leaky sewage transmission pipes are an example of artificial
line recharge. Most natural area recharge occurs across
broad regions and is derived directly from precipitation.
Artificial area recharge occurs where homes in subdivisions,
as a group, each have septic tanks which recharge the aqui-
fer. Reservoirs and large waste-water disposal ponds are
also examples of artificial area recharge.

Discharge locations for aquifers can also be points, lines
or areas. A spring is a natural point discharge location
while a pumping well is an artificial point discharge loca-
tion., Gaining streams can be line discharge areas. In this
case, precipitation falling on adjacent upland areas infil-
trates the water-table aquifer, and the ground water moves
toward a nearby stream where it is discharged. Area dis-
charge locations are swamps, ponds, lakes, and the sea. The
volume of ground water naturally discharged to the ocean
along the Atlantic coast is many times that discharged to
wells, springs, and streams.

Climatic Effects

The amount of precipitation and the percent returned to the
atmosphere (evapotranspiration) vary according to climatic
‘conditions. Variations in the average precipitation in any
region may create exceptional surpluses or deficits -- evi-
denced by floods or droughts -- during individual years.
Figure 19 illustrates the average annual precipitation over
the United States.

The processes which return water from the land surface to
the atmosphere are evaporation and transpiration. The com-
bined term evapotranspiration represents the amount of water
lost to the atmosphere from the land surface. A distinction
has been made between potential evapotranspiration and actu-
al evapotranspiration in an area. Potential evapotranspira-
tion represents the volume of water which would be lost from
a completely vegetated area if there were no water deficien-
cy at any time. On the other hand, actual evapotranspira-






tion is the real volume of water lost under prevailing condi-
tions. Except in rain forests, potential and actual evapo-
transpiration are seldom equal.

Wherever evapotranspiration is greater than the precipita-
tion, ground-water recharge by downward percolation through
the zone of aeration is minimized. Such water-deficient
areas exist, especially in the desert lowlands of the south-
west, where annual precipitation is less than 10 in. (25 cm),
and potential evapotranspiration is 4 to 20 times greater.

In areas of prevailing water deficiency in the western
states, ground-water rechargé may result from abundant pre-
cipitation during "wet" years or multi-year cycles, rainy
seasons, or prolonged storm periods. In many valleys that
are practically rainless throughout the warmer half of the
year, winter precipitation provides the major portion of re-
charge to shallow ground waters. In other valleys, there
may be evidence of ground-water recharge only during years
of greater than average precipitation.

In the eastern states, annual precipitation exceeds evapo-
transpiration, creating surpluses which discharge to and
form the base flow of perennial streams and springs. But
the locale of the water surpluses may vary from season to
season. In the winter, with minimum evapotranspiration, wa-
ter may accumulate in the soil and percolate downward. In
the growing season, vegetation depletes the soil moisture
and, even with frequent rains, may leave nothing for ground-
water recharge.

Temperature

Temperature is also an important factor in ground-water re-
charge. In northern latitudes and western mountainous re-
gions, floods have resulted from rain falling upon accumu-
lated snow during unseasonably warm periods in winter or
early spring. The flood runoff is increased if the underly-
ing soil is frozen, thus preventing infiltration. The per-
sistence of extremely low temperatures may cause unusual
conditions which acutely affect the existence and flow of
ground water. Permafrost, or permanently frozen ground, is
common in Alaska, and exists over 60 percent of the state.
Within these regions, the soil from a few feet to several
hundred feet below the surface is continuously frozen with
the exception of a relatively thin, seasonally-thawed sur-
face layer.

Permafrost zones act as confining beds, and both their com-
position and distribution have a significant influence on



patterns and rates of ground-water flow. In a number of ba-
sins, the artesian pressure of water confined below perma-
frost causes wells drilled through the permafrost to flow.
Ground-water discharge may be restricted to the lower, cen-
tral part of many river valleys where the permafrost is dis-
continuous. In the region of continuous permafrost, unfro-
zen zones penetrate the permafrost only where salinity of
the ground water prevents freezing, or where heat transfer
from a body of surface water or from discharging subperma-
frost water is sufficient to maintain the unfrozen condi-
tions.

Water in the Unsaturated Zone

The unsaturated zone occupies a critical position in the hy-
drologic cycle. The relationship between the unsaturated
and saturated zones is shown in Figure 20.

From land surface, the unsaturated zone receives water from
precipitation to the limit of its infiltration capacity;

the rest is left for surface storage, runoff, or evaporation.
In most places, the upper part of the unsaturated zone is
soil, which absorbs the infiltrating water, and retains much
of it against the force of gravity until such time as the wa-
ter is taken up by plant roots or otherwise returned to the
atmosphere.

Some water, in excess of the retention capacity of the soil,
percolates downward through the soil. 1In some places, the
unsaturated zone is permeable enough to receive water rapid-
ly and permit downward percolation with little retention.
Under most of the land, the unsaturated zone extends below
the soil and below plant roots to depths ranging from a few
feet to hundreds of feet.

Togograghz

The amount of precipitation which recharges to ground water
in any specific area depends, to some degree, upon topog-
raphy. Rolling terrain, particularly when underlain by
soils of low infiltration capacity, facilitates rapid runoff
of precipitation to surface-water bodies. 1In valleys sur-
rounded by mountains, the mountains tend to capture precipi-
tation and direct it into the valleys, where it can recharge
underlying aguifers. Spring runoff from snow melt in moun-
tain areas is the principal source of recharge to many arid
and semi-arid valleys in the western states.
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ROCK TYPES COMPRISING AQUIFERS

The principal aquifers in the United States consist of satu-
rated sedimentary, igneous, and metamorphic rocks. Among

the sedimentary rocks are clastics, evaporites, and carbon-
ates. Clastics may be subdivided into consolidated and un-
consolidated rocks. Igneous rocks also are divided into two
classes: plutonics and volcanics. Volcanics are subdivided
into flows and pyroclastics. Metamorphic rocks are not sub-
divided. Figure 21 shows several types of interstices (open-
ings or void spaces) found in aquifers.

Clastics

Clastic sedimentary rocks are composed of fragments of other
rocks transported from their sources and deposited by water
or glacial ice. Clastics include both unconsolidated and
consolidated rocks. Unconsolidated deposits are relatively
uncemented and loosely compacted. The degree of consolida-
tion is determined by the degree of cementation and compac-
tion. 1In unconsolidated clastics such as gravel and sand,
ground water is stored and transmitted in the interconnected
voids which occur between individual grains.

Water availability in unconsolidated rocks is greatly af-
fected by sorting and grain size. Deposits which are well
sorted have many particles of the same or similar size.
This assures that very little of the available pore space
will be occupied by grains which are either overly large or
overly small.

A high degree of sorting alone, however, does not insure
high ground-water availability. Water moving through rock
has a tendency to cling to the rock by cepillary and molecu-
lar attraction, forming a thin coating of water on the indi-
vidual grains of rock. This water is unavailable to wells.
Where grain sizes are small, as with silt and clay, even a
well-sorted deposit will have a significant percentage of
pore space occupied by retained water. Although the quan-
tity of water in storage is great, that which is available
is so small that clays and silts are normally considered to
be confining beds. Well sorted sands and gravels, on the
other hand, are considered aquifers.

As much as 30 percent of an unconsolidated rock may consist
of pore space. Where sedimentary rocks are partially consol-
idated, a precipitated substance like silica or calcium car-
bonate occupies some of the space and cements some of the in-
dividual grains together. As a result, the intergranular
space available for ground-water storage is decreased, and






the available interconnected spaces needed for ground-water
transmittal are also decreased. Where completely consoli-
dated, a major portion of the available pore space has been
decreased by cementation and/or compaction.

Evaporites

Sedimentary rocks which form by precipitation of dissolved
minerals are called evaporites. When such deposits come in-
to contact with fresh ground water, rapid dissolution occurs.
Where other rocks are interbedded with evaporites, the voids
produced by dissolution produce highly permeable aquifers.
Unfortunately, ground water in these aquifers is normally so
high in total dissolved solids that it is useless as a drink-
ing-water source without costly treatment.

Carbonates

Rocks produced by secretions from organisms form a third
class of sedimentary rocks known as carbonates. Shells and
bohes from aquatic animals collect on floors of seas, lakes,
and streams. The matter is compacted and crystallized to
form carbonate rock. Natural ground water, which is slight-
ly acidic, can slowly dissolve carbonate rocks along joints
and fractures. The resultant porosity and permeability may
range from low values where the rock is slightly fractured

to extremely high values where extensive fracturing and solu-
tion have taken place.

In some carbonate rocks, intergranular permeability is much
more important than that attributable to fractures and solu-
tion openings. Some of the best aquifers of the southeast-
ern coastal plain consist of soft coquinoid or bryozoan lime-
stone or of slightly dolomitized limestone apparently owing
most of its permeability to crystal-volume changes during
dolomitization. In such aquifers, high permeability is so
widespread that properly completed wells can obtain large
yields almost everywhere.

Igneous

Igneous rocks form by crystallization of molten rock. Plu-
tonic rocks cool and crystallize deep beneath the land sur-



face, and volcanic rocks cool and crystallize on or near the
surface. As with consolidated sedimentary rocks, ground wa-
ter is available from fractures and joints, between layers,
and along faults. A special class of volcanic rocks is
known as pyroclastics -- unconsolidated to semi-consolidated
deposits of fragmental material blown from volcanoes. How-
ever, pyroclastic deposits are rarely extensive. Ground-
water availability in pyroclastics is variable but similar
to that in semi-consolidated sedimentary rocks.

Metamorphics

Metamorphic rocks are recrystallized deposits of previously
formed sedimentary and igneous rocks. No distinction is
made here between metamorphic rocks of sedimentary origin
and those of igneous origin. The Jdistinction has little
bearing from the standpoint of ground-water availability.
Metamorphic rocks store and transmit water in a manner simi-
lar to plutonic rocks.

Other Factors

Other factors exert major influences on the availability of
ground water from certain rock types. A principal factor is
the variation in structure of geologic formations from one
place to another. For example, in consolidated rock aqui-
fers, a well drilled through a fault (a major break in the
rocks) may be significantly more productive than a well in
the same aquifer away from the fault. Faulting of the rocks
produces more fractures along which ground water can move
and be stored.

Weathering may also affect ground-water availability. In
unconsolidated deposits, weathering of rock fragments may
turn some of them to clay, thereby decreasing permeability.
For consolidated rocks, weathering may enlarge or increase
the number of joints and fractures, thereby improving the
ability of the aquifer to yield water to wells.

PRINCIPAL AQUIFERS

Valley-Fill Aquifers

Valley-fill aquifers are composed of sand, gravel, and silt
and generally lie along the course of present~day streams
and rivers. Figure 22 indicates the locations of the major
valley-fill aquifers. They are comprised of- channel, flood-
plain, and terrace deposits, and are usually in direct hy-
draulic connection with surface streams. The deposits in
each valley act as a single hydrologic unit, existing under






water-table or leaky artesian conditions. Where permeable
valley-fill aquifers exist adjacent to perennial streams,
large potential for ground-water development exists because
of the opportunity to supplement natural recharge with in-
filtration of surface water.

The availability of potable water and the gentle topography
of stream valleys has made them popular areas for urban de-

velopment -- for example, the Ohio River valley and the Sus
- quehanna River valley.

Because of the widespread distribution of valley-fill aqui-
fers, no general statement can be made with regard to natu-
ral ground-water quality. However, the heavy use of these
aquifers by industries and municipalities indicates the
availability of generally good quality water.

[For ATES purposes, shallow valley-fill aquifers may be useful for
storage of chilled water but are unlikely to be suitable for storing
hot water. Deeper formations, confined or partially confined, are
more likely to be suitable for ATES.

[Documented experience in large-scale aquifer storage of cold water
in winter for use in summer dates back at least as far as World War
II, when distilleries in Louisville, Kentucky, recharged cold munici-
pal water into their own supply wells during the winter, to be with-
drawn in summer for process cooling. A similar purpose was served by
recharging aquifers near Peoria, I1linois, along the I1linois River,
using cold river water drawn by gravity into a recharge pit. This
project was conducted by the I11inois State Water Survey, beginning
in 1951, (See D.K. Todd, Ground Water Hydrology, Wiley, 1959.) 1In a
DOE-sponsored field test at Texas A&M University, winter-chilled
water was injected into a partially-confined aquifer during January,
February, and March 1979. Because of unusually high regional flow in
the aquifer, much of the cold water was swept away and only 23 per-
cent of the injected chill was recovered by pumping during July,
August, and September 1979.]

Sands and Gravels of the Coastal Plain

Extensive deposits of clastics are deposited seaward of an-
cient uplands from which they were eroded. The principal
water-bearing units are sands and gravels, which are inter-
bedded with silts and clays, and occasionally marls and lime-
stones. The sediments were deposited on plains only slight-
ly above sea level or in the shallow near-shore marine envi-
ronment. Land emergence has since raised these sediments
above sea level. The most extensive coastal plain in the
United States (the Atlantic-Gulf Coastal Plain) extends from
Cape Cod, Massachusetts, to Texas (Figure 23).
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Coastal plain sediments thicken seaward, and progressively
younger geologic units outcrop in seaward direction. Al-
though the outcrop areas of all units are under water-table
conditions, the deeper sections are strictly artesian.

Where some confining units are thin or moderately permeable,
leaky artesian conditions may allow ground-water flow be-
tween artesian aquifers.

The outcrop areas of coastal plain aquifers receive recharge
by direct precipitation and leakage from surface-water bod-
ies. This recharge is transmitted downgradient within the
aquifer to replenish the artesian portion. An additional
source of recharge, where artesian conditions prevail, is
inter-aquifer flow. Natural discharge areas for coastal
plain aquifers are near the present shorelines.

The natural water quality of coastal plain aquifers is gen-
erally good, particularly near outcrop areas. Problems do
exist in some areas, however, principally related to low PpH,
high concentrations of iron, and the presence of connate
saline water.

[Artesian aquifers of the Coastal Plain are extensive and of particu-
lar interest for ATES.]

Sands and Gravels of the Intermontane Valleys

Mountain building periods in the western states have created
intermontane valleys (Figure 24). These valleys have filled
with sediment eroded from the adjacent mountains. The sedi-
ments include rock detritus, alluvial sand and gravel, and
silts and clays. The permeable alluvia constitute excellent
aquifers, and the valleys contain enormous quantities of wa-
ter in storage. Because the sediments were transported by
surface runoff from adjacent mountains, the aquifers are gen-
erally coarse grained toward the edges of the valleys and
finer toward the centers. Occasionally, extensive clay and
silt deposits are encountered within the geologic sequence.

Water-table and leaky artesian conditions prevail except
where the extensive silts and clays overlie water-bearing
zones (producing tightly confined aquifers). Because the
intermontane valleys occur in generally water-deficient
areas, little recharge is received by direct, downward per-
colation. The major source of recharge is runoff from adja-
cent mountains -- particularly from snow melt and spring
rains ~-- which flows down mountain canyons and percolates
into the coarse deposits at the edges of the valleys. 1In
many intermontane valleys, pumping from wells far exceeds
annual recharge, seriously depleting the resource.
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[Particularly in the deeper aquifers of the intermontane valleys,
tightly confined by impermeable layers of clay or silt, regional flow
typically is low and artesian pressure is high. Such aquifers are of
special interest for storing superheated water.]

Alluvium of the High Plains

Alluvium, derived from the Rocky Mountains and laid down by
eastward flowing streams, was deposited on a vast plain
stretching from Wyoming to Texas (Figure 25). A large part
of the original plain has been eroded by streams along its
margin, but the remnants exist as the High Plains. The re-
gion is an important ground-water area because of the abun-
dance of saturated sand and gravel, interbedded with silt
and clay. The chief water-bearing unit is the Ogallala For-
mation.

Leaky artesian conditions prevail in the High Plains. Re-
charge is chiefly by downward leakage of direction precipita-
tion through water-table beds. The High Plains lies com-
pletely within the water-deficient region of the United
States, so recharge is variable. Generally, the southern
part receives no recharge, and the northern part receives as
much as 5 in. (12.7 cm) annually. Major streams can provide
additional recharge where they have eroded into water-
bearing zones.
Kwear iy cvnivo
The chemical quality of water in the High Plains is satis-
factory for irrigation and generally meets the requirements
for drinking water. Total hardness ranges from 200 to 600
ppm, although the average is less than 300 ppm. Excessive
fluoride is a problem in some areas with local concentra-
tions up to 5 ppm, and commonly exceeding 1.5 ppm. Silica
may also be high, ranging up to 40 ppm. Total dissolved
solids concentration averages less than 300 ppm, but may be
as high as 1,000 ppm or greater. The quality of the water
tends to deteriorate toward the southern end of the High
Plains, and also tends to degrade with decreasing depth to
the water table -- a condition produced by evapotranspira-
Eion, which has concentrated dissolved salts near the sur-
ace.

[Deeper formations in some locales are known to contain saline water
because it sometimes has migrated upward into overpumped freshwater
aquifers. While saline aquifers may be of interest for ATES pur-
poses, the possibility that injection pressures may cause increased
upward leakage will have to be taken into account. Yet to be

explored is the feasibility of ATES in confined aquifers which have
been overpumped, and are no longer pressurized because of dewatering.]
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Glacial Drift

During the Ice Age, glacial ice (continental glaciation) cov-
ered northern portions of the country (Figure 26). Glaciers
also occupied major river valleys. Repeated glacial ad-
vances eroded the soil and bedrock and incorporated the mate-
rial in the ice. When the ice melted, these particles were
left behind or were carried across the land surface by melt
water. Glacial drift is composed of all particles carried

by the ice, regardless of size. Those deposits left in

place (till) are unsorted; those sediments that were trans-
ported by water before deposition are generally better sort-
ed. Where many small sediment-laden streams issued from the
melting glaciers, broad extensive outwash deposits occurred,
which are usually very productive water-table aquifers.

Where fine grained glacial drift was deposited in standing
bodies of water, like lakes in ice-dammed stream valleys,

the resulting low permeability deposits constitute confining
beds for underlying valley-fill aquifers.

The presence of low permeability till is much more common
than that of more permeable water-borne deposits. Although
till is tapped for small domestic supplies using dug wells,
it more often acts as the confining bed for an underlying
artesian sand and gravel aquifer.

The natural quality of water in the glacial drift reflects
the regional geology. In New England, where much of the bed-
rock is crystalline, the ground water in the glacial drift

is normally of good quality and low in mineral content, al-
though high concentrations of iron and manganese are not un-
common. In the Ohio River basin, the water in glacial-drift
aquifers is generally hard and can be high in mineral con-
tent, especially calcium bicarbonate and sulfate. Similarly,
in the Upper Mississippi River basin, much of the ground wa-
ter has a total dissolved solids content ranging from 300 to
1,000 ppm, with hardness from 120 to 700 ppm. Still farther
west, in the semi-arid Dakotas, ground water in the glacial
drift, although of better quality than in the underlying bed-
rock aquifers, may have a mineral content exceeding 1,000

ppm and may be locally brackish or even saline.

[Glacial drift aquifers commorly are under water-table conditions,
highly permeable, and in regions of abundant precipitation. Downward
percolation is therefore substantial and would dilute hot water
stored in the aquifer — the hot water having a tendency to float to
the top of the saturated zone, where it would be particularly subject
to mixing with percolating water. Seasonal storage of chilled water
in such aquifers could be attractive, if the local hydraulic gradient
and regional flow are not too high or can be neutralized.
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[Storage of hot water in confined, shallow, high-permeability, glacio-
alluvial aquifers called eskers, which are common in Sweden, has been
analyzed by Claesson and Hellstrom of the Lund Institute of Technology
and Tsang of Lawrence Berkeley Laboratory. Because of the high perme-
ability, buoyancy effects cause severe tilting of the thermal front,
which is aggravated during the injection phase by the lower viscosity
of hot water. The heat recovery efficiency may be quite low for
permeabilities higher than one to ten darcys (10-12 to 10-11 m2).]

Basalt Aquifers

Basalt is volcanic rock which has flowed as lava across the
land surface, or has intruded near the surface, and subse-
quently cooled. The basalt aquifers are thick, extensive
sheets of rock piled in layer-cake fashion and interbedded
with unconsolidated sediments. High capacity wells tap the
natural openings between the basalt flows and depending upon
their permeability, the interbedded sediments. Figure 27
shows the distribution of the principal basalt aquifers.

Ground water in the basalt aquifers occurs under artesian to
leaky artesian conditions, produced by the varying permeabil-
ities of individual beds in the aquifers. Recharge is al-
most exclusively by direct precipitation. Streams and riv-
ers are incised deeply into the aquifers and serve to re-
ceive discharge from the aquifers rather than provide re-
charge to them.

In Hawaii, where basalt aquifers constitute most of the is-
lands' ground-water reservoirs, water-bearing zones occur un-
der both water-table and artesian conditions. Recharge is

by both direct precipitation and stream flow. Hawaii's
ground-water conditions are unusual because the basalt aqui-
fer is sloping and is cross cut by many vertical dikes, most
of which are impermeable and divide the aquifer into compart-
ments. Individual compartments, if untapped, can fill and
overflow to a compartment at a lower elevation through seeps
and springs. A natural system of reservoirs is thus provid-
ed, which can be tapped by wells and tunnels for water sup-

ply.

The water in the basalt of the northwestern states typically
has a total dissolved solids content in the range of 200 to
300 ppm. The best quality is found near recharge areas and
in shallow aquifers. The waters are generally of a calcium-
magnesium bicarbonate type, with total hardness ranging from
50 to 250 ppm. In addition, the water in these aquifers gen-
erally contains 40 to 80 ppm of silica, and locally, exces-
sive iron. The aqround water of Hawaii is of excellent qual-
ity with total dissolved solids concentrations in the range
of 100 to 300 ppm.
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[That basalt aquifers can produce large amounts of water into wells
tapping the natural openings between basalt flows (sometimes, lava
tubes) is not promising for ATES purposes: the hot or cold water
would be quite likely to flow away from the injection well too read-
ily, and be lost. Also, buoyancy effects in such high permeability
formations can cause the same type of severe tilting of the thermal
front mentioned earlier with regard to eskers. However, permeability
within the Lower Yakima basalt flows and interbeds in Washington has
been reported to vary by seven orders of magnitude. Since the average
total thickness of the Columbia River Plateau exceeds 500 meters,
stratigraphy and structure suitable for ATES very probably exist but
may be difficult and expensive to locate and utilize.]

Carbonate Aquifers

Limestone and dolomite are relatively dense rocks composed
of calcium and magnesium carbonate. However, in some places,
ground water has partly dissolved the rock, increasing pore
space and permeability. As a result, some carbonate rocks
are among the world's most prolific aquifers.

Carbonate aquifers underlie large areas of the United States.
The principal carbonate aquifers are shown in Figure 28.
Carbonate aquifers may exist under either water-table or ar-
tesian conditions, but artesian conditions are most common,
except where the aquifers outcrop at the surface. Recharge
is by direct precipitation and leakage from surface-water
bodies.

Karst topography is the ultimate development by erosion of a
carbonate aquifer. 1In this situation, ground water has so
dissolved the rock that extensive subterranean caverns and
channels form. At the surface, karst topography is mani-
fested by the lack of surface drainage, rivers that disap-
pear underground and emerge at another location, and un-
drained surface depressions.

Water from carbonate aquifers is typically hard (high in cal-
cium bicarbonate content), and high in dissolved solids.
Other ions, sulfate for example, are present in excessive
concentrations in some regions.

[Inasmuch as neither analyses nor field tests of ATES in carbonate
aquifers appear to have been reported, only speculation can be
offered concerning the suitability of these aquifers for ATES.

[Where extensive solution caverns and channels exist in carbonate
aquifers, the aquifers may be prolific sources of water but completely
unsuitable for ATES purposes: injected hot or cold water would
quickly flow away from the injection well.
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[In the slightly dolomitized 1imestone rock aquifers of the south-
eastern coastal plain, which exhibit high permeability not attributa-
ble to fractures and solution openings, sites suitable for ATES may
well be found to exist.

[Fractured and jointed carbonate aquifers may supply good yields to
wells. Whether they might be suitable for ATES is a question involv-
ing the dimensions of flow channels, degree of fragmentation of the
rock, tightness of confining layers, and regional flow.

[A question common to all carbonate aquifers which might be consid-
ered for ATES is the geochemistry. If the groundwater is saturated
in calcite or dolomite, raising the temperature of the water will
cause precipitation, since the solubility of these minerals decreases
with increasing temperature. Scaling of heat exchanger surfaces and
plugging of the injection well are among the possibilities to be
evaluated.]

Sandstone Aquifers

Major sandstone aquifers occur in many states and constitute
the principal water source of many urban and suburban areas
(Figure 29). One important aquifer, the Dakota sandstone
and its geologic equivalents, underlies all of the north-
central and western Great Lakes states. Other productive
sandstone aquifers are found in New Jersey, Pennsylvania,
Connecticut, Alabama, Georgia, South Carolina, Oklahoma, and
Texas. These aquifers usually do not contain just sandstone
but are commonly interbedded with shales.

Because of the interbedded shales, which are of low permea-
bility, water in sandstone aquifers exists under artesian
conditions except in the outcrop area. Artesian sandstone
aquifers have been heavily pumped, particularly in the north-
central states. Withdrawals have not been balanced by natu-
ral recharge and serious water-level declines have resulted.
When the northern Great Plains were settled, wells tapping
.the Dakota sandstone flowed naturally; now, they must be
pumped.

Water quality in the outcrop and recharge areas of sandstone

aquifers is typically good, but mineralization increases rap-
idly with depth and distance from recharge areas. High dis-

solved solids and excessive concentrations of iiron and manga-
nese occur in some regions, particularly where the interbed-

ded shales comprise a considerable portion of the aquifer.
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[Sandstone aquifers appear to offer the greatest promise for ATES.
The intrinsic permeability of sandstones ranges from_about 10-3 to
about 10 darcys (hydraulic conductivity of about 10-8 to 1074 m/s).
The effective vertical permeability can be low even in zones where
the horizontal permeability is quite high. Because permeability
decreases with depth, tightly confined aquifers with optimum horizon-
tal permeability, inherent limitation of buoyancy effects, and low
regional flow velocity are likely to be available where sandstone
sequences occur. However, mineralization may be high.]

Crystalline Rocks (Igneous and Metamorphic)

In the unglaciated areas (the Appalachian Piedmont and Cali-
fornia, for example) and on the inter-stream uplands in the
glaciated region (New England and the Adirondack Mountains
of New York), crystalline rock aquifers are tapped for small
ground-water supplies (Figure 30). Individual well yields
average 2 to 10 gpm (0.008 to 0.04 cu m/min) and rarely ex-
ceed 50 gpm (0.19 cu m/min).

Water from crystalline rock occurs principally in fractures
and joints in the weathered zone; intergranular porosity is
nil. Although wells in crystalline rock commonly are 165 to
330 ft (50 to 100 m) deep, most of the water is derived from
the upper 100 ft (30 m). An exception is when a well pene-
trates a deep fault zone in crystalline rock.

Ground water in crystalline rock is generally under water-
table conditions because the network of joints and fractures
in the weathered zone extends to the surface. Recharge is
by direct precipitation, but where a fracture connects to an
adjacent surface-water body, considerably more recharge may
take place. ‘

The water in crystalline rocks is generally soft and of ex-
cellent quality, reflecting the low solubilities of the ma-
jor minerals in the rock. At isolated locations in some
western states, however, highly mineralized water, often of
high temperature, may discharge from springs fed by very
deep fractures.

[Crystalline rock aquifers are considered to be the least promising
among all types of aquifer for ATES purposes. Water flow is princi-
pally in shallow, unconfined zones. Yield is typically much lower
than is considered necessary for ATES wells. ]
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NATURAL CHEMICAL QUALITY OF GROUND WATER

All ground water contains chemical constituents in solution.
The kinds and amounts of constituents depend upon the envi-
ronment, movement, and source of the ground water. Typical-
ly, concentrations of dissolved constituents in ground water
exceed those in surface waters. Salinity tends to be higher
in arid regions and in areas where drainage is poor.

Chemical constituents originate primarily from solution of
rock materials. Common chemical constituents of ground wa-
ter include:

Cations Anions Undissociated
Calcium Carbonate Silica
Magnesium Bicarbonate
Sodium Sulfate
Potassium Chloride

Nitrate

Within a large body of ground water, the natural chemical
composition or type of water tends to be relatively consis-
tent, although the concentrations of individual minerals in
solution may be variable from place to place. Time varia-
tions of ground-water quality under natural conditions are
minor in comparison with surface-water quality changes. 1In
a few isolated cases, significant concentrations of such haz-
ardous constituents as arsenic and radioactive elements have
been found to occur naturally. These instances are related
to the unique aquifer materials of the area.

The chemical quality of ground water is often conveniently
described for domestic and industrial use in terms of its
hardness and salinity. Hardness is a measure of the calcium
and magnesium content and is usually expressed as the equiva-
lent amount of calcium carbonate. Figure 31 shows ranges of
hardness in ground water in the United States.

The definition of saline water varies somewhat depending on
the intended use of the water. The recommended limit on to-
tal dissolved solids for drinking water established by the
U. S. Public Health Service is 500 ppm. However, where such
water is not available, water containing 1,000 ppm or more
is used for drinking water purposes. The Safe Drinking Wa-
ter Act of 1974 considers waters containing up to 10,000 ppm
as "potential" sources of drinking water.

Naturally occurring saline ground water may be classified by

origin into four types, all of which generally exceed 10,000
ppm total dissolved solids content:
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Connate water

Intruded sea water

Magmatic and geothermal water

. Salt leaching and evapotranspiration products

P SN
L . L]

Many sedimentary rock formations were originally deposited
in a marine environment. Saline water may have remained
trapped in the material throughout geologic history until
the present. Such water is termed connate water. In many
aquifers, infiltration and subsurface flow have flushed the
connate water from the aquifers and replaced it entirely
with fresh water. 1In other areas, for example in western
Washington, such flushing is incomplete, and connate water
is still present.

Sea-water intrusion has occurred in several coastal ground-
water basins hydraulically connected to the sea where, as a
result of pumping, the head of fresh water has been lowered
relative to that of sea water. This lowering has resulted
in landward movement of sea water in the aquifer.

Magmatic water is water derived from molten igneous rock or
magma. It is also called juvenile water. Geothermal water
is water of any origin, including precipitation, which has
been heated by a geothermal source. These mineralized wa-
ters may issue forth as hot springs. The concentrations of
some constituents, particularly sodium, potassium, calcium,
and chloride, may be very high, ranging in some cases up to
many tens of thousands of ppm. Various heavy metals are al-
so commonly present. Most of these types of saline water
occurrences are concentrated in the arid states, in areas of
relatively recent volcanic and intrusive activity.

Evapotranspiration and accumulation of residual salts may
produce relatively large bodies of shallow saline water.
Precipitation, percolating through the unsaturated zone, con-
tinually dissolves various soluble salts and flushes them
through to ground water. This action produces a large por-
tion of the total dissolved solids found in subsurface water.
Ground water also is changed in composition as it moves
through an aquifer because of contact with the rock mate-
rials.

Vegetation tends to absorbk relatively pure water through its
root systems leaving behind dissolved salts. 1In areas where
precipitation is insufficient to provide flushing to the wa-
ter table (notably the arid regions of the west), salts may
accumulate in the unsaturated zone. The natural accumula-
tion of salts is greatest in the areas of lowest precipita-
tion and areas where natural drainage is restricted. During
times of unusually heavy precipitation, these minerals may
be leached from the unsaturated zone and carried to ground
water.
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Most of the geologic formations containing fresh ground wa-
ter are underlain by waters varying from brackish to highly
saline. Approximately two thirds of the United States is un-
derlain by aquifers containing at least 1,000 ppm of dis-
solved solids. These aquifers may occur very close to the
surface or at depths of many thousands of feet. As a gen-
eral rule, the salinity of ground water increases with depth.
Figure 32 shows the distribution of depth to shallowest sa-
line ground water, with saline water defined as that contain-
ing 1,000 ppm or more total dissolved solids. It should be
noted that in much of the shaded area on the figure, ground
water exceeds 10,000 ppm total dissolved solids. The blank
areas on the map denote either a lack of information or geo-
logic and hydrologic conditions that rule out the presence

of saline ground water at depths within 1,000 ft (300 m) of
land surface.

[In situations where groundwater is heavily mineralized in the only
aquifers available for ATES purposes (e.g., confined and pressurized
for storage of superheated water), and the economics of the proposed
ATES application otherwise appear sufficiently favorable, it will be
worthwhile to evaluate the cost of wells and related equipment made
of noncorrosive materials and capable of dealing with scaling, pre-
cipitation, and plugging effects which may be encountered.]
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APPENDIX C
ECONOMIC ANALYSIS

This appendix supplements Chapter 5 with selected and edited
excerpts from other sources which may be helpful. Explanation is
held to a minimum where sources are given.

CONVERSIONS RELEVANT TO PRESENT WORTH CALCULATIONS
The tables following this brief description are from Waste Heat
Management Guidebook (NBS Handbook 121, 1977).

The worth of something at present, P, its worth in a future year,
F, and its equivalent as a levelized, uniform annual stream of n pay-
ments can be related in all combinations:
e P/F: the present worth factor
e F/P (its reciprocal): the compound amount factor

e A/F: the sinking fund factor
e F/A (its reciprocal): the compound amount factor

e A/P: the capital recovery factor
e P/A (its reciprocal): the annuity present worth factor

The mathematical formulae for these are, using r and N as in
Chapter 5:

P/F = (14r) N
AF = r/((1+0)N 1)
A/P = AJF+r

C-2
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Table G-1. Compound interest factors.?
NBS Handbook 121, 1977)

(Source:

6% Compound interest factors

Single payment Uniform series
Compound Present Sinking Capital Compound Present
n amount worth fund recovery amount worth n
factor factor factor factor factor factor
F/pP P/F A/F AP F/4 P/4

1 1.0600 0.9434 1.000 00 1.060 00 1.000 0.943 1
2 1.1236 .8900 0.485 44 0.545 44 2.060 1.833 2
3 1.1910 .8396 31411 37411 3.184 2.673 3
4 1.2625 .792] .228 59 .228 59 4.375 3.465 4
5 1.3382 7473 177 40 273 40 5.637 4.212 5
6 1.4185 7050 .143 36 .203 36 6.975 4917 6
7 1.5036 6651 119 14 179 14 8.394 5.582 7
8 1.5938 6274 .101 04 161 04 9.897 6.210 8
9 1.6895 3919 .087 02 .147 02 11.491 6.802 9
10 1.7908 5584 .075 87 135 87 13.181 7.360 10
11 1.8983 .5268 066 79 12679 14.972 7.887 11
12 2.0122 4970 059 28 .119 28 16.870 8.384 12
13 2.1329 4688 .052 96 11296 18.882 8.853 13
14 2.2609 4423 .047 58 .107 58 21.015 9.295 14
15 2.3966 4173 .042 96 .102 96 23.276 9.712 15
16 2.5404 .3936 .038 95 098 95 25.673 10.106 16
17 2.6928 3714 03544 .095 44 28.213 10.477 17
18 2.8543 .3503 .032 36 .092 36 30.906 10.828 18
19 3.0256 3305 .029 62 .089 62 33.760 11.158 19
20 3.2071 3118 .027 18 08718 36.786 11.470 20
21 3.3996 2942 .025 00 .085 00 39.993 11.764 21
22 3.6035 2775 02305 .083 05 43.392 12.042 22
23 3.8197 .2618 .021 28 .081 28 46.996 12.303 23
24 4.0489 2470 019 68 .079 68 50.816 12.550 24
25 4.2919 .2330 .018 23 .078 23 54.865 12.783 25
26 4.5494 .2198 .016 90 .076 90 59.156 13.003 26
27 4.8223 2074 01570 07570 63.706 13.211 27
28 5.1117 .1956 .014 59 .074 59 68.528 13.406 28
29 5.4184 .1846 .013 58 .073 58 73.640 13.591 29
30 5.7435 1741 012 65 072 65 79.058 13.765 30
31 6.0881 .1643 01179 07179 84.802 13.929 31
32 6.4534 .1550 .011 00 .071 00 90.890 14.084 32
33 6.8406 1462 .010 27 070 27 97.343 14.230 33
34 7.2510 1379 .009 60 .069 60 104.184 14.368 34
35 7.6861 .1301 .008 97 .068 97 111.435 14.498 35
40 10.2857 0972 .006 46 .066 46 154.762 15.046 40
45 13.7646 0727 .004 70 .064 70 212.744 15.456 45
50 18.4202 .0543 .003 44 .063 44 290.336 15.762 50
55 24.6503 0406 002 54 062 54 394.172 15.991 55
60 32.9877 .0303 .001 88 .061 88 533.128 16.161 60
65 44.1450 0227 .001 39 .061 39 719.083 16.289 65
70 59.0759 0169 .001 03 .061 03 967.932 16.385 70
75 79.0569 .0126 .000 77 .060 77 1 300.949 16.456¢ 5
80 105.7960 .0095 .000 57 .060 57 1 746.600 16.509 80
85 141.5789 0071 .000 43 06043 2 342.982 16.549 85
90 189.4645 .0053 .000 32 .060 32 3 141.075 16.579 90
95 253.5463 .0039 .000 24 060 24 4.209.104 16.601 95
100 339.3021 .0029 .000 18 .060 18 5638.368 16.618 100

* The letter notations in the column headings, e.g., F/ P, P/ F, etc., indicate the operation to be performed with
the factors in that column. For example, F/ P indicates that the single compound amount factors are used to find
the future value of a given present amount.

continued....
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Table C-1 (continued).

8% Compound interest factors

Singie payment

Uniform series

Compound Present Sinking Capital Compound Present
amount worth fund recovery amount worth
n factor factor factor factor factor factor "
* F/P P/F A/F A/P F/4 P/4
1 1.0800 0.9259 1.000 00 1.080 00 1.000 0.926 1
2 1.664 .8573 0.480 77 0.560 77 2.080 1.783 2
3 1.2597 7938 .308 03 .388 03 3.246 2.577 3
4 1.3605 .7350 221 92 .30192 4.506 3.312 4
5 1.4693 6806 .170 46 .250 46 5.867 3.993 S
6 1.5869 16302 136 32 21632 7.336 4.623 6
7 1.7138 .5835 112 07 192 07 8.923 5.206 7
8 1.8509 .5403 .094.01 17401 10.637 5.747 8
9 1.9990 .5002 .080 08 .160 08 12.488 6.247 9
10 2.1589 4632 .069 03 .149 03 14.487 6.710 10
11 2.3316 4289 .060 08 .140 08 16.645 7.139 11
12 2.5182 3971 05270 13270 18.977 7.536 12
13 2.7196 3677 .046 52 126 52 21.495 7.904 13
14 29372 .3405 .041 30 121 30 24.215 8.244 14
15 3.1722 3152 .036 83 .116 83 27.152 8.559 15
16 3.4259 2919 03298 11298 30.324 8.851 16
17 3.7000 2703 .029 63 .109 63 33.750 9.122 17
18 3.9960 .2502 .026 70 106 70 37.450 9.372 18
19 4.3157 2317 02413 .104 13 41.446 9.604 19
20 4.6610 .2145 .021 85 .101 85 45.762 9.818 20
2] 5.0338 .1987 .019 83 .099 83 50.423 10.017 21
22 5.4365 .1839 .018 03 .098 03 55.457 10.201 22
23 5.8715 1703 .016 42 .096 42 60.893 10.371 23
24 6.3412 1577 01498 .094 98 66.765 10.529 24
25 6.8485 .1460 .013 68 .093 68 73.106 10.675 25
26 7.3964 .1352 .012 51 .092 51 79.954 10.810 26
27 7.9881 .1252 .011 45 .091 45 87.351 10.935 27
28 8.6271 .1159 .010 49 .090 49 95.339 11.051 28
29 9.3173 .1073 .009 62 .089 62 103.966 11.158 29
30 10.0627 .0994 .008 83 .088 83 113.283 11.258 30
31 10.8677 .0920 .008 11 .088 11 123.346 11.350 31
32 11.7371 .0852 .007 45 .087 45 134.214 11.435 32
33 12.6760 .0789 .006 85 .086 85 145.951 11.514 33
34 13.6901 .0730 .006 30 .086 30 158.627 11.587 34
35 14.7853 0676 .005 80 .085 80 172.317 11.655 35
40 21.7245 .0460 .003 86 .083 86 259.057 11.925 40
45 31.9204 0313 .002 59 .082 59 386.506 12.108 45
50 46.9016 0213 001 74 .081 74 573.770 12.233 S0
55 68.9139 .0145 .001 18 .081 18 848.923 12.319 55
60 101.2571 .0099 .000 80 .080 80 1253.213 12.377 60
65 148.7798 .0067 .000 54 .080 54 1847.248 12.416 65
70 218.6064 .0046 .000 37 .080 37 2720.080 12.443 70
75 321.2045 .0031 .000 25 .080 25 4002.557 12.461 75
80 471.9548 .0021 .000 17 .080 17 5886.935 12.474 80
85 693.4565 0014 .000 12 .080 12 8655.706 12.482 85
90 1018.9151 .0010 .000 08 .080 08 12723.939 12.488 90
95 1497.1205 .0007 .000 05 .080 05 18701.507 12.492 95
100 [ 2199.7613 .0005 .000 04 .080 04 27484.516 12.494 100




Table C-1 (continued).

10% Compound interest factors

Single payment Uniform series
Compound Present Sinking Capital Compound Present

A smount worth fund recovery amount worth

factor factor factor factor factor factor

F/pP P/F A/F A/P F/4 P/A
1 1.1000 0.9091 1.000 00 1.100 00 1.000 0.909 1
2 1.2100 8264 0.476 19 0.576 19 2.100 1.736 2
3 1.3310 7513 30211 402 11 3.310 2.487 3
4 1.4641 .6830 21547 31547 4.641 3.170 4
5 1.6105 .6209 .163 80 .263 80 6.105 3.791 5
6 1.7716 .5645 .129 61 .229 61 7.716 4.355 6
7 1.9487 5132 105 41 .205 41 9.487 4.868 7
8 2.1436 4665 .087 44 18744 11.436 5.335 8
9 2.3579 4241 .073 64 173 64 13.579 5.759 9
10 2.5937 .3855 06275 162 75 15.937 6.144 10
11 2.8531 .3505 .053 96 .153 96 18.531 6.495 11
12 3.1384 3186 046 76 146 76 21.384 6.814 12
13 3.4523 2897 .040 78 14078 24.523 7.103 13
14 3.7975 .2633 .035 75 13575 27.975 7.367 14
15 4.1772 2394 .031 47 13147 31.772 7.606 15
16 4.5950 2176 .027 82 127 82 35.950 7.824 16
17 5.0545 1978 .024 66 .124 66 40.545 8.022 17
18 5.5599 1799 .021 93 12193 45.599 8.201 18
19 6.1159 .1635 .019 55 11955 51.159 8.365 19
20 6.7275 .1486 .017 46 117 46 57.275 8.514 20
21 7.4002 1351 .015 62 115 62 64.002 8.649 21
22 8.1403 .1228 .014 01 11401 71.403 8.772 22
23 8.9543 1117 .012 57 11257 79.543 8.883 23
24 9.8497 .1015 .011 30 111 30 88.497 8.985 24
25 10.8347 .0923 01017 11017 98.347 9.077 25
26 11.9182 .0839 .009 16 .109 16 109.182 9.161 26
27 13.1100 0763 .008 26 .108 26 121.100 9.237 27
28 14.4210 .0693 .007 45 .107 45 134.210 9.307 28
29 15.8631 L0630 .00673 106 73 148.631 9.370 29
30 17.4494 .0573 .0006 08 .106 08 164.494 9.427 30
31 19.1943 .0521 .005 50 .105 50 181.943 9.479 31
32 21.1138 0474 .004 97 .104 97 201.138 9.526 32
33 23.2252 10431 .004 50 .104 50 222.252 9.569 33
34 95.5477 .0391 .004 07 104 07 245.477 9.609 34
35 28.1024 .0356 .033 09 .103 69 271.024 9.644 35
40 45.2593 .0221 .002 26 .102 26 442.593 9.779 40
45 72.8905 0137 .001 39 .101 39 718.905 9.863 45
50 117.3909 .0085 .000 86 .100 86 1163.909 9915 50
55 189.0591 .0053 .000 53 .100 53 1880.591 9.947 55
60 304.4816 .0033 .000 33 .100 33 3034.816 9.967 60
65 490.3707 .0020 .000 20 .100 20 4893,707 9.980 65
70 789.7470 .0013 .000 13 .10013 7887.470 9.987 70
75| 1271.8952 .0008 .000 08 .100 08 12 708.954 9.992 75
80 | 2048.4002 .0005 .000 05 .100 05 20474.002 9.995 80
85| 3298.9690 .0003 .000 03 .100 03 32979.690 9.997 85
90| 5313.0226 .0002 .000 02 .100 02 53120.226 9.998 90
95| 8556.6760 0001 .000 01 .100 01 85556.760 9.999 95
100]| 13780.6123 .0001 .000 01 .100 01 137796.123 9.999 100

(S5
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Table C-1 (continued).

12% Compound interest factors

Single payment Uniform series
Compound Present Sinking Capital Compound Present
amount worth fund recovery amount worth
factor factor factor factor factor factor

n F/p P/F A/F A/P F/4 P/A n

1 1.1200 0.8929 1.000 00 1.120 00 1.000 0.893 1
2 1.2544 7972 0.471 70 0.591 70 2.120 1.690 2
3 1.4049 7118 .296 35 416 35 3.374 2.402 3
4 1.5735 6355 209 23 32923 4.779 3.037 4
5 1.7623 5674 157 41 27741 6.353 3.605 5
6 1.9738 .5066 12323 243 23 8.115 4.111 6
7 2.2107 4523 .099 12 21912 10.089 4.564 7
8 2.4760 4039 .081 30 201 30 12.300 4.968 8
9 2.7731 .3606 .067 68 .187 68 14.776 5.328 9
10 3.1058 3220 056 98 176 98 17.549 5.650 10
11 3.4785 2875 .048 42 .168 42 20.655 5.938 11
12 3.8960 2567 041 44 161 44 24,133 6.194 12
13 4.3635 2292 .035 68 .155 68 28.029 6.424 13
14 4.8871 2046 .030 87 .150 87 32.393 6.628 14
15 5.4736 .1827 .026 82 146 82 37.280 6.811 15
16 6.1304 1631 .023 39 .143 39 42.753 6.974 16
17 6.8660 .1456 .020 46 .140 46 48.884 7.120 17
18 7.6900 .1300 01794 13794 55.750 7.250 18
19 8.6128 1161 01576 13576 63.440 7.366 19
20 9.6463 .1037 .013 88 .133 88 72.052 7.469 20
21 10.8038 0926 .012 24 13224 81.699 7.562 21
22 12.1003 .0826 01081 .13081 92.503 7.645 22
23 13.5523 .0738 .009 56 .129 56 104.603 7.718 23
24 15.1786 .0659 .008 46 128 46 118.155 7.784 24
25 17.0001 0588 .007 50 127 50 133.334 7.843 25
26 19.0401 0525 .006 65 126 65 150.334 7.896 26
27 21.3249 .0469 .005 90 .125 90 169.374 7.943 27
28 23.8839 0419 .005 24 12524 190.699 7.984 28
29 26.7499 0374 .004 66 .124 66 214.583 8.022 29
30 29.9599 0334 .004 14 124 14 241.333 8.055 30
31 33.5551 .0298 .003 69 .123 69 271.292 8.085 31
32 37.5817 .0266 .003 28 .123 28 304.847 8.112 32
33 42.0915 .0238 .002 92 12292 342.429 8.135 33
34 47.1425 0212 .002 60 122 60 384.520 8.157 34
35 52.7996 .0189 .002 32 122 32 431.663 8.176 35
40 93.0510 0107 .001 30 121 30 767.091 8.244 40
45 163.9876 .0061 .000 74 12074 1358.230 8.283 45
50 289.0022 .0035 000 42 120 42 2 400.018 8.305 50

- .120 00 8.333 o




Table C-1 (continued)

15% Compound interest factors

Single payment Uniform series
Compound Present Sinking Capital Compound Present
amount worth fund recovery amount worth
factor factor factor factor " factor factor

n F/pP P/F A/F A/P F/4 P/4 n

1 1.1500 0.8696 1.000 00 1.150 00 1.000 0.870 1
2 1.3225 7561 46512 61512 2.150 1.626 2
3 1.5209 6575 .287 98 .437 98 3.472 2.283 3
4 1.7490 5718 .200 26 .350 27 4.993 2.855 4
S 20114 4972 .148 32 .298 32 6.742 3.352 5
6 2.3131 4323 114 24 264 24 8.754 3.784 6

7 2.6600 3759 .090 36 .240 36 11.067 4.160 7
8 3.0590 3269 .072 85 222 85 13.727 4.487 8
9 3.5179 .2843 .059 57 .290 57 16.786 4.772 9
10 4.0456 2472 049 25 .199 25 20.304 5.019 10
11 4.6524 2149 .041 07 191 07 24.349 5.234 11
12 5.3503 1869 .034 48 .184 48 29.002 5.421 12
13 6.1528 1625 02911 17911 34.352 5.583 13
14 7.0757 1413 024 69 174 69 40.505 5.724 14
15 8.1371 1229 .021 02 171 02 47.580 5.847 15
16 9.3576 .1069 017 95 167 95 55.717 5.954 16
17 10.7613 .0929 .015 37 165 37 65.075 6.047 17
18 12.3755 .0808 01319 16319 75.836 6.128 18
19 14.2318 .0703 .011 34 161 34 88.212 6.198 19
20 16.3665 0611 .009 76 159 76 102.444 6.259 20
21 18.8215 .0531 .008 42 .158 42 118.810 6.312 21
22 21.6447 0462 .007 27 157 27 137.632 6.359 22
23 24.8915 .0402 006 28 156 28 159.276 6.399 23
24 28.6252 .0349 .005 43 15543 184.168 6.434 24
25 32.9190 0304 .004 70 154 70 212.793 6.464 25
26 37.8568 0264 .004 07 154 07 245.712 6.491 26
27 45.5353 .0230 .003 53 .153 53 283.569 6.514 27
28 50.0656 .0200 .003 06 .153 06 327.104 6.534 28
29 57.5755 0174 .002 65 15265 377.170 6.551 29
30 66.2118 .0151 .002 30 152 30 434.745 6.566 30
31 76.1435 0131 1002 00 .152 00 500.957 6.579 31
32 87.5651 0114 .001 73 15173 577.100 6.591 32
33 100.6998 .0099 001 50 .151 50 664.666 6.600 33
34 115.8048 .0086 .001 31 151 31 765.365 6.609 34
35 133.1755 0075 00113 15113 881.170 6.617 35
40 267.8635 .0037 .00 56 .150 56 1 779.090 6.642 40
45 538.7693 .0019 .000 28 .150 28 3 585.128 6.654 45
50| 1083.6574 .0009 .000 14 150 14 7217.716 6.661 - 50
- .150 00 6.667 -




Table C-1 (continued).

25% Compound interest factors

Single payment Uniform series
Compound Present Sinking Capital Compound Present
L] amount worth fund recovery amount worth n
factor factor factor factor factor factor
F/P P/F A/F A/P F/4 P/A

1 1.2500 0.8000 1.000 00 1.250 00 1.000 0.800 1

2 1.5625 .6400 444 4 694 44 2.250 1.440 2

3 1.9531 .5120 .262 30 .512 30 3.813 1.952 3

4 2.4414 .4096 173 4 423 44 5.766 2.362 4

5 3.0518 3277 .12185 37185 8.207 2.689 5

6 3.8147 2621 .088 82 .338 82 11.259 2951 6

7 4.7684 .2097 .066 34 .316 34 15.073 3.161 7

8 5.9605 .1678 .050 40 .300 40 19.842 3.329 8

9 7.4506 .1342 .038 76 .288 76 25.802 2.463 9
10 9.3132 .1074 .030 07 .280 07 33.253 3.571 10
11 11.6415 .0859 .023 49 273 49 42.566 3.656 11
12 14.5519 0687 .018 45 .268 45 54.208 3.725 12
13 18.1899 .0550 .014 54 .264 54 68.760 3.780 13
14 22.7374 .0440 .011 50 261 50 86.949 3.824 14
15 28.4217 .0352 .009 12 25912 109.687 3.859 15
16 35.5271 0281 .007 24 257 24 138.109 3.887 16
17 44.4089 0225 .005 76 255 76 173,636 3,910 17
18 55.5112 .0180 .004 59 .254 59 218.045 3.928 18
19 69.3889 0144 .003 66 .253 66 273.556 3.942 19
20 86.7362 0115 .002 92 252 92 342.945 3.954 20
21 108.4202 0092 .002 33 .252 33 429.681 3.963 21
22 135.5253 0074 .001 86 .251 86 538.101 3.970 22
23 169.4066 .0059 .001 48 .251 48 673.626 3.976 23
24 211.7582 10047 .001 19 25119 843.033 3.981 24
25 264.6978 .0038 .000 95 .250 95 1 054.791 3.985 25
26 330.8722 .0030 .000 76 .250 76 1 319.489 3.988 26
27 413.5903 0024 .000 61 .250 61 1 650.361 3.990 27
28 516.9879 0019 .000 48 .250 48 2 063.952 3.992 28
29 646.2349 .0015 .000 39 .250 39 2 580.939 3.994 29
30 807.7936 .0012 .000 31 .250 31 3227.174 3.995 30
31 1 009.7420 .0010 .000 25 .250 25 4 034.968 3.996 31
32 1262.1774 .0008 .000 20 .250 20 5044.710 3.997 32
33 1577.7218 .0006 000 16 .250 16 6 306.887 3.997 33
34 1972.1523 .0005 .00013 25013 7 884.609 3.998 34
35 2 465.1903 .0004 .00010 .250 10 9 856.761 3.998 35
40 7 523.1638 .0001 .000 03 .250 03 30 088.655 3.999 40
45 22 958.8740 .0001 .00001 .250 01 91 831.496 4.000 45
S0 70 064.9232 .0000 .000 00 .250 00 280 255.693 4.000 50
® 250 00 4.000 =
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Table C-1 (continued).

20% Compound interest factors

Single payment Uniform series
Compound Present Sinking Capital Compound Present
n amount worth fund recovery amount worth n
factor factor factor factor factor factor
F/P P/F A/F A/P F/4 P/A
1 1.2000 0.8333 1.000 00 1.200 00 1.000 0.833 1
2 1.4400 .6944 0.454 55 0.654 55 2.200 1.528 2
3 1.7280 .5787 27473 47473 3.640 2,106 3
4 2.0736 .4823 .186 29 .386 29 5.368 2.589 4
5 2.4883 4019 134 38 .334 38 7.442 2991 5
6 2.9860 .3349 10071 30071 9.930 3.326 6
7 3.5832 2791 077 42 277 42 12916 3.605 7
8 4.2998 2326 060 61 260 61 16.499 3.837 8
9 5.1598 .1938 .048 08 .248 08 20.799 4.031 9
10 6.1917 1615 .038 52 .238 52 25.959 4.192 10
11 7.4301 1346 .031 10 23110 32.150 4,327 11
12 8.9161 1122 025 26 225 26 39.581 4.439 12
13 10.6993 .0935 .020 62 .220 62 48.497 4.533 13
14 12.8392 0779 .016 89 216 89 59.196 4611 14
15 15.4070 0649 .013 88 .213 88 72.035 4.675 15
16 18.4884 0541 .011 44 21144 87.442 4,730 16
17 22.1861 0451 .009 44 .209 44 105.931 4.775 17
18 26.6233 0376 .007 81 207 81 128.117 4.812 18
19 31.9480 0313 006 46 206 46 154.740 4.844 19
20 38.3376 0261 .005 36 .205 36 186.688 4870 20
21 46.0051 0217 .004 44 204 44 225.026 4.891 21
22 55.2061 .0181 .003 69 203 69 271.031 4.909 22
23 66.2474 0151 .003 07 .203 07 326.237 4.925 23
24 79.4968 .0126 .002 55 .202 55 392.484 4.937 24
25 95.3962 .0105 002 12 .202 12 471.981 4.948 25
26 114.4755 .0087 .001 76 201 76 567.377 4.956 26
27 137.3706 .0073 .001 47 .201 47 681.853 4.964 27
28 164.8447 .0061 .001 22 201 22 819.223 4.970 28
29 197.8136 .0051 .001 02 .201 02 984.068 4.975 29
30 237.3763 0042 .000 85 .200 85 1 181.882 4.979 30
31 284.8516 0035 .000 70 20070 1 419.258 4.982 31
32 341.8219 .0029 .000 59 .200 59 1 704.109 4.985 32
33 410.1863 .0024 .000 49 .200 49 2045931 4.988 33
34 492.2235 .0020 000 41 200 41 2 456.118 4.990 34
35 590.6682 .0017 .000 34 .200 34 2 948.341 4.992 35
40 1469.7716 0007 000 14 .200 14 7 343.858 4.997 40
45 3 657.2620 .0003 .000 05 .200 05 18 281.310 4.999 45
50 9 100.4382 0001 .000 02 .200 02 45 497.191 4.999 50
= 200 00 5.000 ®




EPRI TECHNICAL ASSESSMENT GUIDE METHODOLOGY
The following excerpts from the TAG (EPRI, 1979) expand on the
information in Chapter 5:

Table C-2. Assumptions for weighted cost of capital.
(Source: EPRI, 1979)

Debt ratio 50.0%
Debt cost 8.0%/yr
Preferred stock ratio 15.0%
Preferred stock cost 8.5%/yr
Common stock ratio 35.0%
Common stock cost 13.5%/yr
Weighted cost of capital 10.0%
Federal plus State income tax rate 50.0%
Property taxes and insurance 2.0%
Investment tax credit® 10.0%

*
Although income tax preference allowances (accelerated depreci-
ation and investment tax credit) are included in the current
income tax laws, these are often neglected in an analysis of
of investments to be made very far in the future because of
their history of frequent changes. For EPRI purposes, it is
recommended that income tax preference allowances be excluded
from long-term analyses, but may be appropriately included in
near-term studies.

Table C-3. Components for levelized fixed charge rates.
(Source: EPRI, 1979)

Total return (weighted cost of capital)® 10.00
Depreciation (sinking fund)* 0.61
Allowance for retirement dispersiont 0.56
Levelized annual income tax 4.70
Levelized annual accelerated depreciation factor (1.98)
Levelized annual investment tax credit at 10% (1.68)
Property taxes, insurance, etc. 2.00
With tax preference allowances — TOTAL 14.21
Without tax preference allowances — TOTAL 17.87

*

The total return plus sinking fund depreciation equals
capital recovery factor for a life of 30 years and

10% interest = 10.61%.

+The use of book 1ife does not provide sufficient deprecia-
tion reserve when there is retirement dispersion — i.e.,
when actual retirements are dispersed about the average life.




Table C-4. Levelized annual fixed charge rates.
(Source: EPRI, 1979)

No Tax With Tax

Facility Life Preference Preference
Years (%) (%)
5 34 28
10 23 18
15 20 15
20 19 14
25 18 14
30 18 14
35 18 14
40 18 14
45 18 14
50 18 14

Levelizing costs that are escalating at a constant annual rate,
as in the case with variable costs, is accomplished by multiplying
the cost in the initial year by the appropriate levelizing factor,
Lf. The levelizing factor is calculated as follows: (EPRI, 1979)

CRF (k + k2 + k3 + . . . + kN

Lf =
N
k (1 - k
= CRF [ ( ) ]
l -k
Where CRF = the capital recovery factor and
N
+
CRF = __il__%%___
(1+r)" 1
r = discount rate

N = book 1life

k = il_:_il_and
(1 + r)
e = the apparent escalation rate such that

(1 + e) = (1 + real escalation) (1 + inflation rate)
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Table C-5. Sample levelized busbar cost calculation. (Source: EPRI, 1979)

Levelized Annual - Capital Cost ($/kW) x Levelized Annual Fixed Charge Rate x 1000
Fixed Cost 8760 x Levelized Annual Capacity Factor

Levelized Annual « Fuel Cost ($/106 Btu) x Heat Rate (Btu/kWh) x 8760 x Levelized Annual Capacity Factor x Levelizing Factor
Fuel Cost 1000 x Levelized Annual Capacity Factor x B7&0

= Fuel Cost ($/106 Btu) x Heat Rate (Btu/kWh) x Levelizing Factor
1000

Annual OsM 8760 x Levelized Annual Capacity Factor

Levelized - [leed OsM ($/kW-yr) x 1000 + (Variable OsM (mills/kWh) x 8760 x Levelized Annual Capacity Factor)
Cost

] x Levelizing Factor

Fixed OsM ($/kW-yr) x 1000 K lizi Factor
= [8760 x Levellized Annual Capacity Factor + Variable O&M (mills/kWh)| x Levelizing

Levelized Annual Busbar Cost = Levelized Annual Capital Cost + Levelized Annual Fuel Cost + Levelized Annual O&M Cost

NOTES: The "levelizing factors" include the effect of inflation and any escalation relative to
inflation. It is incorrect to include inflation in the cost of capital used to establish
the fixed charge rate and not include this effect on the other components of cost. The
capital, fuel, and 0&M should be expressed in the same year's dollars.

A11 annual levelized costs are in mills/kWh.
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