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Inside n is  Issue 
t is appropriate that this issue, de- 
voted to frontier topics in science, I technology, and technology transfer, 

be dedicated to the memory of John 
Wheatley, one of the great scientists and 
technologists of the twentieth century. His 
untimely death at age fifty-nine occurred 
before he and his Los Alamos col- 
laborators, Greg Swift and A1 Migliori, 
had completed the article on natural heat 
engines that appears in this issue. Natural 
engines are a departure from traditional 
heat engines in that their design capitalizes 
on irreversible processes instead of trying 
to minimize them. These are engines with 
no moving parts whose simplicity and re- 
liability make them ideal for applications 
in space. John loved them because they 
could be understood on the basis of 
classical thermodynamics and their design 
took full advantage of nature’s way of 
doing things. He lived to see the successful 
operation of the liquid sodium acoustic 
engine and would have been enormously 
pleased that the article on his pet project 
includes some good solid data on this 
particular natural engine. 

Our experience with John bore out his 
reputation for meticulous care, sound 
pedagogy, and stubbornness in doing 
things the “right” way-which meant his 
way. Although enthusiastic about the in- 
itial draft written by our staff writer Roger 
Eckhardt (with help from Greg and Al), 
John, as predicted, chose to spend an en- 
tire week rewriting the manuscript so that 
it would contain the “right” approach to 
understanding the thermodynamic princi- 
ples underlying the operation of natural 
engines. We are honored to be publishing 
this superb and easily accessible article. 

John Wheatley was an important pres- 
ence wherever he went, and his passing 
was a shock to all who knew him. To 
provide our readers with a glimpse of John 
and his numerous contributions to low- 
temperature physics, we organized a 
round table, shortly after his death, among 
those of his close collaborators who were 
then at Los Alamos. The title of the dis- 
cussion, “Pushing The Limits,” sums up 

John’s approach to everything he did at 
work and at play. We hope the portrait 
that emerges will convey at least in part 
the impact of this inspired and inspiring 
man. 

One of John’s great contributions to 
technology was to push the low-tempera- 
ture frontier down to a few thousandths of 
a degree above absolute zero. Another im- 
portant technological frontier is defined 
by the shortest time scale on which events 
can be measured and controlled. An article 
by Bob Hammond, entitled “Photocon- 
ductivity and Picosecond Signals,” de- 
scribes the breakthrough being made 
with photoconductors in generating and 
measuring electronic signals on pico- 
second time scales and in tracking time- 
varying radiation with picosecond ac- 
curacy. The picosecond rise and fall times 
of photoconductkvity were not known un- 
til photoconductors could be stimulated 
by ultrashort laser pulses. The rapid 
response of photoconductors is being ex- 
ploited by the Electronics Division at Los 
Alamos in ultrafast power switches for 
generating accurately timed, short-rise- 
time, high-power electrical pulses and in 
ultrafast radiation detectors that can fol- 
low the rapidly varying signals from laser 
fusion experiments and nuclear weapons 
tests. Perhaps the most exciting new 
photoconductive device is one that can 
measure the performance of tiny segments 
of integrated circuits. Such a device 
enabled Bob Hammond and his colleagues 
to observe for the first time the picosecond 
phenomenon of carrier-velocity overshoot 
that had been predicted by theory. This 
phenomenon may provide a basis for even 
faster integrated circuits. 

Frontiers defined by cultures provided 
almost as much of an adventure to John 
Wheatley as those defined by technology. 
He took his low-temperature work to the 
far reaches of Argentina and to the scien. 
tific community of Finland and made his 
technological innovations available 
worldwide through his founding of the 
SHE Corporation. In this issue we report 
on another type of adventure in tech- 

nology transfer, this time in the Caribbean 
Basin and with economic rather than 
scientific goals in mind. Los Alamos is a 
center of research in geothermal energy 
and in energy resources planning and de- 
velopment. The Caribbean Basin project 
is designed to transfer that expertise to 
countries in Central America and the 
Caribbean Islands whose economic dif- 
ficulties might be alleviated by the devel- 
opment of indigenous energy resources. 
Bob Hanold and Verne Loose, leaders of 
this unusual project, along with about 
thirty-five geologists, geochemists, 
geophysicists, and economists, have been 
traveling back and forth between the Lab- 
oratory and the Caribbean Basin. They are 
working with local professionals to 
evaluate economic and energy needs and 
to explore and develop the most promis- 
ing natural resources. Accompanying 
Bob’s and Verne’s overview of this prece- 
dent-setting project are a series of short 
pieces that describe the technical work 
being accomplished by Los Alamos scien- 
tists in the jungles and cities of Central 
America. 

This issue closes with a reminiscence by 
Herb Anderson in honor of Nick Metrop- 
olis on his sixtieth birthday. It concerns 
the early days of one of the most impor- 
tant frontiers of our time, the frontier of 
electonic computing. Herb’s wonderful 
stories of Nick‘s innovative work on the 
MANIAC with his many illustrious col- 
laborators is somehow a fitting end to an 
issue dedicated to the memory of John 
Wheatley. 
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THE NATURAL 
HEAT ENGINE 

by John C. Wheatley, Gregory W. Swift, and Albert Migliori 

H . eat engines are a compromise 
between the crisp ideals dis- 
cussed in thermodynamic 
textbooks and the clanking, 

hissing realities of irreversible processes. 
This compromise produces wonderful ma- 
chines, such as the automobile engine and 
the household refrigerator. In designing 
real devices, the goal is not to approach 
thermodynamic ideals by reducing ir- 
reversibilities but to balance cost, effi- 
ciency, size, power, reliability, simplicity, 
and other factors important to the needs of 
particular applications. 

Simplicity is the most striking feature of 
a natural engine, a reciprocating heat en- 
gine with no moving parts. As we will see, 
the basic operating cycle of the natural 
engine is so straightforward it can be ap- 
plied to a wide variety of systems with 
working media that range from air to 
paramagnetic disks. 

Although the natural engine is new in 
concept, the underlying thermodynamic 
principles and processes are shared with 
conventional engines, such as the Stirling 
and Rankine engines. To set the stage for 
natural engines, we will first discuss a few 
conventional idealized thermodynamic 
cycles and the practical engines they sug- 
gest. ~ 

Conventional Heat Engines 
and Cycles 

In principle, any idealized thermody- 
namic heat engine cycle is functionally 

2 

reversible in the sense that it can be made 
to operate in either of two modes: prime 
mover or heat pump* (Fig. 1). In a prime 
mover, heat flows from high to low 
temperatures, and the engine converts a 
portion of that heat to work. In a heat 
pump, the flows of heat and work are 
reversed; that is, work done on the engine 
causes it to pump heat from low to high 
temperatures. Few practical engines are 
functionally reversible. The internal com- 
bustion engine is a prime mover only; the 
household refrigerator is a heat pump 
only; neither engine is ever operated in 
both modes. 

Figure 1 shows how the first and second 
laws of thermodynamics place an upper 
limit on the eficiency of a prime mover 
(the fraction ofthe heat input converted to 
work). The efficiency of a thermodynam- 
ically reversible cycle-that is, one in 
which all parts of the system are always in 
thermodynamic equilibrium-is equal to 
that upper limit. (One statement of the 
second law of thermodynamics is that all 
reversible engines operating between the 
same two temperatures have the same effi- 
ciency.) Figure 1 also shows the upper 

*A prime mover is often called an engine and a 
heat pump a refigerator, Here we use the term 
engine to denote both thermodynamic func- 
tions, and our use of the term heat pump in- 
cludes the refrigerator. Strictly speaking, how- 
ever, the purpose of a heat pump is to reject heat 
at the higher temperature, whereas the purpose 
of a refrigerator is to extract heat at the lower 
temperature. 

limit for the coeficient of performance 
(C.O.P.) of a heat pump (the amount of 
heat rejected at the higher temperature per 
unit of work). Both theoretical limits de- 
pend only on the temperatures involved. 

Carnot. The most fundamental engine 
cycle operating between two temperatures 
is the functionally and thermodynamically 
reversible cycle propounded by Sadi 
Carnot in 1824. The cycle consists of alter- 
nating adiabatic and isothermal steps 
(Fig. 2). During an adiabatic step, no heat 
flow occurs (Q = 0) and entropy (JdQ/7') 
remains constant. Thus any flow of work 
causes a corresponding change in the tem- 
perature of the working medium. During 
an isothermal step, the temperature re- 
mains constant, and flows of entropy, 
work, and heat occur. 

In the Carnot cycle, the entropy change 
of one isothermal step exactly balances the 
entropy change of the other isothermal 
step. Over a complete cycle, no entropy is 
generated. If an engine could be made to 
follow a Carnot cycle, its efficiency would 
equal the theoretical upper limit given in 
Fig. 1. Although the upper limit applies to 
any reversible engine, this efficiency is 
usually called the Carnot efficiency. 

Building an engine that approximates a 
Carnot cycle requires that all processes in 
its cycle are camed out very near equi- 
librium. If not, the resulting ir- 
reversibilities due to temperature and 
pressure gradients generate entropy and 
cause a loss of efficiency. For example, the 
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temperature differences across the heat ex- 
changers that move heat in or out of the 
engine are frequently a source of ir- 
reversibility that greatly cuts efficiency. 
(See “The Fridge” for a quantitative ac- 
counting of this and other losses in a prac- 
tical heat pump.) 

Although one may approach near-equi- 
librium conditions by designing the engine 
so as to reduce these gradients, the end 
result is a very slow cycling of the engine 
and a very low power output. An impor- 
tant point (originally made by F. L. 
Curzon and B. Ahlborn and generalized by 
S. Berry, J. Ross, and their collaborators) 
is that Carnot-like cycles operating be- 
tween two temperatures with imperfect 
heat exchangers have quite different efft- 
ciencies depending on whether work per 
cycle or power is being maximized. Real 
engines, especially high-speed reciprocat- 
ing engines, cannot approximate Carnot’s 
cycle closely. 

Stirling. The Stirling engine, invented in 
1816 by the Reverend Robert Stirling 
some eighteen years before Carnot’s ideas 
were published and originally called the 
hot-air engine, is a reciprocating engine 
that is functionally reversible and, in prin- 
ciple, thermodynamically reversible. The 
ideal Stirling cycle has the Carnot effi- 
ciency. From a practical standpoint, im- 
plementing the Stirling cycle suffers from 
some of the problems of implementing the 
Carnot cycle. However, the introduction 
of a second thermodynamic medium 
provided the means by which high-speed 
Stirling engines ofgood efficiency could be 
built. 

The Stirling cycle (the solid black curve 
in Fig. 3) differs from the Carnot cycle in 
that the adiabatic steps are replaced with 
steps that are reversible by virtue of being 
locally isothermal. This type of cycle is 
achieved by using two thermodynamic 
media. The first is the working fluid, 
which typically can be either a gas or a 
liquid. (There are Stirling cycles that use 
solids, but we do not discuss them here.) 
continued on page 6 

Fig. 1. (a) A heat engine operating as 
prime mover converts some of the heat 
that is flowing from a hot temperature Th 
to a cold temperature Tc into work. The 
first law of thermodynamics tells us that 
Qh, the heat that passes into the engine 
at the hot temperature, equals Qc, the 
heat put back into the environment at 
the cold temperature, plus W, the work 
done by the engine. The second law 
tells us that the entropy per cycle gener- 
ated by the system must be positive or, 
at best, zero. Since the engine is as- 
sumed to be in a steady state, the en- 
tropy change in the environment due to 
the heat flow out of the engine, QJT,, is 
greater than or equal to that due to the 
heat flow into the engine, Qh/Th. 

Together, these two laws give an upper 

limit for w/Qh, the efficiency of the en- 
gine. Note that a prime mover can only 
approach its highest efficiency of unity 
when Tc e Th. (b) In a heat engine 
operating as heat pump, all flows of 
heat and work are reversed. Thus work 
done on the engine causes it to draw 
heat out of the environment at the cold 
temperature and place it into the en- 
vironment at the hot temperature. Con- 
sideration here of the first and second 
laws leads to an upper limit on the coef- 
ficient of performance (C.O.P.), Q&Y, 
which is the reciprocal of the efficiency 
of a prime mover. (For a refrigerator, the 
C.O.P. is better defined as the ratio of 
the heat extracted at the lower tempera- 
ture to the work done on the machine, 
that is, QJW.) 
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The Fridge 
he basis for the household refriger- 
ator is the Rankine cycle, which, as T shown in the figure, duplicates a 

portion of the Carnot cycle in that it has 
one adiabatic step and two isothermal 
steps. A key feature of this cycle is a phase 
change in the working fluid, and the two 
isothermal steps correspond to condensa- 
tion of the fluid at Th and evaporation at 
T,. Also, the engine operates with continu- 
ous flow rather than by reciprocating: the 
working fluid cycles through its various 
thermodynamic states by being forced 
around a closed loop. 

This cycle has intrinsic irreversibilities 
associated with the free expansion of the 
liquid and the cooling of the gas to the 
temperature at which condensation oc- 
curs. Thus one expects the Rankine cycle 
to have less than ideal Carnot effi- 
ciency-even before accounting for such 
losses as those due to temperature dif- 
ferences at the heat exchangers. Neverthe- 
less, Rankine engines remain the design of 
choice in many applications because they 
are simple and powerful. Many refriger- 
ators will run thirty years with little or no 
maintenance, and overall cost is low. 

The Rankine cycle can also be used in 
an air-to-air heat pump. Table 1 illustrates 
the effects of various irreversibilities on 
the coefficient of performance for such a 
pump-one designed to keep a house at 
20°C when outside air is 5°C so that, 
ideally, Th - Tc is 15°C and the Carnot 
coefficient of performance is 19.5. The 
largest drop in the the estimated coeffi- 
cient of performance occurs when ideal 
heat exchangers are replaced by practical 
heat exchangers-ones both small enough 
to get through the door of a house and 
cheap enough to cost less than the house. 
A small, cheap heat exchanger can only 
transfer large amounts of heat if a large 
temperature difference occurs across it. 
The net effect in our example is that the 
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The Rankine cycle, used in the house- steps and, on the compression side, an 
hold refrigerator, is based on a liquid- adiabatic step. The two parts of the cy- 
gas phase change. The cycle is shown cle (shown In red) that differ from the 
here superimposed on the phase dia- Carnot cycle-the cooling of the gas at 
gram for the working fluid; a schematic constant pressure to the condensation 
of the heat pump is also shown. The temperature Th and the free expansion 
Rankine cycle resembles the Carnot cy- of the liquid-are intrinsically ir- 
cle in that there are two isothermal reversible. A 

~~ 

Table 1 

Losses in the coefficient of performance (C.O.P.) due to irreversibilities for an air- 
to-air heat pump (adapted from Hear Pumps by R. D. Heap, 1983). 

Cycle Irreversibilities T e ( T )  Th(OC) C.O.P. 
Carnot none 5 20 19.5 
Carnot real heat exchangers -5 45 6.4 
Rankine real heat exchangers, intrinsic -5 45 5.1 

Rankine real heat exchangers, intrinsic -5 45 4.0 
irreversibilities 

irreversibilities, compressor losses 

irreversibilities, compressor 
losses, miscellaneous 

Rankine real heat exchangers, intrinsic -5 45 3.0 

temperature difference, Th - T,, of the 
working fluid increases from I YC to S O T ,  
causing the coefficient of performance for 
the Carnot cycle to drop from 19.5 to 6.4. 

The C.O.P. drops to 5.1 when one takes 
into account the intrinsic irreversibilities 
of the Rankine cycle. Further decreases 
occur because of losses in the compressor 

(due to friction and the imperfect con- 
version of electrical power to shaft power) 
and miscellaneous losses (such as power to 
run the fans, the thermostat, and the con- 
trols). The final C.O.P. for a practical, 
operating Rankine heat pump is 3.0, more 
than a factor of 6 lower than the C.O.P. for 
an ideal engine. W 
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continuedfrom page 4 
The working fluid is displaced at constant 
volume through a regenerator containing 
the second medium, which is typically a 
solid. The second medium can be metal 
plates or just the walls of the vessel, but its 
heat capacity should be large compared to 
that of the working fluid. A small tempera- 
ture gradient exists along the length of the 
regenerator, the total temperature change 
being the temperature difference between 
the hot and cold heat exchangers at the 
ends of the regenerator. If we ensure good 
thermal contact between the two thermo- 
dynamic media (say by making the dis- 
tance between any fluid element and its 
adjacent regenerator plate small enough), 
the fluid can temporarily store heat in the 
regenerator and recover it later under 
nearly reversible isothermal conditions. 
Of course, the steeper the gradient along 
the regenerator or the faster the displace- 
ment of the working fluid through the heat 
exchangers and the regenerator, the greater 
the irreversible losses. 

During one part of the cycle, fluid enters 
the cold end of the regenerator, picks up 
heat from the second medium, and exits 
hot. During another part of the cycle, fluid 
enters the hot end of the regenerator, de- 
posits heat in the second medium, and 
exits cold. The net heat stored in the sec- 
ond medium over a complete cycle is zero 
(provided, as is the case for an ideal gas, 
the specific heat of the fluid does not 
depend on pressure). The regenerator, 
therefore, enables us to change the temper- 
ature of the working fluid from the tem- 
perature of the hot reservoir Th to the 
temperature of the cold reservoir T, and 
back again without the adiabatic ex- 
pansions and compressions of the Carnot 
cycle. In other words, bcally isothermal 
reversible steps have replaced the 
adiabatic reversible steps for changing the 
temperature of the working fluid. As a 
result, the efficiency of the Stirling cycle is 
the same as that of the Carnot cycle. 

But what about the Stirling engine? 
Typically, Stirling engines do not follow a 
Stirling cycle but rather follow an 
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o h  
Expansion 

Compression 
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Fig. 2. Temperature-entropy and pres- 
sure-volume diagrams for the prime- 
mover and heat-pump modes of a 
Carnot cycle. When the engine is operat- 
ing as a prime mover, the first part of the 
expansion stroke is the addition of heat 
to the engine at Th. Because this pro- 
cess is isothermal, the heat energy is 
used to expand the working medium 
and do work on the surroundings. In the 
second step, further expansion occurs 
adiabatically, that is, with no addition of 
heat or change in entropy. Because 

adiabatic pseudo-Stirling cycle (the dashed 
curves in Fig. 3). This confusing nomen- 
clature is illustrative of the compromises 
made between the concept of a thermody- 
namic cycle and the construction of an 
operating engine. Unfortunately, because 
the same person’s name can become at- 
tached to both the cycle and the engine, 
confusion abounds. 

What changes the Stirling cycle to a 
pseudo-Stirling cycle is related to the tem- 

work continues to be done by the fluid, 
the temperature of the medium must 
drop. The third step is isothermal com- 
pression in which heat is rejected from 
the engine to the lower temperature T, 
and the entropy drops. Finally, an 
adiabatic compression raises the tem- 
perature of the medium. The Carnot cy- 
cle for a heat pump is just the reverse of 
that for a prime mover. The area 
enclosed by the pressure-volume dia- 
grams equals the net work done by or on 
the engine in a full cycle. 

perature of the working fluid at the heat 
exchangers. An adiabatic compression 
warms the fluid prior to its displacement 
through the hot heat exchanger and into 
the regenerator, and, at the other end of 
the cycle, an adiabatic expansion cools the 
liquid prior to its displacement in the o p  
posite direction. These adiabats partially 
replace the isotherms of the original cycle, 
necessitating extension of the constant- 
volume displacement steps. 
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(a) STIRLING CYCLE 

I 

Entropy 

Volume 

(b) STIRLING ENGINE (Rider Form) 
Heat Second Thermodynamic 

Piston Exchanaer Medium 

1 Adiabatic Compression 0- 

@) Constant-Volume Displacement dh 

3 Adiabatic Expansion 0- 

@) Constant -Volume Displacement 
A . . 

--# A*- -- 

Fig. 3. (a) The ideal Stirling heat-pump 
cycle (black) consists of isotherms and 
constant-volume steps. The adiabatic 
pseudo-Stirling cycle replaces the 
isotherms with adiabats and extensions 
of the constant-volume displacement 
steps (dashed curves). It is the pseudo- 
Stirling cycle that frequently serves as 
the basis for practical Stirling engines. 
(b) One variation (the Rider form) of a 
Stirling engine following the adiabatic 
pseudo-Stirling cycle. All such engines 
are based on the ideal of local 
isothermal steps made possible through 
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the use of a second thermodynamic me- isothermal conditions, cooling the fluid 
dium in the regenerator. The first step of from T,, to Tc. In the third step, adiabatic 
the cycle depicted here is adiabatic expansion cools the fluid in the left 
compression in the cylinder on the right cylinder. Constant-volume displace- 
that raises the temperature of the fluid ment of the fluid to the right then causes 
above TI,. In the second step, both heat Qc to be drawn in at the left heat 
pistons move, displacing the fluid to the exchanger and the heat stored in the 
left. The heat Qh generated by the corn- second medium during step 2 to be re- 
pression is rejected in the heat ex- turned to the fluid. Irreversibility occurs 
changer on the right. Because of the at the beginning of both constant-vol- 
small longitudinal temperature gradient ume displacements (dashed red in part 
and good lateral thermal contact along (a)) when the fluid at one temperature 
the regenerator, heat is transferred be- contacts the heat exchanger at a dif- 
tween the two media under essentially ferent temperature. 

7 



The Natural Heat Engine 

8 

Since the above alterations introduce 
intrinsic irreversibilities, the maximum ef- 
ficiency possible for the pseudo-Stirling 
cycle is lower than that for the true Stirling 
cycle. In particular, fluid that has been 
warmed by adiabatic compression (and 
thus raised to temperature Th + ATh) is 
pushed into the hot heat exchanger during 
the displacement step, where it makes 
thermal contact irreversibly with the ex- 
changer at temperature Th. The same type 
of irreversiblity occurs in the other heat 
exchanger after the adiabatic expansion 
step. Such effects are departures from the 
ideal of locally isothermal conditions. 

Although a Stirling engine is not as sim- 
ple conceptually as a Carnot engine, prac- 
tical Stirling engines that operate at mod- 
erately high frequencies can indeed be 
built. As before, other irreversible losses 
occur because there must be significant 
temperature differences to drive heat 
through the heat exchangers. Also, if the 
working fluid is a liquid (see “The Liquid 
Propylene Engine”), an additional type of 
irreversibility arises: the specific heat of a 
liquid is pressuredependent, making the 
recovery of heat in the regenerator im- 
perfect. This irreversibility is not an in- 
trinsic feature of the cycle but is a material 
property that cannot be avoided. As such, 
it is of a more fundamental nature than the 
limitation, say, of the heat exchangers. 

Phasing of the various moving parts in a 
heat engine is another factor necessary to 
its operation. Although the engine de- 
picted in Fig. 3 is a heat pump, if the 
phasing of the two pistons is altered so that 
expansion occurs on the hot-temperature 
side when most of the fluid is hot and 
compression occurs on the low-tempera- 
ture side when most of the fluid is cold, 
heat flow will be reversed and the engine 
will become a prime mover. As we shall 
see, both phasing and the second thermo- 
dynamic medium are of key importance in 
natural heat engines also, although there 
are significant differences in the way in 
which the second medium is used. 

Internal Combustion. One way to cir- 

cumvent the loss of efficiency from ir- 
reversibilities at the heat exchangers is to 
generate the heating or cooling effects in- 
side the engine rather than outside. In 
1893 Rudolf Diesel envisioned such an 
engine and, in fact, intended it to follow a 
Carnot cycle of adiabats and isotherms. 
His idea was to provide the heat for the 
isothermal expansion by burning coal dust 
that was injected into the engine at just the 
proper rate to maintain isothermal condi- 
tions. Cooling for the isothermal com- 
pression was to be provided by spraying 
water into the chamber. So far, no one, 
including Diesel, has been able to imple- 
ment this cycle, and we are once again 
confronted with confusing nomenclature: 
the modem Diesel engine does not follow 
the Diesel cycle. 

The idea of internal combustion, of 
course, survived, and modern Diesel en- 
gines work very well indeed. But internal 
combustion introduces new practical ir- 
reversiblities. For example, the addition 
and burning of the fuel in a typical piston 
engine causes differences between the 
pressure and temperature in the cylinder 
at the end of the cycle and at the begin- 
ning. A considerable irreversible loss oc- 
curs as heat and pressure are vented in the 
exhaust. Thus, internal combustion en- 
gine cycles differ from the Carnot and 
Stirling heat engine cycles described 
earlier in that the working medium is not 
returned to its original state. 

Nevertheless, the use of phased and 
controlled internal combustion eliminates 
the problem of bringing heat in through a 
firewall. The diesel and gasoline internal 
combustion engines are used today be- 
cause they are simple, both in principle 
and in practice, their power density is very 
high, and their efficiency is relatively 
good, sometimes very good. Practical 
diesel engines approach a level of effi- 
ciency in which the useful work is nearly 
half the heating value of the fuel. 

Otto and Brayton. Two common heat 
engine cycles that will help illuminate the 
characteristics of a natural engine are the 

oh Hottest Brayton and Otto 

Coldest Otto 
Temperature 

I I 

Fig. 4. The Otto (black) and Brayton (red) 
heat engine cycles, which consist of two 
adiabatic steps that alternate with two 
nonadiabtic steps-the latter steps be- 
ing the addition or removal of heat at 
constant volume in the Otto cycle and at 
constant pressure in the Brayton cycle. 
Only the prime mover mode is shown. 
Note that for both cycles the highest 
temperature Th equals the temperature 
TI at the upper extreme of the adiabatic 
expansion step but that the coldest tem- 
perature T, is lower than the tempera- 
ture T2 at the lower extreme of the 
adiabatic expansion step. 

Otto cycle (black curve in Fig. 4) and the 
Brayton cycle (red curve). Each of these 
cycles, both of which are typically im- 
plemented irreversibly, has two adiabatic 
steps and two nonadiabatic steps. In the 
Otto cycle, the nonadiabatic steps are the 
addition and removal of heat at constant 
volume; in the Brayton cycle, these steps 
are carried out at constant pressure. 

If the working fluid is an ideal gas, both 
cycles have the same efficiency q given by 

where y is the ratio of the specific heat at 
constant pressure to .that at constant vol- 
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ume. What is interesting about this for- 
mula is that efficiency for these cycles is 
determined by geometry (the ratio V,/Vz 
of the volumes at the extremes of the 
adiabatic expansion step) and by a fluid 
parameter y but not by Th and Tc, the 
temperatures of the hot and cold re- 
servoirs. 

Since for an ideal gas the quantity 
TVY' is constant along an adiabatic path, 
efficiency can also be expressed in terms of 
the temperatures, T,  and T2, at the ex- 
tremes of the adiabatic expansion step: 

The diagrams for the Otto and Brayton 
cycles show that in both cycles TI equals 
Th but Tc is lower than T2. This difference 
is due to further cooling, after the 
adiabatic expansion step, along a 
nonadiabatic step (removal of heat at con- 
stant volume in the Otto cycle and at 
constant pressure in the Brayton cycle). If 
we now examine the limiting case of zero 
heat transferred during the nonadiabatic 
steps, we see that T2 approaches T, and the 
efficiency approaches the Carnot effi- 
ciency. Of course, at the same time, the 
area enclosed by either cycle, and thus the 
work output, shrinks to zero. 

We will find that all of these features of 
the Otto and Brayton cycles have counter- 
parts in the natural engine. 

The Natural Heat Engine 

One guiding principle in the develop- 
ment of most heat engine cycles has been 
to minimize irreversibilities because they 
generate entropy and decrease efficiency. 
In the development of practical engines, 
however, irreversibilities are often de- 
liberately introduced to increase power, 
decrease maintenance, or simplify design 
and manufacture, enabling one, for exam- 
ple, to build small engines, or high-speed 
reciprocating engines, or cheap engines. 

On the other hand, irreversibilities play 
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a more fundamental role in the natural 
heat engine. Rather than tolerating ir- 
reversibilities for the sake of expediency, 
the natural heat engine takes advantage of 
them. For example, heat conduction 
across a temperature gradient is central to 
the operation of a natural heat engine 
known as the acoustic heat engine. 
Without this irreversibility, the engine 
would not work. The result of such an 
approach is a significant leap in simplicity 
and, for certain applications, a leap in 
power and efficiency. 

Thus, whereas engines that approx- 
imate, say, the Stirling cycle are in- 
trinsically reversible (though possibly ir- 
reversible in practice), natural heat en- 
gines are intrinsically irreversible-they 
cannot work if irreversibilites are 
eliminated. Nature abounds with useful 
irreversible processes, so, for the sake of a 
short, appropriate, and easily remembered 
name, we call intrinsically irreversible en- 
gines natural engines. 

Acoustic Engines. Work in Los Alamos 
on natural engines began with an acoustic 
heat-pumping engine. Our work, however, 
was preceded by two conceptually related 
devices, which we will describe without, 
for the moment, explaining their some- 
what surprising behavior. 

W. E. Gifford and R. C. Longsworth 
invented what they called a pulse tube 
(Fig. 5a). Part of this closed tube was fitted 
with a set of Stirling-type regenerator 
plates intended to promote locally 
isothermal processes along their length, 
and part of the tube was left empty. Pulses 
were produced at the regenerator end of 
the tube by switching between high- and 
low-pressure gas reservoirs at a rapid rate 
(1 hertz). The extreme inner end of the 
regenerator plates got very cold, whereas a 
heat exchanger withdrew heat at the empty 
end of the tube. The pulse tube demon- 
strated the pumping of heat with acoustic 
energy in the presence of a second thermo- 
dynamic medium. 

The other significant precursor to our 
work, and one of which we were initially 

unaware, was the half-wave resonator of P. 
Merkli and H. Thomann (Fig. Sb). In this 
apparatus, a piston drives pressure fluc- 
tuations in air at nearly half-wave reso- 
nance in a simple closed tube. Merkli and 
Thomann observed that the center of the 
tube cooled, whereas the ends of the tube 
warmed. At first, these results seem 
surprising. Naively, one might expect 
heating everywhere rather than cooling in 
one region. Further, the cooling occurred 
in the center, which, at a quarter of an 
acoustic wavelength, is coincident with a 
maximum, or antinode, in acoustic veloc- 
ity and thus where one would surely ex- 
pect a warming due to viscous scrubbing 
of the air on the walls. 

The first acoustic heat pump built at 
Los Alamos used a speaker at one end of a 
closed tube to drive the acoustic resonance 
and has a stack of fiber glass plates posi- 
tioned toward the opposite end (Fig. 5c). 
The plates constitute a second thermody- 
namic medium but not a Stirling-like re- 
generator because they are spaced so far 
apart that locally isothermal conditions do 
not prevail. With such an arrangement, it 
is easy to produce a 100-centigrade-degree 
temperature difference across a IO-cen- 
timeter-long stack of plates in only a min- 
ute or so. 

Subsequently, Tom Hofler built a de- 
vice (opening photograph and Fig. 6) to 
show his Ph.D. candidacy committee at 
the University of California, San Diego. 
The device, which we call the Hofler tube, 
consists of a quarter-wave acoustically res- 
onant metal tube closed at one end and a 
stack of fiber glass plates that run parallel 
to the axis of the tube. Short copper strips 
glued at each end of each fiber glass plate 
provide heat exchange by making contact 
with two flanges encircling the tube. 

If the closed end of the tube is heated, 
say by holding it in a warm hand, and its 
open end is cooled by dipping it in liquid 
nitrogen, the resulting steep temperature 
gradient causes the air in the tube to 
vibrate, and the person holding the tube 
will feel his or her whole arm begin to 
shake. When the tube is removed from the 
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liquid nitrogen, the sound of the acoustic 
oscillations is very intense. Peak-to-peak 
pressure oscillations at the closed end 
have been found to be as high as 13 per 
cent of the atmospheric pressure! Thus, 
the tube operates as a prime mover, and 
heat is converted to acoustic work. 

How do this and other acoustic engines 
work? The Hofler tube is the grandchild of 
the Sondhauss tube, famous in 
thermoacoust ics  a n d  explained 
qualitatively by Lord Rayleigh over a hun- 
dred years ago. Theoretical understanding 
of these and related devices has been 
promoted by Nikolaus Rott in a series of 
papers published over the last fifteen 
years. The same conceptual foundation 
can be used to understand quantitatively 
not only the Hofler tube but the other 
acoustic devices mentioned above as well. 

As mentioned before, an important fac- 
tor in the operation of traditional engines 
is phasing: pistons and valves have to 
move with correct relative timing for the 
working medium to be transported 
through the desired thermodynamic cycle. 
The natural engine contains no obvious 
moving parts to perform these functions, 
yet the acoustic stimulation of heat flow 
and the generation of acoustic work point 
to some type of cycling, or timed phasing 
of thermodynamic processes. 

The key to phasing in natural engines is 
the presence of two thermodynamic 
media. In the Hofler tube, gas was the first 
medium, the fiber glass plates were the 
second. Consider a parcel of gas that 
moves back and forth along the plates at 
the acoustic frequency. As it moves, the 
parcel of gas will experience changes in 
temperature. Part of the temperature 
changes come from adiabatic compression 
and expansion of the gas by the sound 
pressure and part as a consequence of the 
local temperature of the plate itself. The 
heat flow from gas to plate that occurs as a 
consequence of these temperature dif- 
ferences does not produce instantaneous 
changes. Rather a thermal lag in the heat 
flow between the two media creates the 
phasing between temperature and motion 

Air 047 

Fig. 5. (a) At the left end of the Gifford 
and Longsworth pulse tube, pressure 
pulses in a gas are generated at 1 hertz 
(Hz) by switching between high-pres- 
sure (5 bars) and low-pressure (1 bar) 
reservoirs. In conjunction with two sec- 
ond thermodynamic media (a Stirling- 
type regenerator and the walls of the 
open section of the tube), the pulses 
cause heat to be pumped from the 
middle of the tube to the far right. (b) 
The half-wave resonator heat pump of 
Merkli and Thomann is a simple closed 
tube whose acoustic resonance is 

driven on the left by a reciprocating 
piston. Contrary to one's intuition, the 
center of the tube, where the acoustic 
velocity is greatest, cools rather than 
warms. (c) The first acoustic heat pump 
built at Los Alamos contains a stack of 
fiber glass plates and helium gas as the 
working fluid. The quarter-wave 
acoustic resonance is driven on the left 
by a speaker. The stack acts as a sec- 
ond thermodynamic medium but is not a 
Stirling-like regenerator because the 
wide spacing of the plates does not 
promote locally isothermal conditions. 
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that is needed to drive the engine through 
a thermodynamic cycle. This is why a 
natural but irreversible process-heat 
flow across a temperature difference-is 
intrinsic to the operation of the engine. 

An interesting contrast exists between 
the Stirling engine and natural engines. In 
the Stirling engine, good thermal contact 
between the working fluid and the second 
medium helps ensure reversible operation 
and high efficiency. In the acoustic heat 
engine, poor thermal contact is necessary 
to achieve the proper phasing between 
temperature and motion of the working 
fluid. 

One additional condition is important 
to the operation of the acoustic heat 
engine: thermodynamic symmetry along 
the direction of relative motion must be 
broken. The concept of thermodynamic 
symmetry is fundamental, yet concep- 
tually simple. In the natural engine, the 
two thermodynamic media are undergo- 
ing reciprocating relative motion along 
one direction and are interacting thermo- 
dynamically in a direction transverse, or 
laterally, to the motion. If the lateral inter- 
action does not change as we move in the 
direction of relative motion, we say there 

is thermodynamic symmetry. But if the 
lateral interaction changes with the long- 
itudinal coordinate, the symmetry is said 
to be broken. Where the symmetry is 
broken there is always some thermody- 
namic consequence, such as a change of 
temperature or a heat flow to an external 
reservoir. 

Thermodynamic symmetry can be 
broken in a variety of ways. For example, 
in the heat pump depicted in Fig. 5c, it is 
broken geometrically at the longitudinal 
ends of the fiber glass plates. In our de- 
scription of some variable stars as natural 
engines, it is broken by changes in opacity 
that alter the effective thermal contact be- 
tween the stellar matter and the radiation 
field. It can also be broken dynamically 
by, for example, nonlinear localization of 
the acoustic energy in the primary me- 
dium. 

The dramatic effects of breaking ther- 
modynamic symmetry can be shown ex- 
perimentally by fixing several thermocou- 
ples to the central plate of a simple 
acoustic heat pump (Fig. 7). When the 
acoustic driver or speaker is turned on, the 
temperature of thermocouples at the ends 
(where thermodynamic symmetry is 

broken) changes rapidly and by large 
amounts, whereas the temperature of 
other thermocouples further in along the 
plates changes only by small amounts. In 
an acoustic natural engine, the heat ex- 
changers are, of course, located at posi- 
tions where thermodynamic symmetry is 
broken. 

Before explaining in more detail the 
operation of the acoustic heat engine, we 
summarize by pointing out that all natural 
heat engines possess the following ele- 
ments: 

0 two or more thermodynamic media in 
reciprocating relative motion, 

0 an irreversible process that causes phas- 
ing of a thermodynamic effect with re- 
spect to the motion, and 

0 broken thermodynamic symmetry 
along the direction of relative motion. 

The Cycle. Figure 8 displays the cycles of 
an acoustic engine serving as prime mover 
and as heat pump and also follows a typi- 
cal parcel of gas as it oscillates alongside 
one of the fiber glass plates. In a real 

+-- Vibrating Air --+ 

Fig. 6. The Hofler tube, a simple ture gradient is applied across the tube. Thermal contact between the 
acoustic prime mover that consists of plates, the air in the tube vibrates plates and the tube at both ends of the 
two thermodynamic media-air and strongly. The plates are 1.65 cm long, stack is provided by thin copper strips 
fiber glass plates-inside a quarter- 0.38 mm thick, and spaced 1 mm apart. that run along the longitudinal edges of 
wavelength acoustically resonant tube The stack of plates, here seen from the each plate and into the thick encircling 
closed at one end. If a steep tempera- side, is placed about midway in the copperflanges. 
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acoustic engine, the oscillations are sinus- 
oidal, producing elliptical cycles. For sim- 
plicity we consider square-wave, or 
articulated, motion so that the basic ther- 
modynamic cycle can be pictured as con- 
sisting of two reversible adiabatic steps 
and two irreversible constant-pressure 
steps, as in the Brayton cycle. 

Just as in the Stirling engine, relative 
phasing of motion (steps 1 and 3 in Fig. 8) 
and heat transfer (steps 2 and 4) de- 
termines whether the acoustic engine is a 
prime mover or a heat pump. In the Rider 
form of a Stirling engine, phasing is ef- 
fected externally by altering the order in 
which pistons are moved. In an acoustic 
engine, however, phasing is a result of the 
natural time delay in the diffusion of heat 
between the two thermodynamic media. 
The sign of the relative phasing, and thus 
the mode of the natural heat engine, is 
determined by the magnitude of the tem- 
perature gradient along the fiber glass 
plates-a remarkable quality and a 
substantial gain in simplicity. 

During the compressional part of the 
acoustic standing wave, the parcel of gas is 
both warmed and displaced along the 
plates. As a result, two temperatures are 
important to that parcel: the temperature 
of the gas after adiabatic compressional 
warming and the temperature of the part 
of the plate next to the gas parcel after 
compression (and displacement). If the 
temperature of the gas is higher than that 
of the plate, heat will flow from the gas to 
the plate. If the temperature of the gas is 
lower, heat flows in the opposite direction 
from plate to gas. Both heat and work 
flows can thus be reversed and the engine 
switched between functions by altering the 
size of the temperature gradient. A zero or 
low gradient is the condition for a heat 
pump; a high gradient is the condition for 
a prime mover. This engine is intrinsically 
irreversible but functionally reversible. 

The gradient that separates the two 
modes is called the critical temperature 
gradient V Tcrip For this gradient, the tem- 
perature change along the plate just 
matches the temperature change due to 
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Fig. 7. The temperature change T - TInnial 
of thermocouples placed in a stack of 
plates of a simple acoustic heat pump 
shows the effect of symmetry breaking. 
Application of acoustic power to the 
tube at time zero immediately produces 
large changes at the two ends (posi- 
tions 1 and 4) where thermodynamic 

symmetry is broken geometrically. 
Much smaller changes occur at the 
middle of the stack (position 2) and rel- 
atively close to the end (position 3) that 
are a consequence of a weak dynamic 
symmetry breaking due to viscosity and 
the nonuniformity of the acoustic pres- 
sure and velocity fields. 

adiabatic compression, and no heat flows 
between the gas and the plate. (Because of 
losses in a real engine, the maximum tem- 
perature gradient that can be produced by 
a heat pump is somewhat less than V Tcrit, 
and the minimum gradient needed to 
drive a prime mover is somewhat greater 
than V Tcri,.) 

Thermoacoustic Couple. The thermo- 
acoustic couple is a simple thermoacoustic 
device. A calculation of the properties of 
the thermoacoustic couple demonstrates a 
good deal of the physics of natural 
thermoacoustic engines and can be done 
quantitatively from first principles (see 
“The Short Stack”). When suitably 
calibrated, the device can also be used as a 
probe to measure both acoustically 
stimulated heat flow and acoustic power. 

Typically, such a probe is a single short 
thin plate of the type used in an acoustic 

engine (or a small stack of such plates) that 
can be moved to various longitudinal 
positions in an acoustically resonant tube. 
A speaker at the open end of the tube 
drives the acoustic oscillations. 

The material of the plate has a large 
thermal conductance so that no substan- 
tial temperature gradient can build up 
along its length, ensuring that the couple 
operates under a low temperature gradient 
as a heat pump. As the probe is moved to 
various locations in the standing acoustic 
wave, it measures a flow of heat generated 
by its presence by detecting a small tem- 
perature drop across its length. 

Data taken with such a probe (Fig. 9) fit 
a simple sine. curve whose period is harf 
the wavelength of the acoustic standing 
wave. By noting how the sign of the tem- 
perature difference varies with respect to 
the plate’s location in the sound wave, we 
see that heat always flows in the direction 
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Fig. 8. The thermodynamic cycles (top) 
of the gas parcels in an acoustic heat 
engine consist of reversible adiabatic 
steps and irreversible constant-pres- 
sure steps (the acoustic mode is here 
simplified to articulated rather than 
sinusoidal motion). This cycle is identi- 
cal to the Brayton cycle. If we follow a 
parcel of gas as it moves alongside a 
fiber glass plate, we see that the prime- 
mover mode (red) occurs when the tem- 
perature rise seen by a gas parcel on 
the adjacent plate due to displacement 
of the gas along the gradient (xlVT) is 
larger than the temperature rise of the 
gas due to adiabatic compression heat- 
ing of the gas (T1). The heat-pump mode 
(black) occurs under the opposite con- 
ditions, that is, when the gradient on the 
plate is zero or low. In the prime-mover 
mode, the pressure (p + pl) during the 
heat-flow expansion step is larger than 
the pressure (p) during the heat-flow 
compression step, so net work is added 
to the acoustic vibration. AI1 flows are 
reversed in the heat-pump mode, and 
work is absorbed from the acoustic 
vibration. 4 

of the closest pressure antinode. This ef- 
fect is expected from the description of the 
heat pump in Fig. 8 because a parcel of gas 
moving in the direction of a pressure anti- 
node is compressionally warmed and will 
transfer heat to the low-gradient plate; a 
parcel moving toward a pressure node is 
cooled by expansion and will draw heat 
from the plate. This explains the surpris- 
ing results of the half-wave resonator heat 
pump of Merkli and Thomann (Fig. Sb). 

At both the pressure antinodes and the 
pressure nodes, heat flow in the couple 
drops to zero. This effect occurs because 
the pressure and the gas velocity in a reso- 
nant acoustic wave are spatially 90 degrees 
out of phase. Thus, a pressure antinode is 
also a velocity node, and heat flow drops 
to zero because there is no displacement of 
gas. On the other hand, a pressure node 
has zero heat flow because no compression 

continued on page 16 
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THE SHORT STACK 

o calculate thermodynamic efi- 
ciency for an acoustic heat engine, T we need to know the hydrodynamic 

heat flow and the work flow. A heuristic 
derivation of these two quantities and the 
resulting efficiency for the particular case 
of a short stack follow. We then briefly 
discuss the effects of viscosity. 

Heat Flow 

Consider a stack of plates in a heat 
engine whose length is short compared to 
the acoustic wavelength and to the dis- 
tance from the stack to the end of the tube. 
If that length is short enough, we can 
ignore the change in the longitudinal 
acoustic velocity magnitude u~ and the 
change in the dynamic, or acoustic, pres- 
sure magnitude P I  with respect to long- 
itudinal distance .Y (measured from the 
end of the acoustically resonant tube). 
Further, if we ignore the effects of fluid 
viscosity, uI does not depend on lateral 
distance from the plates. Next, we can take 
the lateral distance between plates to be 
large compared to the thermal penetration 
depth 6, (the characteristic length for heat 
transfer in the fluid during a given cycle of 
the acoustic wave). Thus, any effects we 
estimate for a stack of plates will be the 
same as for a single plate having the same 
overall perimeter n (measured transverse 
to the flow). 

The adiabatic temperature change TI 
accompanying the pressure change pI can 
be derived from thermodynamics and is 

14 

where T,,, is the mean absolute tempera- 
ture, p is the isobaric expansion coefi- 
cient, pm is the mean density, and c, is the 
specific heat at constant pressure. 

The change of entropy for a parcel os- 
cillating in the manner depicted in Fig. 8 
of the main text is just the lateral heat flow 
from the second medium divided by Tm or 
pmcp6TfTm per unit volume, where 6T is 
the change in the fluid temperature due to 
that heat flow. The volume transport rate 
for that part of the fluid that is thermody- 
namically active is n6,ul. We thus can 
estimate the flow of hydrodynamically 
transported heat Q as the product of these 
two quantities times T,; that is, 

Now from Fig. 8 we also see that 

where V T is the temperature gradient 
along the plate and XI is the fluid displace- 
ment. The value of V T  that makes 6T = 0 
is the critical gradient, so 

(4) 

Combining these equations and defin- 
ing the temperature gradient ratio parame- 
ter as r = VT/VTcdt gives an estimate for 
the hydrodynamic heat flow as 

The parameter Tmp is what we call the 
heat parameter of the fluid. The presence 
of the n6, factor is obvious because it is 
the thermodynamically active area in a 
plane perpendicular to the longitudinal 
acoustic motion. The formula shows that 
when r < 1, heat flows up the temperature 
gradient, as for a heat pump; when r = 1, 
there is no heat flow; when r > 1, heat 
flows down the temperature gradient, as 
for a prime mover. 

Work Flow 

Now that we have estimated the heat 
flow, we need to calculate the work flow, 
which is given by the work per cycle (the 
area p16 V enclosed by the pressure-vol- 
ume diagram in Fig. 8 of the main text) 
times the rate at which that work occurs 
(the angular acoustic frequency w). The 
volumetric change 6 V that will contribute 
to the net work is just 

6V 
- = p 6 T ,  V 

where 6T is the temperature change of 
Eq. 3. V, the total volume of gas that is 
thermodynamically active, is given by 

v=ns,AX, (7) 

where Ax is plate length. 
We can now simply put these pieces 

together and, using Eqs. 1, 3, 6, and 7, 
write down the work flow as 

From thermodynamics we know that 

(9) 

Fall 1986 LOS ALAMOS SCIENCE 



The Natural Heat Engine 

where the quantity y - 1 is what we call the 
work parameter of the fluid, and a is the 
speed of sound, so we can rewrite the 
expression for work flow as 

where R = a / o  is the radian length of the 
acoustic wave. 

The formulas for estimating Q and W 
(Eqs. 5 and 10) have a very similar struc- 
ture, which is expected since they are 
closely related thermodynamically. The 
heat parameter Tmp appears in the for- 
mula for Q, and the work parameter y - 1 
appears in the formula for W. Both Q and 
Ware quadratic in the acoustic amplitude 
pI or ul; both change sign as r passes 
through unity. 

Efficiency 

A quantitative evaluation of W and Q 
for this case of the short stack but for 
sinusoidal p I  and u1 would give the same 
results except each formula has a numeri- 
cal coefficient of 114. Thus the efficiency q 
of a short stack with no viscous or long- 
itudinal conduction losses is 

For our standing acoustic wave, u1= 
~0 sin xfR and p I  = pmauO cos x/R, where x 
is the distance of the stack from the end of 
the tube. Then the efficiency can be rewrit- 
ten simply as 

In the important limit of x 
efficiency is simply 
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A, the 

Thus, in either case, efficiency depends 
only on geometry and fluid parameters, 
just as for the Brayton and Otto cycles 
discussed in the text. The temperatures TI, 
and T, do not enter. 

As the actual temperature gradient ap- 
proaches the critical temperature gradient 
VTht, the temperature difference 6T ap- 
proaches zero, so that even at the acoustic 
angular frequency o the heat transfer rate 
and the power output approach zero, just 
what is needed to give the Carnot effi- 
ciency in the Brayton and Otto cycles. 
What happens in this engine? We use Eqs. 
1, 4, and 9 and the fact that U I  = XIO to 
rewrite the efficiency formula (Eq. 11) in 
general as 

Because AT = AxV Tc,~ ,  when V T = V T,,, 
we have at the critical temperature gra- 
dient 

AT 
Tm 

tl=-. 

The Carnot efficiency is qc = 1 - TJTh. 
But if T, = Th - AT, and if ATIT,, is small 
so that Th can be replaced by T,, we get, 
with our approximations, the same for- 
mula for qc as Eq. 15. So the acoustic 
engine approaches Carnot's efficiency as 
the power output and heat transfer rates 
approach zero, just like the Otto and 
Brayton cycles. 

What About Viscosity? 

So far we have assumed that the work- 
ing fluid is inviscid. What if it is not? We 
know how to do the theory quantitatively 
for this more general case, but the resulting 
expressions for and Ware terribly com- 
plicated and opaque. We can simplify 

them by assuming that the Prandtl num- 
ber (the square of the ratio of the viscous 
penetration depth 6, to the thermal pene- 
tration depth 6,) is small. In that case we 
obtain 

To lowest order, then, the effect of vis- 
cosity on heat flow is just to decrease Q by 
a term proportional to the viscous pene- 
tration depth. This simply means that vis- 
cosity prevents a layer of fluid of thickness 
6, adjacent to the plate from moving 
acoustically and contributing to the 
acoustically stimulated heat transport. 
Similarly, the work flow is decreased by a 
term proportional to 6,; this term is simply 
the energy lost from the acoustic wave due 
to viscous drag on the plate. 

For simplicity in Eqs. 16 and 17 we have 
kept our old definition of VTee even 
though another effect of viscosity is to 
make the concept of a critical temperature 
gradient less well defined. In fact, with 
viscosity present there is a lower critical 
gradient below which the engine pumps 
heat and a higher critical gradient above 
which the engine is a prime mover. Be- 
tween these two gradients the engine is in a 
useless state, using work to pump heat 
from hot to cold. 

The Prandtl number for helium gas is 
about 0.67, so that viscous effects are very 
significant for our gas acoustic engines 
(and, in fact, Eqs. 16 and 17 are rather 
poor approximations). On the other hand, 
the Prandtl number for liquid sodium is 
about 0.004, so that viscous effects are 
much smaller. H 
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continuedfrom page 13 
or expansion takes place. In other words, 
acoustic heat flow depends on both the 
acoustic pressure and the fluid velocity. 

Figure 9 also illustrates the dramatic 
effect the positioning of a plate in the 
acoustic wave has on the operation of a 
natural heat engine. A plate or stack of 
plates placed completely within a quarter 
of a wavelength of the end of the tube 
operates in the manner depicted in Fig. 8. 
If that same stack is repositioned in the 
second quarter of a wavelength, the pic- 
torial analysis of Fig. 8 still applies, but the 
directions of all heat flows and long- 
itudinal temperature gradients are re- 
versed. A stack that extends beyond an 
adjacent node-antinode pair, however, has 
heat flows that counter each other, cancel- 
ing part of the overall transport of heat 
from one end of the plates to the other. 

Also important is the stack’s position 
within a given node-antinode pair sepa- 
rated by a quarter of an acoustic 
wavelength (Fig. 10). For an engine in the 
heat-pump mode, a stack close to a pres- 
sure antinode-say, the end of the 
tube-can develop steep temperature gra- 
dients. Why? In such a region the acoustic 
pressure change in a parcel of gas is large 
and thus the rise in temperature from 
compressional warming is large. This re- 
gion is also near a velocity node, so dis- 
placement of the gas parcel is small. Large 
temperature changes over small displace- 
ments, of course, result in large tempera- 
ture gradients. (Or one can say that VTCdt, 
which bounds the region between the heat- 
pump and prime-mover modes, is large 
close to a pressure antinode.) 

As a plate or stack of plates is moved 
away from the pressure antinode, the tem- 
perature gradient developed becomes 
smaller. At a quarter of a wavelength, no 
gradient forms (VTcfil equals zero). This 
positioning effect is important in the de- 
sign of a refrigerator, because, together 
with the length of the plates, it places an 
upper limit on the maximum temperature 
drop possible across the stack. 

Positioning also affects the losses that 

No Flow 

coustic Standing Wave 

characterize an engine. For example, a 
stack close to a pressure antinode is close 
to a velocity node, and viscous losses will 
be small at that position. However, be- 
cause temperature gradients are steep 
there, losses from ordinary diffusive 
thermal conduction in the plates and 
working fluid will be increased. The prob- 
lem of ordinary conduction losses is 
especially critical for an engine acting as 
prime mover because such an engine 
needs a temperature gradient higher than 

VTcfil to work. Thus, the positioning of the 
set of plates is a tradeoff between viscous 
losses, losses from longitudinal conduc- 
tion, the desired temperature span across 
the engine, and power output. 

Heat and Work. We can now better 
understand the natural acoustic engine by 
examining what happens near a short plate 
positioned between a node and an anti- 
node (Fig. 11). If the displacement of a 
given parcel of gas is small with respect to 
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Fig. 9. The temperature difference AT 
measured across a thermoacoustic 
couple as a function of the plate’s posi- 
tion in the acoustic standing wave. Note 
that heat flows toward the closest pres- 
sure antinode, making that end of the 
couple hottest. However, at both the 
pressure antinodes and nodes there is 
no flow of heat (AT = 0). These data 
were obtained for an acoustic 
wavelength of approximately 80 cm.4 

POSITIONING EFFECTS 

0 114 
Distance (acoustic wavelengths) 

Fig. 10. Close to a pressure antinode a 
typical parcel of gas experiences large 
changes in pressure p1 and thus large 
changes in temperature Tl due to com- 
pressional heating. At the same time, 
displacement x1 of the parcel is small, 
so that VT,,,, = T,lx, is large; in fact, 
since x1 is proportional to the distance x 
from the pressure antinode, VTCn 0: x-l. 
In the heat pump mode, the maximum 
temperature gradient that can be de- 
veloped is equal to VTCM (since heat 
flow between gas parcel and plate 
stops when that gradient is reached), 
which means that close to a pressure 
antinode we can expect large tempera- 
ture gradients. Further from the pres- 
sure antinode, pressure and tempera- 
ture changes become smaller whereas 
displacements become larger, so the 
maximum temperature gradient that can 
be developed is smaller. A 
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the length of the plate, there will be an 
entire train of adjacent gas parcels, each 
confined in its cyclic motion to a short 
region of length x1 and each reaching the 
same extreme position as that occupied by 
an adjacent parcel half a cycle earlier. 
What is the net result of all these individ- 
ual cycles on the flow of heat and work? 

If the motion of the parcels is sinus- 
oidal, only those about a thermal penetra- 
tion depth* from the nearest plate are 
thermoacoustically effective. Parcels close 
to a plate transfer heat to and from the 
plate in a locally isothermal and reversible 
manner, just like the fluid in the re- 
generator of a Stirling engine. Parcels far 
away have no thermal contact and are 
simply compressed and expanded 
adiabatically and reversibly by the sound 
wave. However, parcels that are at about a 
thermal penetration depth from a plate 
have good enough thermal contact to ex- 
change some heat with the plate but, at the 
same time, are in poor enough contact to 
produce a time lag between motion and 
heat transfer. 

During the first part of the cycle for the 
heat-pump mode, the individual parcels 
will each move a distance XI toward the 
pressure antinode and deposit an amount 
of heat Q at that position on the plate. 
During the second half of the cycle, each 
parcel moves back to its starting position 
and picks up the same amount of heat Q 
from the plate. But this heat was deposited 
there a half cycle earlier by an adjacent 
parcel of gas. In effect, an amount of heat 
Q is merely passed along the plate from 
one parcel of gas to the next in the direc- 
tion of the pressure antinode. Thus, as in 
the Stirling engine, the second thermody- 
namic medium is used for the temporary 
storage of heat. 

At the ends of the plates, the thermody- 

*The thermal penetration depth 6,  is the charac- 
teristic length describing heat diffusion through 
the gas during one period of the acoustic cycle. 
Mathematically, 6,  = where K is the 
thermal diffusivity of the gas and f is the fie- 
quency of the sound. 

namic symmetry is broken. Parcels of gas 
that move farther from the end of the plate 
than a thermal penetration depth idle 
through part of their cycle without accept- 
ing or rejecting heat. For example, if a 
parcel of gas at the end closest to the 
antinode is in equilibrium with the plate 
on one half of the cycle but then moves out 
of the range of thermal interaction, it has 
nowhere to deposit the heat resulting from 
its adiabatic warming. As this parcel com- 
pletes its cycle, it cools adiabatically back 
to the temperature of the plate. The heat 
transferred to the plate from the next adja- 
cent parcel down the line is un- 
compensated, so there is a net heat trans- 
fer to the plate on that end, and the tem- 
perature of the plate increases there. In 
similar fashion, heat drawn from the end 
closest to the node is not replaced, and that 
end cools. We can take advantage of the 
net effect-a flow of heat from one end to 
the other-by bringing the ends of the 
plates into contact with heat exchangers. 

During each cycle an individual parcel 
of gas transports heat Q across only a small 
temperature interval along the plate that is 
comparable to the adiabatic temperature 
change TI.  However, because there are 
many parcels in series, the heat Q is shut- 
tled down the stack, thereby traversing the 
temperature interval Th - T,, which can 
be much larger than TI .  Within the limits 
of a quarter of a wavelength, the flow of 
heat is not a strong function of plate length 
(in fact, for a stack much shorter than a 
quarter ofa wavelength, heat flow does not 
depend on plate length at all). 

If, on the other hand, we examine this 
train of gas parcels with respect to the flow 
of work, we realize that each parcel has a 
net effect. For example, a parcel ofgas near 
the plates in an engine operating in the 
heat-pump mode absorbs net work be- 
cause its expansion is at a lower pressure 
than the corresponding compression. But 
since the same is true for every parcel in 
the train, the total work done on the gas is 
roughly proportional to plate length (for a 
very short stack, work flow is proportional 
to plate length). 
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Efficiency. A calculation of heat and 
work flows for an acoustic heat engine 
with a short stack close to the end of the 
resonator tube and no viscous losses (see 
“The Short Stack”) yields a limiting effi- 
ciency given by 

y - 1  Ax 
r l=-  - TmP x 

(3) 

where Tm is the mean absolute tempera- 
ture of the plates, f3 is the isobaric ex- 
pansion coefficient, Ax is the plate length, 
and x is the distance of the plates from the 

pressure antinode (usually the end of the 
tube). This efficiency depends on 
properties of the working fluid (the work 
parameter y - 1 and the heat parameter 
TmP) and on the geometry of the engine 
(A x/x), as in the Otto and Brayton cycles, 
rather than on the hot and cold 
temperatures, as in the Carnot and Stirling 
cycles. 

It can also be shown that when the 
temperature gradient along the plates 
equals V T ~ t ,  Eq. 3 reduces to the Carnot 
efficiency. This result is expected because, 
for such a gradient, rates of heat transfer 
approach zero, all processes approach re- 

versibility, and no entropy is generated 
during the cycle. Once again, however, the 
approach to maximum efficiency means 
an approach to zero power. 

A Natural Magnetic Engine. To help 
emphasize the generality of natural en- 
gines, we now discuss a hypothetical natu- 
ral magnetic engine. The acoustic engine 
uses a fluid as its primary medium; our 
postulated natural magnetic engine uses a 
solid magnetic material. Further, the 
operation of the acoustic engine is based 
on the adiabatic change of temperature 
with pressure in a fluid, whereas the mag- 

//-- 

k-x-+ 
ACOUSTIC ENGINE GAS MOTION 

\ 
k - A x 1  _---_--__-_ \ 

\ T \ Thermal Penetration 
/’ 

---- 
Parcel Net Work is Done 

A 
Fig. 11. An acoustic heat engine can be oscillatory motion and deposit heat at the net result is that an amount of heat Q 
thought to have a long train of adjacent the other extreme. However, idling is passed from one end of the plate to 
gas parcels, all about a thermal penetra- parcels at both ends oscillate without the other. Adjacent work contributions 
tion depth from the plate, that draw heat removing or depositing heat. Adjacent do not cancel, so that each parcel of gas 
from the plate at one extreme of their heat flows cancel except at the ends; contributes to the total work. 
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Tom Hofler attaching the resonator of 
the cryocooler to the housing of the 
cooler’s driver and hot heat exchanger. 

netic engine is based on the adiabatic 
change of temperature with magnetization. 

The primary medium of our hypotheti- 
cal apparatus (Fig. 12) consists of a stack 
of magnetic disks.* Each disk has a high 
internal thermal conductance, but each is 
also thermally insulated from the others so 
that a large temperature gradient can be 
sustained in the longitudinal direction. 

The collection of disks is placed in a 
tube whose walls constitute the second 
medium. Like the first medium, the sec- 
ond has a high lateral thermal conduc- 
tance, a large heat capacity, and a low 
longitudinal thermal conductance. Thus, 
it, too, can sustain a large temperature 

*We simplify our discussion by assuming the 
magnetic material is an ideal Curie-law 
paramagnet, for which the magnetization m is 
given by m = h H p f n d  the entropy S is given by 
S- So - (112) H / T  , where H is magneticfield, 
T is temperature, and k and SO are constants. 
Thus, for adiabatic processes m is constant; for 
constant-field processes m decreases as T in- 
creases. __ 

i, 
i, 

Second 
Thermodynamic Magnet 

(movable disks) / \ 

gradient parallel to the direction of rela- 
tive motion between the two media. 

The device is positioned between the 
poles of a permanent magnet in such a way 
that the disks of the primary medium are 
in the nonuniform fringing field at the 
side. The disks are linked mechanically to 
an external mechanism so that they can be 
moved in a reciprocating fashion. A gas 
fills the small annular space around the 
magnetic disks, providing lateral thermal 
contact with the second medium, but this 
contact is poor enough to create the 
necessary phasing for the engine. There is 
also some means for heat exchange with 
external reservoirs at each end of the sec- 
ond medium. 

If we follow an element of the first 
thermodynamic medium in a magnetic 
engine through an articulated cycle (Fig. 
13), we see that the various steps are 
analogous to those of an acoustic heat 
engine. For example, in the first step of a 
heat-pump cycle, the element is moved 
quickly and adiabatically to a region of 
higher magnetic field. As a result, its tem- 
perature rises. (Temperature changes of a 
few degrees per tesla are typical for fer- 
romagnetic and strongly paramagnetic 
materials.) In the second step, the element 
thermally relaxes, its temperature adjust- 
ing to that of the adjacent region in the 
second medium, which, in the heat-pump 
mode, means that heat flows from the first 
medium to the second. As the element 
cools, its magnetization increases. The 
third step is motion back to a region of 
lower field; the fourth is another thermal 
relaxation. As in the case of acoustic en- 
gines, the phasing between motion and 
heat transfer is a result of the natural time 
delay caused by diffusion of heat between 
the two media. 

Fig. 12. A hypothetical natural magnetic 
engine in which the primary medium 
consists of magnetic disks placed in the 
fringing field at the side of a permanent 
magnet. This placement allows an ex- 
ternal mechanism to displace the disks 
in a reciprocating fashion in the pres- 
ence of a magnetic field gradient. A gas 
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surrounding the disks makes thermal 
contact with the second medium (the 
walls of the tube), but conductivity of the 
gas is poor enough to create the 
necessary phasing for the engine. In 
both media, thermal conductance is 
poor longitudinally so that large temper- 
ature gradients can be supported. A 

Some Applications of 
Natural Engines 

What happens now if these ideals of 
natural engines are put into practice? 
What are the clanking, hissing realities of 
real natural engines? 
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cryocooler. As part of his Ph.D. thesis, 
Tom Hofler designed and built a device 
called the cryocooler (Fig. 14) in which the 
numerical aspects of the design were based 
on the general thermoacoustic theory of 
Rott for ideal gases. 

The cryocooler is an acoustic cooling 
device with a number of important fea- 
tures. Perhaps the most important is the 
fact that the acoustic resonance is driven 
from the hot end of the stack. All the early 
cooling engines were arranged with the 
stack near the closed end of the acoustic 
resonator tube and with the acoustic 
driver at the opposite end. Very large tem- 
perature differences (about 100 centigrade 
degrees) could be easily induced across the 
entire stack this way, but the cold end was 
seldom less than 20 degrees below ambient 
temperature. The problem was that the 
driver (at ambient temperature) and the 
cold end of the stack maintained mod- 
erately good thermal contact with one an- 
other by means of acoustic streaming. This 
phenomenon is a second-order, steady 
circulatory flow of the working gas that is 
superimposed on the oscillatory motion. 
The effect of the acoustic streaming was to 
use up a substantial amount of the refriger- 
ation available at the cold end of the stack 
trying to cool down the driver. 

Now while it is necessary for work to 
flow into the stack to pump heat, we re- 
alized that it is of no real importance 
whether that flow occurs at the cold or the 
hot end. Putting the driver at the hot, or 
closed end, means that none of the avail- 
able refrigeration is used to cool the driver. 
Thus, with the "closed" end replaced by a 
movable piston acting at high dynamic 
pressure and low displacement, perform- 
ance is improved. 

The stack with its heat exchangers was 
placed rather close to the driver piston, 
that is, rather close to a pressure antinode. 
As noted earlier (see Fig. lo), such a region 
has the high critical temperature gradient 
needed for a heat pump. Of course, some 
separation between driver and stack is 
necessary because acoustically stimulated 
heat transfer is proportional to the dis- 
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placements of the parcels of gas. 
Such a configuration means the re- 

mainder of the resonator tube can be at the 
cold temperature, allowing it to be just a 
thermally insulated straight tube roughly 
half an acoustic wavelength long. How- 
ever, losses due to the dynamical effects of 
viscosity and thermal conduction along 
the walls of the resonator reduce the ex- 
ternally available refrigeration. Roughly 
half this loss could be eliminated by using 
a quarter-wavelength resonator with one 
end open, but an open end eliminates the 
use, say, of several atmospheres of helium 
as the working fluid and revives the 
original heat load problem of acoustic 
streaming-here between the driver and 
the atmosphere. Moreover, an open end is 
downright noisy, radiating useful work out 
into the room. 

The simple solution is to replace ap- 
proximately half the half-wavelength res- 
onator with a closed container ofsubstan- 
tial volume. Dynamic pressure will be 
small in a region of large volume, making 
the losses correspondingly small. The res- 

Fig. 13. The cycle shown here for the 
heat-pump mode of a hypothetical natu- 
ral magnetic engine is analogous to the 
cycle for the heat-pump mode of the 
acoustic heat engine (Fig. 8) with mag- 
netic field strength H taking the role of 
pressure and magnetization m taking 
the role of volume. Thus, the cycle con- 
sists of reversible adiabatic steps and 
irreversible constant-field steps. For an 
ideal Curie-law paramagnet, m a HIT. 
Thus, in the first step, when the disk 
moves adiabatically to a region of 
higher magnetic field, magnetization re- 
mains constant and temperature rises 
with increasing H .  In the second step, 
heat flows to the lower temperature of 
the second medium, causing the disk to 
cool at constant H and the magnetiza- 
tion to increase. The net result of all four 
steps is the transport of heat up the 
gradient as a result of the work (which 
will equal mlH1) needed to move the 
disk through its cycle. b 

NATURAL MAGNETIC 
ENGINE CYCLE 
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onator below the stack was modified 
further by decreasing the diameter of the 
confining tube and shortening its length. 
This last modification, at first sight, would 
appear to be of negative value as one 
would expect viscous losses to go up; but, 
for small decreases in neck diameter, dy- 
namic thermal-conduction losses go down 

Fig. 14. The driver in the acoustic 
cyrocooler is an ultralight aluminum 
cone attached to the voice coil of a 
commercial loudspeaker. The second 
thermodynamic medium, rather than be- 
ing a set of parallel plates, consists of a 
sheet of Kapton rolled about a vertical 
rod and spaced with 15-mil nylon fishing 
line aligned vertically. Copper heat ex- 
changers are attached at both ends. 
The form of the bulb and neck, including 
the constriction, were chosen to reduce 
viscous and thermal losses by reducing 
surface area. The device is drawn to 
scale and is about 50 cm long. 4 

Fig. 15. Experimental data for the 
cryocooler of Fig. 14, obtained with a 
mean helium pressure of about 10 bars 
and acoustic frequencies in the range of 
540 to 590 Hz. For thermal isolation the 
engine was placed in an evacuated ves- 
sel and surrounded by superinsulation. 
The frequency was adjusted elec- 
tronically so the dynamic pressure and 
velocity were always in phase at the 
driver. Part (a) shows how the tempera- 
ture difference between the hot heat 
exchanger at approximately 26OC and 
the cold heat exchanger increases with 
relative dynamic pressure amplitude 
(the ratio of the acoustic pressure 
amplitude p1 at the pressure antinode to 
the mean pressure p). No heat load was 
applied to the cold heat exchanger. Part 
(b) shows how, for a relative dynamic 
pressure amplitude of 0.03, the temper- 
ature difference gradually drops with 
increasing refrigeration load at the cold 
heat exchanger. 4 

faster than viscous losses go up, and there 
is a net decrease in the overall losses. 
These surprising qualities explain the gen- 
eral shape and configuration of the 
cyrocooler. 

Performance is rather good (Fig. 15). As 
the relative dynamic pressure amplitude 
increases, the temperature difference that 
can be pumped up for zero external heat 
load increases, eventually topping out at 
about -100°C when the acoustic pressure 
amplitude is about 2 or 3 per cent of the 
mean pressure. At that point, the 
cryocooler can handle a significant re- 
frigeration load and still maintain a rather 
low temperature. This type of refrigeration 
capability is very suitable for cooling in- 
struments and sensors. 

A Heat-Driven Acoustic Cooler. Natu- 
ral acoustic engines are functionally re- 
versible: they can be either prime movers 
that use heat to produce sound or heat 
pumps that use sound to refrigerate. Why 
not combine these two functions in one 
device and use heat to cool? Such an en- 
gine would have heat flow through the 
walls but no external flow of work. 

A key problem in the design of a heat- 
driven acoustic cooler is where to position 
the two sets of plates-one set acting as 
prime mover, the other acting as reftiger- 
ator. Ideally, the refrigerator plates should 
be positioned as they are in the cryocooler, 
that is, close to the end of the tube where 
the velocity of the gas and the viscous 
losses are low but V T,, is high. Although 
it would also be good to keep viscous 
losses low for the prime-mover plates, it is 
more important to have these plates near a 
velocity antinode where VT,, is small 
enough for the stack to develop adequate 
power. These considerations imply that 
the refrigerator stack needs to be closer to 
the end of the tube than the prime-mover 
stack. However, such a configuration 
would put the hottest region (the hot end 
of the prime mover) next to the coldest 
region (the cold end of the refrigerator), 
creating a difficult thermal-design prob- 
lem. 
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Fig. 16. The upper set of plates in this 
cooler is a prime mover that draws heat 
from a heater (at about Th = 39OOC) and 
rejects waste heat to cooling coils (at T. 
= 23OC or room temperature), generat- 
ing acoustic work. The lower engine 
uses that work to reject heat to the 
cooling coils (at T.) and to draw heat 
from an even lower temperature (Tc = 
O°C or the ice point). The acoustic tube 
is about half a meter in length, 
terminates in a 2-liter bulb, and contains 
helium at a pressure of 3 bars that res- 
onates at a frequency of 585 Hz. Both 
sets of plates are made of 10-mil (0.025 
cm) stainless steel, and the spacing be- 
tween plates in both sets is 0.08 cm. The 
hot heat exchanger is made of nickel 
strips; the ambient and cold heat ex- 
changers of copper. b 

Bob Oziemski adjusting the flow of the 
working fluid in the liquid propylene 
Stirling engine. A 
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To avoid large heat inputs to the cooler, constant, thus increasing V T. Un- 
the positions of the two stacks can be 
reversed and the various temperatures ar- 
ranged in decreasing order along the tube. 
What now becomes paramount is for con- 
ditions to be such that the prime mover is 
able to adequately .drive the cooler. 
Amplification of acoustic fluctuations oc- 
curs only above a critical value of r (= 
VT/VT,t). One way to increase r is to 
shorten the prime-mover stack but keep 
the temperature difference across the stack 

fortunately, this type of change increases 
the heat loss due to conduction down the 
stack. 

Another way to increase r is to lower 
VT,, by moving the prime-mover stack 
away from the pressure antinode at the 
end of the tube. Because of the intervening 
prime-mover stack, the refrigerator stack 
is already much farther from the pressure 
antinode than in the cryocooler, and addi- 
tional movement of the prime-mover 
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BEER COOLER DATA 
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stack pushes the refrigerator stack even 
more from its optimum position. Once 
again, changing an idea into a practical 
heat engine entails a set of compromises. 

A schematic of an operational heat- 
driven cooler in which the prime-mover 
stack is between the end of the tube and 
the refrigerator stack is shown in Fig. 16. 
Because of the above consider- 
ations-especially those related to  
V T~,-the refrigerator stack in this device 
cannot be expected to cool much below 
ambient temperature. Although unable to 
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produce cryogenic temperatures, the 
cooler ought to be able to produce 
temperatures low enough to cool a can of 
beer. For this reason we have affec- 
tionately dubbed the engine the “beer 
cooler.” 

As in the case of the cryocooler, the 
rather complex design was camed out nu- 
merically, and many ofthe features impor- 
tant to the cryocooler apply to the beer 
cooler. For example, the resonator is 
similar to the resonator in the cryocooler, 
and the driver is on the “hot” side of the 

Fig. 17. For these measurements on the 
beer cooler, the refrigerator stack and 
the resonator were located in an evacu- 
ated space for thermal insulation. Part 
(a) shows how the cooling temperature 
difference (black) across the refriger- 
ator stack and the driving temperature 
difference (red) across the prime-mover 
stack vary with the level of oscillation 
(here given by the square of the relative 
dynamic pressure amplitude) when no 
external refrigerator load is placed on 
the cooler. The level of oscillation is 
determined by the rate at which heat is 
supplied and removed across the 
prime-mover stack, but, as can be seen, 
this results in little change in the driving 
temperature difference. At the same 
time, the cold temperature drops gradu- 
ally below the freezing point of water. 
(b) For a level of oscillation of about 4 X 

(that is, pi is about 0.19 bar), we 
see that the beer cooler can handle a 
small heat load of 10 watts and still 
remain below ‘freezing. 4 

refrigerator stack, thus reducing viscous 
and acoustic-streaming losses. 

In our model engine the plate material 
in the stacks (stainless steel) and the spac- 
ing of the plates were dictated by ease of 
fabrication as much as by anything else. 
The refrigerator assembly was placed in an 
evacuated container but not otherwise 
thermally insulated. The working fluid 
was helium, whose pressure was chosen 
experimentally to minimize the cold tem- 
perature. A major problem, yet to be satis- 
factorily solved, was efficient exchange of 
heat at the heat exchangers-especially the 
hot exchanger made of nickel. 

In spite of the engine’s compromises, it 
still sings along, performing rather well 
(Fig. 17). As the heat supplied to the hot 
end of the prime mover is increased, the 
level of oscillation increases-the largest 
peak-to-peak dynamic pressure amplitude 
measured at the ambient exchangers ex- 
ceeding a tenth of the mean pressure. In 
agreement with our understanding, the 
temperature drop across the prime-mover 
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stack does not change much as the dy- 
namic pressure amplitude increases; the 
small changes seen in the data result from 
the diffusive flow of heat across the gaps of 
gas and through the heat exchangers from 
the heat source to the ambient heat ex- 
changer. Figure 17b shows that the beer 
cooler can manage a IO-watt cooling load 
while keeping T, 5 centigrade degrees 
below the freezing point of water-a 
rather encouraging result for the first labo- 
ratory model. 

A number of issues concerning the prac- 
tical use of this engine concept and of the 
cryocooler remain to be resolved. It is 
likely that the most important is the mat- 
ter of heat exchange. This problem, as 
we’ve mentioned, has always been a key 
one in the development of heat en- 
gines-classical or otherwise. 

The Liquid Sodium Acoustic Engine. 
As man moves from Earth into space, so 
does his need for reliable power. However, 
differences in the requirements and in the 
operating environment in space may 
prompt radical changes in the engines that 
provide such power. An idea stimulated 
by such differences is the liquid sodium 
acoustic engine, which not only is a natu- 
ral, rather than a conventional, engine but 
uses a liquid instead of a gas as its working 
fluid. 

The concept of using a liquid can be 
traced to a 193 1 paper by J. E J. Malone in 
which he pointed out that certain liquids 
have important thermodynamic qualities 
that make them suitable for use in heat 
engines. Although concerned about its 
chemical reactivity, Malone knew that 
liquid sodium was one of these “good 
liquids,” but materials technology was 
then inadequate for him to consider its 
use. 

Today’s materials technology suggests 
revival of these ideas, and we had been 
working on the liquid propylene Stirling 
engine (see “The Liquid Propylene En- 
gine”) as a modem example of an in- 
novative but more conventional engine 
that uses liquids. Thus, when we learned 

from then Associate Director Kaye 
Lathrop of the need in space for a reliable, 
moderately efficient electrical generator, it 
was not difficult for us to propose a natural 
acoustic engine based on liquid sodium. 
Especially ideal for this application is the 
high “cold” temperature (at least 400 
kelvins) of the liquid sodium engine. This 
fact is important because the cold sink for 
any heat engine in space must ultimately 
be a black-body radiator whose size would 
be proportional to TL4 

Liquid sodium has many potential ad- 
vantages as a working substance in a natu- 
ral engine. The heat and work parameters 
are acceptably large. For example, at 
700”C, which is roughly in the middle of 
the temperature range of a possible high- 
power engine, liquid sodium has a very 
high expansion coefficient and a large 
ratio of specific heats so that TP = 0.28 
and y - 1 = 0.43 (compared to a 
monatomic gas such as helium, for which 
TP = 1 and y - 1 = 2/3). 

For a given Mach number,* the power 
density in the stack is proportional to pa3, 
where p is the density of the working fluid 
and a is the speed of sound. The density of 
liquid sodium is about 500 times greater 
than that of helium at the pressures used in 
our gas acoustic engines, and the speed of 
sound is more than a factor of 2 greater. 
Thus, the power density for a liquid so- 
dium acoustic engine should be more than 
IO3 times greater than for a helium 
acoustic engine, a definite advantage. 

This dramatic increase is not without its 
drawbacks, however. The heat capacity 
per unit area for the sodium within a 
thermal penetration depth of the second 

*The Mach number is the ratio of thefluid speed 
to the speed of sound in thefluid. 

Fig. 18. The temperature drop applied 
across both stacks of molybdenum 
plates causes the liquid sodium in this 
proposed engine to oscillate back and 
forth between the poles of the magnet. 
A magnetohydrodynamic effect is used 
to convert acoustic to electric energy. b 
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Chris Espinora welding heat exchange 
manifolds onto the resonator tube of the 
liquid sodium natural heat engine. 

medium is so large that the usual assump- 
tion of infinite heat capacity of the second 
medium is not valid. As a consequence, 
the power density drops. Moreover, the 
acoustic impedance pa of the sodium is 
relatively high-roughly equal to that of 
solids-which means that in a sodium 
engine motion of the stack and container 
can be expected to send heavy vibrations 
throughout the entire engine (unlike the 
beer cooler, for example, in which a peak- 
to-peak dynamic pressure oscillation of 10 
per cent of the mean pressure produces 
only a pleasantly audible tone in the 
room). To counter this effect, stiff, high- 
density materials like molybdenum or 
tungsten need to be used in the stack, and 
the walls of the resonator need to be made 
of heavy stainless steel. Even with such 
strong walls, high Mach numbers cannot 
be achieved because the high acoustic 
pressures would burst the resonator. 

Liquid sodium has other very desirable 
features. For example, its Prandtl number, 
which can be thought of as the square of 
the ratio of the viscous penetration depth 
to the thermal penetration depth, is ex- 

tremely low (about 0.004 for sodium at 
700°C compared to 0.667 for helium gas). 
The reason for such a low Prandtl number 
is that liquid sodium is a metal. As a 
result, its kinematic viscosity is rather nor- 
mal for a liquid, but, owing to electronic 
contributions to the conduction of heat, its 
thermal diffusivity is high. The conse- 
quences are important. In helium, viscous 
shear extends into the gas from a bound- 
ary about as far as the temperature gra- 
dients that drive the flow of heat. This 
shear drains energy, decreasing efficiency 
and making it difficult for a gaseous heat 
engine to work. The low Prandtl number 
of liquid sodium means that heat can be 
transported between working fluid and the 
plates for a volume fifteen times larger 
than the volume being affected by vis- 
cosity, and viscous losses are correspond- 
ingly small. Again, however, a price must 
be paid diffusive heat conduction in the 
sodium down the stack increases. 

The fact that liquid sodium is a metal 
has yet another important consequence. 
Electrical current can be generated from 
the sound via magnetohydrodynamic 
coupling. Such coupling means electric 
power can be produced from heat without 
using moving parts (ignoring the non-neg- 
ligible motion of the vessel containing the 
sodium!). This feature, of course, is one of 
the main reasons for the expected re- 

liability of the engine. Figure 18 is a 
schematic of a possible liquid sodium 
prime mover that uses a half-wavelength 
resonant tube, two driving stacks (one on 
each side of the magnet), and magnetohy- 
drodynamic power coupling. 

To design a model liquid sodium en- 
gine, we constructed a thermoacoustic the- 
ory for liquids and then evaluated it nu- 
merically. The calculated characteristics of 
a reasonably designed engine are given in 
Table 1. Note that the dynamic pressure 
almost equals the mean pressure of the 
sodium and that efficiency is calculated to 
be about 18 per cent (31 per cent of the 
Carnot efficiency). 

A complete engine has not yet been 
built, but work (supported by the Division 
of Advanced Energy Projects in 
DOE/BES) has been done separately on 
the magnetohydrodynamics and the 
thermoacoustics. In both cases prelimi- 
nary results are encouraging, though tech- 
nical problems remain. 

First, a magnetohydrodynamic con- 
verter was built that consisted essentially 
of a liquid sodium acoustic resonator with 
a central rectangular channel for guiding 
the sodium in the transverse direction be- 
tween the poles of a magnet. Electrodes for 
picking up the electric current were at- 
tached to the channel. The device was 
tested by exciting an acoustic standing 

Table 1 

Characteristics of a reasonably designed liquid sodium prime mover. 

Frequency 
Hot temperature 
Cold temperature 
Mean pressure 
Dynamic pressure 
Plate spacing 
Plate thickness 
Distance of hot end from tube end 
Length of stack 
Average Qt, 
Average b%' 
tl 
tl/tlcarnot 

1000 Hz 
1000 K 
400 K 
200 bars 
198 bars 

0.0373 cm 
0.0280 cm 

8.65 cm 
8.0 cm 
300 W/cmZ 
55.1 W/cm2 

0.184 
0.307 
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wave (by temporarily putting electric 
power into the magnetohydrodynamic 
converter!) and then letting the energy 
stored in the acoustic resonance flow 
through the converter into a resistive load 
across the electrodes. The efficien- 
cy-defined as the ratio of the measured 
electric energy delivered to the load to the 
calculated stored acoustic energy-is al- 
ready quite high in this first prototype 
(Fig. 19) and a number of improvements 
are possible. From a technological point of 
view, it is very significant that the max- 
imum efficiency is still reasonable in a 
magnetic field of only 0.9 tesla, suggesting 
that a permanent magnet is appropriate 
with a consequent simplification and de- 
crease in weight. 

The thermoacoustic prime mover 
tested had a single stack of molybdenum 
plates (Fig. 20) inside a straight half- 
wavelength tube. For this test the cold heat 
exchanger was filled with pressurized 
water at 125°C and the hot heat exchanger 
with heated sodium at various tempera- 
tures ranging from 440°C to 645°C. Al- 
though the test was preliminary, it was 
successful. The application of various 
temperature drops across the stack re- 
sulted in the data of Fig. 21 and, above a 
350°C drop, in an obvious acoustic vibra- 
tion of the entire assembly. 

We obtained the rate of heat supplied to 
the engine Qh by monitoring the flow rate 
and the inlet and outlet temperatures of 
the sodium flowing through the hot heat 
exchanger. For a low temperature drop 
(AT) across the stack, the heat flow 
through the engine is due solely to the 
simple conduction of heat by the sodium, 
molybdenum, and stainless steel. How- 
ever, for a AT of around 400"C, Q h  begins 
to increase dramatically above the value 
for simple conduction. This result agrees 
with the fact that acoustic oscillations at 
906 hertz (Hz) were first detected at a AT 
of 350°C. By the time AT had reached 
520"C, the resonator was oscillating at 
high enough amplitude that the sound in 
the room was unpleasantly loud and the 
apparatus was vibrating strongly. 
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Fig. 19. These initial data demonstrate 
the efficiency with which acoustic 
energy in liquid sodium was converted 
to electric energy via magnetohydrody- 
namic coupling as a function of the re- 
sistance of an external load and for 
three different magnetic field strengths. 
In the apparatus used to obtain this 
data, the central rectangular channel 

holding the liquid sodium is 1.2 cm thick 
in the direction of the magnetic field, 7.6 
cm thick in the direction of electric cur- 
rent flow, and 31 cm long; however, only 
20 cm of that length is actually in con- 
tact with the electrodes. The central 
channel is part of a 1-m-long acoustic 
resonator filled with liquid sodium at a 
temperature of 130OC. A 

The magnetohydrodynamic converter used to test power coupling for the liquid 
sodium heat engine. 
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Fig. 20. Our first operating liquid sodium 
prime mover has a singfe stack of 
molybdenum plates (left) that were fab- 
ricated at Los Alamos from a solid rod 
using electric discharge machining. 
Plate thickness is 0.3 mm; spacing be- 
tween plates is 0.38 mm; the length of 
the stack is only 5.2 cm so that the 
engine would oscillate at a reasonably 
low AT. The transverse tubes of the two 
heat exchangers (one set can be seen 
at the end of the cylindrical section of 

the resonator tube on the right) were 
made from stainless steel hypodermic 
needles. Hot liquid sodium at various 
temperatures (T,) is circulated through 
one heat exchanger and pressurized 
hot water (T,= 125OC) through the other. 
The stack just fits inside the half- 
wavelength resonator tube, which has a 
length of 106 cm. The plates are posi- 
tioned in the tube at about x = h/14 from 
the end. The acoustic resonant fre- 
quency is 906 Hz. 

Fig. 21. The data shown here (dots) rep- 
resent heat flow & into the liquid so- 
dium prime mover at the hot heat ex- 
changer as a function of the tempera- 
ture drop AT across the stack, whereas 
the solid curve represents the calcu- 
lated flow of heat due to conduction with 
no thermoacoustic effects. At tow AT 
heat flow is due to normal conduction 
across the stack. At high AT, however, 
the sharp rise in dh is indicative of 
acoustically stimulated heat flow.4 

There are some disagreements between 
the experimental results and our theoreti- 
cal calculations. A calculation for the 
particular geometry and acoustic fre- 
quency of the device predicts that it 
should begin to oscillate at a AT of 260°C 

rather than 350°C. We also expected a 
maximum Qh of 2000 watts at a AT of 
520"C, whereas the measured value was 
2600 watts. We do not yet understand 
these quantitative disagreements but are 
extremely encouraged by the initial suc- 
cess of the engine. 

Molecular Natural Engines. Heat en- 
gines of any sort transform energy between 
the random thermal motion of atoms and 
the coherent motion needed for useful 
work. The concepts of heat and tempera- 
ture-implicit to the understanding of 
heat engines-are statistical in nature. 
Hence, for these variables to be well de- 
fined, a system must have large numbers 
of atoms. But what is the smallest system 
that will still allow us to apply these con- 
cepts? 

If we take the error in statistical quan- 
tities in thermodynamics to be approx- 
imately the reciprocal of the square root of 
the number of degrees of freedom and if 
we assume for a heat engine that errors of a 
few per cent are tolerable, then only sev- 
eral hundred to a few thousand atoms are 
sufficient. Rather nice systems of this 
mesoscale size, consisting of large organic 
molecules, are common. Furthermore, 
such systems behave much like a purely 
classical collection of masses and springs. 

Within such systems, nonlinear inter- 
molecular potentials give rise to  
phenomena directly related to the thermal 
expansion needed for heat engines. In- 
tramolecular and intermolecular interac- 
tions provide connections between regions 
of vibrational energy that, if large enough, 
can be considered to be heat reservoirs. In 
other words, all the ingredients for an 
engine are present. 

Do such engines then exist? And, if so, 
do they serve a useful function in nature, 
say perhaps as tiny engines in biochemical 
systems? Will the concepts of natural en- 
gines apply not only to these small sizes 
but also to the high frequencies associated 
with molecular vibrations? 

Heat pumping might occur in meso- 
scale systems if coherent vibratory motion 
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Fig. 22. Localization of acoustic energy 
was studied by coupling twelve 
nonlinear Helmholtz resonators 
together in a ring and measuring the 
direction of heat flow with the 
thermoacoustic couples positioned in 
the coupling tubes and measuring the 
level of vibration in individual re- 
sonators with the pressure sensors. The 
construction of the neck of each re- 
sonator (see details below the 
dodecagon) introduces a nonlinearity 
because vibrating gas that rushes 
through the neck causes the Kapton to 
flex, altering the resonant frequency of 
that resonator. The entire system is 
driven by a loudspeaker at the center. b 

can first be established and then survive 
long enough to have a significant effect. 
Also, if the concepts of temperature and 
temperature gradients are to be useful, 
then the mean free paths of the heat-cany- 
ing excitation should be small compared 
to the classical thermal penetration depth 
and to the size of the mesoscale object. 
Using an angular frequency of 10" Hz, we 
estimate the penetration depth to be about 
14 angstroms. Hence, mesoscale objects 
perhaps 50 to 100 angstroms in size and 
vibrating at frequencies of order 10" Hz 
might be large enough and slow enough to 
be natural engines, providing their level of 
coherent excitation is high enough. 

Rather than building an object of such 
small size, the same effects may be realized 
in a natural way via a concept from 
nonlinear science-the solitary wave. An 
acoustic heat engine with its stack of plates 
centered at a pressure antinode will pump 
heat from both ends of the stack toward 
the middle. If we alter this idea by using a 
continuous stack that has, owing to dis- 
persive and nonlinear effects, a localized, 
or solitary, vibrational disturbance in the 
longitudinal direction, then heat is 
pumped from the wings to the center of 
the disturbance. Because the stack is con- 
tinuous, the thermodynamic symmetry is 
not broken geometrically; rather it is 

L) 
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broken dynamically. We call such a device 
a nonlinear natural engine. In principle, 
such a localized disturbance could be a 
vibrational excitation of a mesoscale ob- 
ject. 

Localized waves in lower-dimensional 
vibrational systems have received a great 
deal of theoretical attention because of 
their potential application to biological 
processes. However, macroscopic model- 
ing experiments in a water wave trough at 
the University of California, Los Angeles, 
have been very valuable in developing 
insight about solitary waves. (An 
outstanding example is the Wu-ton, a non- 
propagating soliton in water surface 
waves.) As a result, we decided to build an 
acoustical model that might give insight 
into how a coherently vibrating molecular 
system might behave. If such objects are 
indeed found to be real, we believe the 
field of potential applications will be much 
broader than just lower-dimensional sys- 
tems. 

Our apparatus, which we call the 
dodecagon, has been likened to a 12-ele- 
ment benzene ring. It consists of a circle of 
twelve coupled acoustic Helmholtz re- 
sonators with a nonlinear element in- 
cluded within each resonator (Fig. 22). We 
introduce the nonlinearity by building the 
resonator from two bulbs connected by a 
neck with a thin Kapton plastic film that 
flexes with changes in pressure. To pre- 
vent the neck from flapping at the acoustic 
frequency or its harmonics, we loaded the 
plastic film with oil. 

According to one mathematical analy- 
sis, localization of energy can occur if the 
resonant frequency of any given resonator 
decreases as the amplitude increases. In 
our resonators, as the dynamic pressure of 
the acoustic wave increases, the velocity of 
fluid through the neck increases, which 
means, from Bernoulli’s principle, that the 
average pressure there decreases. The 
Kapton neck then flexes inward, reducing 
the cross-sectional area and, thus, the reso- 
nant frequency (which is proportional to 
the square root of the area). 

We installed a thermoacoustic couple in 
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each tube linking resonators to measure 
the direction of heat flow and also put a 
dynamic pressure sensor in each resonator 
to measure its level of vibration. The 
whole system was driven symmetrically 
from the center by an acoustic driver. 
When we drove the system at a frequency 
less than the low-amplitude resonance fre- 
quency, localization of energy did occur 
above a certain threshold amplitude. 
Further, heat was pumped toward the re- 
gion of high amplitude. But the localiza- 
tion was stronger and occurred at a much 
lower drive amplitude than expected. This 
localization was also attended by a low- 
frequency modulation-typically at 1 / 1 1 
or 1/12 of the drive frequency but often 
with components a factor of 100 or more 
times lower than the drive. 

What happened? Our resonators 
performed as expected so far as alteration 
of the resonant frequency was concerned. 
However, we had unwittingly introduced a 
second set of vibrational systems into the 
experiment: plate-like vibrations on the 
Kapton-oil system. We believe that under 
suitable conditions the driver resonantly 
excites the Kapton-oil system and induces 
the film to make a hysteretic transition to 
a different geometry that facilitates the 
localization. 

Our acoustical model experiments have 
been helpful in inspiring thought on mo- 
lecular-scale or mesoscale systems. 
Localization of energy and heat pumping 
did occur. More important, though, at- 
tending and preceding the localization, we 
observed behavior that changed on an en- 
tirely different time scale than the acoustic 
phenomenon. 

We conjecture that in molecular and 
mesoscale systems it is important to have 
two or more interacting, or coupled, 
“fields.” These coupled fields could be 
some of the normal optical vibrational 
modes of a molecular system. In 
particular, torsional or librational modes 
of motion are almost certainly coupled 
nonlinearly with the longitudinal modes 
of motion. We expect a time-dependent 
conformational change, say in the long- 

itudinal field, to attend localization of 
vibrational energy. The fundamental mo- 
lecular vibrational frequencies are of the 
order of lo’* Hz or greater, but a time- 
dependent conformational change in the 
longitudinal field could be at a much lower 
frequency-possibly low enough to create 
natural engine effects. These conjectures 
have motivated us to begin experimental 
work with a number of other collaborators 
on the general question of the localization 
of vibrational energy in materials. This is a 
case where we think we know what we are 
looking for, but we don’t know what we 
will find. 

Thus, whether shaking loudly in the 
laboratory or, perhaps, vibrating sound- 
lessly in a molecule, natural engines may 
be a widespread phenomenon of general 
importance. Not only are natural engines 
simple, they use a necessary thermody- 
namic evil-irreversibilities-as a 
positive feature of the engine. We hope an 
understanding of these concepts will serve 
mankind well in his quest for appropriate 
engines and will help us to comprehend 
better the behavior of molecular vibra- 
tional systems. W 
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The Liquid Propylene 
n 0 kngine 

n ideal use of geothermal energy is 
to warm buildings by extracting A heat from ground water at  

temperatures of only about 10°C. This ap- 
plication involves the pumping of large 
amounts of heat across small temperature 
differences (of the order of 30°C). An effi- 
cient way to effect such heat transfer is 
from one liquid to another. As a result, a 
heat pump that appears well suited for this 
purpose is a conventional reciprocating 
heat engine using a liquid for a working 
substance. 

We have been studying just such an 
engine-a Stirling engine that uses liquid 
propylene as its working fluid. Our dis- 
cussion of this device will both contrast 
the simplicity of natural engines with the 
complexity of more traditional engines 
and, more important, will introduce the 
use of a liquid as a thermodynamic work- 
ing substance. (The section in the main 
article called “The Liquid Sodium 
Acoustic Engine” discusses a natural heat 
engine that uses a liquid as its primary 
thermodynamic medium.) 

It is a common misconception that 
liquids behave much like an idealized 
hydraulic fluid, with density independent 
of temperature and pressure. In fact, 
especially near the critical point (where the 
liquid and gaseous phases become indis- 
tinguishable), a typical real liquid is some- 
what compressible, has a large thermal 
expansion coefficient (comparable to or 
larger than that of an ideal gas! ) ,  and has 
other attractive thermophysical proper- 

Fig. 1. In this propylene-to-water heat 
exchanger, made up of a stack of hun- 
dreds of stainless steel sheets copper- 
brazed together at Los Alamos, the 
propylene flows in at the top right of the 
stack and across through the propylene 
manifolds and channels, then moves up 
and out through the other propylene 
duct. The arrow in the figure traces the 
path through just one of the sets of 
channels and manifolds; similar flow oc- 
curs through the other, lower propylene 
channels and manifolds. At the same 
time, water flows in and up through one 
water duct and across the stack (but 
through alternate sets of plates and 
across the plates in a direction perpen- 
dicular to the corresponding propylene 
flow) until it returns, exiting through the 
other water duct. Because of the in- 
timate thermal contact between fluid 
and stainless steel, heat can be trans- 
ferred at a rate of 230 W/OC. b 

ties. These facts were first appreciated by 
John Malone, who in the 1920s built sev- 
eral Stirling prime movers that used liquid 
water with pressures as high as 700 bars as 
the working substance. We chose liquid 
propylene (CsH6) for our work because its 
critical temperature is just above room 
temperature and its Prandtl number 
(which can be thought of as a measure of 
the material’s viscous losses in relation to 
its thermal transport capacity) is lower 

than that of other fluids with similar criti- 
cal temperatures. 

A major advantage of a liquid working 
substance is that liquids have a very large 
heat capacity per unit volume compared 
to gases, making it possible to build effi- 
cient and compact heat exchangers and 
regenerators. This point is illustrated by 
the compact propylene-to-water heat ex- 
changer we have developed for our engine 
(Fig. 1). The exchanger is made of hun- 
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dreds of chemically milled stainless-steel 
sheets copper brazed together (several of 
the individual plates are shown on the 
cover). Although the exchanger (4 by 4 by 
9 centimeters in size) entrains only a few 
cubic centimeters of propylene, it transfers 
heat between the two fluid streams at a 
rate of 230 watts per "C with only a few 
watts of power required to pump the fluids 
through the exchanger. 

Another advantage of a liquid working 
substance is that liquids are typically 
much less compressible than gases. Thus 
the large pressure amplitudes needed to 
pump large amounts of heat can be 
achieved with only small displacements of 
a piston, even for a substantial volume of 
entrained liquid in the thermal elements. 
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Because of this quality, it is possible to 
build a high-power engine that uses a short 
stroke, making the mechanical elements 
very eficient without compromising on 
the size and efficiency of the thermal ele- 
ments. 

Our laboratory-scale liquid-propylene 
Stirling engine (Fig. 2) uses the same con- 
figuration of parts shown in Fig. 3 of the 
main article (the Rider form of the Stirling 
engine), except that we have four such 
assemblies. These assemblies operate 
from a common crankshaft and are 
mechanically phased 90 degrees apart 
so that the shaft torque oscillations are 
minimized, eliminating the need for a big 
flywheel. Although much of the wiring in 
Fig. 2 is for diagnostic purposes, the 

Fig. 2. The heat engine shown here con- 
sists of four Stirling engines of the Rider 
form operating from a common 
crankshaft but phased 90 degrees 
apart. The working medium is liquid 
propylene, and heat exchange between 
water and the propylene takes place in 
the stainless-steel exchangers de- 
picted in Fig. l. 4 

photograph, when contrasted with photo- 
graphs of natural engines (see the main 
article) is nevertheless a dramatic rep- 
resentation of the complexity of a more 
conventional reciprocating engine. 

In its heat-pump mode, our engine uses 
work supplied by an electric motor to 
transfer heat from a source at or below 
room temperature to a heat sink consisting 
of flowing water at or above room temper- 
ature. For convenient measurement, the 
low-temperature source is an electric 
heater. Mean pressure, oscillating pressure 
amplitude, volumetric displacement, shaft 
rotation frequency 11 and hot and cold 
temperatures are all independently con- 
trollable. We can measure both the rate at 
which heat is pumped away from the heat 
source 0 and the shaft torque T, the latter 
giving us shaft power W = 27tfi. 

In addition, our laboratory engine has 
valves that quickly change it from the 
ordinary heat-pump configuration to one 
in which there is no flow of propylene 
through the regenerators and heat ex- 
changers, even though crankshaft and 
piston motion, pressure amplitudes, 
temperatures, and so forth remain the 
same. This feature allows us to accurately 
measure just the torque diference AT re- 
quired to pump the heat, with the back- 
ground torques due to bearing and seal 
friction, piston blowby, and the like 
eliminated. 

Large amounts of heat can be pumped 
by the engine (Fig. 3a)-around 1300 
watts at a crankshaft rotation frequency of 
4.5 Hz-and the data points match very 
well curves predicted from theory for the 
particular geometry of the engine and for 
the use of propylene as the working fluid. 
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Fig. 3. (a) The rate at which the 
propylene engine pumps heat Q as a 
function of crankshaft rotation fre- 
quency f at two different oscillating 
pressure amplitudes agrees very well 
with theoretical curves predicted from 
the physical properties of propylene 
and the geometry of the engine. (b) The 
torque difference AT, here also plotted 
as a function off, is just that part of the 
torque needed to pump the heat. In both 
graphs the blue data points represent 
no temperature difference across the 
regenerators, whereas the red data 
points represent a 3OoC difference. 4 

The lines drawn on Fig. 3b represent the 
torque required by an engine with the 
Carnot efficiency to pump the observed 
amount of heat added to the torque as- 
sociated with just the viscous losses of 
pushing the fluid through the regenerators 
and heat exchangers. Our measured 
torque differences agree well with these 
theoretical curves. 

Our laboratory engine is very far from a 
practical, economically useful device. Its 
scale and' most of its design are a p  
propriate for experimental measurements 
and for the understanding of principles, 
not for optimized efficiency or low manu- 
facturing or operating costs in a specific 
application. But, as expected, we are learn- 
ing that liquids are good heat engine work- 
ing substances. Liquid engines may ul- 
timately be of great technological im- 
portance. 

We are also learning much about the 
practical details of the use of liquids in 
engines. For example, we suspect that the 
next logical step in the development of 
practical liquid engines is to abandon the 
reciprocating Stirling engine entirely. In- 
stead, we would use the liquid in, say, a 
Brayton engine with rotary compressors 
and expanders. Such a configuration 
would reduce losses from such things as 
bearing and seal friction that, until now, 
we have regarded as quite uninter- 
esting. H 
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John C. Wheatley (1927-1986) joined Los Ala- 
mos in 1981. During his tenure here, he 
performed experiments on novel heat engines 
and on the fundamentals of thermal and 
statistical physics. He received his B.S. in elec- 
trical engineering in 1947 from the University 
of Colorado and his Ph.D. in physics in 1952 
from the University of Pittsburgh. He was 
elected a member of the National Academy of 
Sciences in 1975 and appointed to the Academy 
of Finland in 1980. His many honors include 
the two top awards given by the low-tempera- 
ture physics community: the Simon Memorial 
Prize and the Fritz London Memorial Award. 
At the time of his death, he was the first joint 
Fellow of the University of California, Los An- 
geles, and Los Alamos National Laboratory. 

Albert Migliori earned his B.S. in 1968 from 
Carnegie-Mellon University and his Ph.D. in 
physics in 1973 from the University of Illinois, 
where he studied superconducting thin films. 
He then joined Los Alamos as a postdoctoral 
fellow and studied high-field and self-field 
behavior of hard type I1 superconductors. In 
1975 he was awarded a National Science Foun- 
dation Fellowship to study internal and surface 
magnetic fields in currentcarrying supercon- 
ductors with the Mossbauer effect. In 1976 he 
became a staff member of the Condensed Mat- 
ter and Thermal Physics Group. 

Gregory W. Swift is a staff member in the 
Condensed Matter and Thermal Physics 
Group, where he has been working on novel 
heat engines, acoustics, and superfluid helium-3 
since 198 1. He received his B.S. in physics and 
mathematics from the University of Nebraska 
and his Ph.D. in physics from the University of 
California, Berkeley. From 1983 to 1985 he held 
an Oppenheimer Fellowship at Los Alamos. 
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John Wheatley (1927-1986) 

lab at UCLA. His pre- 
mature death left un- 
finished a large number of 
fascinating projects both 
in Los Angeles and in Los 
Alamos, among them the 
one on natural heat en- 
gines that he was writing 
about for this issue of t o s  

Alamos Science. 
As a tribute to John 

and his brilliant contribu- 
tions to science and tech- 
nology, a group of close 
associates shared with us 

thias Visiting Scholar at 
the Los Alamos Center 
for Materials Science) and 
Gordon Baym from the 
University of Illinois had 
worked with John at 
Urbana in the sixties on 
liquid helium-3 and 
d i lu t e  so lu t ions  of 
helium-3 in helium-4; 
theorist A1 Clogston, 
long-time member of Bell 
Laboratories and now a 
member of the Center for 
M a t e r i a l s  S c i e n c e ,  

ohn Wheatley, one of the great low-temperature 
experimental physicists of the twentieth century, 

the topics addressed in the following round table. The 
participants included both theorists and experimen- J died suddenly this spring while bicycling to his talists. Theorists David Pines (the current Bernd Mat- 

their insights about the man and his achievements. 
What made him a great scientist? How did he succeed in 
carrying out high-precision experiments at such low 
temperatures? Why did other experimentalists fre- 
quently aim to prove him wrong? Why is research at a 
few thousandths of a degree above absolute zero so 
tricky? How did John Wheatley interact with theorists, 
graduate students, administrators? These are some of 
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worked with John during the last three or four years on 
new ideas about nonlinear excitations in molecular 
systems. The theorists trusted John’s physical intuition 
and knew they could count on his results. 

Three experimentalists at the round table got down to 
the nitty-gritty, giving a vivid picture of John’s genius in 
the laboratory. Matti Krusius from Otaniemi, Finland, 
had worked with John during the seventies at the 
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University of California, San Diego, 
on the superfluid phases of helium-3 
and at Los Alamos with John on spin- 
polarized hydrogen. Greg Swift 
worked with John at Los Alamos on 
superfluid helium-3 and natural en- 
gines, and A1 Migliori worked with 
him here on natural engines and 
nonlinear excitations in molecular 
systems. 

Sig Hecker wanted very much to be 
a participant but was unavoidably 
traveling. We interviewed him later, 
inserting his comments where ap- 
propriate. He gives a moving descrip- 
tion of how his not-so-easy collabora- 
tion with John on establishing the 
Center for Materials Science grew 
into a strong friendship. 

The result is a portrait of a man 
who inspired those around him by his 
extraordinary drive for excellence, his 
intense interest in science, and his joy 
at being in the lab doing the best 
experiment that could be done. Al- 
though his insistence on perfection, 
his intolerance of incompetence, and 
his confidence that he was right could 
often be a source of friction, he will 
primarily be remembered for his con- 
tagious enthusiasm and ingenious 
skill in pushing the limits of science. 

Pines: John was the pre-eminent low-tem- 
perature physicist of his generation. He 
made absolutely major contributions both 
to low-temperature technology and to un- 
derstanding the physics of the helium 
liquids. Between the late fifties and the 
mid seventies, he camed out most of the 
key experiments on liquid helium-3 and 
the dilute solutions of helium-3 in 
helium-4 that either provided a basis for a 
theoretical understanding or else con- 
firmed theoretical predictions. He also 

camed out a number of the key experi- 
ments on the superfluidity of helium-3 
and missed, by really a shadow, identify- 
ing the superfluid phases. 

John was not just the outstanding ex- 
perimentalist in the low-temperature com- 
munity; he was also its conscience. He 
paid attention to what other people were 
doing and was willing to take the time to 
sort out why their results were different 
from his own. In that respect he was 
unique. And he did it all with great style, 
verve, honesty, and a sense of humor. 

John as the conscience of the low-tem- 
perature physics community is epitomized 
by the following anecdote. In 1964, at the 
Eighth International Low-Temperature 
Physics Meeting in Columbus, Ohio, one 
of the leading Soviet low-temperature ex- 
perimentalists, V.P. Peshkov, presented 

the details of his previously announced 
“discovery” of the long sought-after super- 
fluid phase of helium-3. Following 
Peshkov’s presentation, John got up and, 
in the most careful, honest, objective way, 
pointed out what he thought were the fatal 
flaws in the experiment. John demolished 
Peshkov but not in any personal sense. He 
just demolished the way in which Peshkov 
had amved at his temperature scale-one 
of the problems in low-temperature phys- 
ics is knowing what temperature you’re 
at-and then pointed out the effects that 
may have led Peshkov to erroneously con- 
clude that he was dealing with a superfluid 
phase of helium-3. John had done experi- 
ments down to lower temperatures, he was 
sure of his temperature scale, and he knew 
he hadn’t seen superfluidity. 
Migliori: Later, when John in fact had 
superfluid helium-3 in his own lab, he 
didn’t know it, although he was right 
about his temperature scale. 
Krusius: Unfortunately, that one mistake 
probably cost him the Nobel Prize. He did 
most of the pioneering experiments on 
liquid helium-3, both before and after the 
discovery of superfluidity by Osheroff, 
Lee, and Richardson in 1972. 
Pines: Another measure of John the scien- 
tist concerns the debate during the years 
1980 to 1983 over the correct low-temper- 
ature specific heat of liquid helium-3. The 
results obtained in 1980 by a group work- 
ing in Helsinki differed by some 40 per 
cent from the results that John and his 
collaborators had found in their classic 
work in the mid sixties. This discrepancy 
was of great concern because helium-3 is 
the benchmark liquid in all ultralow-tem- 
perature work. After the announcement of 
the Helsinki group’s results, John wrote a 
long letter to the experimentalists in the 
field discussing all the possible things that 
could go wrong and all the consistency 
checks that were needed to do an accurate 
measurement. Within about a year and a 
half of that letter, Dennis Greywall at Bell 
Laboratories camed out what is likely to 
remain the definitive experiment. It led to 
results that differed from John’s by about 
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IO per cent. No one understands to this 
day why the Helsinki experiments were so 
far off. But certainly John led the way in 
suggesting what could have caused an er- 
roneous result. 
Clogston: John was definitely a driving 
force in the low-temperature community, 
always stretching things to the limit. Take, 
for example, the Argentinean adventure. 
Pines: Yes, John spent two years [I962 
and 19631 founding the low-temperature 
group in Bariloche, a city off in the Argen- 
tinean countryside not far from the 
Chilean border. 
Krusius: At first the conditions at 
Bariloche were very primitive with hardly 
any electricity or water. Everything had to 
be started from scratch. They even had to 
build the liquefiers to make liquid helium 
and liquid hydrogen. 
Pines: He went there because he liked the 
people, liked the adventure, and liked the 
opportunity afforded by the research at- 
mosphere of Argentina at that time. Before 
he left, he set up a two-way radio on the 
roof of the Urbana physics building so he 
could talk regularly to his colleagues there 
and order much-needed equipment for the 
lab in Bariloche. On his return he used the 
set to stay in touch with the people in 
Bariloche. John was thoroughly successful 
in his Bariloche enterprise. A number of 
his former students continue to work 
there, and the lab is recognized as a center 
of excellence in the South American ex- 
perimental physics scene. 
Krusius: Even for a scientist of John’s 
stature, a highly recognized international 
standing does not come automatically. 
John won international recognition and 
had many, many friends abroad because 
he cultivated and worked with his foreign 
colleagues. In 1975 he received the Fritz 
London Memorial Award, the highest rec- 
ognition of the international low-tempera- 
ture physics community, and an honorary 
degree of Doctor of Science from the Uni- 
versity of Leiden. In 1980 he was ap- 
pointed to the Academy of Finland. John 
really valued those recognitions. The 
Academy of Finland, which consists of 
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only some thirty members, is small 
enough that if one member says he’s inter- 
ested in studying the use of hydrogen gas 
as fuel for the diesel cycle, he’ll be whisked 
off in a helicopter to an icebreaker to see 
large-scale diesel engines in action. 
Science: When did John begin his work in 
low-temperature physics? 
Pines: He came to the University of Illi- 
nois in 1952 as a nuclear physicist, work- 
ing on paramagnetic resonance and nu- 
clear magnetic moments. 

Krusius: John decided that the proper way 
to study the interactions of magnetic mo- 
ments in condensed matter was to polarize 
the moments using low temperatures and 
high magnetic fields. So he had an im- 
mediate need to get acquainted with low- 
temperature techniques. In 1954 he spent 
a year in Leiden at the Kamerlingh Onnes 
Cryogenics Laboratory, the renowned 
birthplace of low-temperature physics. 
During his stay he undoubtedly became 
acquainted with the concoction of myths 
and cookbook recipes that made up Iow- 
temperature technology. When he re- 
turned to Illinois, he set out to correct this 
situation by methodically establishing the 
basic techniques of present-day low-tem- 
perature refrigeration and thermometry. 

At first he used the adiabatic de- 
magnetization of cerium magnesium 
nitrate as a cooling method for all his low- 
temperature work. When helium-3 be- 
came available in the late fifties, he added 

helium-3 evaporation as a precooling step 
and was able to extend the low-tempera- 
ture limit by a factor of 20, down to a few 
millikelvins. At the same time he de- 
veloped the whole technology needed to 
work at these low temperatures. For exam- 
ple, he compiled a list of materials accord- 
ing to their magnetic susceptibility at low 
temperatures so one could use materials 
for the apparatus that would not interfere 
with the measurement of very small mag- 
netic moments. 
Science: Tell us about the atmosphere at 
Illinois in the fifties and sixties. 
Pines: John and I both came to the Uni- 
versity of Illinois in 1952-as did Hans 
Frauenfelder and Francis Low. John Bar- 
deen, Fred Seitz, and Charlie Slichter were 
already there. Later, in the sixties, Gordon 
Baym, Tony Leggett, and Chris Pethick 
came. It was a remarkable group; we very 
much enjoyed talking and working 
together. At first, during his nuclear phys- 
ics phase, John Wheatley sat somewhat 
apart, but soon his work on the helium 
liquids made him a central figure in our 
discussions. 
Science: Why was helium so interesting ? 
Pines: Helium-4 was always of great inter- 
est to both the experimental and theoreti- 
cal low-temperature community because 
it remains a liquid down to the lowest 
temperatures-as long as you don’t 
squeeze it-and because helium-4 be- 
comes a superfluid, with all sorts of 
fascinating properties, below 2.19 kelvins. 
When helium-3 became available in large 
quantities in the late fifties, the attention 
of both theorists and experimentalists 
turned to the properties of this new quan- 
tum liquid. Because helium-4 is a spinless 
particle, a boson, it condenses to a super- 
fluid in which all the atoms are in the same 
lowest energy state. Helium-3 with a spin 
of ‘12 is a fermion and can have only one 
particle at a time in a given state; hence it 
was expected that the quantum liquid 
properties exhibited at  very low 
temperatures would be quite different 
from those of helium-4. 

In the early days Los Alamos had more 
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helium-3 than anybody else because of the 
work done with tritium for the Super [the 
first H-bomb design], and the Lab also had 
a very active low-temperature group. It is 
this group that John eventually joined. 
Baym: Of course it was no accident that 
helium-3 research began in Los Alamos in 
the late fifties. The half-life of tritium, the 
parent of helium-3, is 12.5 years, so it was 
natural that by the mid fifties substantial 
stocks of helium-3 would have begun to 
build up. Landau’s paper on his Fermi- 
liquid theory of helium-3 was published in 
1957, just one tritium half-life after the 
end of the Second World War. 
Pines: The theoretical challenge was to 
understand why Landau’s theory of Fermi 
liquids worked as well as it did for 
helium-3. The experimental challenge was 
to achieve temperatures low enough to 
cause the strongly interacting system of 
fermions, helium-3, to behave like a col- 
lection of weakly interacting elementary 
excitations. This is the not-so-obvious 
prediction of Landau’s model. The 
elementary excitations in the model are 
helium-3 quasiparticles and quasiholes 
near the Fermi surface, analogous to the 
particle and hole excitations of electrons 
in a metal. For helium-3 at a low enough 
temperature that quasiparticle and quasi- 
hole excitations govern its properties, the 
model predicted that the specific heat 
would vary linearly with temperature, the 
spin susceptibility would be independent 
of temperature, and a collective mode, 
called zero sound, would arise. Zero sound 
is a density wave that propagates by means 
of the forces between the atoms, rather 
than by collisions maintaining local equi- 
librium, as in ordinary sound. 
Science: What were John Wheatley’s con- 
tributions to the study of helium-3? 
Pines: First he developed the technology 
to cool to temperatures below 100 milli- 
kelvins, as Matti described. Once he had 
the technology, his work on helium-3 took 
OK John and his collaborators demon- 
strated that the transport properties- 
thermal conductivity, viscosity, ultrasonic 
attenuation, and spin diffusion-of liquid 
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When any technical idea was brought up, John 
wouldn’t let us continue until he understood 

every aspect of it. That’s what made him such a 
pain and so beautiful too. 

-Sig Hecker 

John’s character was dominated by a system- 
atic drive for excellence in all things. 

-Greg Swift 

John was always the first to perform a new type 
of experiment. He would quickly set the 

benchmark, and it would be a correct one. 
-Matti Krusius 
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'' . . . The irreversibility will be the thing that 
makes the engine w0rk:'Helikedthatidea 
because then the engine, the natural engine as 
he called it, wouldn't have a single extra thing 
wrong with the technology. 
-AI Migliori 

John Wheatley developed his profound under- 
standing of his experiments through mechani- 
cal models and simple theories that captured 
the essence of the physics involved. 
-AI Clogston 
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By understanding the numbers, he was always 
way ahead of the theorists; he could tell quickly 
whether a theoretical guess was right or wrong. 

-Gordon Baym 

John was not just the outstanding experimen- 
talist in the low-temperature community; he was 
also Its conscience. . . . In that respect he was 
unique. 
-David Pines 

helium-3 agreed with the predictions for a 
Fermi liquid. John was also the person 
who directly found zero sound in 
helium-3. Wilks had done an indirect 
measurement based on acoustic mis- 
match, but Wheatley, Abel, and Anderson 
made the direct observation in 1966. 
Krusius: John was always the first to 
perform a new type of experiment. He 
would quickly set the benchmark, and it 
would be a correct one. This happened so 
consistently you often heard at con- 
ferences that the driving motivation for a 
later experiment had been a feeling that 
the early Wheatley experiment could not 
possibly have been right. 
Swift: The basic principle here is that John 
was always right. Low-temperature experi- 
ments have many pitfalls, the most impor- 
tant being the determination of an ac- 
curate temperature scale. John was way 
ahead of everyone: he consistently worked 
sixty-hour weeks, had a fantastic memory 
for everything he did in the lab, and out- 
lined his experiments in meticulous detail. 
Krusius: An illustration is his work on the 
temperature scale in the millikelvin range. 
All through the years John had collected 
his own measurements on the absolute 
temperature scale, which were done with 
cerium magnesium nitrate. He then used 
them to finally summarize the helium-3 
superfluid transition curve as a function of 
the externally applied pressure and 
absolute temperature. Many groups have 
since employed different techniques, but 
his initial tabulation has resisted 
challenges remarkably well. 
Clogston: I think of John Wheatley as one 
of the world's premier experimentalists. 
He certainly wasn't a theorist; I'm not 
even sure he had a very high regard for 
theory. But he certainly interacted, David, 
with you, Gordon, and John Bardeen very 
deeply and intensively. What was the 
nature of that interaction? 
Pines: Whenever John observed anything 
new and puzzling about helium-3, he'd 
climb up to the lair of quantum-liquid 
theorists two floors above his lab to ask 
questions. John always had a strong feel- 
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ing for the essence of what was happening 
and a real interest in finding the simplest 
theoretical description. On the other hand 
he never got involved with theoretical 
technology. For instance, he understood 
the theoretical construct of a Fermi liquid 
but never learned the mathematical details 
at the heart of the theory. 
Baym: The most intense interaction was 
on dilute solutions of helium-3 in super- 
fluid helium-4; we were back and forth 
almost daily. John was always trying to 
force us as theorists to explain in his terms 
how the mixture was working. He insisted 
on very detailed explanations. By under- 
standing the numbers, he was always way 
ahead ofthe theorists; he could tell quickly 
whether a theoretical guess was right or 
wrong. 
Pines: The helium-3/helium-4 mixtures 
were a good system to work on because we 
understood helium-4 completely, and we 
could add helium-3 a little at a time, really 
checking theory against experiment as we 
went along. You could study a range of 
densities for helium-3 that’s impossible to 
obtain in pure gaseous helium-3. Because 
of John Wheatley, Gordon, John Bardeen, 
and I attacked a fascinating theoretical 
puzzle, the nature of the effective interac- 
tion between helium-3 atoms in the 
helium-4 background at temperatures so 
low that the helium-4 behaves like a me- 
chanical vacuum. 
Science: What do you mean by a mechani- 
cal vacuum? 
Clogston: Helium-3 binds more strongly 
to helium-4 than to itself, making it 
energetically more favorable under some 
circumstances to be in a mixture than to 
separate into different phases. 
Migliori: As a result, the amount of 
helium-3 that will dissolve in helium-4 at 
atmospheric pressure can be as large as 6 
per cent down to absolute zero tempera- 
ture. At the same time, superfluid 
helium-4 has no viscosity, so helium-3 
moves nearly as if nothing is there. It acts 
like particles in a vacuum, except, since 
you’re in the liquid phase, you have a lot 
more atoms present per unit volume. 
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Baym: An example of John’s influence on 
theory arose from his measurements of the 
thermal conductivity and spin diffusion of 
dilute solutions of helium-3 in helium-4. It 
appeared impossible to construct any the- 
ory of the effective interaction that would 
explain both of those experiments. From 
the discrepancy with the experi- 
ments-and John stood by his re- 
sults-we discovered that the solutions to 
the Landau kinetic equation we were using 
were in fact not very accurate. John’s 
measurements really inspired the subse- 
quent work that eventually led to the exact 
solution. If John had not done the experi- 
ments and pushed on the theorists, that 
theoretical advance would likely not have 
been made for quite a while. 
Migliori: John really understood what it 
meant for helium-4 to act as a mechanical 
vacuum for the helium-3 particles. 
Baym: He realized that if you cooled by 
evaporating helium-3, the binding of 
helium-3 to helium-4 allowed you to 
achieve a higher vapor pressure at a given 
temperature than you could in the or- 
dinary vacuum. If you just evaporated 
helium-3, you could cool down to about a 
third of a kelvin, but if you evaporated 
helium-3 into helium-4, you could go to 
much lower temperatures. That’s the prin- 
ciple of the dilution refrigerator, which 
John developed to a practical device. 
Swift: John was able to get a factor of a 
hundred lower in steady-state low temper- 
ature with the dilution refrigerator. Prior 
to this development work, the lowest con- 
tinuously available temperature was about 
0.3 kelvin, produced by evaporating 
helium-3 into a vacuum. London sug- 
gested the principle of cooling by diluting 
concentrated heiium-3 in helium-4, but 
John engineered it into a practical reality, 
using heat exchangers, distillation units, 
and pumps to circulate the helium-3 con- 
tinuously. This was an extremely impor- 
tant technological development. A factor 
of 100 reduction in temperature is as im- 
portant in condensed-matter physics as a 
factor of 100 increase in energy is in par- 
ticle physics. 

Pines: In some ways John was more ex- 
cited about his work on dilution refriger- 
ators than he was about having sorted out 
the low-temperature experimental 
properties of helium-3. He worked very 
hard on the theoretical papers he wrote in 
connection with the dilution refrigerator. 
Right before he left Urbana in 1966, he 
had a refrigerator running, and he, of 
course, developed them further after he 
left. In 1970 during a symposium talk on 
experiments of the future, he spoke about 
ultralow temperatures of 30 millikelvins. 
Now, thanks to John’s dilution refriger- 
ators, one can reach those temperatures 
fairly easily. 
Krusius: His dilution refrigerator chopped 
the continuous-cooling frontier down to 
4.5 millikelvins. Dilution refrigerators 

now go down to 2 millikelvins, but they 
require much larger pumps than John had 
in the early work. 
Pines: When you combine the dilution 
refrigerator with demagnetization tech- 
niques, you can get down another factor of 
10 to about 0.2 millikelvin. 
Swift: But remember, there’s a big dif- 
ference between dilution refrigeration, 
which is continuous, and demagnetiza- 
tion, which is one-shot. 
Baym: Dilution refrigerators are now be- 
ing used at the high-energy laboratories, 
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including LAMPF and Brookhaven, to 
cool targets to very low temperatures for 
polarized target experiments. 

Getting back to John, when he left 
Urbana he had a very strong urge to get 
into a different field; he wanted to work on 
geophysics. However, superfluid helium-3 
was discovered in 1972, and then John 
couldn't break away. 
Science: How did John happen to miss the 
discovery of the superfluid phase? 
Krusius: Ironically, John had made 
measurements below the superfluid transi- 
tion temperature earlier but missed ident- 
ifying it because he had his own inimitable 
and sometimes stubborn way of doing 
things. He was a very organized and 
meticulous worker, but he was sometimes 
reluctant to resort to the most modem 
type of equipment. Doug Osheroff dis- 
covered the transition early in 1972 during 
his compressional adiabatic cooling ex- 
periments at Cornell. Osheroff found a 
glitch in the pressure as a function of 
time-a very small glitch, only a few per 
cent of the total. This tiny glitch was the 
superfluid transition everyone had been 
looking for. About a year and a half before, 
John had also been developing adiabatic 
compressional cooling to obtain low 
temperatures and to look for the transi- 
tion. During those experiments, rather 
than reading the pressure as a function of 
time from a strip-chart recorder attached 
to a pressure transducer, John had Rich 
Johnson, the graduate student doing his 
thesis work on this experiment, sit on a 
stool and shout out numbers from a pres- 
sure gauge with a needle. These discrete 
points did not show an obvious glitch. 
Afterwards, knowing where the transition 
occurred, they went back and plotted their 
data above and below the glitch and saw 
the transition. 
Swift: After OsheroWs discovery John be- 
came very serious about making measure- 
ments on these new superfluid phases. He 
brought Matti from Helsinki to La Jolla as 
a postdoc, and, together with a couple of 
students, they built a cryostat that used a 
dilution refrigerator as the precooler and 
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adiabatic demagnetization as the final 
cooling step. It was basically the Helsinki 
design, but it’s remarkable that it worked 
just fine the first time they tried it. At 1 
millikelvin a heat leak of only a billionth 
of a watt can be disastrous, so this is 
difficult work. Their first experimental 
run produced about ten publications, half 
of them in Physical Review Letters. This at 
a time when most experimentalists in the 
field were struggling just to get cold. 
Krusius: John studied superfluid helium-3 
systematically all through the seventies, 
producing one of his most important con- 
tributions to physics. 
Baym: The superfluid phases of helium-3 
are interesting in that they resemble a 
superconductor, except that the Cooper 
pairs have one unit of angular momentum 
instead of zero, which makes the descrip- 
tion of the ordering much more com- 
plicated. There are two phases, called A 
and B. The A phase has an anisotropy axis, 
making it like a quantum liquidcrystal. A 
lot of John’s work was on the dynamics of 
this anisotropy axis-orienting it with 
magnetic fields and such and using the 
anisotropy of zero-sound attenuation to 
see what was going on. 
Pines: It seems that John began his study 
of superfluid helium-3 by, once again, im- 
proving the experimental technology. 
Krusius: In particular, John was one of the 
key persons to develop the point-contact 
SQUID, a superconducting quantum-in- 
terference device that can measure very 
small magnetic fields and voltages. 
Migliori: John used the SQUID to 
measure magnetic fields as well as temper- 
ature in his superfluid helium-3 experi- 
ments. A SQUID voltmeter was a good 
way of making a low-power, precise meas- 
urement of the magnetization curve of a 
dilute magnetic salt, and if you understand 
the physics of the salt reasonably well, its 
magnetic susceptibility defines the tem- 
perature scale. So the point-contact 
SQUID became a very important tool for 
determining temperature. 
Krusius: John was probably the first per- 
son to use the SQUID for that. He also, I 
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think, was the first person to use the 
SQUID to measure thermal noise in a 
resistor, letting that define a temperature 
scale also. 
Migliori: The gold-iron SQUID ther- 
mometer is also a nice tool, sufficiently 
well developed by John’s graduate stu- 
dents that it was written up in an instru- 
ment publication. That tool is used here at 
Los Alamos to study Rayleigh-Bknard 
convection in dilute helium-3/helium-4 
solutions. These experiments yield signal- 
to-noise ratios equal to that of a compact 
disc, that is, 90 decibels. As a result, one 
can measure a long series of period dou- 
blings as the system undergoes a period- 
doubling transition to turbulence. These 

are the finest measurements of the con- 
vecting state-in how it’s initiated and 
how it evolves-and it’s a real measure- 
ment, not a computer simulation. 
Pines: The point-contact SQUID is now 
being used to measure electrical currents 
in the brain through the tiny magnetic 
fields that are generated. A number of 
people at Los Alamos and elsewhere are 
interested in trying to measure magnetic 
brain waves and to use a magnetic map of 
the brain for medical diagnosis. 

When John went to San Diego after 
leaving Urbana, he not only devoted 
himself to research on superfluid 
helium-3 but founded the SHE [Supercon- 
ductivity, Helium, and Electronics] Cor- 
poration. He did this, in part, to exploit 

some of his own inventions and also to 
make available excellent low-temperature 
equipment in a way he knew that no com- 
mercial company was going to do. 
Swift: Two other low-temperature 
physicists were also founders of SHE, but 
it was John who guided it on a daily basis. 
Their main products have been dilution 
refrigerators and SQUIDS. John’s tech- 
nical expertise was indispensable in get- 
ting SHE started. I think the University 
faculty frowned on this involvement. It 
looked to them like John was developing 
these technologies at the University and at 
government expense and was trying to 
profit from them personally. Actually he 
never made a cent. A lot of his former 
students and postdocs work there now. 
That was one way he transferred his low- 
temperature technology from the lab to 
SHE. 
Pines: At heart, John was a kind of 
missionary. Although he was a very pri- 
vate person, in another sense he was not at 
all secretive. He didn’t develop these won- 
derful techniques to keep to himself and 
his immediate associates. He was always 
willing to share. He not only built the 
Argentinean low-temperature community 
but also played an important role in build- 
ing a major low-temperature community 
in Finland. 
Science: What about John’s work at Los 
Alamos these lastjive years? 
Krusius: Before he came to Los Alamos, he 
was interested in doing something new. 
He began thinking about thermal physics 
with heat engines, but he had a feeling 
such work could not be done at UCSD. 
Migliori: When I first talked to John in 
San Diego about his decision to come to 
Los Alamos, he expressed this love of 
technology that has been a theme through- 
out his life. His interest in heat engines has 
a similar quality to his work on the dilu- 
tion refrigerator. He wanted to do tech- 
nology, to make things that did something. 
For that reason the acoustic engine work 
here at Los Alamos was one of the high 
points in his life. 
Pines: His recent work on heat engines 
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was an outgrowth of his profound working 
knowledge of thermodynamics and heat 
cycles and what you could do with them. 
Having solved essentially all those prob- 
lems in low-temperature physics, he 
wanted a new major challenge. He went 
back to the work of the great thermody- 
namicists and engine creators of the nine- 
teenth century, such as Carnot and Kelvin, 
and took a fresh look at that technology to 
see what you could do. 
Clogston: I had the impression, working 
with him these last three or four years, that 
he always based his thinking on some kind 
of classical model. Perhaps he was one of 
the last great classical physicists. 
Migliori: He loved these engines, 
especially the acoustic engines, more than 
anything else because the physics could be 
understood on the basis of classical ther- 
modynamics. A normal person could un- 
derstand it. Although there was nothing 
quantum mechanical about acoustic or 
natural engines, they were, nevertheless, a 
completely new development, and they 
were sufficiently rich and complex that 
they challenged everyone’s understanding. 
Science: What was the new idea behind 
natural engines? 
Swift: In traditional heat engine designs, 
the idea is to minimize irreversible proc- 
esses because they lead to inefficiencies. 
Migliori: Anything you build is going to be 
irreversible, so from the traditional point 
of view, there’ll always be some process 
that messes you up. John said to himself, 
“I’m going to make that irreversibility 
work for me. The irreversibility will be the 
thing that makes the engine work.” He 
liked that idea because then the engine, the 
natural engine as he called it, wouldn’t 
have a single extra thing wrong with the 
technology. 
Swift: It’s like taking a liability and turning 
it into an asset. 
Migliori: The acoustic engine was the first 
natural engine John developed. Merkli 
and Thomann and then Nikolaus Rott 
had discovered the important acoustic en- 
gine principles, but John was trying out his 
new principle to see if it had absolute 
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global importance. 
Pines: In the summer of eighty-three, he 
organized a meeting to see whether people 
in various parts of physics would agree 
with him that this was a whole new ap- 
proach to understanding engines, 
Baym: I had pointed out to John the rela- 
tion of his idea to instabilities in stars, and 
eventually he and Art Cox wrote a paper 
for Physics Today on the connection. 
Pines: There are also a certain number of 
natural engines in your body, and that 
fascinated John. He wanted to see if he 
could make engines that operate at a mo- 

lecular level. 
Migliori: I think one of his chief motiva- 
tions in all this work was his desire to 
make engines work well. 
Swift: He liked the promise that some- 
thing practical would come out of the re- 
search. Eventually he started using a liquid 
instead of a gas as the working substance 
in a heat engine-an idea that had lain 
dormant for fifty or sixty years. This idea 
led us to the liquid sodium acoustic en- 
gine, which we’re working on now. John 
recognized all along that liquids were good 
things to work with and kept his eyes open 
for opportunities. 
Migliori: The sodium acoustic engine is an 
example of taking an idea and implement- 
ing it with exactly the right working fluid. 
But it takes about fifty years to get an 
engine working properly in the economic 
sense-and you have to compete with ex- 
isting technology. So even though the so- 

dium engine has no moving parts, it’s 
going to take time to yield a big payoff. 
Clogston: The need for efficient engines in 
space is so great that the payoff may come 
sooner. 
Pines: Well, SDI may push it up a little. 
Science: So the liquid sodium engine is 
truly a capstone on a prolijk experimental 
career. What influence did John’s ex- 
perimental style-his way of doing 
things-have on other people? 
Swift: We need to talk about John’s gradu- 
ate students, because that’s what his ex- 
perimental career was all about. 
Migliori: John had great skill getting stu- 
dents interested in topics he wanted to 
pursue. He displayed excellent taste, pick- 
ing out topics that were important, and 
then, through force of personality or 
charm or just brute force, got people to 
work on them. 
Swift: All the measurements in the fifties, 
sixties, and seventies on the properties of 
liquid helium-3 were made with John 
tightly controlling a handful of graduate 
students. That was the key to his great 
productivity. He was in the laboratory 
with them day and night, calling all the 
shots. They were reading the meters, and 
he was writing the numbers in the lab 
notebook. When he came to Los Alamos, 
he brought a number of students with him 
from the University of California. We still 
have a handful here. In the last few years, 
though, he started to let them take more 
initiative. He was mellowing. 
Pines: You know, John had a killer in- 
stinct when he worked on something. He 
really wanted to get at it and get there fast. 
But it’s a delicate point. When you want to 
get something done, the very best thing is 
to do it yourself Sometimes, though, you 
need help, and you enlist a graduate stu- 
dent or a postdoc. If you want the answer 
in a hurry, you are on that person’s neck 
every moment of the day. On the other 
hand it’s not a very good way for a student 
or a postdoc to learn. The mellowing that 
Greg referred to was John’s willingness to 
wait another day or two for the answer and 
let people make their own mistakes. 
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Krusius: I think John had a very positive 
interaction with his students. In low-tem- 
perature work you can lose an enormous 
amount of time if you do things wrong. 
John would have the student think about 
the measurement and come up with a 
proposal. Then they’d go through the 
plans together, and he’d press on the 
things he thought wouldn’t work. The stu- 
dent would see that his proposal might not 
be a secure way of starting the experiment. 
That guidance was very useful. Otherwise, 
the student might waste a year or two. 
Miglion A simple example is using too 
much current through a thermometer so 
that it heats itself. That’s a subtlety that 
might be missed by a new student. 
Kmsius: John’s approach with his gradu- 
ate students changed after his heart by- 
pass operation three and one-half years 
ago, because time became immensely 
valuable to him. He really wanted to do 
physics on his own terms and not have too 
many people involved. John was the most 
organized person I know about doing work 
in the physics laboratory. When he came 
to the lab at seven or eight, he had a list in 
his mind of what he was going to do that 
day, and he really wanted to carry out all 
the things on that list. He didn’t have 
much time for discussions. One graduate 
student in La Jolla solved this problem by 
bicycling home with John in the evening. 
During that bicycle ride he’d talk about his 
experiment and get advice for it. 
Swift: In later years John would respond to 
a student’s question by giving him as 
much time as he needed, but John would 
never seek out students to make sure they 
were doing the right thing that day. 
Science: What about his family? 
Swift: There was his wife, Martha, and two 
sons. His career would not have been 
possible without Martha because she de- 
voted herself entirely to making his life 
easy. She was the foundation that gave 
him the freedom to do all the great things 
we remember him for. 

with Martha riding bicycles on longer 
trips, or sometimes hiking or skiing. He 
had a passion for bicycling and, years ago, 
a passion for his motorcycle. 
Clogston: That brings to mind the time in 
1976 when John drove all the way from La 
Jolla to Urbana on his motorcycle and 
arrived just in time for a party honoring 
John Bardeen. 
Pines: It was quite a dramatic event. We 
were holding a symposium on new direc- 
tions in condensed-matter physics to 
honor Bardeen’s retirement. John had al- 
lowed himself just enough time to make 
the trip by motorcycle. He appeared at the 

Varenna-perhaps forty miles or so. Dur- 
ing the two weeks of the school, he rode it 
around Varenna every day, and then he 
rode it back to the airport. That was pretty 
good for a fellow in a foreign country 
whose only fluent words in the native 
language were “more ice cream, please.” 
At Los Alamos, John bicycled to work 
every morning, then home for lunch a 
little before noon, back in after lunch, and 
then back home again about six. 
Pines: John never liked to feel hemmed in. 
When he was at Urbana, he and his family 
lived in St. Joseph, a rural village about 
eight miles away. When they went to La 

John and Martha Wheatley congratulating their son Bill at his wedding. 

University about an hour and a half before 
the meeting was to begin, having driven 
through not one but two blizzards. But he 
loved it; he was so excited to have brought 
it off and to have arrived on time. That 
exhilaration of being out on the edge with 
the unknown is what attracts most of us to 
physics and keeps us there. John loved 
getting to lower temperatures than anyone 
else and to sort out tricky experimental 
aspects that might cause someone else to 
slip up. He loved living on the edge with 
his motorcycle, and he loved pushing 
himself on his bicycle. 
Swift: The only thing that kept John from 
riding his bicycle every day was substan- 
tial snow or ice on the road. A couple of 

Science: Was his whole life devoted to work? years ago, he took his bike with him to an 
Swift: No. Although he did spend some of Enrico Fermi Summer School in Italy and 
his weekend time at work, a lot was spent rode it from the Milan airport to 
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Jolla, they didn’t live near the beach; in- 
stead, they lived inland about ten miles. 
Science: Let 3 talk about John 3 impact at 
Los Alamos. I understand Jay Keyworth 
was responsible for bringing him here. 
Pines: Jay certainly played a major role. 
John called Bill Keller (then head of the 
experimental low-temperature physics 
group at Los Alamos) to say that he might 
be interested in moving to Los Alamos 
because of its strength in low-temperature 
work and its possibilities for his develop 
ing technological interests. Bill told Jay, 
who then launched a major campaign to 
secure the funds and space needed to at- 
tract John to Los Alamos. John would 
never have come without this kind of all- 
out effort. 
Hecker: I remember Jay saying Wheatley 
must be gotten at any price because he did 
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really high quality research. 
Pines: John was pleased as punch with the 
space he had at Los Alamos and the 
possibilities of technical help. Every time I 
visited his lab, John would give me a 
guided tour and show me one more room 
and one more group of students doing 
another set of experiments. The move to 
Los Alamos was very liberating for him. 
‘He felt he could move out in a whole set of 
directions at once. This was simply not 
possible at La Jolla because of the lack of 
physical space as well as a lack of psycho- 
logical space. 
Hecker: John was incredibly protective of 
space. Part of his dowry in coming to LOS 
Alamos was a good part of the old 
cryogenics building. 
Swift: He had a dozen people-students, 
postdocs, staff members, techni- 
cians-working with him here on a whole 
set of problems that ranged from super- 
fluid helium-3 to liquid Stirling-cycle heat 
engines. He spent most of his time manag- 
ing, bringing his wisdom and good judg- 
ment to bear on the problems. It was 
incredible the way a little time with John 
could help point you in the right direction. 
Clogston: John certainly brought an ele- 
ment of excellence and drive to Los Ala- 
mos that I think must have been unique. 
Also, John was one of the founding fathers 
of the Center for Materials Science. He 
worked closely with Sig and a few other 
people, and he maintained an enduring 
interest in the Center. 
Swift: All John really wanted was to do 
physics. He’d do anything to get that to 
work, and, in the long run, he thought the 
Center would help him there. 
Clogston: About two years ago he was 
made a member of the Center and that 
pleased him enormously, especially since, 
with his support coming from the Center, 
he could fund another postdoc. Again, that 
was exactly what he wanted. 
Hecker: When we decided to start the 
Center for Materials Science, I wanted 
John on the internal advisory committee. 
His name would provide instant credi- 
bility with a large part of the solid-state, 
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condensed-matter physics community. 
John somewhat reluctantly agreed, and 
then, for the next three months, I was 
sorry I’d asked. He just gave us hell. He 
made our meetings take twice as long as 
we anticipated because he was always a 
stickler for detail. Wheq any technical idea 
was brought up, John wouldn’t let us con- 
tinue until he understood every aspect of 
it. That’s what made him such a pain and 
so beautiful too. 
Science: Did he have definite ideas about 
the Center? 
Hecker: Absolutely! Early on, I gave what 

I thought was an excellent seminar ex- 
plaining my vision of the Center and 
emphasizing the sort of equipment we’d 
have, the type of building, and all kinds of 
other grand things. John thought it was a 
dreadful talk. The only thing that mattered 
to him was to get the best people; he 
assumed everything else would follow. In 
that sense he was quite an idealist. I. on the 
other hand, had to be a realist, because to 
build a center you have to know how to fit 
it into the existing structure. Eventually I 
realized just how valuable John was. I 
learned from him that you have to insist 
on excellence and insist on the quality of 
people. We had many disagreements, but 
gradually we learned from each other how 
to implement the Center, and John began 
to recognize that no one is going to just 
throw a million dollars at you. 
Clogston: The Center was built adjacent to 
John’s lab. Agreements were finally 

reached about how space was going to be 
shared, but I must say I detected no signs 
of mellowness whatsoever in John during 
those discussions. 
Hecker: Even before that, in my eagerness 
to get the Center started, I tried to con- 
vince everyone we could start in a comer 
of the warehouse. That was the only space 
available at thetime where we could build 
laboratories. Again, John thought that was 
a dreadful idea. He wanted the Center to 
be around him so he could interact closely 
with the people of quality that the Center 
was meant to attract. He knew he was 
being very selfish, and my first reaction 
was somewhat negative. I never expected 
to get space close to where he worked, but 
John helped make it happen. I remember 
his words well: the goal was “to build an 
intellectual community in materials at Los 
Alamos and have that community in a 
place where you get people rubbing 
elbows.” The area close to his lab was 
clearly the right place since it’s the site of a 
large share of the condensed-matter phys- 
ics at the Laboratory. 
Pines: I think John had no interest in 
exercising power for the sake of power. He 
had a very clear image of what the Labora- 
tory could become-just very little op- 
portunity to put those ideas to work. I’m 
not totally clear why John decided to re- 
turn to an academic environment, but I’ve 
been told he felt he needed another army 
of graduate students. 
Migliori: I think the key words are “army” 
and “graduate students.” 
Swift: Many people asked him why he was 
leaving, and I’ve collected seven or eight 
different answers. I think this is just part of 
his privacy. I don’t think he wanted any- 
body to know why he wanted to leave. 
Hecker: He HJUJ very unusual that way; 
he’d think things out totally beforehand. 
He came to me for advice only after he had 
made his decision to leave Los Alamos. 
Migliori: Originally. John came to Los 
Alamos because he felt it was a good place 
to do technology. Eventually. though. he 
was disappointed that a few of the hoped- 
for services never materialized. When he 
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found that he had to go outside for such 
things as electron-beam welding and 
plastic molding that were supposedly read- 
ily available at the Laboratory, some of his 
enthusiasm diminished. 
Krusius: One reason he left was that, in the 
end, he realized he was a university 
teacher-an important part of his life that 
he missed. 
Hecker: When we discussed his move to 
UCLA, he did say that maybe he was 
meant to be an academic person. Even 
here at Los Alamos, he ran a lot of his shop 
as if it were a university. He came, in part, 
because he felt he was a technologist and 
the Laboratory was a fantastic place to do 
technology. When he was ready to go back 
to the University, he said that maybe he 
was more physicist than technologist after 
all. He still felt Los Alamos was a fantastic 
place to do technology, but he wasn’t quite 
clear what his role in that ought to be. 
Also, he missed the academic life and 
freedom. For instance, he always hated the 
fence around the site where his lab was 
located. He’d say, “Sig, tell me one thing. 
When are you going to get rid of this 
fence?’ It turns out the fence went down 
about a year or so ago, not because of 
anything I did, but because of the process 
of fixing up the Center for Materials Sci- 
ence. When the fence went down, John 
was delighted. It’s a pity that now the fence 
is gone, John is gone also. 
Migliori: There were certainly many 
reasons for his leaving. Another was that 
he’d fought so long and hard over many 
issues that most of his blue chips at the 
Laboratory were gone. Of course, one of 
the fascinating things about John was that 
he argued a lot, but mostly he turned out 
to be right. 
Swift: When John formed an opinion, it 
was very carefully thought out, and he 
knew he was right. 
Hecker: After deciding to go to UCLA, 
John asked my advice on how to break the 
news and how to restructure his rela- 
tionship with the Laboratory. I spent a lot 
of time with John carving out the idea that 
he proposed to Don Kerr, our Director, to 

become the first University of California- 
Los Alamos fellow. I wanted John to 
maintain his connection to Los Alamos. 
Not only was he doing very important 
work, but he provided a unique kind of 
leadership. There was just no substitute 
for having John Wheatley around. 
Science: Was the appointment successful? 
Hecker: The appointment is a very inter- 
esting one because it promotes a closer tie 
to the University ofCalifornia and a better 
link to their students. The way John inter- 
acted with students was crucial to the way 
he did business. He was a natural teacher, 
and he recognized that the only way to get 
the best students is to be where the action 
is. He arranged to spend six months at 
UCLA and six months at Los Alamos. In 
fact his six months at UCLA were almost 
up when he died. 
Clogston: We should list the experiments 
John was working on when he died. 
Swift: Nucleation of the superfluid 
helium-3 B phase out of helium-3 A, 
measurements on sticking coefficients of 
spin-polarized hydrogen on superfluid 
helium, Rayleigh-Benard convection in 
mixtures of helium-3 and helium-4, and a 
multitude of heat engines, including a 
liquid propylene Stirling engine, an 
acoustic cryocooler, a heat-driven acoustic 
cooler, and a liquid sodium acoustic prime 
mover. At UCLA he was doing nonlinear 
experiments on the localization of vibra- 
tional energy using the vibration of a thin 
cylindrical shell. 
Migliori: In the last year and a half John, 
along with Scott Buchanan and me, be- 
came very interested in the localization of 
vibrational energy through nonlinear ef- 
fects. At first the work was related to heat 
engine concepts, but it has since left those 
concepts far behind. Now, the idea is to 
establish whether such localized objects 
exist at the molecular level and whether 
they are as good an elementary excitation 
as anything else. To guide our thinking, 
John invented a classical model using the 
fact that a thin shell of stainless steel can 
exhibit some of the same effects that col- 
lections of tens or hundreds of molecules 

exhibit. Through this model one can make 
contact with the molecular system on an 
intuitive mechanical level by dealing with 
things you can hold in your hand. John, 
Scott, Seth Putterman at UCLA, and I 
planned to attack this problem in a major 
way. Of course, we’re still going to do it. 
Clogston: Within the last five years there’s 
been a renaissance in classical physics as 
people developed tools to study nonlinear 
phenomena. This turn of events must 
have been very thrilling to John. As we 
discussed, classical physics is the area in 
which he really worked naturally, in which 
he could model things in his head. The 
surge of interest in nonlinear phenomena 
must have been very inspirational to him. 
Migliori: But John felt, and I agree, that a 
lot of the principles are simple enough that 
one doesn’t need the highest power theory 
to attack them. In fact, if you are going to 
do experiments, it’s better to understand 
these things on a more fundamental and 
simpler level than merely to rely on buzz 
words and jargon. 
Pines: Looking back on John’s career, it 
seems that he’d concentrate on the tech- 
nology for a period and suddenly there’d 
be a great outpouring of papers dealing 
with the physics made possible by that 
technology. His research at La Jolla was 
really based on the technology that he 
developed at Urbana with the dilution 
refrigerator. Toward the end of the time in 
La Jolla, he was beginning his work on 
heat engines. All the work in helium-3 
was, as Matti said, based on solving the 
technical problems needed to do accurate 
experiments below a hundred milli- 
kelvins. He opened up new fields in sci- 
ence again and again either through his 
physics experiments or his interest in tech- 
nology. One learned very soon that what 
John proposed, no matter how way out it 
might sound at first, had to be taken 
seriously. 
Clogston: My experience was that John 
had enormous physical intuition, a really 
deep intuitive understanding of physics. 
Hecker: I always respected John as a scien- 
tist, but I got to respect and love him as a 
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human being. I learned later that he like- 
wise had gained respect for me over a 
period of months and years. As a result, I 
was able to talk to him more frankly than 
to almost anybody else here at the Labora- 
tory. He’d come to me for advice about his 
programs, his space, and his equipment 
because he knew I was a hardliner. There’s 
no question he was difficult to deal with, 
but that was mostly because of his in- 
sistence on excellence. He wanted to be the 
best at everything he did, and he felt in 
order to do the best, he had to have the 
best. He insisted on it. 
Pines: We don’t miss just John the scien- 
tist; we miss John the person. He had an 
independent and special view about 
almost any topic. You couldn’t anticipate 
it. He was never one to run with the crowd; 
he was just fun to talk to. 
Clogston: Maybe that sums it up-he was 
fun to talk to. I’m going to miss him 
tremendously. 
Krusius: Those of us who worked in- 
timately with him over the years have lost 
a colleague, a mentor, and an example. He 
was a true experimentalist who found 
pleasure and inspiration in life from the 
search for new understanding. He was 
totally dedicated to this cause. I shall 
always keep in mind his disciplined and 
analytical thoughtfulness as he pursued a 
problem and his excitement and joy as he 
approached a solution. But beyond John’s 
professional excellence, we have also lost a 
personal friend with whom we shared 
thoughts and countless ups and downs in 
both the laboratory and on bicycle rides. 
He was a friend who was always available 
for help and advice at difficult moments. 
Swift: What John really liked most was to 
turn the screwdriver, to make the meas- 
urement, to do the whole scientific process 
himself. The vision of John that I’ll always 
keep in mind is of him sitting on a hard 
wooden lab stool in front of a bunch of 
equipment, wearing a plaid shirt and 
khaki short pants-those great-looking 
legs of his on display-peering at instru- 
ments through his glasses, and writing 
numbers down in his lab book. W 
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Picosecond Photoconductivity 

As its name suggests, photoconductivity 
is an increase in the electrical conductivity 
of a material when it is illuminated by 
photons or other forms of radiation, such 
as electrons or alpha particles. The effect 
was first observed in 1873 in selenium and 
was soon incorporated in an 1884 patent 
for a precursor of a television camera. 
Initially thought to be a rarity, photocon- 
ductivity has now been observed in so 
many materials that it is assumed to occur 
in nearly all solids, whether nonmetallic or 
metallic, amorphous or crystalline. In 
some materials the conductivity increase 
is large and varies linearly (or nearly so) 
with light intensity. These materials find 
practical application in such familiar de- 
vices as photographic exposure meters, 
xerographic copiers, and vidicon tele- 
vision cameras. 

With the formulation ofthe band theory 
of electronic states in crystals came an 
explanation for photoconductivity. As il- 
lustrated in Fig. l ,  photons with ap- 
propriate energy excite electrons across 
the band gap (forbidden energy region) 
separating the valence band (the highest 
filled energy band) and the conduction 
band (the next higher energy band). Since 
the conduction band offers many unoc- 
cupied, very closely spaced energy levels, 
electrons in that band are free to acquire 
momentum and energy from an electric 
field and thus act as current carriers. (The 
same mechanism, triggered by thermal 
energy rather than incident radiation, is 
responsible for the modest conductivity of 
pure semiconductors and the very low but 
finite conductivity of pure insulators at 
temperatures above absolute zero.) Excita- 
tion of electrons to the conduction band 
creates holes (unoccupied energy levels) 
near the top of the valence band. These 
holes also contribute to the photocurrent, 
acting in effect as carriers of positive 
charge. As one might expect, the photo- 
conductivity of semiconductors and in- 
sulators is quite pronounced, whereas that 
of metals is but a small fraction of their 
very high inherent conductivity. 

The minimum energy required to create 

an electron-hole pair in a perfect crystal 
equals the width of the band gap, which is 
about 1 eV (electron volt) for the semicon- 
ductor silicon and about 6 eV for the 
insulator diamond. (These energies cor- 
respond respectively to near-infrared and 
ultraviolet photons.) However, the defects 
present in all real crystals, such as lattice 
vacancies or substitutional impurities, de- 
crease the energy necessary for excitation 
by creating allowed energy levels within 
the band gap. Information about the 
energies of such levels can be deduced 
from measurements of photoconductivity 
as a function of photon energy. Photocon- 
ductivity has thus proved a valuable tool 
for research in solid-state physics. 

Not until 1975, more than a century 
after its discovery, was the ultrafast onset 
of photoconductivity demonstrated, by D. 
H. Auston of Bell Laboratories. The long 
delay was not due to oversight. Rather, 
this feature was simply not observable 
before the development, in the late sixties 
and early seventies, of lasers capable of 
producing very short pulses of light. Aus- 
ton measured the rise time of the voltage 
pulse generated across a high-purity, 
crystalline silicon sample by a 5-pico- 
second pulse of laser light. The results 
implied a rise time for the photoconduc- 
tivity of less than 10 picoseconds. Five 
years later Auston and his coworkers de- 
termined a fall time of about 5 
picoseconds for the photoconductivity in 
a sample of amorphous silicon. 

A short rise time is an inherent charac- 
teristic of photoconductivity and was 
suspected long before being demonstrated 
experimentally. The creation of electron- 
hole pairs is virtually an instantaneous 
process and occurs throughout the volume 
of material illuminated within the very 
short time required for light to reach its 
optical absorption depth, or maximum 
depth of penetration. (For an optical 
absorption depth of 1 micrometer, a fairly 
typical value, the penetration time is 
about I O  femtoseconds, or 0.01 pico- 
second.) Thus almost no delay need be 
involved in establishing a conductive path 

across a photoconductor. In contrast, the 
introduction of carriers into a conven- 
tional semiconductor device (such as a 
transistor or diode) is localized at junc- 
tions between p-  and n-type regions, and 
establishing a conductive path across the 
device involves a relatively slow process, 
the physical transport ofcarriers under the 
influence of an applied voltage (the bias 
voltage). 

The decay of photoconductivity with 
cessation or decrease of illumination is not 
inherently rapid since the ‘death’ of car- 
riers, unlike their creation, is far from 
instantaneous. (Still, however, no carrier- 
transport time is involved.) The number 
of carriers decreases with time by a process 
known as recombination, the mutual an- 
nihilation of an electron and a hole. The 
time required for the number of carriers to 
decrease by a factor of e is called the carrier 
lifetime. This parameter is usually de- 
termined by the number and nature of 
defects in the material, which determine 
the number and energies of levels within 
the band gap. 

The lifetime of carriers in a crystalline 
material usually increases with crystal 
perfection. Carrier lifetimes in common 
high-purity, crystalline semiconductors 
are typically on the order of nanoseconds 
to milliseconds but can be decreased by 
introducing defects or impurities into the 
lattice, although often at the expense of 
other desirable properties. 

Demonstration of the fast onset and the 
potential for fast decay of photoconduc- 
tivity piqued the interest of many who saw 
the need for better methods of rapidly 
initiating electrical signals or of tracking 
rapidly varying radiation or electrical sig- 
nals. New photoconductive devices are 
now helping to fill that need, which arises 
in activities as disparate as accelerating 
particles, testing nuclear weapons, and in- 
vestigating nonequilibrium transport 
phenomena in semiconductors. The new 
devices described below are those de- 
veloped at Los Alamos, some in collabora- 
tion with other institutions, and by no 
means exhaust the possibilities. 
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(a) OCCUPANCY OF VALENCE AND (b) THERMAL EXCITATION (c) PHOTOEXCITATION 
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or or or 
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Fig. 1. The band theory of electronic 
energy levels in solids provides an ex- 
planation for electrical conductivity in 
general and for photoconductivity in 
particular. According to that theory the 
energy-level structure consists of 
bands of very closely spaced allowed 
energies (hatched regions) separated 
by gaps of forbidden energies (dark 
gray regions). The intrinsic electrical 
conductivity of a crystalline material de- 
pends on the occupancy of the up- 
permost bands, which in turn depends 
on the electronic configuration of the 
atoms constituting the material and on 
the structure of the crystal. Shown in (a) 
are the two possibilities for the oc- 
cupancy of the uppermost bands in a 
crystalline material at absolute zero. In 
one case the highest nonempty band is 
only partially occupied, as indicated by 
red (occupied) and white (unoccupied) 
regions. Available to the electrons 
within this conduction band are many 
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unoccupied levels of only slightly higher 
energy and momentum. A modest elec- 
tric field can cause transitions to those 
levels, thereby creating a net momen- 
tum and a flow of current. Such a mate- 
rial is called a metal. In the other case 
the highest nonempty band is fully oc- 
cupied, and the nearest levels available 
to the electrons within this valence band 
lie above the band gap in the conduction 
band. A modest electric field cannot 
supply the energy necessary to bridge 
the band gap, and no current flows. 
Such a material is called a semiconduc- 
tor or an insulator depending on the 
width of the band gap. (b) The conduc- 
tivity of semiconductors and insulators 
at temperatures greater than absolute 
zero is low but nonzero since some 
electrons possess sufficient thermal 
energy to bridge the band gap. This 
thermal excitation accounts for the 
strong temperature dependence of the 
conductivity 'of semiconductors and in- 

sulators. (c) Photons and other forms 01 
radiation can also supply the energy 
necessary to bridge the band gap and 
cause the increase in conductivity 
known as photoconductivity. The effect 
is illustrated for semiconductors and in- 
sulators, which exhibit a much greater 
relative increase in conductivity than do 
metals. The photoconductivity of many 
materials is directly proportional to the 
intensity of the incident light. Note that 
unoccupied energy levels, or holes, are 
created near the top of the valence band 
when electrons are excited to the con- 
duction band, whether by thermal 
energy or photons. Occupation of these 
holes makes a contribution to the cur- 
rent, a contribution identical to that ex- 
pected of carriers with positive charge. 
The energy-level structures depicted 
are simplified in the sense that the band 
gap is completely devoid of allowed 
energy levels, a situation that obtains 
*only in the ideal of a perfect crystal. 
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Ultrafast Photoconductor 
Power Switch 

By the late seventies a number of re- 
searchers had used the combination of a 
photoconductor and a pulsed laser to gen- 
erate electrical pulses with very short rise 
times. Currents up to 100 amperes at volt- 
ages up to IO kilovolts were reported. 
Some back-of-theenvelope calculations 
on our part indicated that much higher 
currents at much higher voltages might be 
attained, without sacrificing short rise 
times, simply by increasing the dimen- 
sions of the photoconductive volume. 
This finding led naturally to the idea of a 
photoconductor power switch, a device for 
producing high-power, short-rise-time, ac- 
curately timed pulses of electricity. Other 
hopes for the switch included relatively 
long duration of the output pulses and 
economy of operation. 

The photoconductor power switch is 
basically very simple in design (Fig. 2). It 
consists of a pulsed laser and a small vol- 
ume of photoconductive material con- 
nected to a source of voltage (the operating 
voltage) and to the load. The electrical 
connections to the voltage source and the 
load should have a high injection effi- 
ciency; that is, they should permit efficient 
replacement of the electrons swept out of 
the photoconductor during its on state. To 
help realize a short rise time and also 
prevent energy loss due to electromagnetic 
radiation, the photoconductor should be 
incorporated in a transmission line (for 
example, a coaxial or microstrip trans- 
mission line). 

For our proof-of-principle experiments 
we chose the combination of a neo- 
dymium-glass laser and very pure, 
crystalline silicon. A Nd:glass laser is read- 
ily available and inexpensive and can be 
operated to produce high-intensity optical 
pulses. A semiconductor is preferable to 
an insulator as the photoconductive mate- 
rial because electron-hole pairs can be 
created in a semiconductor by the infrared 
photons from the Nd:glass laser, and yet 
the dark resistivity of a semiconductor is 

POWER SWITCH 

Fig. 2. A small volume of photoconduc- 
tive material of relatively high intrinsic 
resistivity, a high-voltage sourcel and a 
pulsed laser are the basic components 
of a photoconductor power switch. 
When the photoconductive material is 
illuminated by a pulse of photons from 
the laser, its conductance rapidly in- 
creases and a short-rise-time current 
pulse flows through the load. In the 
absence of a laser pulsel the photocon- 
ductive material acts in effect as an 
open switch. The ohmic contacts to the 

photoconductive material permit effi- 
cient replacement of the carriers swept 
out of the active volume during its con- 
ducting state. In practice the photocon- 
ductive material is incorporated into a 
coaxial transmission line to help 
achieve a short rise time and to prevent 
energy loss due to electromagnetic 
radiation. As discussed in the text, the 
power capacity of the switch can be 
increased simply by increasing the 
length and width of the photoconductive 
material. 

sufficiently high that the current through 
the switch in its off state would be very 
low. The choice between two strong can- 
didates for the semiconductor, gallium 
arsenide and silicon, was based on consid- 
eration of the properties listed in the ac- 
companying table. Gallium arsenide of- 
fered the advantages of higher dark re- 
sistivity and higher camer mobility. 
Higher carrier mobility implies higher car- 
rier velocity for a given operating voltage, 

which in turn implies higher current per 
camer. We chose silicon rather than gal- 
lium arsenide, however, because of its 
greater absorption depth for the 1.06-mi- 
crometer photons from the Nd:glass laser 
and, most important, its longer camer 
lifetime. A greater absorption depth 
permits excitation of a larger cross-sec- 
tional area and thus generation of higher 
currents. A longer camer lifetime is an 
economic advantage, permitting produc- 
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POWER SWITCH TEST APPARATUS 

Current-Viewing 
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Voltage 
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Fig. 3. The performance of high-re- 
sistivity, crystalline silicon in a 
photoconductor power switch was 
evaluated with an apparatus including a 
Mam circuit for supplying the operating 
voltage, a low-inductance current-view- 
ing resistor for measuring the current 
through the switch, and a capacitance- 

compensated voltage divider for 
measuring the voltage across the load. 
The impedance of the load, a copper 
sulfate solution, was adjusted to match 
that of the coaxial cables. Good elec- 
trical contact between the silicon sam- 
ple and two brass electrodes was 
ensured by a spring arrangement. The 

entire test assembly at the end of the 
coaxial cables was immersed in a 
dielectric fluid to prevent high-voltage 
arcs between circuit points. The photo- 
graph shows a portion of the apparatus, 
including the silicon sample, the brass 
electrodes, and the copper sulfate load 
solution. 

Table 
The choice of photoconductive material for a particular application is usually a 
compromise based on a number of properties. Listed below for silicon and gallium 
arsenide are properties of importance to a photoconductor power switch activated by 
1.06-micrometer photons from a Nd:glass laser. An absorption depth for gallium 
arsenide is not listed because 1.06-micrometer photons are not sufficiently energetic to 
excite carriers to the conduction band in pure gallium arsenide. Thus the absorption 
depth is extrinsic, varying from sample to sample with the concentration of impurities 
or defects. 

Property Silicon Gallium Arsenide 
Camer mobility 1925 cm2/V - s 9300 cmZ/V - s 
Carrier lifetime 1 nsto 1 ms 0.1 toafewns 
Intrinsic resistivity at 300 K 0.23 MR - cm 100 MR - cm 
Absorption depth for 1.06ym photons I mm -- 
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tion of a satisfactorily square current pulse 
for a longer time without repeated excita- 
tion by the laser. 

What physical and material properties 
determine the power capacity (the operat- 
ing voltage and current) of a silicon power 
switch? Although the voltage gradient 
across the silicon during its off state must 
not exceed its dielectric strength (about 
100 kilovolts per centimeter), the operat- 
ing voltage can be increased simply by 
increasing the length of the photoconduc- 
tive volume (the distance between the con- 
tacts). Similarly, although the carrier den- 
sity in the silicon must not exceed about 
10'' per cubic centimeter (or, equi- 
valently, the current density (at room tem- 
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perature in an electric field of 1 kilovolt 
per centimeter) must not exceed about 300 
kiloamperes per square centimeter), the 
current through the silicon can be in- 
creased simply by increasing the cross- 
sectional area of the photoconductive vol- 
ume. Since the depth of the cross-sectional 
area is fixed at the optical absorption 
depth of silicon, the width is the 
dimension varied to accommodate a de- 
sired operating current. This ease of scal- 
ing to arbitrary power capacities is due to 
the bulk nature of photoconductivity. 

The limit on the carrier density in 
silicon, and ones of similar magnitude for 
other semiconductors, is necessary to 
minimize two phenomena that would 
adversely affect the performance of the 
switch. At camer densities above lo'* per 
cubic centimeter, the rate of Auger recom- 
bination and the magnitude of freecamer 
absorption increase rapidly. Auger recom- 
bination decreases the fall time of the 
photoconductivity and thus the duration 
of the current pulse; absorption of laser 
light by free carriers produces no addi- 
tional camers and thus wastes laser 
energy. 

The rise time of the current pulse is 
determined by two factors: the inherent 
rise time of the photoconductivity and the 
inductance of the circuit. The low induc- 
tance necessary for a short rise time can 
usually be achieved by increasing 'the 
width of the photoconductive material. 
Therefore high currents and fast rise times 
are compatible goals. 

Although some applications envisioned 
for the photoconductor power switch re- 
quire only isolated current pulses, others 
require a periodic sequence of pulses. The 
rate at which the pulses can be repeated is 
limited to between about IO and 1000 
times per second. This limit is necessary to 
avoid thermal runaway, a mounting cycle 
of resistive heating, increased thermal gen- 
eration of carriers, increased current, in- 
creased resistive heating, and so on, that 
culminates in complete conduction and 
melting of the switch. Were it not for the 
high specific heat and thermal conduc- 

Time 

Fig. 4. Oscilloscope trace of a current 
pulse generated by a 0.5- by 0.5- by 2.5- 
centimeter bar of high-resistivity silicon 
in the apparatus of Fig. 3. The current 
pulse was induced by a 10-millijoule, 20- 
nanosecond laser pulse. Note the rapid 

rise of the current to its peak value of 
about 1.8 kiloamperes. This current, at 
the operating voltage of 170 kilovolts, 
corresponds to a switched power of 
about 150 megawatts. The duration of 
the pulse is about 200 nanoseconds. 

tivity of silicon, the limit on the repetition 
rate would be even lower. 

We tested a number of switches, using 
the apparatus shown in Fig. 3, and the 
results confirmed our expectations for the 
potential of the device. For example, with 
one switch fashioned from a 2.5- by 0.5- by 
0.5-centimeter bar of 1000-ohm-cen- 
timeter silicon and illuminated by a 20- 
nanosecond (full width at half maximum) 
laser pulse, we obtained a peak switched 
current of about 1.8 kiloamperes at an 
operating voltage of about 170 kilovolts 
(Fig. 4). These values for the current and 
voltage correspond to a peak switched 
power of about 150 megawatts. The rise 
time of the current pulse was approx- 
imately 5 nanoseconds; its duration was 
about 200 nanoseconds. 

Our tests revealed nothing to prevent 
operation of a photoconductor power 
switch at voltages and currents ap- 
proaching the maxima imposed by the 

limits on voltage gradient and carrier den- 
sity mentioned above. 

The major advantages of the photocon- 
ductor power switch over present high- 
power switching technologies are greater 
ease of scaring, output pulses with much 
shorter rise times, and independent o g  
tical control. Independent control 
eliminates interference from the switching 
circuit itself, and optical control permits 
greatly increased accuracy in the timing of 
a succession of pulses from one switch or 
of a temporal sequence of pulses from an 
array of switches. Other advantages in- 
clude small size, simplicity, and efficiency 
at transforming optical energy to electrical 
energy. (The test switch mentioned above, 
which received an incident laser energy of 
IO millijoules, transferred about 30 joules 
to the load.) The overall efficiency of the 
device is limited, however, by the ineffi- 
cient production of optical energy by the 
lasers now commercially available. That 
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Fig. 5. One of the great advantages of a detectors with comparable sensitivity. 
photoconductor radiation detector is The photograph shows the active vol- 
the size of the active volume, which is ume of one of the larger of our InP:Fe 
many times smaller than that of other detectors. 

fault will soon be remedied since NdYAG 
(yttrium aluminum garnet) lasers with ef- 
ficiencies up to 40 percent have recently 
been demonstrated. 

Among the possible applications of 
photoconductor power switches are many 
systems that require high-power, short- 
rise-time, accurately timed pulses of rel- 
atively short duration (less than about 1 
microsecond) at relatively low repetition 
rates (less than a few hundred per second). 
Such systems include particle accelerators, 
lasers for initiating thermonuclear fusion, 
devices for simulating nuclear-weapons ef- 
fects, and directed-energy weapons. 

Applications requiring longer pulses 
must await development of efficient meth- 
ods for maintaining the carrier density at 
the desired level. One promising approach 
is to initiate the electrical pulse with a laser 
pulse and to maintain the camer density 
with a beam of electrons. (We have shown 
that an electron beam can efficiently gen- 

erate carriers in a photoconductor.) This 
approach may find applications in systems 
for producing ac power. Potential uses 
extend from very-low-voltage systems, 
systems in which the output voltage is less 
than the typical pn junction drop (about 
0.5 volt), to the very high-voltage systems 
that condition electrical power for long- 
distance transmission. 

Ultrafast Photoconductor 
Radiation Detector 

Assessing the results of, say, a laser- 
fusion experiment or a nuclear-weapon 
test involves diagnostic measurements 
on very unusual radiation events, 
events in which the intensity of the 
radiation varies extremely rapidly over 
an extremely wide range. Those 
measurements require equally unusual 
radiation detectors, detectors with ultra- 
short response times and high but con- 

stant sensitivities. We have developed a 
new class of detectors with just such 
properties, capitalizing not only on the 
rapid onset of photoconductivity but 
also on its potential for rapid decay. 

(I point out immediately that our 
photoconductor radiation detectors do 
not count individual quanta of radia- 
tion nor, per se, provide information 
about the energies of the quanta. They 
are thus no substitutes for conventional 
semiconductor radiation detectors, such 
as lithium-doped germanium or silicon 
junction detectors and silicon surface- 
barrier detectors.) 

The response time of a radiation de- 
tector is a measure of how well it can 
resolve rapid variations in intensity; it 
may be defined as the full width at half 
maximum of the current pulse induced 
in the detector by a very short radiation 
pulse. The response time of a conven- 
tional semiconductor radiation detector 
is shortened by decreasing the distance 
between the electrical contacts and thus 
the transit time for carriers. To prevent 
electrical breakdown, the decrease in 
contact spacing is accompanied by a 
corresponding decrease in applied volt- 
age. But since the applied voltage and 
the magnitude of the current through 
the detector are directly related, a de- 
crease in applied voltage produces a de- 
crease in sensitivity (ratio of output sig- 
nal to radiation intensity). Therefore 
short response time and high sensitivity 
are incompatible goals for a conven- 
tional semiconductor radiation de- 
tector. In contrast, the response time 
and sensitivity of a photoconductor 
radiation detector are much less closely 
coupled. 

A photoconductor radiation detector 
is even simpler in design than a 
photoconductor power switch, since the 
radiation being studied replaces a laser 
as the carrier-excitation agent. In es- 
sence the detector consists of a small 
volume of photoconductive material 
(Fig. 5 )  with contacts to a voltage source 
and to a device, such as a fast os- 
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Fig. 6. (a) Results of a response-time 
measurement on one of a series of iron- 
doped indium phosphide detectors. The 
detector was activated by a 15-picosec- 
ond laser pulse; the resulting voltage 
pulse was measured with a sampling 
oscilloscope. Both the circuit-limited 
rise time and the decay time of the car- 

cilloscope, for recording the photocur- 
rent, which is a measure of the intensity 
of the radiation. The photoconductive 
material is integrated into a coaxial or 
microstrip transmission line, just as it is 
in the photoconductor power switch. 

The key to a short response time for 
the detector is a short carrier lifetime. As 
mentioned above, the lifetime of car- 
riers in a crystalline photoconductor can 
be reduced by introducing impurities or 
defects into the crystal lattice. The 
challenge is to achieve a suitably short 
lifetime without unduly decreasing the 
resistivity or carrier mobility, both of 
which should be as high as possible. 
Another desirable property of the 
photoconductive material is a linear 
variation ofphotocurrent with radiation 
intensity (that is, a constant sensitivity), 
since a nonlinear variation complicates 
analysis of the data. 

We considered a number of 
photoconductive materials and found 
two with an attractive combination of 
lifetime, resistivity, and mobility: iron- 
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riers contribute to the response time. 
(The decay time, a component of the 
carrier lifetime, is a measure of the rate 
at which electrons are removed from the 
conduction band by being trapped at 
iron sites. Recombination occurs when 
a trapped electron and a hole anni- 
hilate.) The decay of the pulse was fitted 

doped indium phosphide (1nP:Fe) and 
neutron-damaged gallium arsenide. Of 
these materials we have investigated 
InPFe the most extensively, both in 
laboratory experiments and in the field. 

Using a variety of pulsed radiation 
sources, we measured the response 
times and sensitivities of a number of 
InPFe detectors and found them to be 
superior to those of other fast detectors, 
such as photodiodes or Compton-elec- 
tron detectors. The detectors were fabri- 
cated from semi-insulating indium 
phosphide containing concentrations of 
iron ranging from 0.2 X 
atoms per cubic centimeter. The sensi- 
tivity of the detectors to gamma rays is 
about coulombs per rad for radia- 
tion events lasting less than about 10 
nanoseconds. (For longer radiation 
events the photocuirent varies 
nonlinearly with radiation intensity.) 
The response time of the InPFe detect- 
ors (Fig. 6) decreases with increasing 
iron concentration, but unfortunately 
the solubility of iron in indium phos- 

to 4 X 

with an exponential (solid circles) corre- 
sponding to a decay time of 155 pico- 
seconds. (b) The decay time, and hence 
the response time, decreases with iron 
concentration. However, decay times 
less than about 100 picoseconds cannot 
be attained because of the limited 
solubility of iron in indium phosphide. 

phide imposes a lower limit on the 
response time of about 100 picoseconds. 

InPFe detectors can detect and image 
gamma rays, hard and soft x rays, and 
charged and neutral particles. (Neu- 
trons, however, must be converted to 
protons before being detected.) The 
response of InPFe to soft x rays (those 
with energies less than a few keV) is 
surprising because radiation of that type 
has such a short absorption depth 
(about 10 nanometers) that it does not 
penetrate beyond an inactive layer pres- 
ent on the surface of most materials. 
This unusual feature of InPFe sug- 
gested the possibility of its application 
to diagnostic measurements on beams 
of synchrotron radiation, which are 
used for basic research in, for example, 
plasma physics and for high-resolution 
lithography. We tested this possibility 
by evaluating the performance of the 
detectors at the Stanford Synchrotron 
Radiation Laboratory. Our initial 
studies indicated that the sensitivity of 
the detectors to x rays was constant over 

Fall 1986 LOS ALAMOS SCIENCE 



Picosecond Photoconductivity 

the energy range 0.2 to 3 keV. More 
recently we have found that InPFe is 
uniformly sensitive to all x-ray photons. 
In contrast, the sensitivity of the 
vacuum photodiodes commonly used 
for beam diagnostics decreases with x- 
ray energy. 

We have also developed charged-par- 
ticle spectrometers in which particles 
with different energies are deflected by a 
magnetic field to different elements of 
an array of InPFe detectors (Fig. 7). 
Such spectrometers provide time- and 
energy-resolved images of radiation 
events. 

Fig. 7. A charged-particle spectrometer 
composed of an array of InP:Fe radia- 
tion detectors. The close-up shows the 
individual detectors. An electromagnet 
(not pictured) deflects particles with dif- 
ferent energies to different elements of 
the array. Such spectrometers have 
provided time- and energy-resolved im- 
ages of the radiation produced by nu- 
clear weapons. 4 

LINEARITY DEMONSTRATION 
FORGaAsDETECTOR 

Time (nanoseconds) 

Fig. 8. This graph depicts the photocur- 
rent generated by a gallium arsenide 
detector when exposed to a radiation 
source whose intensity varies exponen- 
tially with time. Note the nearly perfect 
linearity over an intensity range of io4. 
Such linearity is a very desirable feature 
of a radiation detector. A 
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Our InPFe detectors have proved 
their worth during tests of nuclear weap- 
ons at the Nevada Test Site by supplying 
previously inaccessible information. In 
addition, they hold promise of permit- 
ting a much wider variety of diagnostic 
experiments. The Naval Surface Weap- 
ons Center at White Oak, Maryland, 
also has used our InPFe detectors in the 
field for diagnostic measurements on 
the bremsstrahlung from pulsed elec- 

~ tron beams that simulate the effects of 
nuclear weapons. 

O;r development efforts on photocon- 
ductor radiation detectors have concen- 

trated recently on neutron-damaged gal- 
lium arsenide, a material that offers two 
major advantages over 1nP:Fe. First, its 
response time, which is not subject to a 
solubility limit. can be as short as 1 
picosecond, Second, its sensitivity, which 
is similar in magnitude to that of InPFe. is 
constant over an exceptionally wide range 
of intensities (Fig. 8) and for radiation 
events lasting as long as about 100 
nanoseconds. 

Undoubtedly, other applications, and 
other materials with properties specific 
to those applications, will be found for 
this new class of detectors. 
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Ultrafast Electrical 
Measurement Device 

The first integrated circuit, demon- 
strated in 1958, contained five compo- 
nents (a transistor, a capacitor, and three 
resistors) fashioned by modifying the elec- 
trical properties of discrete regions within 
a chip of semiconducting material no 
larger than a match. Today a chip of 
similar size contains millions of compo- 
nents. Such astounding densities-and the 
resulting signal speed-are the basis for 
many electronic marvels, including the 
single-chip computer microprocessor. 

However, to take full advantage of the 
speed possible now, and even greater 
speed promised in the future, circuit de- 
signers need a new body of information: 
the response of components to signals 
within times as short as a few picoseconds. 
(The term ‘response’ here refers to the 
amplitude and phase changes effected in 
an electrical signal by a component.) This 
information is lacking because no measur- 
ing device with sufficient temporal resolu- 
tion has been available. (The temporal 
resolution of a sampling oscilloscope. for 
example, is at best about 25 picoseconds. 
being limited by the on time of its sam- 
pling gate and by jitter in the timing of its 
pulse generator and sampling gate.) 

Building on early ideas of D. H. Auston. 
we have now demonstrated that the miss- 
ing information can be provided by a new 
device composed of two photoconductive 
circuit elements, one serving as a puke 
generator and the other as a sampling gate. 
both fashioned on chip and activated by 
subpicosecond laser pulses (see “The 
World‘s Fastest Laser Oscillator”). The 
most significant feature of the new device 
is the generation and sampling of high- 
frequency signals on chip. that is, within 
the circuit containing the component be- 
ing tested. This feature eliminates two for- 
midable tasks: the transport of high-fre- 
quency signals into the circuit from an 
external generator and their transport out 

continired on page 60 

Integrated Circuit 

Fig. 9. Schematic diagram of an ex- 
perimental setup for determining the 
response of an integrated-circuit com- 
ponent with photoconductive circuit ele- 
ments (a pulse generator and a sam- 
pling gate) fabricated on chip (that is, as 
an integral part of the circuit). The laser 
produces two synchronous trains of 
subpicosecond pulses, one of which ac- 
tivates the biased pulse generator and 
the other the sampling gate. The pulse 
generator produces a current pulse, 
which propagates through and is modi- 
fied by the component being in- 
vestigated. The sampling gate feeds the 
modified current pulse to the lock-in 
amplifier during an interval (the sam- 
pling aperture) that is short compared to 
the duration of the pulse. The amplifier 
measures the average amplitude of the 
current pulse during that interval, which 
corresponds to a certain small portion 
of the pulse cycle. The relative timing of 
the pulse generator and the sampling 
gate is then varied (by varying the path 
length of one laser pulse train with a 

corner reflecting cube mounted on a 
stepping-motor driven stage), and the 
amplitude measurement is repeated. 
The result is an amplitude versus delay 
curve (a correlation function) from which 
the response of the component can be 
extracted. The mechanical chopper in- 
creases the signal-to-noise ratio of the 
amplitude measurements by imposing a 
frequency of 808 hertz on the laser 
pulse train that activates the pulse gen- 
erator. The insert is a photograph of the 
platform built to facilitate the correlation 
function measurements. The integrated 
circuit containing the component being 
investigated is mounted in the center of 
the platform, the two laser pulse trains 
are focused onto the photoconductive 
circuit elements through two micro- 
scope objective lenses (one of which is 
visible at the top of the photograph), and 
three coaxial probes (extending from 
brass holders) couple the bias voltage 
to the pulse generator and the signals 
from the sampling gate to the lock-in 
amplifier. 
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The World's Fastest 
Laser Oscillator 

ow short an electrical pulse can be 
generated by a photoconductor in H response to an optical pulse? This 

question has fundamental significance as 
well as practical implications. Obtaining 
the answer requires that the photoconduc- 
tor be excited by an optical pulse whose 
duration is short compared to the time 
scale of carrier decay. Optical pulses of the 
requisite brevity are produced by a laser 
first demonstrated in 1981 by R. L. Fork, 
B. I. Greene, and C. V. Shank of Bell 
Telephone Laboratories. This so-called 
CPM (for colliding-pulse mode-locked) 
laser is illustrated schematically in the ac- 
companying figure, and the accompanying 
photograph shows the CPM laser built for 
our research on ultrafast photoconductive 
circuit elements. 

The lasing medium (an organic dye, 
rhodamine 6-G) is pumped by a continu- 
ous-wave argon-ion laser. Pulses of light 
from the lasing dye travel in both direc- 
tions through the laser cavity along a 
roughly triangular path that includes a 
saturable absorber (another organic dye, 
3,3'diethyloxadicarbocyanine iodide). In- 
teraction of the counterpropagating pulses 
with the saturable absorber causes a lock- 
ing in phase of many resonant cavity 
modes (mode locking). The result is a 
succession of relatively high-intensity 
pulses separated by the time required for 
light to traverse the cavity (about 10 
nanoseconds). Two synchronous trains of 
pulses are extracted from the cavity 
through the output coupling mirror. 

The first CPM laser produced 0.09- 
picosecond pulses; later versions with 
prisms in the cavity to compensate for 
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CPM LASER SCHEMATIC 
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Schematic diagram of a CPM laser. The 
focusing mirrors for the lasing medium 
and the saturable absorber have radii of 

about 10 and 5 centimeters, respec- 
tively. The overall cavity length is about 
300 centimeters. 

dispersion from the laser mirrors have 
produced 0.027-picosecond pulses-the 
shortest available today. 

A natural question to ask is how the 
duration of such short pulses can be de- 
termined. The standard technique is one 
known as autocorrelation by second-har- 
monic generation. A beam of pulses from 

the laser is split by a beam splitter, one of 
the resulting beams is fed through a 
variable optical delay, and both are then 
focused on a potassium dihydrogen phos- 
phate (KDP) crystal. Nonlinear interac- 
tion of two out-of-phase but otherwise 
identical pulses produces a second har- 
monic whose maximum amplitude is a 
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Photograph of the CPM laser built by the saturable absorber (purple) circulate 
Laboratory’s Electronic Research and through the tubes at the right, the pump 
Exploratory Development Group. The laser is visible at the top, and the output 
lasing medium (yellow) and the coupling mirror is in the far background. 

function of the delay between the two that by which the response of an inte- 
original pulses. Measurement of that grated-circuit component is determined 
amplitude as the delay is varied yields a from measurements of signal amplitude 
correlation function (an autocorrelation versus the delay between activation of a 
function. since the two pulses are identi- photoconductive pulse generator and a 
cal) from which the duration of the pulses photoconductive sampling gate (see main 
is derived. This technique is analogous to text). 
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of the circuit to an external sampling in- 
strument. These tasks have in fact proved 
nearly impossible for signals with frequen- 
cies above about 25 gigahertz. (Frequency- 
domain measurements with a 3-decibel 
bandwidth of about 25 gigahertz corre- 
spond to time-domain measurements with 
a resolution of about 15 picoseconds.) 

Figure 9 shows schematically an ex- 
perimental setup for investigating a circuit 
component with the device. Its operation 
is in many respects similar to that of a 
sampling oscilloscope. Briefly, a laser 
pulse induces the biased pulse generator to 
produce an electrical signal. This signal 
passes through the component, being 
modified in the process by its response. 
The sampling gate, activated by a second 
laser pulse, feeds the signal during a short 
interval (the sampling aperture*) to ex- 
ternal circuitry that measures its average 
amplitude during that interval. By varying 
the relative timing of the two laser pulses, 
an amplitude versus delay curve known as 
a correlation function is obtained. 
Embedded within this correlation func- 
tion is the response of the component, 
together with the responses of the pulse 
generator, the sampling gate, and the inter- 
connections. Extracting the component 
response requires knowledge or reason- 
able estimates of the other responses. 

The temporal resolution of the device is 
determined by the sampling aperture, 
which in turn is determined by the lifetime 
of camers in the sampling gate. Thus short 
camer lifetime is the key property for the 
sampling gate, just as it is for the 
photoconductor radiation detector. In ad- 
dition, the material composing both 
photoconductive circuit elements should 
have high resistivity and high camer 
mobility. Furthermore, for greatest utility 

*The sampling aperture of a photoconductive 
sampling gate is defined as the full width at half 
maximum ofthe pulse induced in the gate bv an 
ultrashort optical pulse. It is essentially identical 
to the property defined in detector parlance as 
response time. 
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PHOTOCONDUCTIVE INTEGRATED-CIRCUIT ELEMENTS 

(a) 
1 

Fig. 10. (a) Top view (schematic) of a 
portion of the silicon integrated circuit 
used to determine the characteristics of 
photoconductive circuit elements (pulse 
generators and sampling gates) fabri- 
cated within the silicon substrate. The 
pulse generator and sampling gate con- 
sist of gaps (red) in the field oxide (gray) 
covering the silicon substrate. 
Aluminum microstrip transmission lines 
(blue) connect the pulse generator and 
sampling gate to other portions of the 
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circuit. Areas where the aluminum lines 
contact the silicon substrate are 
hatched. Signals are extracted through 
the bond pad (black) for amplitude 
measurements. (b) A cross-sectional 
view of one of the photoconductive 
circuit elements. Photoconductive 
circuit elements can also be fabricated 
within a layer of polycrystalline silicon 
on a silicon substrate and within the 
substrate employed for gallium 
arsenide integrated circuits. 

Picosecond Photoconductivity 

the device should be realizable within both 
silicon and gallium arsenide integrated 
circuits (that is, on substrates of both 
crystalline silicon and crystalline gallium 
arsenide). Therefore the necessary 
properties must be achieved in a material 
and by methods compatible with the tech- 
nology of fabricating those types of inte- 
grated circuits. (Silicon integrated circuits 
dominate the industry, but the more ad- 
vanced, gallium arsenide circuits are in 
greater need of ultrafast measurements.) 
Finally, the material must be a very effi- 
cient photoconductor, capable of trans- 
forming the relatively low (about 50-pico- 
joule) energy content of subpicosecond 
laser pulses to electrical pulses of relatively 
high amplitude. 

Silicon Measurement Device. We first 
investigated the possibility of using 
crystalline silicon, the substrate for silicon 
integrated circuits, as the material for the 
photoconductive circuit elements. We fab- 
ricated a number of ‘integrated circuits’ on 
a typical silicon substrate, each circuit 
consisting simply of an aluminum inter- 
connection line in contact, through holes 
in the field oxide (silicon dioxide) cover- 
ing the substrate, to regions of the 
substrate that were to serve as the pulse 
generator and sampling gate (Fig. 10). The , 
sampling-gate region (and sometimes also 
the pulse-generator region) were bom- 
barded with various ions (deuterium, 
helium, neon, or oxygen) to decrease car- 
rier lifetime. 

Figure 11 shows the correlation func- 
tion obtained for one of the test devices. 
Since the interconnection has very little 
effect on the signal issuing from the pulse 
generator, the correlation function 
provides a very close approximation to the 
response of the device itself (that is, the 
response of the pulse generator to the laser 
pulse and of the sampling gate to the re- 
sulting electrical pulse), which in turn 
provides the rise time of the pulse gen- 
erator and the sampling aperture of the 
sampling gate. The shortest sampling 
aperture obtained with our early test de- 
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Fig. 11. This correlation function for a 
photoconductive pulse generator and 
sampling gate, both of crystalline silicon 
damaged with 30-MeV oxygen ions, was 
obtained with the experimental setup of 
Fig. 9. The left and right portions of the 
correlation function are dominated, re- 
spectively, by the rise time of the pulse 
generator and the lifetime of carriers in 
the sampling gate. Analysis of the cor- 
relation function yields a rise time (10 to 
90 percent) for the pulse generator of 
about 5 picoseconds and a sampling 
aperture for the sampling gate of about 
20 picoseconds. The small peak on the 
right is due to reflections from the bond 
pads at the ends of the microstrip trans 
mission line. 4 

Fig. 12. Analysis of this correlation func- 
tion for a photoconductive pulse gen- 
erator and sampling gate, both of 
polycrystalline silicon damaged with 
250-keV silicon ions, yields a sampling 
aperture of about 2 picoseconds, which 
is considerably shorter than the sam- 
pling aperture attainable with crystalline 
silicon. Such a short sampling aperture 
implies that the performance of the 
electrical measurement device is lim- 
ited by the capacitances of the sam- 
pling gate and the pulse generator 
rather than by carrier lifetime. 4 

CORRELATION FUNCTION 
GALLIUM ARSENIDE 
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Fig. 13. Analysis of this correlation func- 
tion for a photoconductive pulse gen- 
erator and sampling gate, both of gal- 
lium arsenide damaged with 6-MeV 
alpha particles, yields a sampling 
aperture of about 1 picosecond, the 
shortest we have attained. A measuring 
device with such a short sampling 
aperture is required to determine the 
response of gallium arsenide compo- 
nents for advanced integrated circui ts l  

vices was about 20 picoseconds; by in- 
creasing the amount of radiation damage, 
we have since produced crystalline silicon 
sampling gates with sampling apertures of 
about 12 picoseconds. All the devices 
exhibited pulse rise times of about 5 
picoseconds. 

Our experiments with photoconductive 
circuit elements of crystalline silicon 
proved the principle of the device but also 
revealed a major disadvantage of that ma- 
terial. We found that the bombarding ions 
must penetrate much farther into the 
silicon than do the laser pulses. Otherwise, 
camers created at depths below the extent 
of the radiation damage are long-lived, 
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and these long-lived carriers, which are 
not electrically isolated from the radia- 
tion-damaged region, make the device 
worthless. Sufficiently deep radiation 
damage can be produced only by ions with 
energies much greater than the few hun- 
dred keV provided by the ion implanters 
available to the integrated-circuit in- 
dustry. 

To eliminate the need for deep radia- 
tion damage, we searched among the other 
materials found in silicon integrated 
circuits for one that could be electrically 
isolated from the silicon substrate. 
Polycrystalline silicon, a material used for 
interconnections and the gate electrodes of 

field-effect transistors, seemed a likely 
candidate. It can be isolated from the 
substrate by the field oxide, its intrinsic 
resistivity is reasonably high, and we 
found that the carrier mobility could be 
increased to an acceptable value by an- 
nealing at 1 100°C. (Annealing increases 
the sizes of crystal grains in the material 
and thus reduces the grain-boundary scat- 
tering that limits carrier mobility in nor- 
mal polycrystalline silicon.) 

Figure 12 shows a correlation function 
for a test device containing photoconduc- 
tive circuit elements of polycrystalline 
silicon. The sampling aperture of the de- 
vice is so short (about 2 picoseconds) that 
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it is limited not by camer lifetime but by 
the capacitances of the photoconductive 
gaps. The temporal resolution of such a 
device exceeds that of sampling os- 
cilloscopes by a factor of about 10. 

We are pursuing several near-term ap- 
plications of the polycrystalline silicon de- 
vice, at present concentrating on its use to 
measure the velocity, attenuation, and dis- 
persion of high-frequency signals as they 
propagate through various microstrip 
transmission lines on silicon substrates. 
(The opening figure shows an integrated 
circuit fabricated for this purpose.) The 
high accuracy of these measurements, 
made possible by the performance 
characteristics of the device coupled with 
essentially zero timing jitter, will permit us 
to verify the predictions of a model we had 
developed earlier for the transmission 

VELOCITY OVERSHOOT 
TEST STRUCTURE 

To Bias Voltage 

To Lock-In Amplifier 

Fig. 14. Schematic diagram of a portion 
of the integrated circuit used to study 
velocity overshoot in gallium arsenide. 
The photoconductive pulse generator 
and sampling gate consist of gaps, pat- 
terned by lift-off photolithography, be- 
tween the microstrip transmission lines. 
Gold metallization on the backside of 
the gallium arsenide substrate served 
as a backplane. 
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characteristics of such interconnections. 
(Another aspect of our research is the de- 
velopment of models for use in computer- 
aided circuit design that more\ adequateIy 
describe today's high-speed integrated 
circuits. For example, interconnections 
are commonly modeled as lumped circuit 
elements, but that approach is valid only 
when the wavelengths of the signals being 
transmitted are small compared with the 
dimensions of the interconnections.) Early 

Fig. 15. These data for the current in- 
duced in a gallium arsenide pulse gen- 
erator by 0.17-picosecond laser pulses 
represent the first direct observation of 
velocity overshoot. The observed de- 
pendence of the overshoot on electric 
field is qualitatively consistent with that 

results indicate that the model predicts 
propagation velocity with an accuracy of 1 
percent and attenuation and dispersion 
with an accuracy of 10 percent. 

Gallium Arsenide Measurement De- 
vice. The near monopoly of silicon as the 
substrate material for integrated circuits is 
now being broken by gallium arsenide, 
which offers two major advantages over 
silicon. First, lasers and other light-emit- 

overshoot is expected; at high fields the 
overshoot, although large in magnitude, 
is so short in duration that it is obscured 
by the RC time constant of the 
photoconductive gaps; and at inter- 
mediate fields the overshoot, although 
smaller in magnitude, is sufficiently long 

predicted theoretically: at low fields no to be reso1ved.v 
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VELOCITY OVERSHOOT 
THEORY VS EXPERIMENT 
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Fig 16. A convolution of the predicted arsenide pulse generator excited by 
velocity overshoot with the RC time 0.17-picosecond laser pulses. The 
constants of the photoconductive gaps much greater magnitude of the over- 
yields very good quantitative agreement shoot in high electric fields causes a 
between the observed and calculated steeper and earlier rise of the conduc- 
values for the conductance of a gallium tance. 

ting devices can be fabricated within gal- 
lium arsenide, and second, gallium 
arsenide transistors are several times 
faster than silicon transistors. (Silicon’s 
indirect band gap prevents it from lasing, 
and its lower carrier mobility decreases 
transistor speed.) These advantages imply 
that gallium arsenide integrated circuits 
will become increasingly common, and we 
have expended substantial effort on realiz- 
ing ultrafast photoconductors within gal- 
lium arsenide substrates. 

Correlation functions for early test de- 
vices fabricated on gallium arsenide 
substrates showed that the sampling 
aperture was limited by the RC time con- 
stants of the photoconductive gaps. Thin- 
ning the substrate, a usual method of re- 

ducing this limitation, proved extremely 
difficult, but replacing the microstrip 
transmission line with a coplanar 
waveguide transmission line yielded ex- 
traordinarily short sampling apertures- 
less than 1 picosecond (Fig. 13). 

We have applied a gallium arsenide de- 
vice to measuring the step response of a 
gallium arsenide transistor. The resolution 
of this measurement, 1 1 picoseconds, was, 
at the time, the highest ever achieved. 

Velocity Overshoot. Our work on gal- 
lium arsenide circuit elements also 
provided the first direct observation of 
‘velocity overshoot.’ This phenomenon, 
predicted theoretically in 1972 and eagerly 
sought ever since, is a transient accelera- 

tion of carriers, in a constant electric field, 
to velocities above the steady-state drift 
velocity. Velocity overshoot is of great 
technological interest because it could be 
the basis for very-high-speed transistors, 
provided the transistors were ap- 
propriately small. 

Using the integrated circuit shown 
schematically in Fig. 14, we measured the 
current generated by a gallium arsenide 
photoconductor in response to 0.17- 
picosecond laser pulses. Early results (Fig. 
15) were qualitatively consistent with the 
predicted dependence on electric field of 
the duration and magnitude ofthe velocity 
overshoot. By increasing the uniformity of 
the electric field imposed on the photocon- 
ductor (with improved contacts), we ob- 
tained further data that are in excellent 
quantitative agreement with theory (Fig. 
16). These experiments not only proved 
the reality of velocity overshoot but also 
demonstrated that photoconductive 
circuit elements can be used to study the 
phenomenon, paving the way to its utiliza- 
tion in components for advanced inte- 
grated circuits. 

Summary 

This article has highlighted new devices 
made possible by the rapid onset and 
decay of photoconductivity. However, 
one goal of our efforts here at the Labora- 
tory does not concern the devices them- 
selves and their immediate practical 
benefits. Rather, development of the de- 
vices, in particular the photoconductive 
circuit elements, is a necessary first step 
toward new avenues of basic research on 
semiconductors. Our observation of ve- 
locity overshoot in gallium arsenide is an 
example of such research. The effect, one 
of a class known as nonequilibrium car- 
rier-transport phenomena, is due to col- 
lisions ofcarriers with the vibratingcrystal 
lattice. The mean time between collisions 
ranges from a few femtoseconds to a few 
picoseconds. It is that world of fleeting 
events we aim to explore. I 
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Science: The Los Alamos travel ofice is 
busy sending scientists and equipment to 
the Caribbean Basin. What is going on 
there? 
Loose: We are involved in a project de- 
signed to address the energy problems of 
certain countries there, the main problem 
being the need to import large quantities 
of petroleum and the consequent buildup 
of huge foreign debts. 
Science: Are the economies of these coun- 
tries very weak? 
Loose: They are fragile. Between World 
War I1 and 1978 economic expansion was 
fairly rapid due to periodic booms in the 
price of their agricultural products, in- 
creases in manufacturing, and heavy 
foreign borrowing. Since 1978, however, 
commodity prices have fallen, and manu- 
facturing has slowed down due to world- 
wide recession. Sustained insurgent ac- 
tivity in Nicaragua, El Salvador, and 
Guatemala has contributed an additional 
burden to the economies of those coun- 
tries. Moreover, the cost of imported pe- 
troleum grew so rapidly after the Arab oil 
embargo in 1973 and the Iranian cutback 
of 1979 that by the early eighties 20 to 25 
percent of every dollar earned from ex- 
ports went to buy petroleum. It is this 
acute economic situation that we are try- 
ing to remedy. 
Hanold St. Lucia is a good example. This 
Caribbean island generates all of its elec- 
tric power with diesel engines. When we 
made our first visit there in 1983, the 
import of diesel fuel was imposing a 
burden in excess of a million dollars a 
month. That’s not much in our economy, 
but for a small Caribbean island with a 
total population of 120,000 and a rel- 
atively small industrial economy, the 
burden is intolerable. The prime minister 
of St. Lucia was aware of the efforts of the 
United States to develop alternative forms 
of energy. Since St. Lucia is entirely vol- 
canic in nature, he knew it would probably 
have an excellent geothermal resource 
that, if developed properly, might displace 
the imported petroleum. 
Science: Who is the prime minister? 

Bob Hanold, Program Manager for International Energy Activities in the Earth and 
Space Sciences Division, is responsible for the technical management of the 
geothermal projects in Central America and the Caribbean. He accepted a postdoc- 
toral fellowship at Los Alamos in 1966, immediately after earning a Ph.D. in engineer- 
ing science at Case Institute of Technology, and became a staff member in 1968. He 
has extensive experience in research and development of all aspects of geothermal 
projects, including well stimulation by hydraulic fracture and chemical treatment, 
chemical scale control, pumping systems, fracture diagnostics, and high-tempera- 
ture instrumentation. He has also been a leader in the development of cost-shared 
field experiments with industry. His warm personality combined with his vast tech- 
nical knowledge makes him a very valuable asset to technology transfer initiatives. 
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Verne Loose is Program Manager for International Initiatives in the office of the 
Assistant Director for Industrial and International Initiatives and is also Program 
Manager of the Central American Energy Resources Project. He earned his Ph.D. in 
natural resources and energy economics from the University of British Columbia and 
then worked for the government of British Columbia as an energy economist. He has 
extensive experience in evaluation of natural resources development projects. Since 
joining the Laboratory in 1977, he has been doing research in energy economics, 
including analyses of utility investment and oil and gas substitution and mathemati- 
cal studies of optimal oil and gas reservoir production. Before becoming Program 
Manager for International Initiatives, he was Leader of the Economics Group for 
three-and-a-half years. He has spearheaded the studies of energy economics for the 
Central American project during the past two-and-a-half years. 

Loose: His name is John Compton. He is a 
very capable and charismatic leader and a 
very delightful gentleman. He was trained 
as an attorney in England and is also the 
owner of a banana plantation. His ances- 
tors were slaves under the English. The 
control of St. Lucia, like that of many 
other Caribbean islands, has alternated 
back and forth during the last two or three 
hundred years among the English, the 
French, and the Spanish. Most recently St. 
Lucia was an English protectorate. English 
is the official language, although most of 
the population speaks a dialect of French. 
Science: Who is affected by the adverse 
balance ofpayments? The wealthy sector of 
the population? 
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Hanold Since imported petroleum is the 
source of all of the island‘s electricity, 
anyone who purchases electricity has to 
bear the brunt of its cost. 
Science: Did the Los Alamos project start 
with work in St. Lucia? 
Loose: Officially, yes. But Ron Lohrding, 
the Laboratory’s Assistant Director for In- 
dustrial and International Initiatives, has 
been laying the groundwork for this proj- 
ect during the last five years or so. Initially 
he developed contacts with European and 
international energy organizations to see 
how the Laboratory’s expertise in energy 
technology might be transferred to other 
countries. About three years ago his inter- 
est was channeled to the Caribbean islands 

and Central America, in part by Reagan’s 
Caribbean Basin Initiative. This initiative 
was intended to develop a rim of stability 
in what the Monroe Doctrine defines as 
our nation’s area of influence. Ron worked 
with people in Washington to find ways in 
which institutions like Los Alamos could 
help to support the president’s policy. In 
addition, Ron and John Whetten, then 
leader of the Earth and Space Sciences 
Division, traveled extensively in the 
Caribbean. They visited various mission 
offices of the United States Agency for 
International Development [the AID] as 
well as government officials in the host 
countries. During that trip they met and 
briefed Mr. Compton. They emphasized 
the Laboratory’s expertise in geothermal 
energy in part because of our hot dry rock 
geothermal project but mostly because 
they knew the prime minister was inter- 
ested in geothermal development. This 
mutual interest led to requests in Wash- 
ington on behalf of Mr. Compton for that 
type of technical assistance. Los Alamos 
secured funds from the State Depart- 
ment’s Trade Development Program, one 
goal of which is to give projects a boost 
toward commercialization. We began to 
use the funds for field work at the Quali- 
bou Caldera in St. Lucia in August 1983. 
Hanold: A few months later the Kissinger 
Commission, the president’s Bipartisan 
Commission on Central America, asked 
us to brief them on the technical assistance 
needs of Central America. They were par- 
ticularly interested in identifying proj- 
ects that would generate employment and 
promote economic development in the re- 
gion. 
Science: Was Los Alamos the only na- 
tional laboratory invited to give a briefing? 
Loose: Yes. I suppose we were chosen for 
several reasons-our familiarity with the 
Hispanic culture of the Southwest, our 
technical expertise in geothermal energy 
and economic analysis, our technical col- 
laboration with the Petroleum Institute 
and the Nuclear Research Institute of 
Mexico, as well as our recent experience in 
St. Lucia. Prior to that meeting John 
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Whetten spent two weeks in Costa Rica 
with the Organization of American States 
to identify employment-generating proj- 
ects in the energy and mineral sectors. 
Information gained from that mission, as 
w 11 as an analysis of the region by Los 
Alamos, enabled Whetten to identify peat 
as a neglected resource in Costa Rica and 
possibly in other Central American coun- 
tries. In addition to geothermal and peat 
development, we emphasized the poten- 
tial for minerals development at the Kiss- 
inger Commission briefing. With the ex- 
ception of Cuba, where Soviet influence is 
prevalent, mineral resources contribute 
very little to the gross national products of 
the Caribbean Basin countries. In con- 
trast, minerals developed with Soviet in- 
vestments account for a substantial frac- 
tion of Cuba’s gross national product. 
W o l d  Training the local population was 
another issue we discussed with the Com- 
mission. It is of paramount importance in 
any technical assistance project. The Sovi- 
ets know this and are sponsoring graduate 
and undergraduate training of many Cen- 
tral American students. 
Loose: Following the Kissinger Com- 
mission briefing we prepared a proposal to 
the AID for $10.2 million to provide tech- 
nical assistance in energy development, 
mineral development, and energy and eco- 
nomic planning to five Central American 
countries-Honduras, Costa Rica, El Sal- 
vador, Panama, and Guatemala. The goals 
are to identify resources, provide technical 
training, and help find funding for devel- 
opment. 
Science: Does this project have any prece- 
dents? 
Loose: It is new for Los Alamos, and it is a 
little different from most American tech- 
nical assistance projects. Usually the AID 
mission office in a country gets ideas from 
the local government personnel as to what 
types of technical assistance would be 
beneficial. In this case Los Alamos helped 
to identifi. the needs and to convince the 
AID mission offices of the benefits to be 
gained from meeting them. 
Hanold Also, the technological level of 
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the project is higher than is typical. 
Loose: The AID usually tries to help the 
poorest of the poor. They focus on basic 
human needs, such as health, potable 
water, sanitation, and education. In con- 
trast, this project, which addresses the 
middle ground of technology, is focused 
on the industrial sector of the country. It is 
being done in the spirit of the Alliance for 
Progress of the early sixties, which gave 
assistance to Latin America. 
Science: Did you have to convince the AID 
that the project was appropriate to their 
goals? 
Loose: Yes, we had to create a demand for 
the project, and John Compton was very 
helpful in this regard by giving us a con- 
crete example of what we could accom- 
plish. 

Hanold Our job was made easier in St. 
Lucia because we had been preceded by 
technical delegations from other countries 
who had investigated the possibility of 
geothermal power. The Italians had done 
so in the early eighties. Before that the 
English had done a great deal of pioneer- 
ing work on geothermal manifestations. 
The government of St. Lucia had seen a 
number of starts and stops and was anx- 
ious that the project be brought to hi t ion.  
With the basic geologic data already at 
hand, we were to choose the locations for 
drilling the geothermal wells and provide 
the government with enough confidence 
to solicit funds for drilling the wells and 
constructing the geothermal power plant. 
Science: Can you guarantee that the proj- 
ects you start will reach fruition? 

Fall 1986 LOS ALAMOS SCIENCE 



Caribbean Basin Proyecto 

i 

Recent economic history of five Central American countries. The per capita 
gross domestic product (GDP) is the best indicator of the standard of living in 
these countries. The GDP is the value of all goods and services produced 
annually by citizens of a country (the gross national product) plus the net foreign 
income (the value of goods produced in a country by foreign companies minus 
the income earned by citizens living and working abroad). (The per capita GDP 
data were obtained from the Inter-American Development Bank and the World 
Bank.) Between 1970 and about 1980, the per capita GDP in these countries was 
on the rise as a result of industrial development and higher prices for agricultural 
commodities. The dramatic increase in oil prices after the Arab oil embargo of 
1973 and the reliance on public borrowing to support economic growth led to the 
accumulation of huge foreign debts. (The foreign debt data were obtained from 
the World Bank.) Since 1980 the worldwide recession has led to a decrease in 
the per capita GDP and in the ability of these countries to import foreign oil. 

Income generated from mineral resources. The larger income in Cuba compared with 
other Caribbean Basin countries is due to Soviet investment. 
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Hanold There are no guarantees, but we 
will make every effort possible to finish 
what we start. We have already made dra- 
matic strides in St. Lucia. Our work was 
accepted by the government of St. Lucia as 
a sufficient basis to begin drilling. Grants 
for about $ 5  million have now been ob- 
tained, from the United Nations and the 
AID, to drill three geothermal wells. Engi- 
neers from Los Alamos have been in St. 
Lucia putting together the plans for drill- 
ing, which will start sometime in mid 
1986. 

Of course drilling wells, whether for oil 
or geothermal water, is always a risky busi- 
ness. We're not home free until we hit a 
reservoir that has a good heat source and a 
good plumbing system through which the 
hot water can reach the well. 
Science: Ifthe drilling is successfil, will the 
project then be self;rupporting? 
Loose: Self-supporting in the sense that 
money from the sale of electricity will pay 
for the power plant and its operation. The 
grants Bob mentioned will pay for the 
drilling. I would like to emphasize that the 
Los Alamos project is not focusing on 
paper studies that may end up collecting 
dust on somebody's shelf. We are focusing 
on real investments in energy production 
capacity. One of our aims is to establish a 
network of contacts in both the United 
States and the host countries to interest 
private investors in development. Private 
investors are interested in the St. Lucia 
development, and we would like to see 
that happen in Central America. 
W o l d  Organizations from other coun- 
tries have already approached us about 
investments in St. Lucia. For example, the 
Japanese, who are very strong in manufao 
turing equipment for electric power gen- 
eration, requested information about the 
characteristics of the geothermal fluids 
and the kinds of equipment that would be 
suitable for generating the electricity. 
Loose: Several American firms and one 
Canadian firm had discussed commercial 
development of geothermal energy with 
the St. Lucian government. We were not 
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upply an ernand 
ike those of most developing coun- 
tries, the Central American econ- L omies are dualistic in nature: the 

rural sector produces mainly traditional 
agricultural goods, while the rapidly grow- 
ing urban sector is involved in more mod- 
em industrial and commercial pursuits. 
This dualistic nature is reflected in the 
pattern of energy consumption shown in 
the accompanying graphs. People in rural 
areas rely mainly on firewood to satisfy 
their energy needs, while those in the cities 
rely more on electricity and oil products. 
Consequently, countries with greater 
degrees of urbanization and higher per 
capita incomes use relatively more oil 
products and electricity and less fuelwood 
than the poorer countries. In 1983, for 
example, Panama and Costa Rica, the 
countries with the highest per capita in- 
comes, relied on fuelwood for onequarter 
to one-third of their energy needs, while 
the lower-income countries, Honduras, El 
Salvador, and Guatemala, relied on 
fuelwood for two-thirds to threequarters 
of their energy needs. 

lwood consumption in 
these and other developing countries are 
generally poor because much fuelwood 
does not enter commercial markets where 
its sale and use can be quantified. The 
apparent sharp increase in Guatemala’s 
fbelwood consumption in 1979 (see graph) 
stems from a revision in the estimate of 
fuelwood consumption rather than a real 
increase in use,) 

In all the Central American countries 
electricity composes a relatively small 
share of the total energy consumed, but it 
has shown the most rapid and variable 
growth in demand since 1970 (between 
1970 and 1980 the demand for electricity 

e rate of 9 percent per 

80s Central American 
countries were hard hit by the worldwide 
recession. Total energy consumption de- 
creased significantly in Costa Rica, El 
Salvador, and Panama, and the rate of 
growth in demand decreased in Guate- 
mala and Honduras. These decreases were 
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Unlike 1973, when oil 
Id be balanced by debt- 

financed growth, the early 1980s were a 
time when large national debts and high 
interest rates made additional loans dif- 
ficult and costly to obtain. To exacerbate 
the situation, the prices received for the 
main export commodities (bananas, cof- 
fee, and sugar) had dropped so low that 
foreign currency to pay for oil imports and 
to service foreign debts was in short s u p  
ply. On a per capita basis Costa Rica and 
Panama are among the most indebted 
countries in the world. 

With the exception of Guatemala, 
which produces 1.6 million barrels of 
poorquality crude oil per year, the Central 
American countries have no proven oil 
reserves and must pay a burdensome price 
to import oil for transportation and, to a 
lesser extent, for industry. They all rely 
heavily on fuelwood, but this resource is 
threatened in some countries by growing 
deforestation due mainly to clearing of 
land for agricultural purposes. By the year 
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in Central America 
by Linda K. Trocki and Steven R. Booth 

shortages unless substitution or conserva- 
tion takes place or unless policies to in- 
crease fuelwood availability, such as tree 
farms, are implemented. Since fuelwood is 
generally gathered by individuals at zero 
or low cost, finding a similarly inexpen- 
sive substitute will represent a major 
challenge to many of the Central 
American countries. 

The Central Americans can reduce the 
demand for fuelwood and imported oil by 
hrther developing their large potential for 
hydroelectric energy and geothermal 
energy, as well as alternatives such as solar 
energy, crop residues, and peat. As is evi- 
dent fiom the graphs, crop residues al- 
ready play a signficant role in energy sup 
ply in most countries in the region. The 
residues are burned to provide process 
heat for the food-processing industries and 
in some cases to generate electricity. In 
addition, Costa Rica and El Salvador have 
begun to produce fuel alcohol from sugar 
cane. 

The countries have also lessened their 
reliance on imported oil by exploiting 

their hydroelectric resources to generate 
electricity. The electric generating capacity 
in the Central American countries ranges 
fiom approximately 500 to almost 900 
megawatts, and hydroelectric power con- 
stitutes more than 50 to 80 percent of this 
capacity in all the countries. Since 1979 all 
countries except El Salvador have greatly 
increased their electric generating capacity 
by constructing relatively large (250- to 
330-megawatt) hydroelectric power 
plants. However, the Chixoy hydroelectric 
plant in Guatemala, commissioned in 
1983, was down during much of 1984 and 
1985 for repair of a tunnel associated with 
the dam. As a result, Guatemala incurred a 
large and unexpected requirement for oil- 
fired generation to meet its electricity 
needs. (Chixoy recently resumed opera- 
tion but not at full capacity.) Construction 
of the large hydroelectric facilities, while 
reducing reliance on oil imports, has re- 
sulted in temporary overcapacity in Costa 
Rica and Honduras and significant debts 
to all the national utilities. 

The development of indigenous geo- 

thermal energy resources represents an at- 
tractive alternative to meet the energy de- 
mand. Two countries in Central America 
already exploit geothermal energy for elec- 
tricity generation-El Salvador and 
Nicaragua. (The latter is not included in 
the Los Alamos study.) By 1990 Costa 
Rica and Guatemala expect to begin gen- 
erating electric power from geothermal 
sites now under development. 

In summary, Central America, like 
most developing regions, relies heavily on 
two forms of energy-imported oil and 
helwood. Continued heavy reliance on 
these fuels could result in more serious 
economic repercussions in the future. For 
example, every dollar spent to pay the oil- 
import bill precludes the import of a 
dollar's worth of capital goods that could 
further production. And the strong market 
for fuelwood, which has already caused 
rapid price increases for that energy 
source, could lead to serious deforestation 
problems. Conservation and substitution 
of indigenous resources could ameliorate 
potential problems. 
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continuedfrom page 71 
privy to the discussions that took place, 
but in the end no agreement was reached. 
So the United Nations and the AID are 
paying for the drilling. If geothermal fluid 
is found, as we expect it will, then the St. 
Lucia Electric Authority will have to find 
private money to build the power plants. 
Science: What will your role be during 
drilling and plant construction? 
Loose: The government of St. Lucia has 
asked us to serve as consultants as the 
project proceeds. They have confidence in 
our advice since we are independent and 
have no profit motive. 
Hanold Their dealings with private in- 
dustry will involve areas in which they 
have very little experience, and they would 
like Los Alamos to stay and monitor those 
negotiations. 
Science: So you have become ambassa- 
dors? 
Hanold: Yes-of good will. The prime 
minister has shown extraordinary interest 
in the project. During the six or seven 
months of field work on the island, we 
briefed him frequently, and each time he 
was elated at the progress that was being 
made. He wants to get a geothermal power 
plant on line. Several times other or- 
ganizations have raised the hopes of the 
St. Lucians for cheap geothermal power 
and then dashed those hopes by pulling 
out. 
Loose: A geothermal power system would 
be a secure, lowcost source of electricity, 
andJit could be expanded as the demand 
for elktricity grew. This capacity would 
help to attract light to moderate industry 
and thereby alleviate the chronic un- 
employment on the island. 
Science: Does Central America have simi- 
lar problems? 
Loose: In some ways yes. The Central 
American countries are also struggling 
with chronic unemployment, low per 
capita income, and energy-supply prob- 
lems. [See “Energy Supply and Demand in 
Central America.”] In addition they must 
deal with rapid population growth, class 
problems, demographic changes, unequal 
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Costs of generating electricity by various methods in St. Lucia, as determined by Los 
Alamos economists. The data show that geothermal energy would be the cheapest 
source of electric power. Moreover, geothermal reservoirs could be used directly as 
a source of process heat for local industry and of hot water for tourist hotels. 

Total amounts of electricity used in five Central American countries. Since 1970 the 
major increases have been supplied by recently constructed hydroelectric plants. 
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A native of St. Lucia examining sulfur deposits at the Sulphur Springs geothermal 
area, which lies within the Qualibou Caldera near Soufriere. 

land distribution, and political instability. 
Their economies are more complex than 
those of the Caribbean islands. Their in- 
dustries have been growing, but they lack 
the necessary industrial infrastructure and 
technical know-how for a secure industrial 
base. Moreover they have relied on loans 
from foreign countries and imported pe- 
troleum to support these industries. The 
region as a whole has amassed a foreign 
debt of about $12 billion. In the past our 
assistance has been directed to the rural 
population, which lives in very poor con- 
ditions. We have poured millions of 
dollars in this direction with little success 
in improving the quality of life. It has 
become apparent that our help should be 
directed toward strengthening their econ- 
omies. 
Science: Is geothermal energy likely to be 
important in Central America as a cheap 
source of power and a means to reduce oil 
imports? 
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Hanold Yes. Right now hydroelectric 
power is the most common form of elec- 
tric power in Central America. But it will 
be difficult to increase hydroelectric 
capacity at the rate at which we expect the 
demand to increase. Hydroelectric plants 
are very expensive to build. A large plant 
costs over half a billion dollars, and it is 
becoming increasingly difficult for Central 
American countries to borrow that kind of 
money. Also, two installations in Central 
America were plagued with technical dif- 
ficulties that led to cost overruns and re- 
ductions in power output. For example, at 
a new plant in Guatemala, the tunnels that 
cany the water to the turbines are collaps- 
ing because the geologic formations the 
tunnels pass through are unstable. We 
have technical problems with dams in this 
country too. Some of the problems are 
beyond human control. For example, 
clearing a valley for a reservoir causes 
erosion, and the access roads to the plant 

make it easier for people to cut down trees 
in the watershed. The deforestation that 
may result causes more erosion and silting 
in the reservoir, which, in turn, shortens 
the useful life of the facility, sometimes 
dramatically. 
Loose: In our review of the available 
energy technologies in Central America, 
we found that Nicaragua and El Salvador 
had been generating substantial amounts 
of electricity from geothermal energy. El 
Salvador was generating over 40 percent 
of its power from a single geothermal plant 
called Ahuachapan. That plant has played 
an important role in the development of 
the country. 
Science: Where does imported petroleum 
f i t  into the picture? 
Hanold Imported petroleum is needed for 
industrial and commercial uses and to tiel 
emergency power plants, the socalled 
thermal plants that come on line when 
demand is very high or when problems 
arise with the hydroelectric plants. One 
unavoidable problem is the dramatic de- 
crease, by a factor of over a thousand, of 
the flow rates in the rivers from the wet to 
the dry season. Many of their plants are so- 
called run-of-river plants that can operate 
only when the water is flowing. During the 
dry season, when the flow ceases, they shut 
down. 
Science: So is geothermal power very u p  
pealing to the Central Americans? 
Hanold: It is ideally suited. The region has 
tremendous geothermal resources, as 
evidenced by the volcanic activity that 
extends from Mexico to the northern part 
of Panama. The experience of Nicaragua 
and El Salvador with the Momotombo 
and Ahuachapan geothermal plants and 
the recent drilling of successhl geothermal 
wells in Guatemala and Costa Rica make 
it clear that almost all of the Central 
American countries d n  cash in on this 
indigenous resource. In addition, ex- 
perience with the Ahuachapan plant 
makes it clear that the power can be very 
inexpensive. We are involved in geo- 
thermal development in all five countries 
mentioned earlier, but since Honduras lies 
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Roles played by Los Alamos scientists in the development of geothermal energy in Central America. Need and stage of 
development dictate the extent and nature of the support. 

slightly outside the volcanic belt, defining 
the nature of its geothermal resources has 
provided us with the most challenging 
project in the area. We are now getting the 
field data back, and early indications are 
encouraging. The Honduran geothermal 
sites are not the typical volcanic variety 
found in El Salvador or Costa Rica but the 
Basin and Range type prevalent in the 
western United States. The Hondurans 
expect to reach a hydropower shortfall by 
1993 and need to know by 1988 whether 
geothermal development can provide an 
alternative source of power. We still have 
a lot of work to do before we can assure 
them of the success of geothermal devel- 
opment. [See “Geology of Honduran Geo- 
thermal Sites” and “Geochemistry at 
Honduran Geothermal Sites.”] 
Science: Tell us something about your per- 
sonal reactions to working in Central 
America. For example, how do you feel 
about working in countries where the polit- 
ical situation is volatile? 
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Hanold: It is not without strain, but we?re 
getting used to it. When I first went to El 
Salvador, I was rather disconcerted by the 
presence of armed guards at the entrances 
to the offices of many government or- 
ganizations. The directors of these or- 
ganizations are usually political ap- 
pointees, and one can’t help but be aware 
that their personal safety may be at risk. 
Even our technical colleagues in these 
countries are not immune from political 
difficulties. All these things are upsetting 
at first. But the Central Americans are so 
pleasant to work with, so enthusiastic 
about our presence, and so appreciative of 
our help that I really look forward to the 
trips. The political atmosphere is just a 
fact of life; it’s not ideal, but it doesn’t 
prevent our doing an important job for 
these people. 
Loose: And the Central Americans see our 
job as very important. Our activities are 
given a big play in the national presses. 
Even a series of lectures by Los Alamos 

scientists is accompanied by a great deal of 
fanfare and publicity. Sometimes the re- 
spect they give us is a little bit embarrass- 
ing because our technical opinions carry 
so much more weight with the local 
authorities than those of their own tech- 
nical people. Fortunately, this does not 
seem to cause jealousy or ill feelings. On 
the contrary, our relationships with their 
technically trained people have been the 
most satisfying aspect of the entire project. 
They watch our people work in the field, 
they see them get their hands dirty, they 
see them work long hours with little super- 
vision, and they admire what they see. Our 
ease of getting things done is surprising to 
them because they would require many 
levels of supervision and intricate ad- 
vanced planning to accomplish similar 
tasks. 
Science: Are the Central Americans at all 
wary of your presence because of past ex- 
periences? 
Loose: Wariness is an appropriate word 
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because they have been disappointed in 
the past. Some projects by foreign in- 
vestors never get finished. We are working 
to build a strong relationship with these 
countries, not in the political sphere but 
rather through one-on-one relationships 
with the technical people of the country. 
By conveying a true image of American 
professionals, we are gaining trust. 
Science: In terms of the politics, does the 
State Department help you? 
Hanold Yes, through the AID. Normally 
our first stop in a country is at the AID 
mission office. We brief them on the 
purpose of our trip, and they give us an u p  
to-the-minute report on the country, ad- 
vising us about any tense situations and 
any regions of the country that we should 
avoid. As we are leaving the country, we 
give the mission office a report about what 

was done during the trip and how success- 
ful it was. 
Loose: The AID missions have been very 
helpful because they have a corporate 
memory of the country’s history and an 
extensive network of contacts. Many of 
the AID people speak fluent Spanish. 
Most important, they have a finger on the 
pulse of the country. They are able to give 
us reliable information on how to get the 
job done and on which people and or- 
ganizations are likely to be effective. 
Hanold They are also very helpful with 
more mundane things, such as providing 
transportation and meeting us at the 
airport on late-night flights and seeing that 
we get to our hotel safely. Many of our 
field operations take place in very, very 
remote areas, and the field crews may 
come through a city only every five or six 

days. The AID mission has our itinerary 
and knows the people involved. If a prob 
lem were to arise, we feel confident that 
they would take it upon themselves to go 
out after our people. 
Loose: The AID and Los Alamos have one 
aim in common-to see that when some- 
thing is started, it is finished. We have an 
effective working relationship with the 
AID, and it is improving daily. 
m o l d  In technical areas we act as a filter 
for the AID. We hear requests from local 
experts for training or for equipment, and 
we separate the technically less important 
requests from those that have merit. We 
submit to the AID the proposals that we 
think will have the greatest economic im- 
pact on the country. From the beginning 
our intention has been to involve people 
from the host countries in all stages of the 

The Costa Rican Peat Project 
by Gary R. Thayer, K. D. WiZZiamson, Jr., and Arthur D. Cohen 

cientists from the Laboratory and 
Refinadora Costarricense de P e t 6  S leo (RECOPE) are working together 

to assess the development potential of 
peat, an indigenous, unused resource in 
Costa Rica. This carbon-rich organic sedi- 
ment, produced in swamps and marshes 
from partially decayed organic matter, 
could become a significant asset in a num- 
ber of different ways. If made into bri- 
quettes and used as a fuel for heating and 
cooking, it could help reduce the heavy 
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dependence on fuelwood, which now sup- 
plies 50 percent of Costa Rica’s energy. If 
used to fuel electric power plants, it could 
help reduce oil imports. Since harvesting 
of peat is a labor-intensive operation, its 
development would provide jobs for the 
people in the areas where it is found. 
Further, its availability as a he1 might 
bring industries to those areas. Eventually 
peat might become the basis of “high- 
tech” industries converting this resource 
into liquid and gaseous fbels or valuable 

organic chemicals such as waxes, resins, 
and medicinals. 

Despite all this promise and the ex- 
tensive literature documenting the wide 
and growing use of peat in northern I 

Europe, Ireland, and the Soviet Union, the 
development of peat in Costa FZica entails 
facing many unknowns regarding harvest- 
ing methods, appropriate and acceptable 
end uses, and overall economic impact. 

So far we have surveyed the literature 
on harvesting and end uses and have made 

77 



Caribbean Basin Proyecto t 

projects, including planning. Even for our 
original proposal to the AID, we solicited 
their opinions concerning their biggest 
energy- and mineral-related problems. 
And then we tried to address those prob- 
lems squarely in the proposal. 
Loose: We worked with geologists, engi- 
neers, economists, and fairly senior ad- 
ministrators of both utilities and govern- 
ment organizations such as ministries of 
energy and mines. 
Science: Had they had much contact with 
Americans before? 
Hanold: Yes. Since many Central 
American schools do not offer advanced 
degrees, many technical people have 
pursued such degrees in the United States. 
As a result most of our Central American 
counterparts speak English very well. 
Loose: The AID regards education as a 

basic human need. In addition to their 
program of education at the primary and 
secondary levels, they help people with 
university potential to get an appropriate 
education at American universities. 
Hanold The local culture and pride are 
such that they don’t want someone just 
coming down, doing a job, and walking 
away. They appreciate the assistance but 
want to participate in the doing. They 
want to be involved technically and 
physically. In all our interactions we stress 
working with the people in the region. We 
have the techniques to do certain tasks, 
and through our work they get exposed to 
the cutting edge of geology, volcanology, 
geochemistry, and geophysics. That ex- 
perience will be left behind. In some cases 
we are actually leaving equipment behind 
so that they can continue on their own. 

Loose: The people are very nationalistic 
and very proud of their countries. They 
have definite ideas on how to use the new 
knowledge we are giving them. A concrete 
example is the peat project in Costa Ria.  
We were very interested in the possibility 
of briquetting the peat for use as a cooking 
fuel in place of wood. It was a way to save 
the fastdisappearing forests. The national 
oil refinery, whose charter is to promote 
high-tech industry, was initially more in- 
terested in using the peat to produce 
petrochemicals, waxes, and resins and to 
generate electricity. Through discussion 
we have reached a mutual agreement to 
investigate both high- and low-tech uses of 
peat. That gives you an idea of how the 
input of local people is reflected in the 
projects. [See “The Costa Rican Peat Proj- 
ect.”] 

a preliminary field assessment of Costa 
Rica’s peat resources. Two moderate-size 
peat bogs have been identified. Other sites 
exist but have yet to be explored. One 
identified site is in a sparsely populated 
region on the Nicaraguan border whose 
settlement would promote Costa Rica’s 
national security. The other is a jungle site 
near the Caribbean coast. Both sites are 
large enough to provide fuel for a IO- 
megawatt electric power plant for 100 
years or more. One of these locations may 
be chosen as the site for a demonstration 
peat project. 

Peat, in its natural state, contains up to 
95 percent water and must be dried to a 
water content of 50 percent or less before it 
can be burned. In Europe solar drying is 
used almost exclusively to reduce the 
water content. Milled peat is produced by 
draining the top few centimeters of a peat 
bog, scraping off the exposed layer, allow- 
ing the sawdust-like product to dry in the 
sun for a day to a week, and then collecting 
it with rakes or large vacuum cleaners. Sod 
peat is produced either by cutting out 
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A view of the flora characteristic of the peat site located in a tropical jungle region of 
Costa Rica near the Caribbean coast. The peat deposit here is extraordinarily thick, 
at least 12 meters. In the center of the photograph is a species of palm that is often 
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Science: What diflculties do you face in 
carrying out your work? 
Loose: Coordination, communication, 
and logistics are among our biggest dif- 
ficulties. We have Washington looking 
over our shoulders as well as the local AID 
missions. In addition, we maintain con- 
tacts with government people in the five 
countries. The wide range of the projects, 
which include economic analysis, mineral 
exploration, and development of geo- 
thermal power, compounds our dif- 
ficulties. 
Hanold Another difficulty is that some- 
times the technology involved in a project 
is unfamiliar to the people in the host 
country, and they find it hard to under- 
stand how the project will get from A to Z. 
For instance, a geothermal energy project 
starts with geologists mapping the area 

and geochemists collecting water and gas 
samples from hot springs. These activities 
may seem mystifying. What do hot water 
samples have to do with electricity on 
line? To lessen this problem, we recently 
took two Honduran visitors to an operat- 
ing geothermal power plant in the United 
States. These gentlemen were from the 
national organization that generates much 
of the electricity in Honduras, mostly 
from hydropower. They were at Los Ala- 
mos to help make long-range plans for a 
geothermal project in their country, and 
we spent a day at the Geysers plant in 
northern California as preparation. The 
Geysers, the largest geothermal power 
plant in the world, supplies much of the 
power for San Francisco. We took them up 
on drilling rigs, showed them how the 
wells are drilled, talked about the site’s 

geology, geochemistry, and geophysics, 
and showed them how the geothermal 
steam is extracted, collected, and run 
through turbines at the power plant. The 
tour gave them a concrete understanding 
of the whole technology. I think many of 
our projects will require a similar educa- 
tional effort. 
Science: Are you in contact with the rural 
populations of the Central American coun- 
tries? 
Hanold Very much so, particularly during 
our geothermal work in the remote areas 
of Honduras and our explorations for 
minerals in very remote areas of Costa 
Rica. Since these areas have no conven- 
tional hotels, arrangements are made with 
local people for sleeping accommodations 
and food. We usually hire someone local 
to buy and cook food for the field parties 

blocks of peat by hand and stacking them 
to be dried or by cutting sections of peat by 
machine, grinding the peat, and extruding 
it in 2- to 10-centimeterdiarneter cyl- 
inders. These “sods” are allowed to dry 
and then collected. Since both methods 
involve a solar drying step, they may be 
impractical at the two Costa Rican sites, 
which receive between 3 and 5 meters of 
rain per year. Instead, the peat may have 
to be dried artificially. Alternatively it can 
be collected in a slurry and heated to about 
200°C to initiate exothermic oxidation re- 
actions that produce free carbon, which 
can be collected and compressed into a 
coal-like substance, or, if the oxidation is 
camed to completion, heat for industrial 
use. Such wet harvesting methods are gen- 
erally more expensive than the traditional 
methods described earlier, so their use in 
Costa Rica will make the economics of 
peat development different from that doc- 
umented in the literature. 

The environmental impact of peat 
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harvesting and the economics of various 
end uses are also being examined. Mining 
of peat results either in changed drainage 
patterns or lake formation, both of which 
can be beneficial. Changed drainage pat- 
terns might permit reclamation of the 
mined areas as prime farm land, or the 
lakes could, according to a study done in 
Jamaica, be used for aquaculture. 

Appropriate end uses for peat depend, 
first of all, on the quality and size of the 
resource. The higher ash content of pres- 
ently known Costa Rican peat versus 
European peat may affect production tech- 
nology and costs as well as quality of the 
end products. This possibility needs to be 
investigated. We are hopeful that the 
Costa Rican peat will be suitable as a fuel 
for electric power plants. Although these 
plants will be smaller in scale than typical 
European plants and the cost per unit 
output will therefore be higher, the addi- 
tional cost might be offset by reduction in 
oil imports. We are most excited about the 

use of peat as a cooking fuel in place of 
wood, but the local population may not be 
equally enthusiastic, especially in areas 
where wood is plentiful and free for the 
gathering. The Costa Rims are particu- 
larly interested in high-tech uses, such as 
the production of gaseous fuels and or- 
ganic chemicals, but these may be too 
ambitious technologically for a first at- 
tempt at using the resource. 

We and our Costa Rican colleagues are 
gathering information relevant to all these 
issues. We will also test the performance of 
peat in local cooking stoves and in larger 
scale combustion and gasification applica- 
tions. The results, plus detailed informa- 
tion on specific peat sites, economics of 
harvesting, environmental effects, poten- 
tial for reduction of oil imports, and devel- 
opment of remote areas, will be used to 
choose a demonstration peat project. We, 
as well as the Costa Ricans, look forward 
to finding a way to make this resource an 
economic success. 
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and to provide some structure, even an 
empty house, for sleeping. It is definitely 
not a downtown Marriott. 
Science: Are geothermal sites part of the 
culture of the people? 
Hanold In the more primitive parts of 
Honduras, people use the hot water for 
simple needs such as sterilizing baby bot- 
tles, boiling eggs for lunch or cooking 
chickens for dinner. Information on the 
locations of many hot springs has come 
from the natives. They’ll watch from a 
distance and then approach us and in- 
dicate that if we like that hot spring so 
well, they know of another one over there. 
We always make sure that at least one 
member of the field team speaks Spanish 
fluently so that communication is always 
possible. 
Science: The interactions must be quite 
direrent from those you have been ac- 
customed to in this country. 
Hanold Very definitely. Through the 
DOE we have been technically involved in 
many geothermal energy programs with 
American industries. Our experiences in 
Central America have a very different 
flavor. The people are exuberant and nat- 
urally inquisitive. After working in the 
field with our people, they ask question 
after question about what we did and why 
we did it. So we are training them as we go. 
Science: Which Laboratory divisions are 
involved in the project? 
Hanold Geologists, volcanologists, and 
geochemists from the Laboratory’s Earth 
and Space Sciences Division are doing the 
geothermal reconnaissance in Honduras 
and Costa Rica and the mineral explo- 
ration in Costa Rica. Some of our people 
have been in the field almost every month 
since the project started. These people 
have a great deal of experience with geo- 
thermal systems in the Rocky Mountain 
region of the United States and through- 
out the world-Europe, Asia, and St. 
Lucia. Soon engineers will be needed to log 
the geothermal wells, that is, to measure 
the temperature, pressure, and flow rate of 
the fluids in the wells and determine the 
nature of the rock formations in the reser- 

voir. Central America has almost no 
equipment for logging hot wells. The 
measurements in Costa Rica, Guatemala, 
and El Salvador will be made with special 
equipment developed at Los Alamos to 
function in the high-temperature-up to 
240 degrees Centigrade-environment of 
geothermal reservoirs. [See “High-Tem- 
perature Borehole Measurements at 
Miravalles, Costa Rica.”] 
Loose: Economists and energy tech- 
nologists from the Laboratory’s Systems 
Analysis and Assessment Division are also 
heavily involved in the project. All told, 
between sixty and seventy people from 
throughout the Laboratory contribute 
directly, but that number does not include 
the many people who provide support, 
such as working on publications, purchas- 
ing equipment, and arranging travel. 
These people have been very helpful about 
expediting or bending the Laboratory’s 
procedures to get the job done. 
Hanold The project would rapidly grind 
to a halt if we followed all the conven- 
tional foreign travel rules. Thanks to the 
Travel Office staff, the approval time for 
foreign travel has been reduced from sixty 
days to two hours. They really deserve a 
pat on the back for accommodating our 
people. 
Loose: So do the people who process our 
purchasing contracts in record time. We 
do other unorthodox things, such as hiring 
Central Americans as consultants and pay- 
ing for local management offices. The Lab- 
oratory does not normally do business that 
way. 
Hanold We have many logistics prob- 
lems. Our field people are only now getting 
access to places to store their gear in the 
host countries so they don’t have to bring 
it back after each field trip. We had to 
arrange special assistance from the host 
countries to get equipment and samples 
through customs into the host countries 
and samples back to Los Alamos for analy- 
sis. 
Science: What types of equipment do you 
send down? 
Hanold To sample the springs in Hon- 

duras, for example, we needed thermom- 
eters, pH meters, conductivity meters, and 
bottles for shipping samples back to the 
Laboratory for further analysis.When we 
start the geophysical studies and well log- 
ging, we will bring in very large pieces of 
equipment-high-voltage power supplies, 
diesel generators, a logging truck, and so 
on. The logging truck is equipped with a 
spool of special cable about 10,OOO feet 
long, a data-acquisition system, a com- 
puter for data processing, and its own 
power supply. The cable is used to lower 
various tools into the well and to transmit 
signals from those tools back to the data- 
acquisition system in the truck. One can 
collect real-time data on what is taking 
place in the well with this self-contained 
truck. A similar setup is used at the Labo- 
ratory’s Fenton Hill hot dry rock geo- 
thermal site near Los Alamos and at vari- 
ous locations in Nevada and California. 
We may have some trouble getting this 
equipment and the drilling rigs into some 
of the remote sites in Central America. So 
far we have needed only small four-wheel- 
drive vehicles and have had no trouble, 
but we have yet to experience a full rainy 
season. 
Science: How much money is dedicated to 
the project? 
Loose: During this first year and a half we 
have $10.2 million, but in charting our 
course for the next five years, we see the 
costs increasing to about $15 million an- 
nually by 1986. So the project represents a 
substantial effort for the Laboratory and 
for Central America. A fair fraction of the 
funds will be spent on salaries of the core 
group of between thirty and forty Los Ala- 
mos people who work on the project. 
Hanold The remainder will be spent on 
goods and services. We are fabricating and 
buying equipment that will be left behind 
in Central America for use throughout the 
region. Since we will also be renting equip 
ment from Central American countries to 
drill shallow wells, a fair portion of the 
money will be spent in the host countries. 
Loose: A significant portion of the total 
will go to the U.S. Geological Survey, who 
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Wilfred Gutierrez standing next to a boiling spring at Platanares, Honduras. Note the 
white deposits of silica sinter, an indication of subsurface reservoir temperatures 
equal to or greater than 15OOC. (Photo by Fraser Goff.) 

will participate in the mineral and geo- 
thermal work. Consultants, universities, 
and other organizations will also par- 
ticipate and receive a portion of the funds. 
Hanold One of the exciting parts of the 
project is the opportunity to sponsor 
graduate students. Central Americans who 
are capable of doing excellent research but 
have been unable to get funding will be 
supported to do research in their coun- 
tries. I think this aspect of the project will 
prove to be one of its biggest successes. 
Science: Let 3 talk in a little more detail 
about the technical work. What do the 
economists do? 
Loose: We have had teams in all of the 
countries except El Salvador. They inter- 

act with the economic ministries and 
energy-planning ministries to collect data 
on energy consumption, energy produc- 
tion, and energy resources. This informa- 
tion will be used as a database for analy- 
ses-with small computers we will 
provide-to determine directions for 
energy development. The economists here 
at the Laboratory have a lot of experience 
with such analyses for our own country, 
which is asking the same question. How 
can our petroleum imports be reduced? In 
the case of the geothermal projects, our 
economists work with the local econ- 
omists and energy planners to help 
characterize the available energy options. 
In St. Lucia, for example, we compared the 

costs of producing electricity by various 
methods and the impacts of these methods 
on the overall economy and on petroleum 
imports. The St. Lucians asked for these 
cost comparisons, and our analysis was 
based on the information provided by Los 
Alamos geologists and engineers. We also 
looked at the macroeconomy of the coun- 
try to forecast the growth in energy de- 
mand and to determine the energy capac- 
ity that should be installed to meet that 
demand. 
Science: Bob, would you outline the geo- 
thermal work? 
Hanold A geothermal power system re- 
quires a hot fluid, usually called brine, that 
consists mainly of mineralized water and 
steam. The temperature of the brine 
should be at least 180 degrees Centrigrade 
to generate electricity efficiently. The rock 
containing the fluid must be well fractured 
or porous, since fluid tightly trapped in 
impermeable rock cannot be accessed. In 
Honduras we began the search for suitable 
geothermal reservoirs by studying in 
greater detail the geology of six areas 
where high-temperature springs were 
known to exist. Then we sent a geochemis- 
try team to collect and analyze samples of 
the surface waters and predict the 
temperatures of the underground res- 
ervoirs. Over the last ten or fifteen years 
geochemists have developed empirical 
correlations between the properties of sur- 
face fluids and the temperatures of under- 
ground reservoirs. This area of geochemis- 
try is called geothermometry. Our geo- 
chemists have a great deal of experience 
with geothermometric techniques, which 
worked very well as predictive tools in St. 
Lucia. 

One of the best known geothermo- 
metric techniques is use of the sodium- 
potassium-calcium geothermometer, 
which provides an estimate of the temper- 
ature of a reservoir fiom the relative abun- 
dances of those elements in the surface 
fluids. According to this geothermometer, 
the reservoir temperatures at two Hon- 
duran sites, Platanares and San Ignacio, 
are well above the 180 degrees required. 
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Other data corroborate these measure- 
ments, so our confidence in the geo- 
thermal potential of Honduras is growing. 
[See “Geochemistry at Honduran Geo- 
thermal Sites.”] 

We also determine a gas geothermom- 
eter temperature from the relative abun- 
dances of various gases in the surface 
fluids. These gases are either dissolved in 
the fluid or are contained in the steam that 
reaches the surface through a fbmarole, a 
steam vent. Geologic data, such as rock 
composition and age and the geologic his- 
tory of the site, are also valuable in geo- 
thermal exploration. For instance, 
magma, molten lava, is usually closer to 
the surface in younger geologic systems. So 

geothermal reservoirs in younger systems 
are easier to develop because higher tem- 
perature fluids occur at shallower depths. 
We have come to understand that, in Hon- 
duras, the high temperature gradients near 
the surface are due to thinning of the 
earth’s crust by tectonic processes. [See 
“Geology of Honduran Geothermal 
Sites.”] 

We also send our geophysicists to some 
sites to perform electrical measurements. 
With a high-voltage generator they estab- 
lish an electric field in the ground, and 
then with probes they measure the electric 
field at various distances from the source. 
If the ground had a constant resistivity, 
the field would vary with distance in a 

certain way. Any perturbations on that 
variation reflect changes in resistivity, 
which in turn indicate the presence, for 
example, of fluid-filled faults and hc- 
tures. From the data the geophysicists can 
determine the locations, both horizontally 
and vertically, at which such features oc- 
cur. This information tells us about the 
plumbing of the reservoir. However, since 
the electrical measurements are timecon- 
suming and expensive, we limit them to 
only those sites with the most promising 
geologic and geochemical properties. 
Science: Over how big an area are the 
electrical resistivity measurements made? 
Hanold In St. Lucia we ran a S-kilometer- 
long resistivity survey cable through steep, 
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wet, dense jungle. The entire trail had to be 
cut with machetes. We also measure tem- 
perature gradients by drilling holes with 
fairly small diameters to a depth of 300 to 
500 meters. The higher the temperature 
gradient is, the more promising the site is. 
After all this information is collected and 
analyzed, we pick locations to drill the 
production wells. In St. Lucia we picked 
three locations along the 5-kilometer re- 
sistivity line. 
Science: Does thefluid have to be pumped 
out of the reservoir? 
Hanold: Fortunately, pumping is un- 
necessary for most high-temperature geo- 
thermal reservoirs. The fluid boils as it 
rises in the well, and the emerging steam 
lifts the fluid by lowering its density. 
Science: Does a geothermal reservoir cool 
offas it is used? 
Hanold Not by very much. It can lose its 
pressure but only gradually and after long 
production. Some reservoirs are very 
large, extending vertically for 2000 to 3000 
feet and horizontally for miles. The rock is 
essentially saturated with brine. Much of 
the fluid that reaches the surface through 
the well is injected back into the earth and 
is reheated as it percolates through the hot 
rock. 
Science: Will the economist summarize 
the point of the project? 
Loose: If oil were still $1.50 a barrel, we 
wouldn't be carrying out this project. Eco- 
nomics provides the rationale for our 
helping these countries identify and de- 
velop their indigenous energy resources. If 
oil were still cheap, the best thing we could 
do would be to continue to bum oil. 
Hanold: I'd like to say a little more about 
the people and the cultures we've en- 
countered. The Central Americans are 
very adaptable and jump at the chance to 
learn new techniques. They are very eager 
and aggressive. If they take a short tech- 
nical course, they want a diploma to verifi 
their training because it may have an im- 
pact on getting a promotion or a raise. So 
we plan to grant diplomas for a course, 
now being developed, on conducting field 
work for geothermal reconnaissance. 

Loose: In the Latin way of doing business, 
the bosses have a great deal of power, 
more than we are used to, and command 
the respect of the people who work for 
them. Respect for authority is very much a 
part of their culture. As a consequence, 
you have to deal with organizations at the 
appropriate level of authority. If you go 
too low, the person can't help you. If you 
go too high, you have made a faux pas. 
You have to understand and work within 
the hierarchy. 
Science: Does the style of communication 
differ porn ours? When you want to get 
something done, can you be direct about it? 
Hanold We have been very direct. Meet- 
ings follow a pattern similar to ours, and it 
has certainly been my experience that we 
can deal around a conference table with 
the Central Americans much as we would 
with our fellow citizens. 
Science: What is the outlook for this proj- 
ect? 
Loose: We have been working in Central 
America for seven months and are now 
beginning to see more clearly both the 
obstacles and the promise. The initial eu- 
phoria of getting funding and the novelty 
of working in exotic places is being re- 
placed by the real difficulties of im- 
plementing this multicultural, multi- 
purpose project. We are learning that good 
intentions are not enough. Communica- 
tion among the various arms of the project 
across thousands of miles and between 
cultures requires management skills 
beyond those normally required. We need 
to do more detailed planning and closer 
monitoring to avoid misunderstandings. 
On the other hand, we are more certain 
than ever that the project can have a signif- 
icant impact. The peat work is particularly 
exciting because it may lead to a brand 
new technology in Central America. The 
geothermal work is very important be- 
cause it may result in reduced oil imports 
and foreign debts. It will take tremendous 
dedication and perseverance to realize the 
goals of the project, but we and our Cen- 
tral American friends are up to the 
challenge. 
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ince March 1985 a team of Labora- 
tory geologists has been working S with counterparts from the Empresa 

Nacional de EnergIa Elktrica (ENEE) of 
Honduras and from four American in- 
stitutions on a project to locate, evaluate, 
and develop geothermal resources in Hon- 
duras. The team, headed by Grant Heiken 
and fimded by the U.S. Agency for Inter- 
national Development, has so far com- 
pleted three trips to Central America to 
study in detail the geology of six geo- 
thermal spring sites. 

Basic Geology of Honduras 

Honduras, the largest and most rugged 
country in Central America, is perhaps the 
least known geologically. Its steep terrain, 
dense vegetation, and paucity of roads 
hampered basic geologic studies until the 
late 1960s. Since then studies sponsored 
by American universities, including Ph.D. 
dissertations by project collaborators Bob 
Fakundiny and Rick Finch, have meshed 
with a greater level of in-country expertise 
to produce a basic understanding of the 
geology of the country. Such an under- 
standing is an essential first step in any 
geothermal exploration. It has been 
particularly useful in Honduras as we set 
out to determine the nature of the geo- 
thermal heat source and the “plumbing 
system” through which the geothermal 
waters reach the surface. 
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The geology of Central America is ex- 
tremely complex. The meeting of three 
tectonic plates in western Guatemala and 
southern Mexico has resulted in an un- 
usual juxtaposition of structures and rock 
types whose geologic history has yet to be 
unraveled. Textbook reconstructions of 
tectonic-plate motions very often sidestep 
the problem of how Central America de- 
veloped through geologic time by never 
showing its existence until the present 

on the accompanying map, 
Honduras lies on a portion of the Carib- 
bean tectonic plate called the Chortis 
Block. This block, composed of rocks de- 
posited in a continental environment, is 
bounded on the north by large strike-slip 
faults in sourthem Guatemala (the 
Matagua and Polochic faults) that form 
the boundary between the Caribbean plate 
and the North America plate. 

The continental rocks of the Chortis 
Block are bounded on the south by 
younger rocks in Nicaragua that were de- 
posited in an oceanic environment. The 
western boundary of the Chortis Block lies 
along the Central American volcanic chain 
and the Middle America Trench, a sub 
duction zone where the Cocos plate is 
being thrust under the Caribbean plate. 
The complex geology of Honduras is the 
result of its proximity to the intersection 
of the three tectonic plates. In some areas 
of the country, major faults lie less than 10 

ost of these are normal 
as a result of stress that is 

literally pulling the country apart along an 
east-west axis. Although Honduras has 
been spared the devastating earthquakes 
that have rocked much of Central 
America, we suspect that deformation is 
taking place continually; in some areas 
faults cut stream gravels that are only sev- 
eral thousand years old. The result of this 
faulting, as shown in the accompanying 
photo, is rugged topography dominated by 
north-south oriented fault basins and adja- 
cent fault-block mountains very similar to 
those found in the Basin and Range 
physiographic province of the western 
United States. 

The rocks of Honduras were deposited 
in rapidly changing environments, and the 
resulting stratigraphy is as complex as the 
structures that modify it. Precise dating is 
difficult because of the absence of identi- 
fiable fossils and the rapid changes in rock 
types over short geographic distances. 
However, three distinct age groups are 
apparent: a basement complex of Paleo- 
zoic low-grade metamorphic rocks about 
245 million years of age (Home, Clarke, 
and Pushkar 1976); an overlying section of 
Mesozoic limestones and redbeds that is 
estimated to be between 100 million and 
200 million years of age (Mills et al. 1967); 
and a thick upper sequence of volcanic 

two distinct episodes of vol- 
Matagalpa Formation, a 
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Honduras is positioned on the 
Chortis Block near the junction of 
three tectonic plates: the North 
American, the Cocos, and the Carib- 
bean. The large arrows indicate the 
direction of motion of the plates. The 
Cocos plate is being thrust under the 
Caribbean plate along the Middle 
America Trench. The Motagua and 
Polochic faults are large strike-slip 
faults separating the North American 

plate from the Caribbean plate. The 
plate-tectonic and geologic histories 
of the area are not known well 
enough to explain how and when 
Central America was formed. For ex- 
ample, the southern boundary of the 
Chortis Block, where continental 
rocks end and oceanic rocks begin, 
is indicated by a dashed line be- 
cause its exact location in the jungles 
of Nicaragua has not been de- 

termined. We do know that plate 
movements are continuing to create 
faulting throughout Honduras and 
pulling the country apart along an 
east-west axis. Rainwater circulating 
through the fault regions has created 
numerous geothermal systems. The 
map also shows the locations of the 
six geothermal sites now being 
evaluated as indigenous sources of 
energy. 
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series of early Tertiary interbedded lava 
flows, pyroclastic flows, debris flows, and 
interbedded water-laid sediments, is be- 
tween 40(?) million and 60(?) million years 
ofage (McBirney and Williams 1965). The 
Padre Miguel Group, the result of the sec- 
ond episode of volcanism, is a thick se- 
quence of ignimbrite similar to the 
Bandelier Tuff and is found throughout 
the southern half of Honduras; it is be- 
tween 15 million and 20 million years of 
age (Williams and McBirney 1969). 
This bare outline of the geology of Hon- 

duras will have to be filled in by studies of 
individual drill holes before we can infer 
with any confidence the nature of the 
plumbing system at each geothermal site. 

Studies of Geothermal Sites 

In the late 1970s several American firms 
began preliminary geothermal explora- 
tions in Honduras but were unable to 
complete them because of economic dif- 
ficulties. These reconnaissance efforts al- 
lowed selection of six promising geo- 
thermal sites. However, the origin of the 
geothermal resource was misunderstood 
and incorrectly attributed to recent vol- 
canism rather than, as our studies now 
indicate, to tectonic processes. Identifi- 
cation of the nature of the geothermal 
resource is a major contribution to the 
project. The amazing abundance of hot 
springs in Honduras suggests a large geo- 
thermal resource. Consequently, the proj- 
ect has two goals: selection of two geo- 
thermal sites for further development on 
the basis of detailed studies, by Los Ala- 
mos and ENEE geologists, of the six 
previously identified sites; and identifi- 
cation of other promising geothermal sites 
on the basis of a country-wide inventory of 
hot springs by ENEE with technical sup 
port, as necessary, from Los Alamos. 

Detailed geologic studies have so far 
been carried out at three sites: Platanares, 
San Ignacio, and Azacualpa. Concurrently 
a team of geochemists from the Labora- 
tory, the U.S. Geological Survey, and 
ENEE has sampled and analyzed the 

Fault block mountains on the east side of Lago de Yojoa, Honduras. 

thermal waters to determine their chem- 
istry and estimate the temperatures of the 
geothermal resevoirs (see “Geochemistry 
at Honduran Geothermal Sites”). 

Platanares. This site, located in the west- 
em portion of Honduras, is similar to 
many being developed in the Basin and 
Range province of Nevada. That is, water 
is heated deep underground and rises to 
the surface along faults. The numerous hot 
springs at Platanares are found in lavas, 
tuffs, and tuffaceous sediments of the 
Padre Miguel Group. The faults appear to 
be extensional, and the presence of wedges 
of gravel perched above the present water 
level in the Quebrada del Agua Caliente 
(Gorge of Hot Water) suggests relatively 
recent movement on these faults. The hot- 
test springs are associated with faults that 
trend mostly northwest and north. 
Thermal energy is being released from 
boiling springs and numerous fumaroles. 
Since the stream that flows through the 
gorge is 10 to 15°C hotter in the area of the 
hot springs than it is upstream, additional 
energy is probably being released from 
submerged springs. Estimates of the 
thermal power of this area are given in 

“Geochemistry at Honduran Geothermal 
Sites.” 

San Ignacio. This site, located on the 
north side of the fault-bounded Siria Val- 
ley, also appears to be a geothermal system 
of the Basin and Range type. Hot springs 
are located at the intersection of a young 
northwest-trending fault scarp with older 
north-trending faults. These faults are also 
extensional, and, again, recently cut de- 
posits of stream gravel suggest recent 
movement. The rocks within the area are 
primarily Paleozoic metamorphic schists 
containing some remnant patches of Padre 
Miguel Group tuffs. More than one hun- 
dred springs were mapped, many of which 
surface in terraces formed in deposits of 
silicacemented gravel. 

Azacualpa. This site, located in highly 
faulted sedimentary rocks that bound a 
major fault basin (the Santa Barbara 
graben), also appears to be a geothermal 
system of the Basin and Range type. The 
hot springs and fumaroles are surfacing 
along segments of the Zacapa fault, which 
cuts limestones and redbeds of Cretaceous 
age. 
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A view of the Platanares geothermal site in Copsn, Honduras. Water from the hot springs enters the stream in the foreground, 
which flows through the Quebrada del Agua Caliente. Note the clouds of steam rising from individual fumaroles. 

Summary 

Our studies so far suggest that the geo- 
thermal manifestations in Honduras orig- 
inate in a Basin and Range type of geo- 
thermal system, in which meteoric water 
(rainwater) flows downward along ex- 
tensional faults, is heated, and rises back 
to the surface along other faults. In the 
Basin and Range geothermal systems in 
the United States, the heat is a by-product 
of the elevated geothermal gradient that 
develops when the earth's crust has been 
thinned by tectonic processes. We suspect 
the same heat source is responsible for the 
geothermal systems in Honduras, since 
the Padre Miguel Group of volcanic rocks 
is too old for residual heat to be the source 
of thermal energy. 

Geophysical surveys are being planned 
for the spring of 1986 to answer questions 
about the size, depth, and location of the 
geothermal reservoirs, the regional heat 

flow, and the thickness of the crust. Plans 
are also under way to begin drilling 
shallow (about 5Wmeter) boreholes to 
measure the geothermal gradient. By com- 
bining all this information, we should be 
able to estimate the size and quality of the 
geothermal resources and to make recom- 
mendations to ENEE for future exploi- 
tation. 

Participants in the geologic studies (and 
their institutional afiliations, ifother than 
Los Alamos National Laboratoryl are Jim 
Aldrich, Scott Baldridge, Wendell Dufield 
(US. Geological Survey), Dean Eppler, 
Bob Fakundiny (New York State Geologi- 
cal Survey), Richard Finch (Tennessee 
Technological University), Wilmer Flores 
(ENEE), Grant Heikn. Rodrigo Paredes 
(ENEE), Frank Perv, Napolen Ramos 
(ENEE), Alexander Ritchie (College of 
Charleston), and Ken Wohletz. 
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I 

by Fraser GOB C. 0. Grigsby, Lisa A. Shevenell, and J. 

n May 1985 a team from Los Alamos 
National Laboratory, the United I States Geological Survey, and the Em- 

presa Nacional de Energia Eltctrica 
(ENEE) camed out hydrogeochemical 
studies at six major hot-spring systems in 
the western half of Honduras. The loca- 
tions of these systems are noted on the 
map in “Geology of Honduran Geo- 
thermal Sites.” The team analyzed water 
samples for concentrations of major and 
trace elements, stable isotopes, and 
tritium, gas samples for concentrations of 
carbon dioxide, hydrogen sulfide, meth- 
ane, and other gases, and rock samples for 
concentrations of carbon and oxygen 
isotopes. The results of the analyses were 
used to assess the suitability of the sites for 
geothermal development. The team also 
studied many cold springs throughout 
Honduras to obtain background informa- 
tion about the concentrations of deute- 
rhm, tritium, and oxygen-18 in Central 
American waters. 

View east of the silica sinter terrace at San Ignacio, Honduras. Boiling springs, which 
are used for cooking, discharge all sround the perimeter of the 100- by 150-meter 
terrace. (Photo by Fraser Goff.) 

Fall 1986 u)S ALAMOS SCIENCE 



. 
Caribbean Basin Proyecto 

View north of the La Cueva area, Azacualpa, Honduras. Note the steam from boiling 
springs at the mouth of the cave, which is formed of old carbonate travertine 
undercut by the creek in the foreground. (Photo by Fraser Goff.) 

, 
Table 1 

Concentrations of silica, arsenic, lithium, boron, bromine, and ammonium in surface 
waters at six Honduran hot-spring sites and the temperatures of those surface waters. 
High surface concentrations of these species may indicate high temperatures in the 
underground reservoirs. Also listed, for comparison, are the concentrations found in a 
fluid sample from the Valles Caldera geothermal site in New Mexico. This sample 
was collected at a depth of 1500 meters (at the entry to Baca well #13); the 
temperature of the fluid there, after being corrected for steam flash, is 278°C. 

Ho t-spring 
Temperature 

Concentration 
(mg/l) 

Site (“C) Si02 As Li B Br NH( 

Azacualpa 1 15.4 211 0.07 0.94 1.59 <O.f 1.09 
El Olivar 75.9 120 <0.05 1.38 8.02 0.3 10.00 
Pavana 101.8 128 0.11 0.27 1.43 <0.1 0.17 
Platanares 99.5 288 1.26 4.04 16.70 <0.1 10.40 
Sambo Creek 99.5 133 <0.05 0.17 0.09 <0.1 0.12 
San Ignacio 99.0 214 <0.05 1.44 3.81 <OS 2.78 
Valles Caldera 488 1.16 17.20 14.90 5.3 1.52 

The six sites studied were Azacualpa, El 
Olivar, Pavana, Platanares, Sambo Creek, 
and San Ignacio. Geologic evidence in- 
dicates that the hot-spring systems in 
Honduras are not associated with recent 
silicic volcanism, as is the case, for exam- 
ple, at Yellowstone National Park in 
Wyoming and the Valles Caldera in New 
Mexico. Rather, the setting in Honduras 
resembles that of Nevada: water circulates 
deep into the earth, is heated conduc- 
tively, and rises convectively along faults 
and fractures. In agreement with the geo- 
logic evidence, the surface waters were 
found not to be acid-sulfate in character, 
which is indicative of an origin in near- 
surface steam reservoirs, and to be instead 
neutral to alkalinechloride in character, 
which is indicative of an origin in sub- 
surface reservoirs. Boiling and/or super- 
heated hot springs are present at all sites 
except El Olivar; the temperature of the 
springs there is less than 76°C. Several of 
the spring systems have deposited silica 
(SiOz) as terraces or as gravel cements, a 
feature that usually indicates subsurface 
reservoir temperatures greater than 150°C. 

The concentrations of certain chemical 
constituents in the surface waters at a geo- 
thermal site depend primarily on the 
subsurfam reservoir temperature and the 
rock type and to a lesser extent on the 
amount of circulating water and the flow 
rate. Significant concentrations of silica, 
arsenic, lithium, boron, bromine, and am- 
monium, for example, usually indicate a 
high equilibrium temperature in the reser- 
voir. Table 1 lists the concentrations of 
these constituents in typical water samples 
from the six Honduran sites and, for com- 
parison, in a sample from a reservoir in 
the Valles Caldera of New Mexico, which 
is known to contain high-temperature 
fluid. We use the Valles Caldera for com- 
parison because it is a classic geothermal 
system, well known among geologists, and 
its rock types are very similar to those 
found at the Honduran sites (primarily 
welded tuffs and ancient sedimentary 
rocks such as limestones, sandstones, and 
shales). Nevertheless, since the Valles 
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Caldera fluid is generated in a volcanic 
environment and, in addition, the sample 
for that reservoir came from a very-high- 
temperature well, only qualitative con- 
clusions can be drawn from such a com- 
parison. The data suggest that the 
Platanares site is the hottest of the six 
Honduran sites but is not as hot as the 
Valles Caldera reservoir. 

A better way to assess equilibrium reser- 
voir temperatures is to use chemical 
geothermometers. Table 2 lists, for the six 
Honduran sites and for the Valles Caldera, 
the subsurface reservoir temperatures esti- 
mated with two widely used geothermom- 
eters, quartz and sodium-potassium-cal- 
cium. The quartz geothermometer relates 
quartz (SiO,) concentration to temperature 
through the laboratory-measured solubil- 
ity curve of this mineral. The solubility of 
quartz rises steeply between 100 and 
300°C. Since precipitation is quite sluggish 
with falling temperature, the silica concen- 
trations found in the surface waters are 
good indicators of the subsurface reservoir 
temperature. The sodium-potassium-cal- 
cium geothermometer, an empirical rela- 
tion between relative concentrations of 
these elements in surface water and reser- 
voir temperatures, is based on data 
gathered from many high-temperature 
geothermal systems around the world. The 
Platanares site again comes out ahead, but 
the temperatures of two other sites, San 
Ignacio and Azacualpa, are greater than 
180"C, the minimum temperature re- 
quired for economical generation of elec- 
tric power. 

Our results from chemical geother- 
mometry generally agree with those from 
gas geothermometry. One gas geother- 
mometer uses the relative concentrations 
of carbon dioxide, hydrogen sulfide, meth- 
ane, and hydrogen as an indicator of tem- 
perature. The relationship is empirical but 
has been supported by theoretical studies 
of equilibration among these gases at high 
temperature and by comparison with the 
gas chemistry of many explored geo- 
thermal fields. 

Table 3 lists the minimum electric 
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Table 2 

Estimated temperatures of the underground reservoirs at  six Honduran hot-spring 
sites. These estimates were obtained by using two chemical geothermometers, the 
quartz and the sodium-potassium-calcium geothennometers (see text). Also listed are 
similar estimates for the temperature of the underground reservoir at the Valles 
Caldera geothermal site in New Mexico. The observed temperature of the Valles 
Caldera fluid, measured at a depth of 1500 meters (at the entry to Baca well #13) and 
corrected for steam flash, is 278°C. 

Estimated Reservoir Temperature 
("e) 

Quartz Na-K-Ca 
Site Geothermometer Geothermometer 

Azacualpa 184 181 
El Olivar 148 101 
Pavana 151 138 
Platanares 207 225 
Sambo Creek 147 148 
San Ignacio 185 208 
Valles Caldera 249 282 

. -0.1 

- -0.2 

- -0.3 

- - a 4  Q 
-Q 

~ -07 

8 I I L 

Results of isotopic analyses of water samples from hot springs (red) and lakes, 
rivers, and cold streams (black) in Honduras. Shown is a plot of 6D = (2H/1H).ample - 
(2H/1H)sMow versus 6l'O = (l'O/l'O)~ample - (1'0/160)sM~W, where 2H, 'H, "0, and l60 are 
isotopic concentrations and SMOW stands for standard mean ocean water. Data 
points for all surface waters worldwide are found to fall near the line 6D = 8S1'0 + 10. 
The distance along that line between the data point for SMOW and the data point for a 
sample is indicative of the distance from the ocean and the elevation of the sample's 
origin. These isotopic analyses indicate that the Honduran geothermal reservoirs 
contain recycled rainwater from the local area around each site. 
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Some of the lightweight, compact equipment used to collect samples of water from 
hot springs. Six samples are collected from a spring, one each for anion, cation, 
tritium, deuterium and oxygen-18 (as water), carbon-13, and oxygen-18 (as sulfate) 
analysis. The samples for anion and cation analysis are filtered through a 0.45- 
micrometer filter; the sample for cation analysis is acidified with HN03 to a pH less 
than 2; the sample for carbon-13 analysis is treated with saturated SrClz and 
concentrated NHIOH to precipitate SrC03; and the sample for analysis of oxygen-18 
as sulfate is treated with formaldehyde to preserve the sulfate. Conductivity, 
temperature, pH, and chloride are measured at the site. Gas sampling requires a 
different array of equipment. 

Table 3 
Estimates of thermal power and equivalent electrical power from surface discharges at 
six Honduran hot-spring sites. Also listed are values for the parameters involved in 
the estimates: the estimated surface discharge rates, the best available estimates, for 
the temperatures of the underground reservoirs, and the ambient temperatures. The 
thermal power was approximated as the product of surface discharge rate and the 
difference between the heat content of the fluid at the temperature of the reservoir and 
at ambient temperature. An efficiency of 20 percent was assumed for the conversion of 
thermal power to electrical power, which is practical only if the reservdt temperature 
exceeds 180°C. The power potential of these sites may be much greater than these 
estimates of power from surface discharges. 

Estimated Estimated 

Discharge Temperature Temperature Power Power 
Surface Reservoir Ambient Thermal Electrical 

Site (l/min) (“C) (“C) (MW) (MW) 
Platanares 3150 225 27 44.9 9 
San Ignacio 1200 190 28 13.8 2.8 
Azacualpa 1200 185 28 13.4 2.5 
Pavana 1 0 0  145 30 8.1 - 
SamboCreek 2000 150 30 16.9 
El Olivar 200 120 30 1.3 - 
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power potential of these sites based on the 
estimated reservoir temperatures and the 
estimated surface discharge rates. Here 
too, Platanares looks very promising. 

Ratios of deuterium to hydrogen-1 con- 
centrations and oxygen-1 8 to oxygen-1 6 
concentrations in a water sample provide 
information about the source of the water. 
Measured values of these isotopic ratios in 
samples of surface water from the Hon- 
duran geothermal sites indicate that recy- 
cled rainwater is feeding the reservoirs (see 
accompanying figure). 

The tritium content of a geothermal 
fluid can be related to its age through 
equations describing the circulation of 
fluids in the geothermal system. The equa- 
tions include the known input of tritium 
from the atmosphere as a hnction of time 
and location of the system. Analytical 
solution of the equations indicates that 
Honduran geothermal waters are between 
34 and 7500 years old and are most likely 
several thousand years old. The better 
sites should therefore provide a stable, 
long-lasting source of geothermal power. 

The ratio of carbon-13 to carbon-12 
concentrations in a sample of surface 
water is an indicator of rock types through 
which the water flows. Measured values of 
this ratio in bicarbonate (HCO3) from the 
Honduran hot springs indicate that the 
springs are flowing through sedimentary 
rocks and/or rocks containing hydrocar- 
bons and other organic compounds. 

By combining the information obtained 
from geochemical and geologic studies, 
the temperature and flow dynamics of a 
site can be evaluated before the more ex- 
pensive step of drilling begins. 

The geochemical work reported here was 
done by Dale Counce, Fraser Gofi Chuck 
Grigsby, Wilfred Gutierrez, Lisa Shevenell, 
and Pat Trujillo of Lm Alamos National 
Laboratory, Alfred Truesdell and Cathy 
Janik of the U S .  Geological Survey (Menlo 
Park), and Rodrigo Paredes of ENEE. 
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Caribbean Basin Proyecto c 

High-Temperature Borehole 
Measurements at Mira 

Costa Rica by Bert R. Denn obert J. Hanold 

osta Rica is developing its first geo- 
thermal power plant on the south- C em flank of the Miravalles Volcano 

in the Guanacaste Volcanic Range. If suc- 
cessful, this development will comple- 
ment the vast hydroelectric resources of 
the country and help eliminate the need 
for fossil-fueled power plants. At present 
the import of petroleum contributes sig- 
nificantly to the trade imbalance of the 
country. 

The development at Miravalles began 
about ten years ago with reconnaissance 
efforts, sponsored by the United Nations, 
that identified the slopes of Miravalles and 
Rincon de la Vieja volcanoes as potential 
sites for development of geothermal re- 
sources. The Power Planning Division of 
the Costa Rican Institute of Electricity 
(ICE) then began drilling deep production 
wells at Miravalles. The results were en- 
couraging; the production wells have 
penetrated a 240°C-reservoir of geo- 
thermal brine at a depth of less than 2 
kilometers, and the flow rates in the wells 
are very high (39 to 76 kilograms per 

Well-logging equipment on site at the Miravalles geothermal field. 

second). So far so good. But when the 
initial wells were flow-tested, ICE engi- 
neers detected the presence of calcite 
(CaCO,) deposits in the well bores. Since 
they lacked instruments to make measure- 
ments in the high-temperature environ- 
ment downhole, they had no way to assess 
the scope of the problem. 

Then, while attending a 1984 Los Ala- 
mos workshop for Central Americans on 
geothermal energy development, ICE en- 
gineers learned of the specialized instru- 
ments developed by the Laboratory’s 
Earth Science Instrumentation Group to 
satisfy the diagnostic needs of the Los 
Alamos hot dry rock geothermal energy 
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program. These unique logging tools are 
capable of operating at temperatures up to 
300°C and pressures up to 15,OOO psi for 
durations between 8 and 30 hours. The 
Costa R i m s  explained their problem, and 
with support from the U. S. Agency for 
International Development, these instru- 
ments were made available to ICE for 
downhole diagnostic measurements at the 
Miravalles wells. 
Los Alamos engineers and technicians 

overhauled a surplus well-logging rig and 
equipped it with 3 kilometers of special 
cable and a cablehead assembly, designed 
at Los Alamos, for interfacing with the 
downhole tools. A computerdriven data- 
acquisition system was installed in the 
logging cab. After being tested in a local 
geothermal well, the unit was shipped to 
Costa Rica together with logging tools for 
measuring temperature and pressure as a 
fbnction ofdepth, flow rate throughout the 
production layer, and the contour and av- 
erage diameter of the well casing and for 
collecting samples of brine from the reser- 
voir without loss of dissolved gases. 

Two wells at the Miravalles field were 
logged. A single borehole instrument mea- 
sured temperature, pressure, and flow rate. 
This new tool significantly increases the 
efficiency of measurements in a hot, high- 
pressure well because only a single entry 
and removal through the pressure lock is 
required. Figure 1 shows the tool used to 
measure the contour and average diameter 
of the well casing. Figure 2 shows the tool 
used to collect pressurized fluid samples at 
various locations in the well. 

We are currently analyzing the logging 

AFig. 1. The three-arm caliper and contour tool developed at Los Alamos yields 
precision measurements of borehole dimensions and in situ casings. An electric 
motor extends or retracts the caliper arms on command from the surface logging rig. 

+ + + + + 

'ig. 3. Results of a caliper survey of a well at the Miravalles geothermal site. 
Accumulated scale deposits have caused a decrease in the inside radius of the 
slotted production liner from 3.5 inches at a depth of 3400 feet to 3.2 inches at 3800 
feet. The slots in the production liner, which provide the passageway for the reservoir 
fluids into the production well, are evident in the caliper data at shallower depths but 
essentially disappear at depths below 3600 feet. These slots are apparently being 
plugged with calcite dep0sits.A 

data, and the brine samples are enroute to 
Los Alamos for chemical analysis. Bot- 
tom-hole temperatures in both wells ap- 
proach 240"C, an excellent temperature 
for efficient generation of electricity. 

The caliper surveys confirmed the 
suspicions of the ICE engineers by indicat- 
ing considerable buildup of calcite in the 
lower sections of one of the wells (Fig. 3). 
Such deposits will ultimately reduce the 
flow rate from the well. 

The initial logging experiences at Mira- 
valles indicated the need for some modi- 
fications in the logging tools to improve 
their durability in the high-flow-rate wells. 

When these modifications are completed, 
the equipment will be returned to Costa 
Rica and used to log additional produc- 
tion wells. Data from these logging surveys 
could lead to an improved drilling strategy 
for the rest of the production wells. 

Participants in the logging darts included 
David Anderson, Gloria Bennett, Lynn 
Brewer, Pete Chavez, Benny Garcia, Ray 
Jermance, Jerome Kolar. Richard 
Maestas, and Evon Stephani of Los Ala- 
mos National Laboratory and Rodrigo 
Corrales and Manuel Corrales of ICE. 

I 

Fig. 2. The fluid sampler tool has two chambers for collecting samples. The motor 
that opens and closes the sample chambers is activated on command from the 
surface logging rig. A 
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n 1942 Nick Metropolis was work- 
ing with Edward Teller on the reac- 
tor project at the University of Chi- 

invited the young physicist to continue his 
collaboration with Teller, but at Los Ala- 
mos. There Metropolis joined the Manhat- 
tan Project as a member of the Theoretical 
Division, having been encouraged by Teller 
to move from experimental to theoretical 
physics. His first assignment was to de- 
velop equations of state for materials at 
high temperatures, pressures, and densi- 
ties. 

Over the years Metropolis turned in- 
creasingly to mathematics and computer 
design, and by 1948 he was leader of a Los 
Alamos team that designed and built the 
MANIAC, one of the first electronic digital 
computers. Many of the country3 foremost 
scientists were eager to try their experi- 
ments on the wonderful new machine and 
came to the Laboratory to work with 
Metropolis. A few years later, together with 
Teller, John von Neumann, Stanislaw 
Ulam. and Robert Richtmyer. Metropolis 
developed techniques and algorithms for 

I cago when J. Robert Oppenheimer 

using the Monte Carlo method (so named 
by Metropolis) on the new computers. 

The Monte Carlo method is an applica- 
tion of the laws ofprobability and statistics 
to the natural sciences. The essence of the 
method is to use various distributions of 
random numbers, each distribution reflect- 
ing a particular process in a sequence of 
processes such as the diffirsion of neutrons 
in various materials, to calculate samples 
that approximate the real d i m i o n  history. 
Statistical sampling had been known for 
some time, but without computers theproc- 
ess of making the calculations was so la- 
borious that the method was seldom used 
unless the need was compelling. The com- 
puter made the approach extremely useful 
for many physics problems. 

Metropolis was also involved in the de- 
velopment of an importance-sampling 
scheme, called the Metropolis algorithm, 
that improves the effectiveness of the Monte 
Carlo method. In the past twenty years his 
work has included nonlinear problems and 
combinatorial theory as well as Monte 
Carlo calculations. He was named a 
Senior Fellow of the Laboratory in 1980. 

by Herbert L. Anderson 

In September 1985 more than one hun- 
dred researchers from around the world 
met in Los Alamos for a four-day con- 
ference, in honor ofNick Metropolis, on the 
frontiers of quantum Monte Carlo. One of 
the speakers was Herb Anderson, from the 
Laboratory3 Physics Division. Anderson 3 
presentation was a fascinating remi- 
niscence about the first modern calculating 
machines and the scientists who used 
them, about the intellectual ferment in the 
physics community that began early in this 
century and still continues, and about Nick 
Metropolis and the MANIAC. This article 
is adaptedfrom Anderson 3 presentation. 
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This story is about the MANIAC and 
about Nick Metropolis, who conceived the 
MANIAC, built it, and saw how to use it 
for a wide variety of problems. In the 
period just after World War 11, other com- 
puters were being built, many of them, like 
the MANIAC, modeled on the von Neu- 
mann principle, the principle of the stored 
program. Von Neumann organized a 
group at the Institute for Advanced Study 
and started building a computer based on 
that principle. Other institutions got into 
the act, too, because they all realized the 
importance of building computers. There 
was one at Argonne called the AVIDAC 
and one at Oak Ridge called the ORACLE. 
Then there were the SEAC at the National 
Bureau of Standards and the ILLIAC at 
the University of Illinois. But the 
MANIAC at Los Alamos was special. 

You see, the circumstances in postwar 
Los Alamos were special. The war had 
brought together there an exceptional 
group of scientists, with whom Nick had 
established a close relationship. John von 
Neumann, Enrico Fermi, Hans Bethe, Ed- 
ward Teller, Stan Ulam, Dick Feynman, 
George Gamow, Tony Turkevich, and 
Robert Richtmyer, among others, were 
drawn to Nick because they enjoyed work- 
ing with him. When you went to Nick with 
a problem, he took a deep interest in it and 
worked hard on it with you, invariably 
making some essential contribution. It 
was a treat to work with Nick, and, if you 
understand that, you will understand a lot 
about how this story evolved. 

Those who returned to Los Alamos 
after the war were drawn irresistibly to 
Nick and his MANIAC, to what this won- 
derful electronic computer could do for 
them. They went away enriched by their 
new experience and rewarded by new 
scientific results in their fields of interest. 
This is a happy tale of how one of the first 
of the modem computers got its start and 
what it was able to do in its early years. 

Fermi’s Brunsviga 

Let’s go back about forty-five years to 
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the beginning of World War 11. Nick was 
twenty-five years old. In those days we had 
no computers as we now know them. We 
used slide rules and adding ma- 
chines-hand-operated machines. Ma- 
chines with electric motors were the excep 
tion rather than the rule. 

I remember particularly the hand-oper- 
ated machine that Fermi used with re- 
markable deftness. It was made by 
Brunsviga, a German firm in the town of 
the same name, famous as the place where 
Gauss was born. This machine had a crank 
that you rotated by hand. To multiply, for 
example, you set the machine and then 
rotated the crank the number of times 
called for by each digit of the multiplier, 
shifting the camage for each successive 
digit and turning the crank again. Fermi 
had one of those machines when he was 
working in Rome and brought it along 
with him when he came to Columbia Uni- 
versity in 1939. He was using it when I 
started working with him on the chain 
reaction, soon after his amval. Whenever 
I used my slide rule to make a calculation, 
he started cranking his machine. By the 
time I announced my result, he was wait- 
ing-and grinning. He could beat me 
every time. But that situation changed 
when I got myself a Marchant. When it 
became clear that he couldn’t even keep 
up with me, let alone beat me, he gave up 
the Brunsviga and got a Marchant of his 
own. Fermi could never resist the o p  
portunity to calculate faster. 

It seemed to me that Fermi was always 
calculating something. It was Fermi’s view 
that Nature revealed itself through the 
experiments you devised to test it. You 
can construct a theory to explain what is 
going on, but unless the numbers come out 
right, you can’t be sure the theory is right. 
So you have to do a lot of calculations. 

Fermi Monte Carlo 
You might be interested to know that 

Fermi was one of the first to use the Monte 
Carlo method-in a rather simple form 
and hand-calculated-long before it had a 

name. I don’t know whether he was the 
very first, but the story comes from Emilio 
SegrG, who told me that Fermi used that 
statistical sampling technique as early as 
1934, when he was working on neutron 
difision in Rome. 

In 1933 Fr6d6ric Joliot and Irkne Curie 
had discovered the radioactivity induced 
in light elements by bombardment with 
alpha particles. The neutron had been dis- 
covered just one year before. These two 
facts gave Fermi the idea that neutrons, 
having no charge at all, would be much 
more effective than alpha particles in 
producing nuclear transformations. They 
would not be repelled by the Coulomb 
bamer and could therefore penetrate the 
nuclei of all atoms, whatever their charge, 
whereas the alpha particles could only get 
into the nuclei of light elements. 

It was an exciting idea. He got a radon- 
beryllium neutron source and began a 
series of experiments with some of his 
young and enthusiastic collaborators: 
Amaldi, Segr6, Pontecorvo, d’Augostino, 
and Rasetti. Early in the course of their 
work, they found they were getting some 
very peculiar effects. The radioactivity 
they obtained depended a whole lot on 
where the irradiation was camed out. In 
particular, the activity induced in silver 
was much greater when they did the ir- 
radiation on a wooden table than when 
they did it on a table with a marble top. 
That was a great puzzle. They couldn’t 
explain it. Then Fermi began to tell them 
that they didn’t know how to experiment 
very well and that they didn’t really do 
things properly. Of course this didn’t 
make them very happy. To clear up the 
puzzle, Fermi decided to try filtering the 
neutrons through various substances. His 
first idea was to use lead, but then at the 
last minute, for no apparent reason, he 
substituted paraffin instead. The increase 
in the activity of the silver was 
phenomenal. Everyone went home mys- 
tified. 

Now, one of Fermi’s characteristics was 
that he liked to come into the lab early in 
the morning and surprise his colleagues 
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Nick Metropolis enjoying a break in the quantum Monte Carlo conference, Septem- 
ber 1985. 

with the answer to whatever problem they 
had been worrying about the night before. 
Unlike-or like-the early bird who 
catches the worm, Fermi had an affliction 
that helped him do this. He had insomnia, 
and he always got up at four in the morn- 
ing. Now what do you do if you are wide 
awake at four in the morning? Well, in 
Fermi’s case he either did theory or he did 
calculations. For making quick calcula- 
tions he had a whole bag of tricks, and the 
hand-calculated Monte Carlo method was 
one of them. 

On the morning following this great 
puzzlement in the lab he got up at four as 
usual, and in thinking about the problem 
he decided he knew what might be hap- 
pening. Maybe the neutrons were being 
slowed down as they went through various 
substances, and if they were, then hydro- 
gen nuclei would be especially effective. 
And with a greater slowing, you could 
expect a higher level of induced activity in 
the silver. Well, he came into the lab and 
made this pronouncement, and everyone 
was struck by the simplicity of it all and 
the theory turned out to be quite plausible. 

Then Fermi, in working out the detailed 
theory, used Monte Carlo calculations to 
give him a physical insight and to help him 
choose a suitable functional form, 
Gaussian, exponential, or other, for 
representing the slowing down process. 

The slowing down turned out to be a 
major discovery. Slow neutrons have very 
large cross sections for nuclear reactions, 
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and with them Fermi produced a large 
number of new radioactive isotopes. This 
work won him the Nobel Prize in 1938. It 
led directly to the chain reaction in Chi- 
cago in 1942 and to the establishment of 
Los Alamos in 1943. 

Fermi never wrote up his use of the 
Monte Carlo method, but he told the story 
to Emilio Segr2 many years later when 
computers had made statistical sampling 
practical and the technique was coming 
into wide use. SegS mentions it in his 
introduction to the neutron papers in The 
Collected Works of Enrico Fermi. 

The Marchant Repairman 

Now let’s get back to Nick Metropolis. 
It is 1944, and the scene is Los Alamos. 
What is Nick doing? He is busily repairing 
Marchant calculators. And how did he get 
into that business? Well it happened in the 
following way, When Los Alamos was set 
up in 1943 there were no calculators. 
There was, however, an obvious and ur- 
gent need to carry out a lot of calculations, 
and the Lab went out and bought a whole 
lot of calculators-Marchants and 
Fridens, which were the best mechanical 
calculators at the time-and set up a hand- 
computing facility. The machines were 
heavily used and soon began to show signs 
of wear and tear. Too many were out for 
repair, and it took too long to send them to 
the manufacturer to be fixed. So Nick, 
together with Dick Feynman, set up a little 

repair shop. They took the machines apart 
and traced the mechanical linkages to find 
the sources of jams and slippage, and of 
course they learned how the machines 
worked. Pretty soon they could identify 
the difficulty rapidly, and the machines 
sent to their shop were quickly repaired 
and returned to service. 

When the administrators came across 
this curious extracurricular activity, they 
regarded it as a problem. They issued 
some sharp criticism and stopped the re- 
pair service. But not for long. The demand 
for working machines was so great that the 
administrators decided they had better not 
interfere, and the service was soon re- 
instated. 

In the fall of 1943 it became apparent 
that large computational problems were 
straining the capacity of the hand-calcu- 
lators. That’s where Dana Mitchell comes 
into the picture. I mention his name with 
great fondness because he was the man 
who got me into physics. He had come to 
Los Alamos to help with procurement, 
and he was familiar with the IBM 
punched-card machine. Soon a whole set 
of those machines arrived at the Lab. 
Metropolis and Feynman immediately 
decided to see whether these punched-card 
machines were really faster than their 
team of Marchant hand-calculators. They 
set up a test in which the two groups would 
calculate the same problem. For the first 
two days the two teams were neck and 
neck-the hand-calculators were very 
good. But it turned out that they tired and 
couldn’t keep up their fast pace. The 
punched-card machines didn’t tire, and in 
the next day or two they forged ahead. 
Finally everyone had to concede that the 
new system was an improvement. 

As the atomic-bomb project entered its 
final phases in late 1944, the pressure for 
computation increased sharply. Nick be- 
came more and more involved in 
punched-card operations with Dick Feyn- 
man, who was put in charge. Their work 
continued at a frantic pace during 1945 
until the Japanese surrendered on August 
15, after which they began to relax a bit. 
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The ENIAC 

The great step forward in computing 
was the introduction of electronics, and 
now the ENIAC entered the scene. The 
ENIAC was the first electronic, digital, 
general-purpose, scientific computer. It 
was designed and built for the Aberdeen 
Proving Grounds by a group of engineers 
under the direction of Pres Eckert and 
John Mauchly. It had 18,000 vacuum 
tubes and computed 1000 times as fast as 
its closest electromechanical competitor. 
The machine was built during wartime on 
the promise that it would calculate 
ballistic trajectories at least ten times 
faster than the mechanical differential 
analyzers then in use. As things frequently 
turn out, the machine was now working as 
promised-but the war was over, and sud- 
denly no one cared that much about calcu- 
lating ballistic trajectories. 

The connecting link between the 
ENIAC and Los Alamos was Johnny von 
Neumann, who was a consultant both at 
the Aberdeen Proving Grounds and at the 
Lab. He was tremendously excited about 
the ENIAC. He took a deep interest in its 
design and thought a good deal about what 
could be done with it. When he came to 
Los Alamos early in 1945, he told Nick, 
Edward Teller, and Stan Frankel about 
what the Eckert and Mauchly team was 
doing. They were enchanted. You know 
how things sometimes work out if you are 
in the right place at the right time-and 
prepared for the opportunity. Well, von 
Neumann suggested that perhaps Los Ala- 
mos had a problem that could be worked 
out on the ENIAC and invited Nick and 
Stan to try the new machine. It was a great 
opportunity, and they seized it eagerly. 
And so it turned out that the first serious 
problem the ENIAC solved was the one 
Metropolis and Frankel put to it regarding 
the “super,” the thermonuclear bomb. 

By this time the idea of the stored pro- 
gram had already been conceived, prin- 
cipally by John von Neumann and his 
collaborators on the ENIAC. They had 
already begun to design the EDVAC, a 

Fig. 1. Programming panels and cables of the ENIAC. 

computer that would have a stored pro- 
gram. The ENIAC was programmed by 
connecting cables and wires and setting 
switches on a huge plugboard that was 
distributed over the entire machine. Fig- 
ure 1 is a photograph showing young 
women programming the ENIAC by inter- 
connecting the electron tube registers with 
cables inserted in plugboards. It was an 
awkward and tedious way to tell the ma- 
chine what to calculate and what to do 
with the results. When von Neumann was 
in Los Alamos, in about 1947, he de- 
scribed a suggestion made by Richard 
Clippinger of the Ballistic Research Labo- 
ratory on how the ENIAC might be con- 
verted to a limited stored-program mode. 
The idea was to rearrange the so-called 
function tables, normally used to store 300 
twelvedecimaldigit numbers set by man- 
ual switches, to store up to 1800 two- 
decimaldigit numbers, each pair of 
numbers corresponding to an instruction. 
A particular problem would correspond to 
a sequence of such instructions. This se- 
quence would be set on the function 
tables. A background control would inter- 
rogate these instructions sequentially, 
including socalled loops of instructions. 
Changing from one problem to another 
would be achieved by resetting the 
switches of the function tables to cor- 
respond to the new sequence of instruc- 
tions. Figure 2 shows the function tables of 
the ENIAC. 

This suggestion made a deep im- 
pression on Nick, but there was a missing 
element-the background control. On a 
visit to the ENIAC in early 1948, Nick 

learned that a new panel had been con- 
structed to augment one of the logical 
operations. It was a one-input, one-hun- 
dred-output matrix, and it occurred to 
Nick that this matrix could be used in- 
stead to interpret the instruction pairs in 
the control mode proposed by Clippinger. 
Such a panel would greatly simplify the 
implementation of a background control. 
He told von Neumann about it and was 
encouraged to go ahead and try-and so 
he did. The scheme was implemented on 
the ENIAC forthwith, and Nick’s set of 
problems-the first computerized Monte 
Carlo calculations-were run in the new 
mode. 

The MANIAC 

After the war Nick joined the faculty of 
the University of Chicago, to help set up a 
major computing facility. When that 
didn’t materialize as quickly as he had 
hoped, he began to think of other 
possibilities, and about that time he got a 
call from Carson Mark, head of the Theo- 
retical Division at Los Alamos, suggesting 
that he set up a computing facility here. 
Nick was ready, willing, and able. The 
moral of my story is that fortune favors 
the prepared mind. Nick was right there, 
well prepared to do just what he was asked 
to do, and that’s how the MANIAC was 
born. 

The Mathematical and Numerical Inte- 
grator and Computer-the MANIAC- 
was designed according to von Neumann’s 
principles, which had been set forth in a 
remarkable publication by Arthur Burks, 
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Herman Goldstine, and Johnny von Neu- 
mann. The MANIAC borrowed heavily 
from the IAS, the computer being built at 
the Institute for Advanced Study under 
von Neumann’s direction. But because the 
MANIAC came later, Nick was able to 
avoid many pitfalls that delayed the IAS. 

As I have mentioned, many computers 
were built in this outburst of activity after 
the end of the war. The ENIAC had started 
a revolution that continues to this day, 
with no end yet in sight. But the unusual 
success of the MANIAC was due primarily 
to the personality and motivation of Nick 
Metropolis and to the group of highly 
capable engineers and programmers he as- 
sembled at Los Alamos to help him build 
the machine and make it run. The original 
engineers were Dick Merwin, Howard 
Parsons, Jim Richardson, Bud Demuth, 
Walter Orvedahl, and Ed Klein. The im- 
portance of programming aids was rec- 
ognized early on. About 1953 John Jack- 
son led a study of assembly languages, and 
an assembler was produced. Mark Wells 
and others launched the development of 
the MADCAP, a high-level programming 

language and compiler. This was a critical 
development because it provided a conve- 
nient way to communicate with the 
MANIAC. 

Fermi and Metropolis 

Enrico Fermi had been at Los Alamos 
during the war and liked it so much that he 
claimed he would not have left if only the 
Lab were a university. Since it wasn’t a 
university, he made the best possible com- 
promise by accepting a position at the 
University of Chicago and spending his 
summers at Los Alamos. 

When he came to Los Alamos in the 
summer of 1952, the MANIAC was up 
and running, and it would have been very 
hard to keep Enrico from that machine. 
He though the MANIAC was just wonder- 
ful. He could hardly wait to get his hands 
on it. I’ve told you how he loved to calcu- 
late, the faster the better, and here was his 
good friend Nick Metropolis with the 
fastest machine in the world, offering to 
introduce him to its mysteries and let him 
run it himself. 

Fig. 2. Function tables of the ENIAC. 
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Nick must have been pleased by the 
praise and interest shown by so many of 
the illustrious scientists he had worked 
with in wartime Los Alamos, but the 
supreme accolade came from Enrico 
Fermi. When you build something, what 
could be more satisfying than to have one 
of the world‘s greatest physicists tell you 
not only that it’s a great machine but that 
he wants to use it. Moreover, Fermi had a 
problem that was ideally suited to the 
machine. He wanted to analyze the pion- 
proton scattering experiments he had been 
carrying on in Chicago with his col- 
laborators at the new 450-MeV synchro- 
cyclotron. 

My connection with this story is 
analogous to Nick‘s except that in this case 
I had built the cyclotron. I also helped 
build the apparatus and carry out the 
measurements. The other collaborators 
were Darragh Nagle and Earl Long, on the 
faculty, and my graduate students, Ronald 
Martin, Gaurang Yodh, and Maurice 
Glicksman. 

The results of our pion-proton scatter- 
ing experiments had been as striking as 
they were surprising. The large scattering 
cross section at a specific energy indicated 
the presence of a resonance.It was a major 
discovery, an excited state of the proton. 
We had uncovered a new particle now 
known as the delta, and it attracted the 
attention of the entire high-energy physics 
community. In order to extract the a p  
propriate quantum numbers of the delta, 
Fermi wanted to do what he called phase- 
shift analysis, which tells you which quan- 
tum states have the b b e s t  scattering 
amplitudes and which have the smallest. 

I should mention that Fermi had a 
knack of coming up with problems whose 
computation matched the means avail- 
able. Some years before, when the 
punched-card machines were the principal 
means for computing, Fermi posed the 
problem of calculating a table of atomic 
masses using a semiempirical mass for- 
mula he had devised on the von 
Weizsilcker model. Nick organized the cal- 
culation and the preparation of the tables. 
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The tables turned out to be very useful and 
were widely used. I still have my copy. 

So anyway, Fermi came to Nick with his 
phase-shift problem. As always, Nick was 
extremely helpful, and they carried out the 
work. I learned all about it when Fermi 
returned to Chicago in the fall of 1952, so 
steamed up about computers and the 
MANIAC that he announced he would 
give a series of lectures on digital comput- 
ing. We were treated to a magnificent 
course-Fermi at his best. We learned for 
the first time about binary and and hexa- 
decimal arithmetic, Boolean algebra, and 
linear programming. With this kind of 
introduction, we were easy converts to the 
cause of computers in science, and we 
even began to go out to Argonne, where by 
that time the AVIDAC was running, to 
learn how to program and run that ma- 
chine. The gospel according to Nick 
Metropolis was taking effect. 

There’s an amusing story about Edward 
Teller that fits in here. Remember that 
Nick had been a member of Teller’s group 
when they were working on the “super.” 
Now, Teller was not one to let Fermi leave 
him behind. Anything Fermi could do, he 
could do too. So Teller also became a 
student of Nick‘s and learned how to pro- 
gram the MANIAC. When he came back 
to Chicago-he was on the faculty 
then-not to be outdone by Fermi he an- 
nounced that he would give a colloquium 
on the subject of computers. But when the 
colloquium notice appeared, it didn’t con- 
vey exactly the impression he had in- 
tended. It read, 

Edward Teller 
The MANIAC 

To show how closely Fermi inter- 
acted with the MANIAC, I want you to see 
some of his programming efforts, done in 
his own hand. Remember, these were the 
days before FORTRAN. Programming 
was done at the lowest level, in machine 

(-1 ISA . /ij, 

Fig. 3. A subprogram written by Fermi for converting data in memory from hex- 
adecimal to decimal form and printing the results. 

language. Figure 3 is a subprogram Fermi 
wrote to convert the data in memory into 
decimals and to print the results. Figure 4 
is a block diagram of the program for 
calculating the phase shifts by finding a 
minimum chi-squared in a fit to the data. 
And Figure 5 is a printout of the program 
from the MANIAC. Note the use of hexa- 
decimal numbers. The comments are Writ- 
ten in Fermi’s hand. 

Phase-Shift Analysis 

In this period, 1953 and 1954, phase- 
shift analysis was such a hot spbject that it 
occupied center stage in the elementary 
particle physics community. At the 

Rochester Conferences held in those and 
subsequent years, you could talk about 
alpha three three and alpha three one, and 
everyone understood that these were the 
phase shifts of the pion-proton scattering. 
The physics was important-the delta was 
a new particle. 

In working with the phase-shift analysis 
program, we encountered, for the first 
time, solutions in hyperspace, many-func- 
tional space. You had to get used to the 
fact that this kind of space has its own 
problems of minimization, that you could 
easily fall into the wrong minimum and 
end up with wrong solutions. The Vir- 
tuosity of the computer almost made us 
lose sight of the discovery of the proton 
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Fig. 4. A subprogram written by Fermi for calculating phase shifts by finding a 
minimum chi-squared in a fit to the data. 

17'1 

28 3 

i 90 

0000100001 
00 0 00 0 000 0 
0W0900009 

0000000000 
0000Q0006 
AA 191 n 2 8 1  
BA211DC191 
DC269AAZll 
BFfB0CA27F 
0 400000000 
0 000000plB0 
0000000000 

6m2cwmm 

0003200032 
0000000000 
fA319lB324 
IB314DE001 
Dm0 lDC314 
AB314DC000 
CAB3300000 

000320W32 
0000000000 
0003300033 
4800000000 
0022000220 
0000000000 
AA19fiBA000 
CB280AA2 61 
DU FFAA28E 
0000000000 
023BESEd00 
00000 00000 
0000000000 

L b y  
0014100141 
0000000000 
0000000000 
43ElDB3000 
0000000000 
0000800008 
flB00DClSI 
BB2 69CD285 
DC26lAA3FF 
DC28EAA13g 
0000100007 
0000000000 

0000000000 0000000000 
0020100201 j/ 

1 I' 
0003300033 
0 000 0 00 00 0 
AA000DUl3 
AhS13EE004 
A A 3 1  5cC323 
AASl2BB310 
A A3 14 CB32 4 

0000000000 0000000000 0002D0002D 0002E0002E 
?:O EF000fA331 Cr000BB52E CD333BA32F CB3300fF00 !7 $ 1,- *. .,,.-! .(. ,! 

0000000000 
6666666666 
LF000DC314 
DC3 13EF000 
D FO 0 1 CB3 18 
CD327BASll 
0000000000 

0000000000 
AA268DC312 
L f Ff8DC3 1 5 
EE001DB316 
A A 3  13CC32 9 
CB3110 1100 
0000000000 

Fig. 5. A portion of the printout of the program containing the subprograms describe1 
in Figs. 3 and 4. The program is written in machine language in hexadecimal 
numbers. 

resonance because the computer would 
find solutions that we didn't expect were 
there. We would put a program into the 
machine fully expecting the quantum state 
of the resonance to emerge. But no. A 
computer doesn't pay any attention to 
what Nature would like the solution to be; 
it has its own way of finding solutions. 
And all of a sudden it began to find solu- 
tions, many of them-six of them-that 
had nothing to do with the resonance. It 
found many sets of phase shifts that gave 
good fits to the data, leaving open the 
question whether the resonant solution 
was the correct one. The resonant solution 
was appealing in that it accounted for all of 
the unusual features found in the experi- 
ments, but the nonresonant solutions were 
not easy to rule out. 

I won't say that this confused 
Fermi-that would be a little too 
harsh-but the result of all this was that he 
couldn't claim with certainty that we had 
discovered a resonance in our experi- 
ments. As long as the computer was turn- 
ing out solutions, good fits of the data, 
good chi-squareds, that were nonresonant 
solutiqns, he was always forced to con- 
clude that the result was ambiguous. 

Now Hans Bethe, who had been head of 
the Theoretical Division at Los Alamos 
during the war, decided to get into the act. 
He made himself a great expert in phase- 
shift analysis. He wasn't satisfied with the 
way Fermi was handling the problem, and 
he went in with the idea that he wasn't 
going to be that naive and that he could do 
better by including additional physics 
arguments. So he enlisted Nick's aid and, 
with Fred deHoffmann to help him, 
mounted a second program in phase-shift 
analysis. So here we had Nick on both 
sides of the competition, an odd situation 
that only someone like Nick could handle. 
In matters of science, Nick had no 
favorites. In the end, I think, the problem 
was handled best by two of my graduate 
students, Ronald Martin and Maurice 
Glicksman, working separately. They 
didn't have a fancy computer and there- 
fore had to use much simpler approaches 
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to the problem. By using graphical meth- 
ods with simplified but plausible assump- 
tions, they came up with the resonant 
solution that turned out to be the correct 
one. It was a lesson in the use of computers 
that should be a caution to us all. 

Scientific Triumphs 

The nice thing about having the first 
computing machine is that almost any- 
thing you do on it is new and important. In 
Fig. 6 I have listed ten of the many scien- 
tific uses of the MANIAC. I chose these to 
emphasize the distinction of the men who 
came to work with Nick and the variety 
and importance of what they were able to 
accomplish. These projects are also exam- 
ples of how the computer opened new 
possibilities for scientific investigation, 
sometimes with surprising results. 

Nonlinear Oscillators. I have already dis- 
cussed the first two calculations listed in 
Fig. 6. The third, the Fermi, Pasta, and 
Ulam study, turned out to be extra- 
ordinarily important. In the summer of 
1953 Fermi raised the question of the 
nature of the approach to equilibrium of a 
vibrating, nonlinear string, initially in a 
single oscillatory mode. He thought it 
would be fun to use the MANIAC for this 
experiment, so he and Stan Ulam and 
John Pasta set up a test problem and began 
to run it. As they expected, the computa- 
tions showed that the initial vibrational 
energy gradually transferred into neigh- 
boring modes and eventually achieved 
equilibrium, the time taken being the so- 
called relaxation time. Everybody was re- 
ally quite happy with the result. 

But the completely unexpected h a p  
pened one day when they were computing 
a typical problem. While the machine was 
grinding away at this problem, they be- 
came engrossed in a heated discussion and 
let the computer go beyond its usual turn- 
off point. When they finally got around to 
looking at it, they found that the vibra- 
tional energy had returned to within a few 
percent of its initial state. Well, that was 

Pion-proton phase-shift analysis (Fermi, Metropolis; 1952) 

Phase-shift analysis (Bethe, deHoffman, Metropolis; 1954) 

Nonlinear coupled oscillators (Fermi, Pasta, Ulam; 1953) 

Genetic code (Gamow, Metropolis; 1954) 

Equation of state: Importance sampling (Metropolis, Teller; 1953) 

Two-dimensional hydrodynamics (Metropolis, von Neumann; 1954) 

Universalities of iterative functicins (Metropolis, Stein, Stein; 1973) 

Nuclear cascades using Monte Carlo (Metropolis, Turkevich; 1954) 

Anti-clerical chess (Wells; 1956) 

The lucky numbers (Metropolis, Ulam; 1956) 

Fig. 6. Scientific triumphs achieved with the MANIAC. Nick Metropolis was a co- 
author of the publications resulting from these studies except for the ones on 
nonlinear COUDled oscillators and anti-clerical chess. 
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f l N A L  ANSWER 

Fig. 7. 

Fig. 7. Mr. Tomplins lears how the MANIAC works in an illustration from Mr. Tompkins 
Learns the Facts of Life by George Gamow. (Copyright 1953 by Cambridge University 
Press; reprinted with permission.) 

c 
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Fig. 8. Paul Stein (left), Nick Metropolis, the MANIAC, and the 6-by-6 “anti-clerical” 
chess board. 

such a tremendous surprise that at first 
they thought the machine had gone awry. 
They ran the problem again, and lo and 
behold, given enough time, the amplitudes 
all went back to the initial state, and then 
more new and surprising things happened. 
The rest is history-nonlinear systems 
were shown to have many fascinating 
aspects. The ideas of soliton theory 
emerged, and the subsequent outpouring 
of papers became a minor industry. Today 
this classic work is known as the FPU 
(Fermi-Pasta-Ulam) problem. 

The Genetic Code and Mr. Tompkins. 
The Metropolis circle of famous scientists 
included George Gamow. At the time 
Gamow was introduced to the MANIAC, 
his interest had turned to biology, and so 
he got Nick to help him work on some 
problems of the genetic code. He was one 
of the first to have the idea that the genetic 
code was vested in four nucleic acids, 
which somehow were able to code for the 
twenty amino acids fiom which proteins 
are made. So some of these early studies of 
the genetic code were camed out on the 
MANIAC. 

On the lighter side Gamow was writing 
a book called Mr. Tompkins Learns the 
Facts ofL.$e. Gamow was so fascinated by 
the MANIAC that he decided to include 

the machine in his book. So when Mr. 
Tompkins is to learn how the brain works, 
Gamow introduces him to MANIAC and 
has the computer explain how his elec- 
tronic brain works. Figure 7 is an in- 
imitable Gamow cartoon from this de- 
lightful book; notice how appealingly the 
essentials are presented. 

Importance Sampling. A significant ad- 
vance in the use of the Monte Carlo 
method came out of Nick’s collaboration 
with Edward Teller. Teller, obviously de- 
lighted at gaining access to such a 
marvelous toy, proposed that the 
MANIAC, and the Monte Carlo method, 
be used to carry out calculations on the 
equation of state in two dimensions for 
hard spheres. These calculations in- 
troduced the idea of what is now known as 
importance sampling, also referred to as 
the Metropolis algorithm. The scheme, 
which reduces the statistical error and 
thereby greatly improves the effectiveness 
of the Monte Carlo method, is widely used 
today, as participants in this conference 
have made evident. 

Two-Dimensional Hydrodynamics. I 
won’t say too much about two-dimen- 
sional hydrodynamics because it was 
always a major problem at the Lab-and 
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still is. But Johnny von Neumann was one 
of the great experts in the field, and he 
showed how to attack the two-dimen- 
sional flow of two incompressible fluids 
under gravitational and hydrodynamic 
forces. 

Iterative Functions. A striking thing 
about these early computer experiments is 
that in some cases the importance of the 
work wasn’t recognized at the time the 
work was done. It was immediately ob- 
vious that the pion-proton phase-shift 
analysis was going to be important. But 
when Paul Stein, Myron Stein, and Nick 
Metropolis began to look into the problem 
of iterative functions, it was mainly to 
satisfy their curiosity. Quite some time 
later, this problem unexpectedly turned 
out to be very important. 

One of the surprising consequences of 
these early studies of iterative transforma- 
tions was the discovery of their universal 
properties. This work was an inspiration 
to Mitchell Feigenbaum, who took it up a 
few years ago and used it to show how such 
functions lead to a theory of the onset of 
turbulence and chaotic behavior. This 
subject has turned out to be as important 
as it is exciting. It has fired the imagina- 
tions of many who are intrigued by the 
curious aspects of nonlinear behavior. It is 
currently being widely developed, a good 
example of computer-driven mathe- 
matics. 

A Few Others. Another noteworthy study 
was the classic study of the nuclear 
cascades induced by bombarding heavy 
nuclei with high-energy particles. Nick did 
this study with Tony Turkevich, using 
Monte Carlo techniques. 

Then Mark Wells and others prepared 
the first program to develop a strategy for 
“anticlerical” chess. This game was 
played on a 6-by-6 board with bishops 
removed. It was a highly amusing ex- 
perience and had many implications for 
subsequent games of strategy. Figure 8 
shows MANIAC I, Paul Stein, Nick 
Metropolis, and the chessboard. 
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Finally, I must mention some interest- 
ing work in number theory in which Stan 
Ulam and others introduced the notion of 
“lucky numbers,” a generalization of the 
ordinary prime numbers with many 
similar properties. That was an attractive 
piece of work. 

This list of ten is just a small sample of 
the many scientific uses of the MANIAC, 
and it includes only the most prominent 
names associated with Nick on those proj- 
ects. These I think were the most impor- 
tant works-or at any rate the most inter- 
esting. 

Death of MANIAC 

Before closing, let me make clear how 
the MANIAC evolved over the years. 
MANIAC I1 succeeded MANIAC I in Los 
Alamos in 1956. The second MANIAC 
was more powerful than the first and, be- 
cause it included floating-point arithme- 
tic, was easier to use. MANIAC 111, with 
the latest in solid-state circuitry, was de- 
veloped at the University of Chicago when 
Nick returned there to head the newly 
formed Institute for Computer Research. 

In 1965 Nick returned to Los Alamos 

from Chicago, but by this time the com- 
puting needs of the Laboratory had in- 
creased dramatically and were being sup 
plied by commercial machines. Unfor- 
tunately, in this climate the decision was 
eventually made to abandon the kind of 
original research that was special to the 
computer project, and in 1977 MANIAC 
I1 was turned off. 

To conclude this story on a happier 
note, I remind you that it’s Nick’s birth- 
day. I’ve always had the idea that when 
there is a birthday there ought to be a 
poem. Here is my own modest offering. 

Monte Carlo Metropolis 

Nick, you’ll remember those halcyon days; 
The Monte Carlo method was in its earliest phase. 
You went to the ENIAC and got it to load 
Problems you wanted in a stored-program mode. 
The Monte Carlos you gave it opened a crack 
That helped you decide to build MANIAC. 
MANIAC came out as a marvelous toy, 
A machine you could work with and really enjoy. 

You called on yourfriends to join in the fun, 
And it wasn’t too long before they’d begun. 
There was Teller, Gamow, Turkevich too. 
Of others not mentioned there were quite a f m .  
But these in particular knew that their goal 
Was through Monte Carlo in the MANIAC‘S soul. 
Those were seminal papers, seeds had been sown; 
That’s how Monte Carlo came into its OWI 
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Herbert L. Anderson received his Ph.D. in physics from Columbia 
University in 1940. As a graduate student he assisted in the construction 
of a 37-inch cyclotron at Columbia. He also began a close association with 
Enrico Fermi that lasted until Fermi’s death in 1954. Anderson was the 
first in the United States to demonstrate the energy release in the fission 
of uranium in an ionization chamberflinear amplifier combination. He 
participated in the original experiments on neutron reproduction in 
uranium, which led directly to the development of the nuclear chain 
reaction. These experiments included the early studies on the fission of 
uranium, the emission of neutrons by uranium, the slowing down of 
neutrons in carbon, and neutron reproduction in a lattice of uranium and 
graphite. During 1942-44 he had a major role in the design and construc- 
tion of the first chain reacting pile, in Chicago, the second (CP-2) pile, at 
Argonne, and the Hanford piles. At Los Alamos his experiments at the 
Omega reactor helped establish the critical size for nuclear explosions in 
uranium-235. His measurements at Alamogordo, New Mexico, in which 
he used fission-product analysis, established the yield of the first nuclear 
explosion in 1945. The method, adapted to air sampling, became a 
principal means for detecting and analyzing nuclear testing carried out by 
foreign countries. He returned to Chicago in 1945 as a member of the 
newly formed Institute for Nuclear Studies. He served as Director of the 
Enrico Fermi Institute from 1958-62. He was appointed Guggenheim 
Fellow in 1955-57 and Fulbright Lecturer in Italy in 1956-57. He was 
elected to the National Academy of Sciences in 1960 and to the American 
Academy of A r t s  and Sciences in 1978. In 1982 he received the Enrico 
Fermi Award. During the years in Chicago, he was a consultant and 
Visiting Fellow at Los Alamos, and in 1978 he joined the Laboratory as a 
staff member. He was appointed a Los Alamos National Laboratory 
Senior Fellow in 198 1 and Distinguished Service Professor Emeritus at 
the University of Chicago in 1982. In the Physics Division at Los Alamos, 
he is currently working with an instrument of his own design to analyze 
the proteins made by living cells. The proteins are separated by two- 
dirpensional electrophoresis, and the protein analyzer measures them by 
direct beta-ray counting. In a collaboration with biologist Theodore T. 
Puck, he is trying to identify the proteins specific to three human 
chromosomes. 
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