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Supervisory control and
diagnostics system for
the mirror fusion test facility

—overview and status
1980

ABSTRACT

The Mirrcr Fusion Test Facility (MFTF) is a complex facility requiring a
highly-computerized Supervisory Control and Diagnostics System (SCDS) to moni-
tor and provide control over ten subsystems; three of which require true pro-
cess control. SCDS will provide physicists with a method of studving machine
and plasma behavior by acquiring and processing up to four megabytes of plasma
diagnostic information every five minutes. A high degree of availability and
throughput is provide¢ by a distributed computer syscem (nine 32~bit mini~-
computers on shared memory). Data, distributed across SCDS, is managed by a
high-bandwidth Distributed Database Management System. The MFIF operators'
control room consoles use color television monitors with touch sensitive
screens; this is a totally new approach. The method «¢f handling deviations to
normal machine operation and how the operatoi shculd be notified and assisted

in the resolution of pvoblems has been studied and a systcm designed.
INTRODUCTION

The 130-million~dollar Mirror Fusion Test Facilitv (MFIF) is the most
extensive miiror experiment yet undertaken in the United Statces magneric
fusion energy program. MFTF will be capable of investigating .ritical issues
of scale, high-temperature, high-density, and long-cenfinement time at plasma
volumes not far below the requirements projected for future fusion power

1,2 yprr has technolcgy goals to provide:

plants.
e Vacuum and cryogenic systems to support a large vacuum vessel.
e Large superconducting magnets for plasma ronfinement.
e High-voltage electrical power supply svstem to drive high-power neu-
tral beams.

. Control system to operate the facility.



Tie MFTF is being designed to have an availability of 0.8 over a useful
lite of 10 ycars.3 The MFTF projectA was approved by DOE October 1977 and
is scheduled for completion by October 1981. The plan to convert MFTF into a
tandem aizror machine may wodify the above schedule. However, this is beyond
the scope of this paper.

The Supervisory Control and Diagnostics System (SCDS) provides for oper-
ator control and diagnostics of the MFTF. SCDS is recsponsible for control of
an MFTF experiment, collecticn of experimental deta, and providing an environ-
menl for manipulation and display of the data in meaningful form., Figure 1
shows a system diagram of the MFTF control and diagnostics system and in the
following sections each part of the control system will be examined. For ad-

ditional information on the system ccnsult the reference section.
LOCAL CONTROL PROCESSES

The Local Control Process (LCP) subsystems shown at the bottom of F.,. 1
represent the nine MFTF subsystems controlled by SCDS. The plasma streaming,
start-up neutral beam, and sustaining tieutral beam subsystems initiate and
sustain the MFTF deuterium plasma.3 These three subsystems may individually
shicot once per minute, bet can participate in a coordinated plasma physics
shot only once every five minutes. The remaining subsystems support the MFTF
vessel or the MFTF facility. The magnet, vacuum, and cryogenics subsystems
require true p-ocess control tran SCDS.

It is beneficial to have SCDS interface to the nine LCP subsystems in-a
uniform manner. Furthermore, it is desired that these interfaces be intelli-
gent and relieve SCDS from having to do any tast feedback control (less than
twns seconds). The inverfaces would perform chores for SCDS and report only
interzstirp developments. Digital Equipmeat Corporation LSI-11 compuiers were
chosen for the interfaces® (about 60 computers total). The system of inter~
face computers is called the Local Control and Instrumentation System (LCIS).
The 1.CIS computers do not communicate among each other, but rather each acts
as an intelligent interface between SCDS and the equipment being controlled
and monitored. The major design criteria for the LCIS system are:

e Allow SCDS to specify the current hardwarz configuration of the

devices connected to ench LCIS computer. One would expect hardware

to chrnge either because of modification, addition, or substitution
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of equipment., Since configuration is controlled by SCDS, LCI3 com-
puter hardware can be reconfigured without deleterious effect.

e Allow SCDS to reference any MFTF device by the device name specified
by SCDS at configuration time. This allows SCuS to be hardware in-
dependent cnce the configuration is done.

e Monitor MFIF devices at the discretion of SCDS and report changes as
they occur. SCDS should be able to set the sensitivity of the
monitor so that SCDS does not have to be bothered by minor un—
interesting fluctuations.

e Allow 5CDS to set exception limits on . device being monitored such
that SCDS will be notified if the vzlue being monitored crosses an
exception limit.

® Allow execution of high level control prograus sent by SCDS. The
control programs to be accommodated need not be extremely complex
but should be able to set time-outs and specify what is to happen if
certain operations fail,

Peterson, Labiak, Langer, et al, believe that the above criteria could

be best met by implementation of a software executive (PLEX) for the LCIS com-
puters.6_8 PLEY was completed in 1980 and tested on the Tandem Mirror Ex-

periment.
DATABASE FACILITY

he Database Facility is central to SCDS, containing the current state
of IFTF's many sensors and controls. The database also contains plasma and
machire diagnostics data taken from each experiment. Since ~ach experiment
can generate up to four megabytes of plasma diagnostic information and a
quarter of a million bytes of machine diagnostic information, and since an
exper.iment can be performed every five minutes, the handling of this large
amount of data is not a simple Lask. Estimates based on a five-year lifetime
ior MFTF show that the database is expected to accumulate plasma physics data

from nearly 50,000 shots’ (2 x 10ld

bytes of informafrion).

Further constraints placed on the database provide that the iatabase:
e must not lose any information

e must allow, within a reasonable time, access to any data taken on

any experiment

-t



® must be fast enough to allow processing of the 4.25 million bytes of

information every five minutes.

Studies done by Choy9 in 1979 show that commercial database managem: :t
systems available to SCDS weve far toc slow for the requirements of MFIF.
Choy's tests show that it would take over 20 minutes to store the 4.25 mega-
bytes of diagnostics data (over four times longer than the five minute re-
quirement). A Database Management System (DBMS) has been designed that will
mect the requirements of MFTF10 and is partially implemented. Some in-
teresting features of the DBMS are:

. relational in nature

(] supports a database that is distributed across several computers

e supports data contained in or on the following:

8 local memory

®® shared memory
o8 magneti. disks
ee magnetic tapes

e important data tables can be declared as "backed up"” (The "backed

up" tables witl then be kept on two different computers to assure
that 2 single point failure will not make the tables unavailable.)

o allows programs to be noutified if a value in the database changes or

if a value changes o: “side of a specified range.

The approach to accessing the database was done by wade.ll It is de-
sired that programmers kave - ver, simple method to put database accesses lnto
their programs while maintaining fast database access.,

Commercial database systems usually have programmers access the database
via simple procedure calls. Unfortvnately, to keep the procedure calls
simple, the calls carry inimal information, thus increasing the database
system's overhead.

Wade's solution is tn put database references in the prozramming lan-
guage, which allows database objects to be manipulated much like program vori-
ables. A precompiler was built thac inputs prograws with database references
and outputs Pascal programs with compiex databasc system calls. The precom—
piler allows programmers simple access to the database yet passes the database
system enough information (by the complex procedure calls produced by the pre-

compiler) to allow etrficient access.



PLASMA DIAGNOSTICS SYSTEM

The purpos» of the Plasma Diagrostics system is to control the plasma

dingnostics equipment, collect up to four megabytes of plasma diagnostic in-

formation per shot, and perform intershot data processing.

The intershot data processing allows physicists a quick look at how the

experiment is progrcs:ing; so that machine and diagnostic parameters may be

modified, if necessary, for subsec .ant shots.

The following mubered paragraphs refer to Fig. 2.

1.

Physicists interface with the Plasma Diagnostics System by means of
graphics terminzls and programs they write. It should be noted that
ther- are plasma diagnostics that are critical to diagnosing machine
operation. These critical diagnostics are part of the control
system and not the plasma diagnostics system. They are controlled
by MFITF cperator console- described iater in tihis report.

In order to interface with a diagnostic directly for testing or

cali%ration, the physicist must get an access permit from the plasma

diagnostics manager: The plasma diagnostics group decides on the
method of granting the access permit (password or explicit granting
of access by the lead physicist are possibilities}.

Once the physicist has the access permit, he or she is allowed to

access the diagnostic directly until he or she returns the access

permit to the plasma diagnos.’: manager.

Data obtained from the above direct interface with the diagnnstic

equipment may be used to place important calibration infor sation

into the database. Physicists may also use their access permit to
modify set-point information in the database for future shots.

When the "shoot" button is pressed on an MFIF operator's control

console, it causes a shot manager to proceed through a shot se-

quenre. A normal shot sequence for plasma diagnostics is as follows:

5.1 Shot manager requests OK-to-shoot from plasma diagnostics
wanager and receives an OK {or not).

5.2 Shot mansger issues a prepare-to-shoot command for each plasma
diagnostic that is to be included in the shot. The prepare-
to-shoot routines send shot parameters to their respective
diagnostics and tell the shot manager when the diagnostic is

prepared.
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5.3 The shot manager tells the data collection routine for eack
plasma diagnostic to collect the datz when it's available. The
data collection routines pass the requ st on to the diagnostic
controllers. The shot manager turas on timing ard firing
circuitry that fires the shot.

5.4 As data becomes avai'able it is sent to the dats collection

- routines and on to the database (5.5). The data collection
routincs may do some conversion of data to engine«ring units,
provided the process is irvartille. In case it is discovered
later that the conversion was in error.

As each data coliection routine completes its collection, the
rovtine notifies the shot manager of the completion.

5.6 The shot manager then collects data collection completion
nrotices. When the shot manager determines (by tables in the
database) that enough data has been collected to start a data
processing routine, it will start that routine. The above pro-
cess continues until all the data lLas been collected and all
the data processing rocutines have bevn started.

As each data processing routine is completed it notifies the
shot manager.
The Plasma Diagnostics system design provides the following benefits:
e Allows physi:ists direct control over a diagnostic.
] Controls access to diagnostics.
< Data collection and processing performed is brzed on data avail-
ability (i.e. a diagnostic that collects data only during plasma
buildup can be collected and processcd tefore the shot is over--
assvoing long shots).

For more information on the Plasma Diagnostic system, see Ref. 12.
GENERAL PURPOSE TIMESHARING FACILITY

The General Purpose Timesharing Facility (GPTF) provides a facility upon
vhich program development and post-shou analysis can be done. Also, physi-
;ists on the GPTF may contrei certain plasma diagnostics by access permits
from the plasma diagnosti. manager.

The GPTF currently supports 24 terminals located at scveral :ites around

MFIF. The GPTF is running on two 32-bit Perkin-Elmer computers and s

. ~-8=
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13 The Facility is currently in

implemented with manufacturers software.
heavy use by oCDS programmers for program devel~pment.

Once MFTF comes oa-the-cir it is not clear how much pc t-shot analysis
should be done on the GPTF using «ur current hardwave. Decisio.s regarcing
post-shot analysis are stiil to b2 made. Among possible post-siot analysis
scenarios are to limit post-shet analyses when MFTF is not running experi-
ments, to erpand the SCDb hard ure to sllow py~t-shot aralysis concurrent with
MFTF experiments, to send all MFTF data to the MFE com, iter center .or

analysis there,

MFTF OPERATOK CONSOLES

The purpose of the MFTF control room is to allow opevators independent
control over the various MFTF subsystems and also coordinated cont-ol of all
the subsystems when appropriatr.

The 'classical' approach to contro! ; um designr has been to let each
engineer in ch.rge of a subsystem have so many feet of rack or contro!l panel
space to mount his ,witches, dials, and gzuges. Each engineer then comes
with his own design and method of operation. The difference in operating tue
coutrols for the different subsystems is often startling increasing the orer-
ator lcarning time and chance of error,

The fact that MFT. is a physcics experiment further complicate: :ontrv.t
roor: design. . hanges and additions are expected from alert and inventive re-
search teams and must be easily accorandated. The author and others in 3CDS
have been impressed vy the number of gauges and switches taped over or labeled
with "DO NOT OPERATE" at other experimental facilities. Until a few vearec ago
therz had bren litLtle choice in control room design. For the above reasons
and because of the complexity of MFTF, the SCDS group was chartered to study
anud implerent « better contrcl room design., ihe study is now complete and a
prototype HFTF operator's console has been built. b>owme results of the stuly
are as follows.

independen: cortrol of certain MFTF subsystems are required, especially
when these subsystems are coming on-the-air or are being tested; this will
require seven MFTF oprrator work stations (conscies). Each console can con-
trol more than one subsystem, so any one console can become inoperative with-
out serious effects on MFTF operations. Five consoles will be similar to the

prototype conscle shown in Fig. 3. Two consoles 2re assigned the

-9-



1+ wuensikility to coordinate all subsystems when reguired, and should look

similar to the one shown in Fig. 4.

14

The .a‘n components of a console are:

Thiee or six ¢« lor television monitors placed at or above eye level
for display of MFTF status inforwation.

Two duesk—top mountcd color television monitors with rouch sensitive
screens for display of control panels and input of cperator commanas
respectively. Rather than cutting the control panels out of wmetal,
we have the computer paint the control panels on the two television
monitors as desired.

A badge reader to uniquely identify the operator to the control
system. The control system only aliows the operator to control sub-
systems and perform those actions for which the ouperator is licensed.

A Iirdwired "SCRAM" button for emergency shutdown of the facility.

There are several jwportant advantagers :n having the computer paint the

control pancis in {ront of the nperator.

The control panels rapidly become available to the oneratar; .he
operator dees not have to walk or run to the panel.

The cost of changing a misdesigned or confusing panel is very low.
Currently a rearrangement of huttons takes only minutes with our
graphics cditor.

Tie addition of new panels does rot iacrease cont~ol room s:ze and
is cust effective. New pancls may be gererated in a matte. of a few
hours.

Basic operational methodology can be standardized ar-oss all sub-
systemﬁ.15 In SCDS all green buttons are things that can be con-
trclled {puaps, valves, power :upplies, etc.) while “iue butrons
perform some action (open, close, on, off, set voltage, etc.).
Rorwnal operation is to touch some number oi green buttons followed
by a blue button. Figure 5 shews a vacuuw map before and after
va.ve V! has been selected. Notice the open and close operators are
in dotted boxes initially. A dotted box means that the button is
univailable and that touching it is inappropriate at the time and
will have no effect. After the MFIF cperator touches VI, the docted
open and close buttans brighten-up as they become solid, which al-

lows the operator to perfor the open or close operation on VI.

-10-



Fig. 4. System console.
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It is also interesting to note that the particular panel in Fig. 5
was designed so that only one valve may be opened or closed at a
time, This is shown by the fact that th2 other valves become un-
available when V1 is selected.

The ability of the console system ‘o prevent operators from in-
putting a syntactically illegal commard should prevent many operatur
accidental errors.

e Control panel: can be designed that a:< optimized for an: neraltonm
the MFTF operator wishes to periorm. For example, a contrui panel
can be designed that contains all the controls necessary to do an
armnspheric pump down of the vacuum vessel, while a different nanc!
exists witl some of the same controls presented in a ditfcrent man
ner for steady state opersation.

The above are a frw of the important features of the MFTF control consoles.
1n August 1780, we started receiving the seven control consoles. For
those at LLNL who wish more information about our consoles and “heir oper-

ation, there are several films and video tapes available from the SCDS group.
MFTF CONTROL SYSTEM

The MFTF Control System allows the MFTF operator manual and automaczic
control and diagnosis of the MFITF. The major pieces o: software that compris:
the control system are (as shown in Fig. 6):

e The Subsystem Managers that start-up and shutdown supervisory con-

trol of an MFTF subsystem. There is one Subsystem Mandger for each
MFTF subsystem, which initiates monitoring of semsors for the MFT:
subsystem, establishes tne subsystem's current state, and e¢stab-
lishes operational limits given the current state.

MFTF operators can also tell the Subsystem Manarer the oper-
ator's intended use of the subsystem, for example, to shoot shets,
The Subsyctem Manager will configure the system such tiat the oper-
ator would be notified »f any conditions contrary to his or her
specified intended use.

. The Exception System which attempts to ensure that operators become

quickly aware of emergencies, that they have sufficient details

about the nature of the emergency to respond properly, and that they

~13~
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have adequite control to respond to exceptions so that they may re-
turn to .heir normal functions as quickly as p)ssible.l6
The nperationzl safoty of MFTF is not entrusted exclusively to
SCDS and heace each MFIF subsystem is required to be sell~
protecting. Action taken by these hardwired safety systems aay make
the MFTF machine safe, but the action may; not be in the best in-
terests of continued operation. SCDS views hardwired caused shut-
G >wu of a subsysi.m as an undesirable condition that -arely oc:urs.
The Exception Sysicm is being designed to allow handliag of the vast
majority of proolems before the hardwired system needs to be invoked.
® A Local Control Computer Manager (LCCMGR) for each local couatrol
computer attached to SCDS handles all messages between programs in
SCDS and th~ local control computer. The LCCMGR also is charged
with iogging sensor charges in the MFTF database, and notifying the
exception system if the local control computer sends an exception
limit violation. The LCCMGR helps to assure the very important de-
sign criterion that the MFIF database accurately refiects the cur-
rant state of the MFTF.
e A shot manager has the following responsibilities:
ee Verify that the operator is licensed to shoot a shot.
es Verify thavL that ir is okay to shoot.
es Set up the shot.
es Set up data collection routines.
e TFire the shot and handle aborts to the shot sequence.
ee After cara is collected, to start appropriate intershot

processing.
HARDWARE AND OFZRATING SYSTEM

Up to now we have mer.ioned little or nothing about the hkardware and
operating system upon which the SCDS software resides. Control systems like
the one described herein place several requirements on the choice of hardware

and design of the system.l7

e Availability: The control system must be available. Our design
criteria are such that down-time for a single-point failure should

be no more than ve minutes,

_15.—



s Flexibility: As was stated earlier, MFTF is an experiment and as
such change is to be expected. The devices that are controlled or
monitored may change regularly. New devices may be added (possibly
requiring additional computers, memory, data storage devices, or
interfaces for control).

e Data Throughput: SCDS may have to collect, process, and display in
rmeaningful form as much as 4.25 million bytes of information every

five minutes
HARDWARE

Nine computers comprise SCDS (as seem in Fig. 7), and each has its own
local memory while each shares some common memory.18 To keep in line with
our availability requirement, the shared memory consists of two separate
units. T1f one shared memory fails, the other is usable. Notice that the nine
computers divide up the MFTF workload. The division was made so that each
computer could do its funetion with minimal interaction with the others while
the shared memory provides a high bandwidth data path between computers when

necessary.
DISTRIBUTED OPERATING SYSTEM

To meet the availability and flexibiiity requirements an Interprocess
Communications Sytem (IPCS) was developed.17 The author placed further de-
sign criteriz on the IPCS.

e Prcgrams should run on "functional machines" rathar than physical
computers. The "functional machines" can then be “ound to physical
computers by the computer operator. Reassignmeant of "functional
machines" allows easy recovery after a computer failure, easy ad—
dition of computers and easy system tuning.

e Programs should be able to record passing a milestone in their ex—
ecution so that if the computer upon which the program is running
fails, the prog.am can be restarted on another computer with the
record of the program's earlier progress.

e Communication between programs should be rimple and uniform regard-

less of where the programs reside.

-16~
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L] Control systems are usually event driven (i.e. when an event occurs
a program runs, handling the event). The IPCS should easily allow
programmers to write event driven programs in the highest level,
best language available (Pascal).

The IPCS should allow programs to activate subprograms and to
specify what the subprozram is licensed to do. Licenses should be
required to access certain critical resources (vacuum system, sus-
taining neutral beams, etc.) and to perform certain critical func-
tions (shoot MFTF shot, override interlock, etc.). The IPCS should
maintain the set of licenses (i.e. access rights) for each program
invocation and prevent programs from granting licenses that they are
iacking. The author believes that access rights management will
prevent some programming errors from having obscure and perhaps
dangerous effects in the system. We wish, for example, to feel
secure that when a program starts a subprogram and grants the sub-
program o1tly an access right to sustaining neutral beam 22, the sub-
program will be allowed to access only sustaining beam 22 and no
other part of the system.

e Real time systems have been notorious for having debugging
problems. The IPCS should assist in program development by forcing
good programming practice and providing debug tools. The IPCS tends
%o force programmers to write small event driven programs that are
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formed into hierarchies. Work by Dijkstra”~ and Jammel
shown that programs written in that way are easier for programmers
to understand and are less likely to contain error. To assist de-
bugging, a snap shot of all the prograr - ctive in the system chould
be available and symbolic debugging of hierarchies of programs
shuuld be provided.

The IPCS has been in use for over a year and has met the above criteria.
SCDS MODEL

The performance of computer systems is often counter~intuitive. To as-
sure that SCDS would perform as required, Wyman comstructed a computer model21

in cnC "AsPOL"?? of the SCDS system as designed.
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WYyman modeled SCDS with seven MFTF uperators interacting wi.h £CDS. The
operator actions and how these actiens were proportioned as input t- the model

are as follows:

e Bringing up new centrol paneis (40%)
e Bringing un new displays (20%)
e Changing a system parameter (30%)
o Requesting historical data from the database (10%3

The results from the above model shcw that operator interactions have little
loading effect on SCDS and reasona le system response can be expected.

Wyman added shot-data collection to the model and verified that even
though the system is very busy after an MFTF shot, there are no seriois pra’-
lems with the SCDS design.

We believe that the model has been helpful in verifying our designs an!

will be useful in evaluating proposed system ~hanges.
SOFTWARE DEVELOPMENT

The software development for SCDS is estimated to be a 50 man-year cf-
fort, Very early in the prcject a n 2d was seen for control of software
development and a QA/QC plan was born. Chief programmer teams were chosen and
s librarian was selected for control of softwa-e and documentation.

All software goes through a forma! revi>w process which tends to elimi-
nate bugs early in the development cycle and forces documentation. SCDS is
the first large project at LLNL to use the above modern programming practices
and to use au enhanced Pascal23 for the programming language. All software,
except a few interface routines, is written in Pascal.

We have been happy with our method of software development and use of
Pascal. Statistics are being gathered on the effectivencss of this develop-

ment and these statistics should be the topic of a future paper.
CURRENT STATUS

SCDS is on schedule and over half complete. The computer hardware has
been operational since February, 1979 and over 100,000 lines of debugged code
have been written. The Distributed Operating sys<tem is in use. The design of
the console system has been verified with a prototype consols and the final

version of the MFTF control consoles started arriving in August, 1980. The
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Exception system has been designed, but rot yet implemented. The Database

system is just coming on line and application codes are being written to use
it.

During the next year the Vacuum and Cryogenics system will come on-the-

air and the first sustairing neutral beam power supply will be conivolled.
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