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Abstract

We have measured the transverse momentum spectra 1/pr dN/dpr and rapid-
ity distributions dN/dy of negatively charged hadrons and protons for central
325 4+ 32§ interactions at 200 GeV /nucleon incident energy. The data were taken
using the streamer chamber of experiment NA35 at the CERN SPS but with a novel
imaging and data acquisition system based on charge-coupled devices (CCDs) as
image sensors. The negative hadron dN/dy distribution is too broad to be ac-
counted for by thermal models which demand isotropic particle emission. It is
compatible with models which emphasize longitudinal dynamics, by either a par-
ticle production mechanism, as in the Lund fragmentation model, or by intro-
ducing one-dimensional hydrodynamic expansion, as in the Landau model. The
proton dN/dy distribution, although showing no evidence for a peak in the tar-
get fragmentation region, exhibits limited nuclear stopping power. We estimate
the mean rapidity shift of participant target protons to be Ay ~ 1.5, greater
than observed for pp collisions, less than measured in central pA collisions, and
much less than would be observed for a single equilibrated fireball at midrapid-
ity. Both the negative hadron and proton dN/dy distributions can be fit by a
symmetric Landau two-fireball model. The negative hadron pr distribution is in-
dependent of rapidity, suggesting that the underlying invariant cross section factor-
izes, Ed®0[d®p = f(y) g(pr). Although the spectrum possesses a two-component
structure, a comparison to pp data at comparable center-of-mass energy shows no
evidence for enhanced production at low pr < 0.4 GeV/c. The two-component
structure can be explained by a thermal and chemical equilibrium model which
takes into account the kinematics of resonance decay. The proton pr distribution,
although showing a much higher mean pr than in pp data < pr >~ 0.600 GeV/c,
is consistent with this model. Using an expression motivated by longitudinal ex-
pansion we find the same temperature for both the protons and negative hadrons
at freezeout, Ty ~ 170 MeV. We conclude that the charged particle spectra of neg-
ative hadrons and protons can be accommodated in a simple collision picture of
limited nuclear stopping, evolution through a state of thermal equilibrium, followed
by longitudinal hydrodynamic expansion until freezeout.
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Chapter 1

Introduction

1.1 Motivation

' The main motivation for investigating relativistic and ultrarelativistic nucleus-
nucleus collisions is to produce and study strongly interacting matter under ex-
treme conditions of high particle density, high energy density, and high tempera-
ture. In the relativistic domain, at incident momentum per nucleon p ~ 1 GeV/e,
the emphasis of research is on understanding the nuclear matter equation of state
at high baryon density. For incident particle velocities greater than the speed of
sound, the development of a shock wave might lead to baryon densities 3-5 times
greater than in normal nuclear matter [Sch74]. In this regime the nucleon degrees of
freedom dominate. Particle production occurs mainly through the excitation and
decay of baryon resonances. In the ultrarelativistic domain, p 2 10 GeV/c, tem-
peratures and energy densities are expected to be higher, baryon densities may be
significantly lower, and the subnucleon constituents-quarks and partons-become
important. As the center-of-mass energy /s rises, multiparticle production pro-
cesses dominate the inelastic cross section. In this regime the focus of experi-
mentation is the detection of quark matter, the quark gluon plasma predicted by
quantum chromodynamics (QCD), the gauge field theory of the strong interac-
tion. The subject of this thesis is a measurement of the charged particle spectra
resulting from collisions of 32S nuclei at 200 GeV /nucleon bombarding energy at
the Super Proton Synchrotron (SPS) accelerator at CERN, the European Labo-
ratory for Particle Physics. Corresponding to /s = 20 GeV, this is the highest
energy range yet explored with nuclear projectiles more massive than « particles.
It will remain so until the first generation of experiments at RHIC, the relativistic
heavy-ion collider now under construction.

Soon after the introduction of the quark model by Gell-Mann [Gel64] to ex-
plain the spectroscopy of hadrons, speculations were entertained that dense stars
were composed of quark matter [Ito70]. The existence of a quark gluon plasma is
a natural consequence of the asymptotic freedom property of QCD. Collins and
Perry [Col75] were perhaps the first to apply QCD and specifically invoke asymp-
totic freedom to argue that at densities much higher than nuclear-matter density,
strongly interacting matter should consist of locally-free quarks. Study of the pro-
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duction and evolution of the quark gluon plasma and its subsequent decay into
hadronic matter might provide insight into confinement, the phenomenon which
accounts for the non-observation of free quarks and gluons. Much of the motiva-
tion for colliding heavy nuclei, beyond the excitement of searching for a new phase
of matter, is the prospect of addressing fundamental questions in QCD that are
difficult to answer in the perturbative regime of hard parton-parton scattering.
Why nucleus-nucleus collisions? First, the energy density ¢ is likely to be
higher in AA than in pp collisions at the same available center-of-mass energy /s,
because of the large number of produced particles. If the multiplicity increases like
the nuclear mass A while the average energy per particle remains the same, and
if the interaction volume is cylindrical because of Lorentz contraction along the
beam direction so that V = xR?AL where AL ~ 1 fm is an energy-independent
limiting nuclear thickness [McL82] and the nuclear radius R ~ A3, then

e=E[V ~ AJAP ~ AV, (1.1)

For Au nuclei, A = 197, the energy density may be six times higher than iv pp
collisions at the same /s. Second, the transverse dimensions of nuclei are ixrge
compared to typical hadronic mean free paths. For example, the mean free path
of a proton in normal nuclear matter would be

A =1/(no) ~ 1/(.15 fm~3)(40 mb) ~ 1.7 fm. (1.2)

A would be much smaller for Lorentz-contracted heavy nuclei. This means that
particles produced in nucleus-nucleus collisions would rescatter many times, en-
abling them to come to thermal equilibrium.

High energy nucleus-nucleus collisions are generally believed to take place in
three stages: a fast interpenetration and compression stage, a high density stage
which may be long enough for the excited matter to reach thermal equilibrium-
to achieve a thermodynamic state-thereby justifying application of the concepts
and methods of statistical physics, followed by an expansion until freezeout, the
time when nuclear matter becomes too dilute to undergo further interaction and
final-state particles stream freely toward detectors. What we hope to measure
are signals which are generated during the high-density stage. This is presumably
when quark matter is produced. Observables which originate during this stage
and which escape the system with only weak subsequent interaction are called
penetrating probes. They bring information out from the plasma. Primordial ob-
servables reach their asymptotic values during the high-density stage in spite of
non-negligible interaction during evolution. Freezeout observables are strongly in-
fluenced by the expansion dynamics and assume their values as particles decouple
from the interaction region. Charged particle spectra may be able to address all
three stages of a nucleus-nucleus collision.

In this thesis we will present distributions for the single-particle inclusive pro-
cess

a+b—c+ X



where a and b are the incident projectile and target, c is a particula~ final-state
particle, and X stands for whatever else may be produced along with ¢. A fully
inclusive measurement selects essentially all events in which ¢ occurs, with a min-
imum of experimental bias, only requiring that an interaction has taken place.
A semi-inclusive measurement is more restrictive, imposing additional criteria for
event selection, for example by requiring that X consists of at least n charged
particles. In nucleus-nucleus collisions, since we are interested in events with large
energy densities, large numbers of particles and large volumes, we try to select cen-
tral collisions in which the nuclei completely overlap and most of the constituent
nucleons participate in inelastic interactions. The triggers that were used to select
central events in a relatively unbiased manner will be discussed in Chapter 2.
The kinematic variables we will employ are the transverse momentum pr and

the longitudinal rapidity y,
pr =[P} + P}

1. E+pg
= =g 2 1L 1.3
y 2 ln E — PL b ( )
where p;, = p. is the component of momentum along the beam direction and E
is the energy. The main reason for using y to describe longitudinal motion is the

way it transforms under Lorentz boosts,

y—y' =y+hny(1+48), (1.4)

where 7 and 3 are the usual Lorentz transformation variables. Equation 1.4 implies
that differences in rapidity are Lorentz-invariant and that the rapidity distribution,
the particle density per unit of rapidity dN/dy, has the same shape in any refer-
ence frame. We have measured the single-particle inclusive rapidity and transverse
momentum distributions for leading protons and negative hadrons (k™) in central
collisions of 32S projectiles with 32S targets. The transverse momentum distribu-
tion 1/pr (dN/dpr) is related to the invariant cross section by an integration over
rapidity,
s 1 d% 1 dN
i " mdydp}  pripr’
The proton rapidity distribution may bring out information from the inter-
penetration stage: how many binary nucleon-nucleon collisions have occurred and
how much energy has been deposited when a fast baryon traverses nuclear matter
[Bus88]. The average baryon rapidity loss < Ay > has been used as a mea-
sure of the nuclear stopping power in high-energy hadron-nucleus and light AA
collisions both in experimental [Too87], [Abe88], [Bel86] and theoretical studies
[Dat85], [Bow86]. From the proton dN/dy distribution we can estimate the baryon
density which may be achieved in central collisions of heavy nuclei, which deter-
mines the character, baryon-rich or baryon-free, of the quark matter which we
hope to produce in the collisions. The negative hadron dN/dy distribution ad-
dresses multiparticle production: does it occur mainly by a central mechanism
or by a fragmentation process in which projectile and target nucleons are excited

E

(1.5)



to higher mass states which subsequently decay [Whi74], and does cascading in
nuclear matter make a significant contribution [DeM82a]? The rapidity distribu-
tion of produced particles also addresses the degree of thermalization which may
have been achieved and the influence of the expansion dynamics on the freezeout
observables [Sta89b], [Lee90]. It also may provide a good estimate of the energy
density, especially if the expansion is governed by scaling hydrodynamics [Gyu84).
The rapidity distributions of produced particles and baryons may be primordial.
For the case of boost-invariant hydredynamic «xpansion [Bjo83] the particle den-
sity per unit of rapidity is a constant of the motion and carries out information
from the high-density stage.

The transverse momentum distributions may measure the temperature of hot
nuclear matter. The Fermi-Dirac, Bose-Einstein, and Maxwell-Boltzmann statis-
tical distributions all make definite predictions for the shape of the pr spectra for
a system in thermal equilibrium at temperature T. Hagedorn has argued [Hag83]
that no experimental evidence from pp interactions at any energy scale up to
Vs ~ 50 GeV contradicts the assertion of all statistical models that the inclusive
pr distribution should be approximately thermal for pr < 1—1.5 GeV/c. Temper-
atures are determined at freezeout. In any realistic model the system cools during
expansion—there is no thermal reservoir to maintain the temperature. Collective ef-
fects during expansion can modify the shape of an initial thermal spectrum [Sie79),
[Lee89], which suggests that the transverse momentum distribution may help clar-
ify the expansion dynamics. The pr distribution can also address whether chemical
equilibrium, which determines the relative abundance of different stable particles
and resonances, has been reached and whether it has been sustained during expan-
sion. Its shape is sensitive to the kinematics of resonance decay [Bro91}, [Sol90],
and so indirectly to the abundances, and also to the loss of chemical equilibrium
during expansion [Kat90), [Ger90]. Because pr distributions have been extensively
measured in pp collisions we can compare AA to pp results to search for departures
from linear superposition of pp physics.

The measurements presented in this thesis have been made as a member of
the NA35 collaboration. Experiment NA35 employs calorimetry for triggering
and energy flow studies [Bac91] but its unique feature is a large volume streamer
chamber, a relatively fast, triggerable, visual tracking detector which can measure
the momenta of nearly all charged particles from the collision over broad ranges
of the kinematic variables y and pr. Visual techniques have always played an
important role in particle physics, even in the age of electronic detectors. Bub-
ble chambers and streamer chambers have been utilized as survey instruments in
exploratory experiments, particularly in strong interaction physics as new energy
scales have opened with the development of more powerful particle accelerators
[Whi74], [Aln87). This was the role envisioned for NA35 [GSI85]). The streamer
chamber is able to measure charged particle multiplicities, single particle inclu-
sive distributions for processes with large cross sections, multiparticle correlations,
and neutral strange particle (A, A, K2) yields and spectra, all with a minimum
of experimental bias. Its two main disadvantages are its intrinsically slow data
reduction rate-film data is conventionally measured by hand-and its inability to



directly identify the mass of high-energy charged particles. A problem specific to
NA35 is that in a fixed-target experiment the center-of-mass is located at forward
laboratory angles, concentrating half the charged particles at polar angles 6, < 5°.
With greater than 200 charged particles in central collisions, the spatial resolution
of the streamer chamber is often exceeded, significantly reducing the traditional
4x solid angle acceptance of the detector. For 32S projectiles, this has made it
difficult to measure data for heavy nuclear targets. Consequently, we have been
unable to study the spectra systematically as a function of target mass. However,
NA35 has obtained a relatively complete picture of an average central S + S event
from the pr and rapidity distributions of protons, h~, A, A, and K2 [Wen90].

A significant fraction of this thesis project was devoted to the development
and implementation of a new imaging and data acquisition system using charge-
coupled devices (CCDs) as image sensors in order to take direct digital images
of streamer chamber events. The long-term goal was the metamorphosis of the
streamer chamber into a completely electronic detector with particle identification
capability. We have only partially succeeded. We have demonstrated the feasibility
and desirability of this method, accomplished an acceleration of the data reduc-
tion rate, and obtained the only measurement of the proton pr and rapidity dis-
tributions presently available from nucleus-nucleus collisions at 200 GeV/c, other
than that of our NA35 colleagues from the analysis of film data with conventional
techniques. The development of large-scale time-projection chambers (TPCs) for
nucleus-nucleus collisions [Pug86], [Kad90], [Lov91] probably signals the demise of
the streamer chamber as an important detector. No second generation version of
our system is likely to be constructed.

The organization of this thesis is as follows. In the remainder of this chapter we
briefly present some of the theoretical considerations relevant to nucleus-nucleus
collisions. Because the subject is interdisciplinary, incorporating elements from
nuclear physics, particle physics, thermodynamics, statistical mechanics, and hy-
drodynamics, the theory is vast. Qur objective is to develop a clearer intuitive
picture of the collision dynamics, and introduce pertinent concepts and results
from thermodynamics and hydrodynamics since they have played leading roles in
calculations and theoretical development. Chapter 2 describes experiment NA35
at the CERN SPS. Chapter 3 discusses the system we have built for imaging and
data acquisition, the CCD Supervision System. Readers uninterested in technical
details may choose to omit this chapter although we encourage them to glance
at the beautiful streamer chamber images. Chapter 4 is very long. Because the
imaging hardware was new and a completely new data reduction machinery was
constructed, we decided to carefully document our methods. We elected to present
the material in a linear and self-contained fashion. The most important sections
for the general reader: Section 4.4.2 and 4.4.4 where we develop a track measure-
ment model that accounts for the influence of imperfect measuring on the data and
parametrize the model from the measured data; Section 4.5 where we discuss sim-
ulation and introduce concepts we use later to define our acceptance; Section 4.7
because we show a number of important plots; and Section 4.8 where we estimate
the efficiency of the full data reduction chain. Chapter 5 is important. One of the



difficulties in comparing AA data from different experiments or comparing it to
earlier pp and pA results is the inconsistency between the corrections which have
been applied to the data. In particular, a tremendous amount of theoretical activ-
ity was driven by two preliminary results which reported a strong enhancement,
relative to pp data, of the pion pr spectrum at low pr . Chapter 6 presents and dis-
cusses our results, the transverse momentum and rapidity distributions of protons
and negative hadrons, compares some of their features to results from pp, pA, and
light AA experiments at the same energy, and interprets the spectra in the spirit of
several models. Chapter 7 is a brief summary. The main conclusion of this thesis
is that the spectral features of both the leading protons and the produced hadrons
can be accounted for by a simple model based on limited nuclear stopping, evo-
lution to a state of thermal equilibrium, followed by longitudinal, hydrodynamic
expansion. We obtain estimates for the temperature T, the baryon density np,
and the energy density ¢ at an early stage of the collision. Our results suggest
that the deconfinement phase transition is within reach at SPS energy and that
quark matter is likely to be baryon-rich for the heavy nuclear projectiles which will
become available in the next generation of experiments at CERN.

1.2 Theoretical Considerations in
Nucleus-Nucleus Collisions

1.2.1 Dynamical Picture

What happens when two nuclei collide at impact parameter b7 Figure 1.1 illus-
trates the geometry of a nucleus-nucleus collision at relativistic incident laboratory
momentum p;sc ~ 1 GeV/c in the center-of-mass frame. At this momentum, the
Lorentz v factor of each nucleon, measured with respect to the center-of-mass, is
7 = 1.1 so Lorentz contraction is negligible. At energies much higher than the
nuclear binding energy, the main role of intranuclear forces is to confine nucleons
in the nucleus with internal momenta distributed according to their Fermi motion
up to a maximum pr ~ 270 MeV/c. Since the range of nuclear forces is ~ 1 fm, the
size of a nucleon, only particles in the overlap region have a significant probability
of interacting strongly-they are the participantsin the reaction, the nucleons which
do not overlap are spectators to the collision. In the simple fireball model [Wes76),
which assumes clean cut geometry and treats nuclei as hard spheres, the available
energy heats participant matter to a temperature T' estimated from relativistic
ideal gas thermodynamics. The fireball, at rest in the center-of-mass ym = 0, de-
cays isotropically. The center-of-mass rapidity is referred to as midrapidity because
Yom = 0 at 1/2(Yproj — Yrarg) for collisions of equal-mass nuclei [Sto86], indepen-
dent of impact parameter. Spectators may introduce distortions either by directly
contaminating participant matter observables or because participants undergo re-
interaction in spectator matter. Both effects will be diminished in central collisions
of equal-mass nuclei, especially at midrapidity. In asymmetric collisions, where the
mass/size of the target is much greater than that of the projectile, spectator effects
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Figure 1.1: Participant-spectator picture of a nucleus-nucleus collision at p;,. ~ 1
GeV/c. Lorentz contraction is negligible. Participant matter is fully stopped and,
in the simplest model, forms a thermal fireball which decays isotropically. The
spectators stream forward, essentially at the velocity of the projectiles, with a
dispersion in velocity which can be ascribed to Fermi motion [Gol74].



will be especially strong, particularly in the target rapidity hemisphere y < yem -
In asymmetric collisions there is always a large volume of spectator matter.

As the colliding nuclei begin to interpenetrate, binary nucleon-nucleon colli-
sions occur. Interacting nucleons acquire transverse momentum and are excited
to resonant states. The effectiveness of nuclear matter at redistributing the initial
longitudinal momentum into baryon resonance production, particle production,
and transverse degrees of freedom is called the nuclear matter stopping power.
As the first participating nucleons are slowed by collisions, the trailing nucleons
continue to stream forward at their initial velocity. This dynamical pileup [Sto86],
denoted shock compression because it is predicted from hydrodynamical calcula-
tions [Sch74] to occur when the initial interpenetration velocity is greater than
the nuclear sound speed, leads to baryon densities which exceed the superposition
density 2ypo where pg is the density of normal nuclear matter. Since the initial
velocity in the center-of-mass is 8 ~ 0.5, the timescale for the interpenetration
phase is

_ distance 2R

~ Velocity 18 20 fm/c (1.6)

where R 2 5 is the radius of a heavy nucleus at rest. Because heavy nuclear targets
present many mean free paths there is both sufficient time and sufficient material
to ensure that each incident nucleon undergoes many binary NN collisions. If
the available energy is equipartitioned among the different degrees of freedom the
nucleus-nucleus system is said to be fully stopped. For the case of complete stop-
ping, participants are brought to rest in the center-of-mass, high baryon densities
are achieved by shock compression, and the mechanism for equilibration is multi-
ple, binary NN collisions. The lifetime of the high density stage, estimated from
cascade calculations to be ~ 5 — 10 fm/c [Har84a), is long enough for elastic and
inelastic collisions to lead to thermal and chemical equilibrium. Neither multipar-
ticle production nor the parton substructure enters into the description. The high
density stage is dominated by nucleons and baryon resonances.

If the fireball were to decouple instantaneously at the end of the high density
stage, without subsequent interaction, all resonances would decay and the remain-
ing stable particles would stream freely to detectors. For a given temperature,
particle yields would be determined from the open resonance channels and particle
spectra from the superposition of resonance decay kinematics onto thermal distri-
butions. Instead, the expansion dynamics may introduce significant perturbations.
During expansion, the system cools and the particle density decreases, increasing
the mean free path. Collisions become less frequent. Depending on the timescale
of the expansion, the fireball may fall out of chemical and/or thermal equilibrium
[Har84b]. Different observables may freeze out at different times [Nag82]. At
Pinc ~ 1 GeV /¢, because 4-5 average NN collisions during interpenetration should
be sufficient to equilibrate the longitudinal and transverse degrees of freedom, the
expansion is often assumed to be spherically symmetric [Bon78}, [Sie79)].

The situation at ultrarelativistic momentum p;,. ~ 200 GeV/c is shown in
Figure 1.2 for a b = 0 collision. The dynamical picture changes dramatically at
this energy scale. The Lorentz « factor is v = 10, the nuclei approach each other
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Figure 1.2: Ultrarelativistic nucleus-nucleus collision in the inside-outside cascade
model. For /s > 20 GeV the nuclei are Lorentz contracted to ~ 1 fm. Baryon
number is confined to the fragmentation regions. Matter forms at the proper
formation time on the space-time hyperbola 72 = t2 — z2. The initial condition
for hydrodynamic expansion is v, = 2/t where the expansion begins at later times
and larger velocities further from the collision point.
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at 8 = 1, and they are contracted to a limiting thickness ~ 1 fm [Bjo76]. The
timescale for interpenetration is short and independent of nuclear size

distance 1 {fm
—3 ~ ~J - 1 . 7
velocity B Lfm/ec (1.7)

Although the low-momentum components of tke nuclear wavefunction may in-
teract strongly [Bjo76), [McL82], producing particles near y., = 0, the valence
constituents pass through each other and are not significantly slowed by the col-
lision, that is, the nuclei are transparent [Fer79). Transparency means that in pA
and AA collisions the leading baryon(s), the fast baryon(s) which intuitively can
be associated with the incident nucleon(s), and fast fragments are distributed as if
they had undergone a single nucleon-nucleon collision [Ani80]. It is explained by
postulating the existence of a proper formation time 7o ~ 1 fm/c, the proper time
required to form a secondary hadron [Gyu84], [Kaj82). Because of Lorentz time
dilation, in any other frame the formation time increases,

t(y) = 7(y)70 = Tocoshy. (1.8)

This phenomenon is also known as longitudinal growth-the distance scale of the
interaction grows with rapidity and fast projectile fragments are produced far out-
side the target [Nik81]. Because the interpenetration timescaleis =~ 7o, collisions at
this energy cannot evolve according to a semiclassical NN cascade among hadrons
in well defined states. Calculations typically assume that multiple excitations oc-
cur during the short traversal time followed by fragmentation which depends on
the number of nucleon-nucleon collisions [Dat85], [Bow86]. Leading baryon dN/dy
distributions from pA collisions [Too87], [Abe88] indicate that the mean rapidity
shift < Ay > = < Yproj — Yieading > increases as more nucleons are ejected from
the target, evidence for multiple collisions. However, an adequate pA data set still
does not exist to trace out the energy dependence of nuclear stopping and the
onset of nuclear transparency. Note that the SPS energy scale /s ~ 20 GeV is
approximately the threshold for this crossover because for Lorentz v factors greater

than E Gl
N = —i ~ - ~
¥= om —om 3 s ~ 10, (1.9)

Lorentz contraction saturates at the limiting nuclear thickness for typical nuclear
distance scales of 2R ~ 10 fm.

A natural consequence of this picture is the expectation of different physics in
the fragmentation regions, where particles have longitudinal momentum close to
the target and projectile, and the central region. The physics in the central regicn is
determined by the soft, multiparticle production processes which dominate the high
energy inelastic cross section [Gia79] and lead to peaks at midrapidity in the dN/dy
distribution for produced particles in pp collisions [DeM82a]. The parton structure
of the nucleons is important. The source of hadronic matter in the central region in
AA collisions is presumably a complicated superposition of nonperturbative QCD
processes [Kaj83b]. Figure 1.2 has been drawn assuming that matter forms in
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an snside-outside cascade. The inside-outside cascade model, developed mainly by
Bjorken in Ref. Bjo76, can account for limiting fragmentation [Ben69] and the weak
energy dependence of central particle production (approximate Feynman scaling
[Fey69]) observed in hadron-hadron interactions, and for transparency observed
in hadron-nucleus collisions [Kaj82]. Its main feature: the dN/dy distribution of
produced particles will be a plateau which develops from the inside(slow particles
with y ~ 0 created at times t(y) ~ 7o within ~ 1 fm of the collision point) out(fast
particles with y ~ y,o; at later times and perhaps tens of fermis downstream).
Matter forms at the edge of the fragmentation regions. Neglecting transverse
motion, in one dimension of space plus one of time (1 + 1), matter forms along the
hyperbola

=12~ 22, (1.10)

which leads to the famous light cone diagram of the inside-outside cascade, also
shown in Figure 1.2. Because of the explicit correlation between rapidity and
longitudinal position, Bjorken was also able to obtain his famous estimate for the
energy density near midrapidity,

<mp>dN
ToAr d!l

(1.11)

Eo =

where Ay ~ 7 R? is the transverse area. ‘

For the case of nuclear transparency, the participant nucleons are shifted toward
midrapidity by Ay ~ 0.7 units,! the baryons in the fragmentation region are
compressed, and high energy and particle densities are achieved in the baryon-
free central region by multiparticle production. The mechanism for equilibration
in both the central and fragmentation regions is the same as at lower energy,
multiple collisions, but for times 7 > 7. Because of the high particle densities, the
mean free path in the central region may be very short and equilibration may take
place very rapidly [Bjo83]. For this reason, calculations which employ the inside-
outside cascade model typically assume that thermalization occurs immediately
after materialization from the cascade [Kaj83a), [Kaj83b].

What about the subsequent expansion? The inside-outside cascade emphasizes
the longitudinal development and neglects the transverse motion. It establishes
the initial conditions for the expansion phase. Most hydrodynamic calculations
hypothesize that near the collision axis, radially distant from the surface of the
.excited matter, the associated fluid velocity field is longitudinal [Bjo83], [Kaj83a],
justxfymg a 1+ 1 dimensional treatment, particularly at early times during the
expansion. The following heuristic argument makes contact with the particle kine-
matic variables. It is well known that the mean transverse momentum < pr >
increases very slewly with /s [Gia79] and depends only weakly on rapidity outside
of the fragmentation regions, that is, the invariant cross section factorizes. The
rapidity scale increases much faster, like y ~ In+/3. So over most of the central
region, the longitudinal velocities are much greater than the radial velocities.

1This is true because the leading baryon loses half of its energy on average in an NN collision
at high energy [Gia79).
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At what energy will a true central region develop, such that particle production
occurs predominantly outside of the nuclear volumes and such that there is a clean
separation of the central region from the fragmentation regions? The measured
rapidity distributions for protons and negative hadrons permit us to address this
question at /s = 20 GeV in Chapter 6.

1.2.2 Thermodynamics

Thermodynamics has played an important role in hadron physics ever since the
pioneering early work of Fermi [Fer50] and Landau [Lan65]. The justification for
this approach is more compelling for nucleus-nucleus collisions because of the large
particle densities and large transverse dimensions. Thermodynamic models have
been used widely both at relativistic [Das81] and ultrarelativistic [Cle86] energies.
In this section we collect some results which will be employed in Chapter 6 to
estimate the thermodynamic properties of the high density stage assuming thermal
and chemical equilibrium.
For open systems, the first law of thermodynamics states

dE =TdS - PdV + Y pidN;, (1.12)

where T is the temperature, S is the entropy, P is the pressure, V is the volume, N;
is the particle number of species ¢ and y; is its chemical potential. A system is open
if the particle numbers are not fixed. Particle production, inelastic collisions and
resonance decay are processes which change particle number during the evolution
of a nucleus-nucleus collision. The chemical potential plays the same role for
systems which exchange particles that the temperature plays for systems which
exchange energy-two systems are in equilibrium with respect to particle transfer
when y; = pz. It occupies a central position in discussions of phase? and chemical
equilibrium [Van66]. If all other thermodynamic quantities are held fixed, the
chemical potential is the energy required to add one particle to an open system.
For systems in which the log of the grand partition function In Z is proportional to
the volume, Equation 1.12 implies the following thermodynamic relation [Cle86]
in terms of the energy density €, the entropy density s and the particle number
densities n;,

e+ P=Ts+ Zp,-n.'. (1.13)

For the case of y; = 0, Equation 1.13 leads to simplifications in the hydrodynamic
equations, in particular, a simple expression for the decrease in temperature during
expansion. If y; = 0, Equations 1.12 and 1.13 imply

oP s dT
2 P ——— T e cm—
“= (ae )V Tos' (1.14)

2We refer to phase in the context of phase transitions, for example the quark gluon plasma
phase compared to the hadronic phase. A hadronic resonance gas, constrained by baryon and
strangeness conservation, may be in chemical equilibrium in the hadronic phase.
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The proper time dependence of the temperature follows from Equation 1.14 and
Bjorken’s scaling solution for the entropy density.

In thermal equilibrium at temperature T and chemical potential 4 the number
of particles per unit volume of momentum space is given by the Fermi-Dirac or
Bose-Einstein distribution function,

d3N 1
P~ expl(E-p)[T]£1°

(1.15)

In Section 6.2 we discuss the different transverse momentum distributions which
result from Equation 1.15 for different rapidity intervals. The temperature can
be determined by fitting the pr distribution. In the Maxwell-Boltzmann limit the
fits are particularly simple and the temperature is the only parameter, apart from
overzll normalization.

For the case of a phase transition between a quark gluon plasma and a hadronic
gas, a relationship can be obtained [Cle86] between the baryon chemical potential
pv and the quark chemical potential uq,

o = 3piq. (1.16)

The criteria for equilibrium between different phases in an open system are that the
temperature, pressure, and chemical potential be the same in every phase [Lan69],
[Van66). For processes that take place at constant temperature and pressure it is
convenient to introduce the Gibbs free energy G(T', P, N;) = E—TS+ PV . Taking
the differential and using Equation 1.12 leads to

dG = —SdT + VdP + ¥ pidN; (1.17)

which implies the formal definition of the chemical potential

b = (5%%)”- (118)

Equation 1.16 results from minimizing the Gibbs free energy at constant temper-
ature and pressure and requiring baryon number conservation,

Nq/3 + NN = constant, (1.19)

where Ny and N, are the excess of nucleons over antinucleons and quarks over
antiquarks, respectively.

In statistical mechanics the energy and particle number of many particle, open
systems are defined as average values over the grand canonical ensemble and can
be derived from the grand partition function [Fin69]. In particular,

_<N> T

n= =

V  Vou

InZ. (1.20)
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Equation 1.20 for the net quark number density nq = Ng/V can be evaluated for
free particles both for the case of massless fermions and for the case of massless
bosons at zero chemical potential [Mul85], [Cle86]. The result for the net baryon
number density ny of a two flavor quark gluon plasma is

1 2( 5, paT?

For the case of scaling hydrodynamics, n;, in the high density stage can be estimate«1
from the the measured baryon rapidity distribution. Under the assumptions that
Equation 1.21 has been valid early in the collision and that the chemical potentials
are small we can estimate the quark, and hence the baryon, chemical potential if
we can deduce temperatures at earlier times from T, the measured temperature
at freezeout. We will make this estimate in Chapter 6 using the results of this and
the next section.

+.2.3 Hydrodynamic Expansion

Hydrodyramics has been used extensively to calculate the space-time evolation of
nucleus-nucleus collisions [Cla86]. The two fundamental assumptions under which
the hydrodynamic equations are valid, that the number of degrees of freedom is
large and that the mean free path is short, are reasonably well satisfied during
the compression, high density, and early expansion stages of the collision. As we
mentioned in Section 1.2.1, under the influence of the seminal papers by Landau
[Lan65] and Bjorken [Bjo83], at high energy most theoretical efforts have empha-
sized the longitudinal motion. Discussions of the complicated transverse motion,
when the expansion becomes (1 + 3) dimensional, can be found in [Bay83) and
[Cle86]). We neglect it. We trace out the derivation of the scaling solution to
establish a connection between the observable rapidity density dN/dy and the
particle density per cubic fermi,® and to obtain a simple expression for the time
dependence of the temperature during expansion.

The hydrodynamic equations of motion express energy and momentum conser-
vation in terms of the stress tensor T+,

0, T =0, (1.22)
where for a perfect fluid
T" = (e + P)uu” + Pg™. (1.23)

In Equation 1.23, ¢* is the metric tensor and u” is the four-velocity of a fluid
element with local velocity ¢

w =y(1,7). (1.24)

3Although we emphasize the baryon density np, because we will estimate the baryon chemical
potential from our measurement of the proton rapidity distribution, ideal gas thermodynamics
at p = 0 shows that s o n so that this connection also applies to produced particles [Gyu84].
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By contracting Equation 1.23 with u, and employing Equations 1.12 and 1.13 it
can be shown that baryon number conservation, expressed in the form of a fluid
continuity equation

0,(u*ny) =0, (1.25)
implies entropy conservation,
0,(u"s) =0. (1.26)
In (14 1) dimensional hydrodynamics, after parametrizing the four velocity by
u” = (cosh 8,sinh 4,0,0), (1.27)
and changing variables to the space-time rapidity and the proper time
y=%ln:+:, T=Vi24+ 22, (1.28)
the conservation equation for n, becomes
ony a0 ony, a0
—t — - _— — | = 1.29
T +nbay+tanh(0 y)(ay +nbrar 0 (1.29)

with an identical equation for the entropy density. We will see below that for
Bjorken’s scaling solution, the fluid space-time rapidity can be identified with the
particle longitudinal rapidity of Equation 1.3. This identification enables one to
estimate the baryon density at early times from the measured proton rapidity dis-
tribution. The transformation equations back to vhe time and space representation
are

t = 7coshy, z = rsinhy. (1.30)

Bjorken’s scaling hypothesis, motivated by the observation of a plateau in the
rapidity distribution of produced particles [Gia79], asserts that for nucleus-nucleus
collisions the initial conditions in the central region are invariant under Lorentz
transformations. In the inside-outside cascade model the scaling hypothesis is em-
bodied by the specification of initial conditions, which are independent of rapidity,
on a surface of constant proper time at T = 75. Bjorken argued that the symmetry
with respect to Lorentz transformations of the initial conditions must be preserved
by the dynamics which implies that the hydrodynamic equations must be covariant
under Lorentz boosts, i.e, under small shifts in rapidity. From Equation 1.29 it is
clear that this will be true if

o(r,y) =y, (1.31)

which leads to a dramatic simplification in the hydrodynamic equations, in partic-
ular, P J

Ny np S - i

dr T’ dr =~ 1’ (1.32)
The solutions are

mo(r) =mo(ro) L, a(r) = a(m) . (1.33)
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Note that Equation 1.31, together with the definition of the space component of
the fluid four-velocity u! = ~v,, implies that

2
t Y
throughout the expansion, not only as an initial condition. This establishes the
correspondence with the particle rapidity [McL86]

(1.34)

UV =

1. 1+p/E 1, 14v, 1, t+z
1 1+p/E 1 =1 . 1.35
y=gh i E =3 Ty, "2 N (1.35)

Note the difference between the initial conditions in the Bjorken picture and in
Landau’s model, where at ¢ = 0 the fluid is assumed to be at rest, completely
stopped by the collision. Because of this difference, Landau derived his asymptotic
solution for the charged particle dN/dy distribution*

dN

1 1
rm « o exp (—y%/20?), o= 3 In (s/4m?), (1.36)

whereas Bjorken obtained his scaling solution from the assumption of a central

plateau in the rapidity density. We will use both the Bjorken and Landau pictures

to interpret the negative hadron and proton dN/dy distributions in Chapter 6.
An important consequence of the scaling solution is

dNb _ 1 3. 1 2 —- 2
2y —dy/nbd a:—dy/nb('r)-rdyd Ir = /nb(ro)rod T
= np(7) 70 Ar, (1.37)
where we have used the volume element in a frame in which the fluid is at rest,
d’c = rdyd®zr. (1.38)

The baryon density at early times can be determined from a measurement of the
baryon density per unit of rapidity at freezeout. Furthermore,

d (dN d
;r- (d_yb) = E(an)/dzzT = 0, (1.39)

the baryon content per unit of rapidity is a constant of the motion, independent
of the equation of state. From Equation 1.14, if the baryon density or, equiva-
lently, the baryon chemical potential, is small the temperature evolution during
the expansion is given by

T(r) = T(r) (?)8 . (1.40)

If we can estimate the duration of the expansion we can determine the temperature
at 7o from Ty, the temperature at freezeout.

4The expression appearing in Landau’s original paper is for the pseudorapidity density dN/dp
where 1) = 1 In }4<%¢  The substitution 5 — y is justified in Ref. Car72.

l=cos® °



Chapter 2

Experiment NA35 at the CERIN
SPS

Experiment NA35 at the CERN SPS was originally conceived as a somewhat lower
energy Proton Synchrotron(PS) experiment. A proposal was made before the
PS Program Advisory Committee for a combined Streamer Chamber-Plastic Ball
experiment [PSC82]. This experiment was approved at the available energies of
9-13 GeV/nucleon.

A number of technical problems and physics arguments conspired to transform
this proposal into an SPS experiment. The difficulty of moving a large supercon-
ducting magnet from CERN’s North Area inspired the suggestion [Har89] of using
the SPS ring as a passive beam transport. Once the idea of heavy ions circulat-
ing in the SPS had been accepted it was a logical step to accelerate them. The
increased rapidity gap between the fragmentation regions and midrapidity would
enable a cleaner separation of the fireball from spectator matter. The greater than
factor of 4 increase in /s might lead to a large increase in the energy density
[McL82]. NA35 would have the additional advantage of the availability of pp data
at 200 GeV/c from the same detector [DeM82a) in order to investigate departures
from superposition in pA and AA physics. The move to the SPS resulted in a huge
change in scale of the heavy ion program at CERN with six large collaborations
eventually participating in major experiments [PQMS88].

There have been two production running periods as of June 1990. In the fall
of 1986 'O beams were accelerated to 60 and 200 GeV /nucleon as well as proton
beams at the same energies. In the fall of 1987 32S beams were accelerated to 200

GeV/nucleon. Data were taken for a variety of nuclear targets ranging in mass
from Al to Pb.

2.1 Ions In the SPS

The complex of accelerators employed for the acceleration of light ions to 60 and
200 GeV/nucleon is shown in Figure 2.1. An electron cyclotron resonance (ECR)
ion source, developed at Grenoble [Gel82] and built in collaboration with GSI-
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Figure 2.1: CERN complex employed for the acceleration of light ions. Ions from
Linac 1 are injected into the PS, accelerated to 10 GeV /nucleon, then accelerated
to full energy in the SPS ring and delivered to the experimental areas.

Darmstadt, and a radio frequency quadrupole (RFQ) cavity preaccelerator built
at LBL delivered up to 100 A of high charge state (0%*/S'?*) ions into the PS’s
Linac 1 [Wol86]. After acceleration to a kinetic energy of 12 MeV/nucleon and
complete stripping, a 10 pA beam was injected into the PS booster and subse-
quently into the PS at 260 MeV /nucleon. A 10 GeV /nucleon beam was extracted
from the PS and injected into the SPS for final acceleration. Beams of approxi-
mately 107 ions/s intensity were extracted from the SPS and fed into the external
beam transport system for delivery to the experimental halls [Dar88]. NA35 is
located in the North experimental area. It shared the H2 beam line with exper-
iment NA36. The overall spill cycle at 200 GeV /nucleon was 14.4 s with a 4.4 s
extraction. At 60 GeV/nucleon the spill length was longer, ~ 6 s.

2.2 NA35 Experirhental Overview

Experiment NA35 is a combined streamer chamber, calorimeter experiment de-
signed as a survey study of nucleus-nucleus collisions at 60 and 200 GeV/nucleon.
The detector layout is shown in Figure 2.2. 160 and 32S jon beams, collimated
down to an intensity of about 10° ions/s, passed through a set of beam-defining
counters. The projectile nuclei strike nuclear targets positioned ~ & cm upstream
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Figure 2.2: NA35 experimental apparatus. The beam enters from the left. The
Photon Position Detector (PPD), Veto calorimeter and scintillator S4 provide dif-
ferent event triggers.

of the streamer chamber entrance window.! The streamer chamber, constructed
inside a large superconducting magnet, was previously employed in experiments
NA5 [DeM82a) and NA9 [A1b83]. It can measure exclusive, final state charged par-
ticle multiplicities, inclusive charged particle spectra, charged particle correlations,
and strange particle spectra and yields from V° decays and from the charged K
decays K* — n*x® | K* — x*7x%2¥ in its fiducial volume. Two meters down-
stream from the streamer chamber is a scintillator, denoted S, in Figure 2.2, which
provided a minimum bias trigger. The calorimeter complex is located about seven
meters downstream from the streamer chamber. These calorimeters were used pre-
viously in experiments NA5 and NA24 [DeM87a], [DeM87b]. They can be used
as triggering devices for the streamer chamber and can measure forward energy
flow Ev.., into a veto calorimeter, transverse energy Er in a set of mid and inter-
mediate rapidity devices, Ev, - Er correlations, and subdivide the calorimetric
signal into electromagnetic and hadronic components. A small hole in the forward
calorimeter allowed passage of non-interacting beams on to NA36.

1Virtually all of the streamer chamber data which has been analyzed were taken with ezter-
nal targets located outside of the chamber. Some internal target runs were taken and deemed
unmeasurable, mainly because of obscuration by low-momentum, spiralling electrons.
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2.2.1 Streamer Chamber

A streamer chamber is a visual tracking detector with good two-track resolution,
excellent multi-track efficiency, and large solid angle acceptance. The trajectories
of charged particles are imaged in several camera views and measured. Charged
particle momenta can then be determined by stereoscopic reconstruction in a mag-
netic field.

The primary ionization electrons left along the path of a charged particle as
it traverses the chamber gas are accelerated by an applied electric field. When
a primary electron reaches sufficiently high energy it can cause secondary ioniza-
tions which successively multiply to create an avalanche, a teardrop-shaped space
charge structure of electron-ion pairs. When the local electric field generated by
the avalanche space charge distribution reaches a significant fraction of the applied
field, ultraviolet photons emitted by excited atoms produce secondary avalanches
[Kle86] and the avalanche is transformed into a streamer. The electric field is termi-
nated before the streamer can grow into a complete spark discharge. By varying
the strength and the duration of the electric field chambers can be operated in
either avalanche mode or streamer mode. The luminosity of both avalanches and
streamers is a consequence of radiative recombination with a color characteristic of
the chamber gas. A complete discussion of the process of streamer and avalanche
formation can be found in Ref. Ric74 and Ref. Bul67. Streamers are relatively
bright and can be imaged with conventional photography onto sensitive films or
seen by the human eye. In order to detect avalanches, image intensifiers must
be employed. Running in or near the avalanche mode has several advantages-
intrinsically superior position resolution, reduced production of flares, which are
spark discharges between the high voltage(HV) electrodes which provide the elec-
tric field, and preservation of the primary ionization distribution which facilitates
particle identification [Bas81].

The NA35 streamer chamber [Alb83] is a large chamber with a sensitive volume
of 2.0 x 1.2 x .72 m®. It rests in a superconducting vertex magnet with a central
magnetic field strength B of 1.5 Tesla. Because of the size of the chamber the field
varies by as much as 20% near the edges of the fiducial volume. The electric field
E is established between grid electrodes inside the chamber. A schematic diagram
of the chamber displaying the grid configuration and the orientation of the E and
B fields is shown in Figure 2.3. In order to avoid a central electrode near the beam
the chamber is divided into three gaps by two electrodes. HV pulses of opposite
polarities are produced in a 375 kV Marx generator with two parallel discharge
tubes, one at each polarity. The HV pulses are shaped to a width of 12 nsec
(FWHM) by a double Blumlein transmission line with a single spark gap. The
discharge takes place between the two polarities to ensure that both pulses arrive
at the chamber simultaneously [GSI85]. The chamber performance was extremely
stable with very small pulse-to-pulse variations of the peak E field and good field
homogeneity along the length of the chamber.

The gas volume is enclosed by a transparent, mylar foil 120 um thick. Visi-
ble, charged particle trajectories were imaged through the mylar on the top face
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Figure 2.3: NA35 streamer chamber. The electric E and magnetic B fields are
parallel. The grid electrodes act as wave guides for the HV pulse. Terminating the
chamber at its wave impedance through termination resistors ensures homogeneity
of E along its length. Film and CCD cameras are housed in a camera pavilion
above the chamber.

of the chamber. The front support face is polyethylene except for a thin win-
dow consisting only of the mylar foil. Because of the strong, kinematic forward
focusing of energetic particles in the laboratory rest frame, virtually all particles
enter the chamber through the thin window, reducing the probability of secondary
interaction.

The chamber is filled with a Neon-Helium gas mixture (80% - 20%) at atmo-
spheric pressure. The memory time of the chamber was reduced to 1G us by the
addition of 0.05 ppm of the electronegative gas SFg. The addition of 0.25% isobu-
tane allowed for a 10% reduction in operating voltage while keeping the streamer
light output constant. Because of the anticipated high track density it was essen-
tial to optimize the spatial resolution. Operating the chamber near the avalanche
mode resulted in a streamer length of several mm and a streamer diameter of about
1 mm. A complete technical description of the NA35 streamer chamber can be
found in Ref. Wen90.

Streamer chamber pictures were recorded by two independent imaging systems,
a film camera system that was previously used by UA5 [Aln87] and a charge-
coupled device (CCD) camera system, developed specifically for NA35 [Tin87], that
produces direct digital images. Both devices utilized image intensifiers to record
the faint avalanche/streamers. A more complete discussion of the film camera
imaging system can be found in Ref. San87. The data analyzed in this thesis
were taken with the CCD camera system. It also served as an online monitor,
providing event-by-event visual feedback on chamber and trigger performance and
a quantitative estimate of the centrality of the trigger from an online measurement
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of the charged particle multiplicity. The design, construction and implementation
of the CCD system, and the development of novel data reduction techniques whose
objective was the automation of visual detector event processing, comprise a large
portion of this thesis.

A film image of a 200 GeV /nucleon 32§ + 32S collision is shown in Figure 2.4.
With field on, because of the external target, the streamer chamber has a gradual
onset of its acceptance, reaching full acceptance for pions at y =~ 0.4 and for protons
at y >~ 0.2. The number of charged particles detected in Figure 2.4 is ~ 300. The
bright, typically circular, spots are flares caused by charged particles passing close
to the grid electrodes or energetic §-electrons. The extremely bright section at the
center of the picture and running nearly the full length of the image is the central
cone or beam pencil. It is formed by the superposition of many tracks. The forward
cone corresponds to laboratory angles 6;,, < 6°. The projected track density in
the cone exceeds the streamer chamber plus optical resolution and leads to a rapid
reduction in detection efficiency and sharp cutoffs in the acceptance for rapidities
greater than y ~ 3.0. The streamer chamber acceptance for CCD-imaged data
will be discussed in detail in Chapter 5.

The relatively faint, illuminated crosses which appear within the image and the
much brighter ones outside of the chamber sensitive volume are fiducial marks, ref-
erence marks at precisely known positions which are required for the reconstruction
of space curves from projected film or CCD images. The chamber was equipped
with nine fiducial marks on the back plane and ten fiducial marks outside the front
window. In order to correct for distortions caused by the image intensifiers and the
imperfect lenses a calibration grid of stretched fluorescent wires was placed in front
of the chamber and recorded at periodic intervals. From the surveyed positions
and images of the fiducials and grids a self-consistent set of optical constants and
a procedure for distortion correction were determined.

With a memory time of 10 us the chamber can be operated at a beam intensity
of 10° ions/s. The HV power supplies can recharge the Marx generator at a rate of
3-4 Hz. However, the ~ .6 s decay time of images on the output phosphors of the
image intensifiers sets an upper bound of 1.5 frames/s with the actual data rate
depending on film transport or, for the case of the CCD’s, the readout rate of the
large digital images. The film data acquisition recorded 3 events/spill, the CCD
system recorded 1 event/spill. The CCD system data acquisition is discussed in
Chapter 3.

2.2.2 Calorimetry

There were four calorimeters employed in NA35. A photon position detector (PPD)
[Art84] and a ring calorimeter (Ring) [DeM83a] measured mid-rapidity particles.
A downstream veto calorimeter (Veto) [DeM83a] measured the projectile fragmen-
tation region. Both calorimeters have been used in previous experiments. An
intermediate calorimeter served as an active collimator [Mar91] in order to restrict
the acceptance of the Veto to the projectile fragmentation region.

The PPD is a highly segmented, gas sampling shower detector with coordinate
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Figure 2.4: Film image of a 32S + 32§ collision at 200 GeV /nucleon incident energy.
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readout. In experiment NA24 [DeM87a}, [DeM87b] it was used to separate direct
photons from the large background from the decay #° — 4. For low multiplicities
the high granularity of the PPD leads to nearly 100% efficiency for #° mass recon-
struction if the 4 — v separation is greater than 3 cm. For the high multiplicities
encountered in NA35 no attempt was made to reconstruct individual showers in
any of the calorimeters. In NA35 the PPD was used to measure the electromag-
netic component of the transverse energy Er. Its sensitive area is 3.0 x 3.0 m?
excluding a 0.5 x 0.5 m? square central hole. Electromagnetic showers are sampled
by 12 sensitive layers of triangular proportional tubes sandwiched with 8 layers of
lead converter totalling 9.6 radiation lengths X, and 0.5 nuclear absorption lengths
Aint- A subset of its 6144 horizontal and vertical sense wires are summed directly in
hardware so it can serve as a trigger device on a ~ 200 ns time scale, more than an
order of magnitude shorter than the memory time of the streamer chamber. The
PPD is too short to fully contain high energy showers so the combined PPD/Ring
system was calibrated with electrons from 5 to 170 GeV and with hadrons from
5 to 60 GeV. The energy resolution for incident electrons was determined to be
o(E)/E = 0.30/VE. The PPD is thick enough to contain almost all the electro-
magnetic energy incident upon it at midrapidity [Hec88]. The angular acceptance
of the PPD in pseudorapidity n at 200 GeV/nucleon is 2.2 < < 3.6 with full 2=
coverage in azimuth ¢.

The Ring is an intermediate granularity, sampling shower detector with elec-
tromagnetic and hadronic sections. It was used in experiment NAS to search for
jets with a large acceptance calorimeter trigger [DeM82b], [DeM83b]. In NA24
it completed the energy measurement for electromagnetic showers which leaked
out the PPD. In NA35 the Ring was used to measure the hadronic component
of Er. Its sensitive area is a circle of 3.0 m diameter excluding a 56 cm diame-
ter central hole around the beam axis. The electromagnetic section is comprised
of 16 layers of lead-scintillator sandwich totalling 16.0 X,. The hadronic section
consists of 20 layers of iron-scintillator sandwich. Together, the electromagnetic
and hadronic sections total 8.0 Ay, enough to fully contain 200 GeV hadronic
showers. The Ring is divided into 240 cells, 24 in azimuth ¢ and 10 in polar angle
6. A nonuniform segmentation in 6 was employed to obtain an angular accep-
tance of + one unit of  per cell about midrapidity at 200 GeV/nucleon. A novel
light collection system [Eck78], utilizing different wavelength shifter material in
the electromagnetic and hadronic sections, enabled both sections to be read out
optically in a common acrylic rod. The Ring was calibrated with a test module
from 2 - 10 GeV in the PS and directly from 20 - 60 GeV in the SPS. For the
electromagnetic section the energy resolution determined from incident electrons
was o(E)/E = .006 + 0.14/vE. For the hadronic section the energy resolution
determined from incident pions was o(E)/E = .003 + 0.64/vE. The angular
acceptance of the Ring at 200 GeV/nucleon is 2.3 < n < 3.9 with complete ¢
coverage. The Ring is mounted on movable rails so that the longitudinal distance
from the target can be varied in order to select approximately the same acceptance
at different incident beam energies.

The Veto is a coarse granularity, sampling shower detector with electromagnetic
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Figure 2.5: NA35 beam counters. Also shown are the trigger scintillator S4 and
the PPD which provide the minimum bias and Er triggers, respectively.

and hadronic sections. It was used in NA24 to measure energy flow at small
angles and help reject background [DeM87a]. In NA35 it was used to measure the
forward energy Ev., in the projectile fragmentation region. Its sensitive area has
an octagonal shape and covers approximately 1.0 x 1.0 m? with a small central
hole of 2.5 cm diameter which allowed non-interacting beams to pass through to
experiment NA36. For certain running periods this hole was plugged to obtain a
better measurement. In fact, with the Veto transmitting, the detector was not an
effective trigger device nor could it make a consistent energy measurement [Mar91].
The electromagnetic section contains 16 layers of 5.5 cm thick lead sandwiched with
2.5 cm scintillator totalling 16.0 X,. The hadronic section contains 25 layers of 5.0
cm thick iron sandwiched with 2.5 cm scintillator. The detector totals 9.6 \;n.. It
is subdivided into four cells with separate electromagnetic and hadronic readout.
The Veto was calibrated with incident electrons from 15 to 100 GeV and pions from
15 to 340 GeV. The energy resolution for incident electrons, which are contained
in the electromagnetic section, is 0(E)/E = 0.17/VE. The energy resolution for
pions is o(E)/E = 0.03 + 0.74/VE.

2.3 Trigger and Event Selection

160 and 32S beams were defined by a series of counters, depicted schematically in
Figure 2.5. Ion beams are selected by an upstream, 5 mm thick, Cerenkov-emitting
quartz counter S, in coincidence with a 0.3 mm thick scintillation counter S, closer
to the target. The Cerenkov counter had single charge resolution up to Z = 16 so
it could select 32S jons of the proper charge state and reject contaminations in the
beam from ions with the same charge-to-mass ratio. The veto counters Vo, V; and
V2 reject events with beam halo particles and events which result from upstream
interactions in S; and S,.
Three types of triggers were employed by NA35:

1. A minimum bias or interaction trigger was derived from a 1.0 cm diameter, 10
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mm thick scintillation counter, denoted S4 in Figure 2.5, located 4 m down-
stream from the target. S, subtended the projectile fragmentation region.
Minimum bias events were obtained by selecting interactions which produced
a pulse height below the projectile peak. A class of soft nuclear and electro-
magnetic interactions cannot be separated from the projectile peak [Bam88]
and contribute a trigger bias for peripheral events. Minimum bias data were
used to measure the total inelastic cross sections oy, which exhibited the
target and projectile mass dependence established at low-energy [Bam88],

Otot = ng [A;/3 + A:/-’i - ﬂ(A;l/3+ A‘-I/3)]2. (2.1)

The data were well fit with the values determined at 2.1 GeV /nucleon [Hec78],
Ry = 1.36 fm and A = 1.11. Minimum bias data were also used to study
the correlations between Er, Ey.t,, and the charged particle multiplicity ncs.
For 3§ 4 32§ at 200 GeV/nucleon, oy, = 1.8 barns and <ng>=75.

. A forward energy trigger was derived from the Veto by selecting events with

leading energy Ev., less than a certain threshold. The vertex magnet has
an analyzing power of 4.32 T-m which adds a 1 GeV/c pr kick in the bend
plane to high momentum charged particles [Hec88]. The Veto acceptance
was extended asymmetrically to detect deflected projectile fragmentation
protons. The most central sample which has been analyzed for 32S +32S was
a film data set for a “hard Veto” trigger which corresponded to a trigger
cross section oy = 34 mbarns, 2% of the total inelastic cross section. For
this event class < n, >= 229. These events were selected by requiring a
forward energy Ey.., < 1200 GeV. The differential cross section do[dEy.t,
fell precipitously for Ev., < 1000 GeV [Mar91], suggesting that there were
~ § spectator nucleons even in the most central collisions of light, equal-mass
nuclei. This interpretation was confirmed by Monte Carlo studies. The Veto
trigger was relatively unbiased with respect to transverse observables. For
%0 -+ Au at 200 GeV/nucleon, the differential cross section do/dEr for
hard Veto events was Gaussian distributed [Hec88).

. A transverse energy Er trigger was derived from the PPD by selecting events

which deposited energy greater than a certain threshold. Because of the PPD
acceptance, Er trigger events were generated mainly by produced particles.
The hadronic energy measured by the PPD is redistributed by the magnetic
field. Two-thirds of the energy captured by the PPD is neutral in origin-as a
trigger device it was found to be insensitive to the magnetic field [Hec88]. The
S + %25 data analyzed in this thesis were taken with a “medium Ez” trigger
which corresponded to o4, = 200 mbarns, 11% of oy. This event class
was selected by requiring Er > 25 GeV in the PPD. Since approximately
40% of the transverse energy is electromagnetic [Mar91], this corresponds to
Er 2 60 GeV. See Figure 2.6 to see where this cut occurs relative to the
minimum bias cross section. The hardest Er triggers are biased relative to
the Veto trigger. The differential cross section with respect to pseudorapidity
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dEr/dy is shifted to lower values of . This bias is dramatically reduced for
less central Er triggers.

Figure 2.6 shows the differential cross section do/dE7 in barns/GeV as a func-
tion of Er for 200 GeV /nucleon 3?S projectiles incident upon a number of targets.
The data were taken with a minimum bias trigger. For heavy targets, the dis-
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Figure 2.6: Minimum bias differential cross sections do/dEr as a function of Er for
200 GeV /nucleon 32§ projectiles. The characteristic shape for heavy targets—falloff

at low Er, broad plateau, sharp falloff at high Er-is evidence for the geometrical
interpretation.

tributions can be characterized by a rapidly falling cross section from peripheral
collisions, a broad plateau while the incident nucleus “dives in” the larger target,
followed by a sharp falloff at high Er from events which fluctuate about “aver-
age central collisions”. For light targets the transition from peripheral to central
collisions is less well defined-the projectile “passes by” rather than dives in. In
325 + 325 collisions the observation of an Ev., signal for the highest Er events
indicates there is a subset of peripherally interacting nucleons even in the most
central collisions. This broad geometrical picture and the idea of average cen-
tral collisions are supported by impact parameter-weighted convolutions of pA Er
spectra [Rem88], [Mar91). Figure 2.7, a scatter plot of Er versus Ey.s, shows
the correlation between Er and Ey., for minimum bias 32S 4+ Au interactions
at 200 GeV/nucleon. The clear anticorrelation between transverse and forward
energy provides more evidence for the geometrical interpretation outlined above.
A similar, strong anticorrelation was reported between the mean charged multi-
plicity detected in the streamer chamber and Ey.q, in 200 GeV /nucleon 0 + Pb
collisions [Bam87). The important point is that either an Er trigger, an Ey.,
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Figure 2.7: Er - Ev., correlation for minimum bias 32S 4+ Au interactions at 200
GeV/nucleon. The strong anticorrelation prrvides more evidence for the geomet-
rical interpretation.

trigger or a trigger derived from charged multiplicity, can be used to select violent,
central collisions. This is the event class where both the energy density and the
interaction volume may be large enough to produce a transition to quark matter.
This event class is not rare. Events in the tail of the Er distribution still occur
with appreciable probability at the 100 mbarn level. The NA35 analysis of rapid-
ity and transverse momentum distributions of both charged and neutral strange
particles has concentrated on the central event classes obtained from the Veto and
Er triggers.

The CCD data acquisition recorded 5000 events for the hard Veto trigger, 2000
events for the hard Er trigger, and 4500 events for the medium Er trigger, all
for S+ 325 collisions at 200 GeV/nucleon. We elected to measure events
from the medium Er data set because the multiplicity was not so high that it
swamped the CCD resolution. Approximately 220 events have been measured
and analyzed. We discuss track measuring in Section 4.4.3. Approximately 6000
events were recorded for heavier targets. A handful of events with Cu targets were
measured to investigate the feasibility of analyzing heavy target data. Because of
the higher charged particle multiplicities, the measuring demands increased and
both the physics acceptance and efficiency decreased. As a result, we were unable
to study charged particle spectra systematically as a function of target mass.

For the central triggers, the selection of streamer chamber events for measure-
ment and analysis was straightforward. Events were scanned quickly, rejecting
those which were too faint because of voltage fluctuations of the Marx generator,
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so obscured by spiralling electrons that they were deemed unmeasurable, or of such
a low multiplicity that they cuuld only have resulted from a trigger inefficiency.
Less than ~ 10% of CCD-imaged events were rejected according to these criteria
and their exclusion from the data sample is believed not to introduce a bias.



Chapter 3

CCD Supervision System

3.1 Introduction

In spite of the notable achievements of the UA5 collaboration [Aln87) at the SPS
collider and its double streamer chamber ancestor at the ISR [Tho77] in the rel-
atively low multiplicity environments of pp and pp collisions, the physics analysis
of streamer chamber pictures has been severely handicapped by the conventional
method of data reduction, i.e., operator scanning and measurement. The measur-
ing process is laborious, the resulting data samples have been small, and quanti-
tative information residing in the image, for example, streamer brightness or the
number of streamers per unit length, has generally been unused. Particle identi-
fication has only been possible for neutral particles, which can be well identified
by their charged decays, and for low 8, heavily-ionizing particles with laboratory
momenta pp < 1 GeV/c [Eck73], although the feasibility of particle identifica-
tion in the relativistic rise has been demonstrated [Eck77], [Bas81]. On :he other
hand, streamer chambers have nearly 100% tracking efficiency for charged par-
ticles, excellent two-track resolution, typically close to full 47 acceptance in the
center-of-mass, excellent momentum resolution, and employ well established track
reconstruction techniques. The long term goals for the construction of an elec-
tronic camera system were to significantly accelerate the data reduction rate and
to discriminate between primary particles of the same charge, for example 7+, K,
p, without surrendering any of the features which make visual detectors so appeal-
ing. A directly dizitized picture of a 32§ + 32§ collision at 200 GeV /nucleon in
the NA35 streamer chamber, taken with the charge-coupled device (CCD) system
described in this chapler, is shown in Figure 3.1.

The digitization of visual images is motivated by the existence of a powerful
class of mathematical methods and image processing techniques which may be
applied to digitized images to improve image quality, for pattern recognition, or
to efficiently parametrize or represent an image in a way suitable for subsequent
analysis. Direct digitization, the process of obtaining a gray-scale representation
of a visual image without the intermediate step of capturing it on film, possesses
additional advantages. Depending on the properties of the imager, a loss of infor-
mation may be avoided, the spectral response and sensitivity may be extended,

30
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Figure 3.1: Directly digitized image of a 3?S + 32§ collision at 200 GeV /nucleon in
the NA35 streamer chamber. The image consists of 1024 x 1024 picture elements
(pizels). Each pixel contains up to 8 bits of intensity information. The gray-
scale image is obtained by defining a correspondence, a look-up table, between an
intensity value and a shade of gray.
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and the resolution may be improved. The nearly real-time, continuous availability
of images may also be of crucial importance.

Charge-coupled devices (CCDs) possess a number of attributes which make
them ideal imagers for direct digitization [Jan85]. They have a wide spectral
bandwidth, broad dynamic range, excellent sensitivity, and exceptional linearity.
However, even the highest density pixel arrays available in 1985 did not have a
resolution comparable to filin. Moreover they were expensive, not readily attain-
able, and virtually unreplaceable, since the only two manufacturers of large devices
abandoned the off-the-shelf, commercial market at about this time. In addition,
cheap, high-speed, high-density recording devices and wide bandwidth data buses
were still in their infancy making data acquisition and recording problematic.

In spite of these difficulties, the CCD Supervision System was developed, so
named because its first intended application was in a supervisory role. Another
CCD system for streamer chamber imaging was being developed by a group from
Michigan State University (MSU) [Ang88] but it utilized less dense CCD chips.
Although adequate for the MSU group objective of studying relatively low mul-
tiplicity, intermediate energy collisions well below the pion production threshold
Piab = 0.792 GeV/c, these chips lacked the resolution required to image the ex-
tremel: high multiplicity events anticipated at p;,; = 200 GeV/e.

Based on the physics objectives of NA35, a rather elaborate “wish list” of de-
sired system properties and functions was devised [GSI85]. The most important
performance requirements were the highest possible image resolution, good sen-
sitivity, fast readout, high speed pixel processing power, and faithful graphical
representation of the CCD images at the full resolution of the devices. High reso-
lution dictated using the largest available CCD, the Texas Instruments 1024 x 1024
pixel Virtual Phase array. Sufficient sensitivity was obtained by building a high
gain, two-stage image intensifier optical assembly. Fast readout (2 s to read three
1024 x 1024 pixel x 8 bit images) was accomplished by a combination of measures:
the camera drive electronics and analog-to-digital converters (ADC’s) were tuned
to achieve exceptionally fast pixel transfers, an interface board was designed and
built which multiplexed the three camera data streams at their full rate, and a fast
array processor was employed to fetch the pictures from the interface and buffer
them in memory, again at the full rate which any single camera could deliver. The
array processor also provided the computing power for full frame, image processing
operations and a convenient data path to the host computer. A graphics computer,
with enough resolution in both pixels and intensity to permit a one-to-one mapping
of CCD images, served as the display.!

This chapter will describe the CCD Supervision System hardware, the software
developed for image acquisition and three-view data recording, and the optical con-
figurations employed in experiment NA35.2 It will conclude with a brief discussion

!We particularly thank R. Dwinell and M. Fahmie of the LBL Bevatron Electronics Group for
their help with the design and construction of the custom interface board, H. Fessler, K. Geissler
and J.P. Fabre for advice and assistance in the design of the image intensifier optical assemblies,
and M. Wensveen and H. Ellison for the construction of the optical assemblies.

2Some of the material presented in this chapter has been published in Ref. Tin87.
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of system performance as an online monitor during the Fall 1986 running period
with 10 beams when only two cameras were instrumented. A third camera® was
added for the Fall 1987 run with 32S beams. The next chapter will describe tech-

niques for full three-view data reduction and momentum reconstruction.

3.2 CCD Supervision System Hardware

A block diagram of the Supervision System, illustrating the five major hardware
subsystems, is presented in Figure 3.2. Light from the streamer chamber is am-
plified in the image intensifier assembly, imaged onto the CCDs, and read out
through the interface into the array processor, where it is buffered while being
read into the main computer memory. The implementation is based on a VAXsta-
tion II computer with the array processor and the display configured as peripheral
devices on its bus. Once in memory, an image is available for display, interactive
examination, background calculation and recording to tape. Two other schemes
were investigated [Tin87] and rejected during the design phase.

3.2.1 Charge-Coupled Devices

CCDs were first developed by Bell Laboratories in 1970 in the form of a linear
shift register [Boy70]. The ability of silicon to detect visible radiation caused
CCDs to be recognized as potential imaging sensors [Jan85). They have developed
rapidly, motivated principally by the desire to construct a fully TV-compatible,
all-solid-state imager on a single chip, and are now among the largest metal-oxide
semiconductor (MOS) devices being fabricated [Blo83]. They have been used in
a large number of scientific applications including ground-based astronomical ob-
servatories and as image transducers for NASA’s Galileo-Jupiter Orbiter [Jan81],
the Solar-A experiment [Hov89], and for the Wide Field/Planetary Camera on
the Hubble Space Telescope. The depletion layers of CCDs are also the thinnest
silicon samples in which the ionization energy loss of minimum ionizing particles
has been detected [Dam86). Combined with their small pixel size and intrinsic
two-dimensional information, this makes them attractive candidates for high reso-
lution vertex detectors [Ake87]. For completeness, a brief discussion of how CCDs
are made and how they work follows. A more complete general discussion, from
which this synopsis is drawn, including the physical principles that underlie the
operation of all silicon devices, can be found in Ref. Dam86.

The basic principle employed by all semiconductor detectors is the detection
of charge generated within the depletion region of a reverse-biased pn junction.
Figure 3.3 shows a schematic illustration of both the depth structure and the
image area of the virtual phase CCD used in our application. A thin, epitaxial
layer (10-20 pm) of p-type silicon is grown on a suitable substrate. A pn junction is
constructed by introducing a shallow implant of n-type dopant, the n-channel. The

30ur third CCD chip was obtained courtesy of the Jet Propulsion Laboratory with the assis-
tance of J. Janesick of JPL.
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Figure 3.2: CCD Supervision System hardware. The major components are the
image intensifier optical assemblies, the CCD cameras, the interface, the array
processor, the color display, and the host computer.
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Figure 3.3: Texas Instruments Virtual Phase CCD. The device is frontside illumi-
nated, indicated by the incident photon. Note that the gate electrode only covers
half the pixel, dividing it into clocked and virtual regions. When the gate potential
is low, charge can be collected in the potential wells of either region. Charge can
be transferred from the clocked to the virtual region by raising the gate potential
above the potential of the virtual barrier, shown schematically by the arrows.
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surface above the channel is oxidized to form an insulating layer on top of which is
applied a conducting gate. Because of diffusion of electrons into the p material and
holes into the n material, a small depletion region devoid of free charge carriers
develops at the interface between the two kinds of silicon, the characteristic feature
of the pn junction. Different bias voltages can be applied to the gate, the channel
and the substrate, V,, V., and V,, respectively. By reverse-biasing the junction,
i.e,, V. > V,,, the depletion region can be extended. By maintaining the gate at
a lower potential than the channel, V, < V,, a potential energy minimum can be
created within the totally depleted n channel. Electrons liberated by the passage
of a particle accumulate in this buried channel. This is the basic mechanism for
storing charge in CCDs.

Two more steps must be taken to create the two-dimensional pixel structure of
an imaging CCD and provide a method for readout. These are depicted schemat-
ically in Figure 3.4. Channel stops, typically heavily doped p-type implants ap-
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Figure 3.4: Creation of two-dimensional imaging CCD by the introduction of chan-
nel stops and gates.

proximately 1 um wide and deep which become fully depleted as part of the overall
biasing of the CCD, are strips of negative space charge which confine electrons in
the horizontal or serial direction. Charge confinement in the vertical or parallel
direction is achieved by building a non-uniform gate structure consisting of a series
of horizontal bars. These are biased positively to form an array of potential wells
below the gates and in between the channel stops. Each member of this array of
wells constitutes a pixel. A more complicated gate structure is required to move
charge. By clocking the CCD-applying properly synchronized, time-varying gate
voltages—charge can be transferred in the vertical direction. The virtual phase tech-
nology [Hyn79] employs a single level gate structure, covering only half of the pixel,
which enables the device to be frontside illuminated and still achieve acceptable
quantum efficiency. The edge of the gate divides the pixel into clocked and virtual
regions. The four-level potential structure shown in Figure 3.3 is constructed by
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introducing additional n- and p-type ion implants at different positions and depths
in the buried channel. These are indicated by plus and minus signs in Figure 3.3.
Charge is transferred from the clocked to the virtual region, shown schematically
in the figure by the motion of the electrons from the well under the clocked phase
to the well under the virtual phase, by changing the gate voltage so the potential
of the clocked well is higher than the potential of the virtual barrier. Depending on
the biasing, charge collection can occur in the potential well in either the clocked
or virtual region.

Below the imaging CCD is one additional row of pixels, a linear CCD with its
own gate structure. The imaging CCD is clocked one row at a time in the parallel
direction into this serial shift register. Then the charge is shifted one pixel at a
time in the serial direction. The charge on the last pixel is transferred onto the
input of a transistor located on the chip. The voltage change induced at the output
of the transistor drives an amplifier mounted on the chip. The analog voltage at
the output of this on-board amplifier Verp is proportional to the charge generated
in the pixel by the passage of a photon or ionizing particle and constitutes the
signal of the CCD. The serial and parallel charge transfers can be accomplished
at high rates (3-10 MHz) with high efficiency. CCDs acquire their reputation for
being slow devices because of the relatively long time it takes to sample the signal
in order to perform analog-to-digital conversion with acceptably low noise.

The performance of CCDs as imaging transducers can be divided into three
areas: spectral response and efficiency of primary photon-electron conversion, res-
olution capability, and signal quality. A good in-depth discussion of CCD perfor-
mance in scientific applications including a description of how these performance
characteristics are measured can be found in Ref. Jan85.

The spectral response of CCDs to incident photons is characterized by their
wavelength-dependent quantum efficiency (QE), which measures the probability of
generating an electron per incident photon per pixel. It depends primarily on the
depth of the photosensitive volume of the CCD, on surface effects at the boundaries
of the photosensitive volume, and for the case of frontside illuminated CCDs on
absorption effects in the gate structure. Since far-ultraviolet and X-ray photons
can generate more than one electron-hole pair in silicon, the QE can be greater
than 1. For the near-infrared through the visible, photons which interact in the
photosensitive volume generate one electron-hole pair. Depending on the device,
QEs in the visible part of the spectrum range from 20% to nearly 100% peaking at
wavelengths from ~ 600-800 nm which is well tuned to the characteristic 630 nm
orange light in a He-Ne streamer chamber. Although the statistical probability of
detecting single photons is high, the ultimate sensitivity of a CCD is limited by
noise.

The resolution capability of a CCD is determined by the extent to which charge
generated by photons incident on a given pixel is collected by that pixel and re-
tained by that pixel during the numerous charge transfers required for readout.
The apparent charge collection ability depends on two factors: charge diffusion
and charge transfer efficiency (CTE). CTE affects the output signal by diverting
charge trom the target pixel [Jan85]. The CTE for modern CCDs is consistently
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greater than .9995 in both the parallel and serial directions and can be assumed
not to degrade an image, particularly when the signal level is greater than ~ 1000
e~ per pixel. A quantitative measure of the resolution of an imager, and hence
of the impact of diffusion on the charge collection efficiency of a CCD, is its mod-
ulation transfer function (MTF). The MTF describes the output response of an
imager to sinusoidal input intensity variations as a function of spatial frequency.
The ideal MTF of discrete sampling devices like the CCD [Blo83] is sin(z)/z where
z = % f/2fmaz, f is the spatial frequency of the input intensity distribution, and
fmaz i8 the maximum spatial frequency a device can resolve. The resolution of
an optical instrument is often stated in line-pairs(lp)/mm at 50% MTF. An ideal
CCD would achieve an MTF of 64% at f = fmer = 1/2d, where d is the size of
a pixel in mm. The theoretical model of Crowell and Labuda [Cro69] has been
successful in accounting for the departure of CCD resolution from ideal behavior.
The film used in the NA35 film cameras had a measured resolution of 60 lp/mm
at 40% MTF [Wen90].

CCD signal quality can be characterized by sensitivity, dynamic range, and
linearity. As mentioned above, CCD sensitivity is ultimately determined by noise.
An intrinsic source of noise is the dark current, the signal generated in the absence
of illumination. Dark current is important in astronomical applications when in-
tegration times are long and light levels can be extremely low. In the accelerator
context, where integration times are short, dark current is generally negligible.
Operated at ~ —45° C, triggered on the first interaction in the 4 s extraction
spill, and exposed for ~ 700 ms, the dark current contribution to our signal is
less than 10 e~ per pixel.* A second source of noise is the on-chip amplifier which
contributes ~ 10-50 e~ rms. For virtual phase CCDs, however, the noise floor is
always dominated by spurious charge generated during clocking, which introduces
~ 200 e~ noise. The dynamic range is determined from the pixel full well capacity,
the maximum charge signal that can be collected, and the noise floor. The full
well capacity of CCDs ranges from 50,000-200,000 e~. If the charge deposited in
a pixel exceeds the full well capacity, the signal spills or blooms into neighboring
pixels, undermining the resolution. Blooming is exacerbated by charge transfer so
the bloomed regions of a CCD image appear to “drip” in the direction of parallel
shift. CCDs are exceptionally linear devices, exhibiting nonlinearities of less than
1 % over their full dynamic range from full well down into the noise.

The 1024 x 1024 pixel Texas Instruments virtual phase CCDs employed in the
Supervision System had a sensitive area of 18 x 18 mm? and were essentially devoid
of defects. Their QE ranged from 20-50 % for visible wavelengths from ~ 350-850
nm. They achieved an MTF of =~ 50 % at fmez = 1/(2 x 18um ) =~ 28 Ip/mm
with a CTE of better than .9997 for both horizontal and vertical charge transfers.
With a noise floor of ~ 100-200 e~ from spurious charge and a full well capacity
of ~ 100,000 e~, the dynamic range of the device was ~ 500.

Compared to film, CCDs have both advantages and disadvantages. Assum-

4Precise specifications for the Texas Instruments virtual phase CCDs used in the Supervision
System were provided by J. Janesick from Jet Propulsion Laboratory internal reports [Jan90].
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ing that the ~ 7 pm silver-halide film grain plays the same sampling role as
a CCD pixel, the limiting resolution of film would occur at a spatial frequency
Smaz =1/(2 X Tpm ) ~ 70 lp/mm, more than a factor of 2 better than the most
dense CCD arrays. Furthermore, images recorded on standard 35 mm or 70 mm
film require less demagnification than comparably sized images recorded on single
CCDs. This means that CCDs are forced to resolve scenes at spatial frequencies
closer to their limiting resolution. For example, the NA35 film cameras, operat-
ing at demagnification M = 30, image a 1 mm diameter streamer over ~ 25 film
grains, whereas the CCD cameras, operating at M = 65, image the same streamer
onto a single pixel. Film affords faster capture and more compact data storage of
high resolution images than current digital technology can offer. Mechanical film
transports have been devised so that film cameras can achieve the full event rate
permitted by the timescale for generation of the streamer chamber high voltage
pulse. However, CCDs are more sensitive than film, often by factors of 10 or more,
depending on the CCD noise floor and the film grain exposure threshold. And their
response is linear, compared to the logarithmic response of film, which is important
for applications which need to extract information from the intensity distributions,
not just the positions, of luminous objects. The main advantage of CCDs is that
they provide proportional, directly digitized, high intensity resolution, gray-level
representations of visual data.

3.2.2 Cameras and Controllers

The camera systems were manufactured by Photometrics Ltd., of Tucson, Arizona.
Each consists of a camera head with optics, CCD, and cooling system; a camera
electronics box that regulates the CCD voltages, drives the CCD clock phases, and
reads and digitizes the analog pixel charge signal; and a camera controller board
which administrates camera functions.

The camera heads provide the mechanical mounting for the CCDs, coupling
the optics, cooling and electronics. The CCDs are cooled to a temperature of
—45° C by a combination thermoelectric (Peltier) and flowing water system. The
camera heads include mounts for standard Pentax lenses. Electronically controlled
mechanical shutters open and close in ~ 10 to 40 ms.

The camera electronics are housed in individual boxes close to each camera
head. They drive the CCDs’ clock phases at 500 kHz, leading to a serial transfer
rate of 2.0 us/pixel . The CCDs are read out in a steady, noninterruptible stream
of pixels, each digitized to 9 bits by successive approximation ADCs. The 9 bit
digitization was a compromise between the need for gray-level sensitivity and the
requirement of fast readout. The digitized pixel data are transmitted serially over a
25 m cable from the experimental area to the electronics room. Power and control
signals share the same cable, and the drive voltages are regulated in the electronics
boxes to minimize noise at the CCDs.

The cameras are controlled by single-slot Multibus boards, which use standard
Multibus communication protocol. The camera controllers supply the following
functions: definition of CCD array subsections for individual readout, readout of
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the CCD array, continuous clearing of CCD pixels, shutter operation including
timed exposure, amplifier gain adjustment, and summation of pixels into lower
resolution images. The digitized pixel data appear on an auxiliary connector at the
front edge of each board. In this application the Multibus DMA bus-master control
circuitry was disabled on each board so pixel streams from multiple controllers
could be transferred in parallel to the main interface board.

3.2.3 Image Intensifier Optical Assemblies

In spite of the superior photon sensitivity of CCDs, the faint avalanche/streamers
in the NA35 chamber could not be imaged directly. An avalanche containing 10®
electrons, in a chamber operating at atmospheric pressure in an electric field of
~ 20 kV/cm, isotropically emits ~ 10® photons [Bul67]. Because of the small aper-
ture of a ~ 1 cm? lens located ~ 330 cm from this light source, only ~ 10® photons
would be collected by a typical camera system. Distributed over the ~ 3 x 3 pixels
required to achieve optimum resolution, only 100 photons strike each pixel. Fold-
ing in the quantum efficiency, ~ 30 e~ would be collected in each pixel, much lower
than the 100-200 e~ read noise of the CCD [Jan90). With a full well capacity of
~ 100,000 e~, a gain of ~ 1000 would push an average avalanche/streamer into the
heart of the CCD dynamic range, i.e, 30,000 e~. During a test run, a provisional
setup with three stages of image intensification indicated the required light am-
plification and led to the development of an extremely high gain, two-stage image
intensifier optical assembly. In turn, the availability of a very sensitive imaging sys-
tem led to the optimization of the BEVALAC streamer chamber which facilitated
high multiplicity experiments with heavy targets and projectiles [Cha92].

The optical assembly, including a mounted CCD camera and a mirror housing,
is shown in Figure 3.5. Two of the three CCD camera systems required mirrors
because the small camera pavilion of NA35 could only accommodate both film and
CCD imaging systems by squeezing the CCD assemblies into indirect lines-of-sight.
Viewing reflected light from the mirror was an advantage because it distanced
the optical assembly from the camera hole where the streamer chamber magnetic
field leaked through the shielding plate. As a result, no compensation coils were
necessary and the introduction of additional optical distortion was avoided. Tilting
the mirror changed the field of view. The third camera, pointing directly down
into its camera port, needed a compensation coil to counteract the leakage field.

Reflected light from the chamber is imaged by the primary lens onto the pho-
tocathode of the first stage image intensifier, a second generation, inverter type
tube with incorporated microchannel plate (MCP). Some of the characteristics of
the intensifiers are listed in Table 3.1. Different primary lenses can be utilized
to change the demagnification, the field of view, and the maximum aperture for
light collection. The MCP intensifier is screwed into a cylindrical delrin collar,
which serves as the insulator for the high voltage second stage, then encased in
an aluminum cover which supports the lens mount. The output phosphor of the
first stage is proximity-coupled directly to the photocathode of the second stage
intensifier, a first generation, inverting, electrostatic-focusing tube. A small layer
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Figure 3.5: Two-stage image intensifier optical assembly. Incident light is reflected
by the mirror and focused by the primary lens onto the photocathode of the first

stage intensifier. The intensifiers are proximity

coupled with optical grease. The

image on the output phosphor of the second stage is focused onto the CCD at

demagnification M = 1.
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First Stage

Varo model 3603-1 or AEG model XX 1400

Type

Second generation, inverter with incorporated mi-
crochannel plate (MCP)

ﬂ Focussing method

Electrostatic from photocathode to MCP input,
proximity from MCP output to phosphor

Sensitive diameter

25 mm

Gain 60,000
Limiting resolution® 34 lp/mm
Resolution at 50% MTF | 9.7 Ip/mm
Distortion 5% maximum
Nominal operating voltage | 2.65 V
| Second Stage Varo model 1248-1 |
Type First generation, inverter
Focussing method Electrostatic from photocathode to phosphor "
Sensitive diameter 40 mm® 1
Gain 100
Limiting resolution 56 lp/mm
Resolution at 50% MTF | 18.6 lp/mm
Distortion 5% maximum

15 kV

Nominal operating voltage

Table 3.1: Characteristics of first and second stage image intensifier tubes.



43

of optically conducting grease provides the seal. The second stage tube is inserted
into the delrin collar, pressed into place to make optical contact, and held in place
by a delrin barrel. Both intensifiers are sheathed in thin, mu-metal jackets to shield
the devices from small stray fields leaking through the shielding plate. A small
hole is left in the side of the assembly for the power cables. The amplified, erect
image on the output phosphor of the second stage is lens-coupled to the CCD by a
50 mm focal length, Macro, relay lcns at a demagnification M = 1. The relay lens
is housed in an aluminum barrel with a threaded section for fine focusing. The
focusing barrel was machined so that one turn moved the lens one mm towards
or away from the output phosphor. The final focus is determined with the aid of
a resolution chart and is sensitive to ~ 1/4 of a turn, 250 gm. The CCD image
sensor is positioned at the focal plane instead of film.

The order of the intensifiers in the optical assembly is important. The elec-
trostatic tube is linear throughout its operating range. An automatic brightness
control is incorporated in the MCP tube which limits the output luminosity at
high input light levels. The response of this tube, according to the manufacturer’s
technical description, is shown in Figure 3.6. By adjusting the gain control of the
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Figure 3.6: Response curve of MCP image intensifier.

MCP intensifier, the flares can be pushed into the saturation region of the gain
curve, indicated in Figure 3.6 by the horizontal line for illuminations greater than

8The limiting resolution was measured with the USAF 1951 resolving power target, which
locally generates a squarewave pattern of ~ 100% contrast. The resolution at 50% MTF was
estimated by interpolating from the manufacturer’s specifications at 60 and 20% MTF.

Because the two intensifier stages are proximity coupled only 25 mm of the sensitive area of
the second stage is illuminated.
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=~ 10-? lux. An intensity difference of 100-1000 at the input, relative to a flare
irradiating the photocathode at 10~! lux, can be reduced to a difference of 3-15
at the output, resulting in an apparent suppression of bright flares and reduced
blooming. Some blooming can be observed dripping upward in Figure 3.1 due to
very bright flares in the chamber.

The maximum luminous gain of the two-stage intensifier setup is approximately
3 x 10%. The extremely high overall gain was necessitated by the decision to lens-
couple the image from the intensifier output phosphor to the CCD. Due to the finite
aperture and response of the secondary lens only 0.3% of the light from the output
of the image intensifiers was transmitted to the CCD. The film camera system
used by NA35, borrowed and adapted from the UAS5 experiment, employed image
intensifiers with a luminous gain of ~ 2000. Images were transmitted directly to
the film by pressing it against a fiber optic block which was proximity-coupled to
the intensifier output phosphor. Mounting a fiber optic block directly onto the
CCD front face and proximity-coupling the image from phosphor to fiber optic
would have eliminated the need for the second stage intensifier and improved the
resolution. This procedure risked damaging the CCD (our supply was 2-3 and
unreplaceable!) and was never seriously considered. The limiting resolution of the
optical system was ~ 22 lp/mm, determined directly by observing the last resolved
image from a resolving power target. The dominant contributions were from the
resolution of the MCP intensifier tube and from the 28 Ip/mm physical pixel size
of the CCD. The image intensifiers introduced non-symmetric distortion which
increased with distance from the tube center. At extremely bright input levels,
the space charge developed in the electrostatic-focusing section of one of the tubes
altered the electron optics, leading to dramatic, event-dependent distortions. This
was not an issue at CERN since the charge of the ion beams was low and the
targets were located outside of the chamber. For experiments at the BEVALAC,
utilizing heavily-ionizing Au beams (Z = 79) and internal targets, this distortion
had a significant impact on the goodness-of-fit and the efficiency of the momentum
reconstruction. The maxima of the streamer intensity distributions produced from
2 x 10% to 1 x 10° e~ per CCD pixel, with a detection threshold of ~ 200 e-,
corresponding to an avalanche containing ~ 10° electrons.

3.2.4 Host Computer and Array Processor

The host computer for both program development and data acquisition is a DEC
VAXstation IT (uVAX II) running the VAX/VMS operating system. The computer
was configured with a large internal memory because 10 Mbytes were reserved for
CCD images. Since each full resolution, three-view event required 3 x 1024 x 1024 =
3 Mbytes of data memory, two events could be buffered in memory for longer
timescale processing while the current event was read into the system for display.
Because of the large number of peripheral devices configured on the system, a large
enclosure with 12 Q-bus slots was selected. The bus was subsequently expanded to
20 slots. The I/O devices for writing the large CCD images to tape evolved with the
available technology from a slow streaming cartridge tape to two higher capacity,
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faster VHS video tape systems to up to four 8 mm Exabyte devices. During data
acquisition the I/O capability required to service multiple 8 mm tape drives and
the picture stream from the cameras simultaneously exceeded the bandwidth of
the Q-bus, which was the limiting factor for our data rate.

The array processor is a ZIP 3216 manufactured by Mercury Computer Sys-
tems. It is a six-board set that resides on the uVAX Q-bus. The ZIP provides
the system with data acquisition control, data buffering and high speed computing
power for full-frame image processing operations. It executes at 9 MIPs, features
concurrent control and arithmetic processors, base program memory and was con-
figured with 3 Mwords of 16 bit data memory to store CCD images. The array
processor has 4.5 MHz, 16 bit, auxiliary input and output ports separate from the
ZIP Q-bus interface to the pVAX. The auxiliary I/O ports are the entry point
of CCD pixel data into the computer system. Programs executing in the array
processor issue camera control commands, fetch the pictures from the 1/O ports
and buffer them in data memory. The data are then DMA transferred over the
Q-bus to the host computer at ~ 1 Mbyte/s. The array processor has a library
of standard image processing algorithms, its own programming language, and a
hardware simulator program on the VAX for application development.

3.2.5 Interface

The CCD-array processor interface is a pair of Multibus boards that route sig-
nals between the external apparatus and the computer system. Both boards were
designed and built at LBL. The TTL logic board sends and receives trigger sig-
nals to and from the experimental trigger electronics. The main interface board
multiplexes these signal sources into the array processor I/O ports.

The main interface board is the critical link in the data path between the CCDs
and the host computer. It is a single Multibus card that communicates with the
CCD camera controllers via both the Multibus and auxiliary data cables, and with
the TTL logic board via the Multibus. It connects to the ZIP array processor I1/0
ports by a pair of cables. Its architecture is discussed in Ref. Tin87. The primary
job of the main board is to multiplex the streams of CCD data into the array
processor in an interleaved fashion. The data flow from the CCDs and the trigger
signals drives the data acquisition cycle on an interrupt basis. There is no rigid
sequencing built into the board to control the camera readout order or speed. It
allows one, two, or three cameras, independently configured with different array
readout sizes, to send pixels simultaneously and at different rates.

Each CCD camera presents a 9 bit pixel every 2 us. The main interface board
uses a 64 word deep, 15 bit word, first-in-first out (FIFO) buffer for each camera’s
data stream. Pixels accumulate in the FIFO buffers, which issue a half-full flag
at 32 pixels. The time to half-full is 32 pixels x 2 us/pixel = 64 us. The array
processor can fetch a 16 bit word from the input port and write it to data memory
in two 110 ns instructions. The pixels are burst-transferred to the array processor
input port at its maximum rate in 32 pixels x 220 ns/pixel = 7 us. The time to
service all three half-full FIFO buffers, including an overhead of about 5 us per
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camera, is8 3 x (7 4+ 5) = 36 us. This is smaller than the 32 pixel accumulation
time so in principle the array processor can spend part of its time performing some
background calculation during data acquisition.

Requests to the array processor, generated in hardware, are queued as condi-
tions in a condition FIFO on the main interface board. The condition words are
delivered to the array processor input port where they invoke appropriate software
routines. Typical conditions are pixel FIFO half-full, camera done, TTL board
input received, or error. In an elementary data acquisition cycle, for example,
if the condition received were camera 1 pixel FIFO half-full, the array processor
would select the camera 1 data channel, read and store 32 pixels, then reenable
interrupts and wait for the next condition.

3.2.6 Graphics Display Station

The high resolution color display is a model One/75 made by Raster Technologies.
It is interfaced to the yVAX by a 16 bit, two-way DMA, DR11W board on the
Q-bus. A 1024 x 1024 pixel image can be transferred to the screen in ~ 4 s. The
One/75 has a 1280 x 1024 byte x 8 bits deep video memory and a large 19" screen
which can display the full 1280 x 1024 pixel image. An application can choose up to
256 simultaneous colors by loading a look-up table which translates pixel intensity
values into gray-levels or pseudocolors. The One;/75 offers pan, up to 16-fold zoom,
and a nondestructive cursor. These features are controlled by an zitached data
tablet. The cursor can be positioned on the tablet for readback of coordinates and
intensity values. The One/75 tablet and display screen also served as a measuring
station for obtaining (z,y) coordinate pairs along particle trajectories, the input
for stereoscopic momentum reconstruction. A second device was obtained in fall
1989 when the measuring phase of the project was expanded.

The importance of visual feedback, throughout the hardware, data acquisition,
and data reduction development phases of this project, cannot be overstated. Each
step taken or software tool employed in the process of extracting charged parti-
cle kinematic information-from imaging through tracking, track measuring, track
matching and momentum reconstruction-relied on visualization on the display
screen for its confirmation.

3.2.7 Data Acquisition Cycle

The data acquisition cycle is interrupt driven. The program executing in the array
processor first initializes the main interface board and the Multibus, initializes
each CCD camera controller to the appropriate readout array size, then enables
the first interrupt-accelerator beam spill on. While idle the CCDs are clocked to
clear thermally generated charge. In response to the accelerator spill on signal
from the TTL logic board, the code stops the continuous clear and opens the
camera shutters. After receipt of the valid trigger signal, the cameras integrate
for a programmable exposure time, the shutters are closed, and CCD readout is
initiated.
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The data are buffered in the pixel FIFO’s on the main interface board, which
generate interrupts when they accumulate 32 pixels. The array processor services
the interrupts and transfers the pixel data into memory. The end of the pixel
data stream is signaled by a camera-done interrupt. After a maximum of 2 s,
the digitization and read out of all three CCD images is complete. The 9 bit
CCD data words are then mapped into the intensity range 0-239 by a look-up
table. The functional form of the mapping was a power law f(z) = z*, where
a = In(239)/In(512). There were three reasons for the mapping from 9 to less
than 8 bits. First, all data transfers in the computer system used 16 bit words, so
by packing 2 pixels per 16 bit word, a factor of two in throughput was achieved.
Second, 8 bit data words were a much more efficient format for buffering the large
CCD images in the yVAX memory. Third, the 8 bit data words matched the depth
of the display video memory, so the correspondence between the CCD data and
its visual representation was 1-1 both in resolution and intensity. Sixteen levels
of gray scale were reserved for overlays. After byte packing, the data are DMA
transferred into free memory buffers in the uVAX, where they are available for
display, background processing and recording to tape. This sequence repeats once
every accelerator spill cycle.

3.3 Software

Because of its novel design and because it was implemented virtually without
antecedent, the Supervision System demanded a major software effort, first for
system hardware development and debugging, then for data acquisition and con-
trol, and finally for data reduction and analysis. A number of different software
environments evolved, for data acquisition, for the development of tracking and
track matching algorithms, and for track measuring.

The major objectives of the data acquisition environment were to exploit as
much as possible concurrent computing and I/0 resources and to simultaneously
provide the experimenter with a flexible, interactive environment for system con-
trol and for interactive, quantitative examination of the pictures. To achieve these
goals, the software utilized multiple, asynchronous, concurrently executing com-
puter tasks (VAX/VMS processes), deployed a large shared memory section for
data and interprocess communication, and featured a flexible command stream
that prioritized responding to real-time requests during standalone data acquisi-
tion.

Five concurrently executing processes comprised the data acquisition software.
A user interface performed command parsing and distribution, called utilities for
system configuration and debugging, and managed a set of screen windows that
accepted terminal input, showed data buffer and process status, and offered on-
line help. The other processes were viewed collectively as “background” processes.
They were designed to logically separate control of the different physical devices
and conceptually divide different system tasks. One background process was de-
voted to control of front end image acquisition from the CCD cameras and execu-
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tion of image processing operations on the array processor. A second was dedicated
to displaying CCD images on the graphics station and managing input from the
digitizing tablet. Embedded in the display process are a look-up table utility that
manipulates the translation of pixel intensity to pseudocolor representation and a
profiling utility that uses cursor-driven readback of the video memory to plot inten-
sity distributions and histogram intensity spectra. A third process was responsible
for 1/O operations between data buffers in the shared memory and disk or tape.
The recording software evolved with the available technology until it could simul-
taneously and asynchronously drive four 8mm tape devices and achieve a data rate
of 4 x 256Kbyte/s = 1 Mbyte/s, sufficient to reach our design goal of writing one
3 Mbyte event per 6 s BEVALAC machine cycle.” However, when front end 1/O
from the cameras and DMA transfers to the graphics display were contending for
the same data path, the write rate in practice was bandwidth limited by the Q-bus
to ~ 1.5 Mbytes per BEVALAC cycle. The last background process extracted
physics observables and chamber diagnostic information from the pictures, such as
charged multiplicity per event n, and average chamber intensity measures. From
archive files of these data on disk, estimates of projected pseudorapidity distribu-
tions dn/dn,,.; and n. vs Er correlations could be compiled.

The shared memory was implemented as a VAX/VMS global section. The
global section was conceptually divided into a large data buffer for CCD images and
a small reserved area for data structures for interprocess communication and buffer
control. Access to the picture buffers is granted by distributed buffer management
software which allocates pool space, coordinates data sharing, arbitrates access
conflicts, and maintains process wait queues pending the availability of resources.
Processes can request exclusive write access or shareable read access to the data
buffers. The integrity of the control data structures and process synchronization
is achieved by employing operating system event flags and resource locks. The
exclusive allocation of memory pool space for storing picture data and the granting
of shareable read access to existing pictures are completely dynamic. Background
processes function asynchronously without explicit communication about the state
of the memory buffers. During three-view data acquisition, six picture buffers were
typically shared by the processes responsible for data recording, image display and
physics calculation, while three buffers were being loaded with the next event.

3.4 Optical Configurations and Resolution

The Supervision System was used in two different modes in experiment NA35.
During the first run, when the emphasis was on monitoring streamer chamber per-
formance and the experimental trigger, the system was instrumented with only two
cameras. During the second run, the system was extended with a third camera
and used for data acquisition in addition to its supervisory capacity. Three stereo-

"Since the Supervision System was designed to image streamer chambers both at the CERN
SPS and at the Berkeley BEVALAC, the shorter BEVALAC machine cycle placed the more
stringent demands on the 1/0 capability.
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scopic views were recorded for each event. The camera positions with respect to
the magnetic bend plane are indicated in Figure 3.7. The cameras are nominally

Normal magnification view ¥ High magnification view

Figure 3.7: Camera positions. The shaded area is the streamer chamber sensitive
volume. Also shown are the fields-of-view at the different magnifications. The
dashed line that intersects both views is the contour employed for the online track
finding.

located ~ 330 cm above the midplane of the chamber. Cameras 1 and 2 imaged the
chamber through the mirror housings. Camera 3 pointed directly into its camera
port and was located ~ 15 cm farther from the beamline than camera 1. Space
constraints imposed this asymmetry, which resulted in different stereo angles® for
the three different two-camera stereo systems. The cameras point approximately
at the chamber midpoint-the axes of symmetry of the optical assemblies are only
approximately perpendicular to the chamber midplane. The CCD image planes
are inclined at small angles to the midplane.

The different lens configurations used in the different running modes are sum-
marized in Table 3.2. In the two-camera monitoring mode, a 50 mm focal length
primary lens was used on one camera and a 135 mm focal length lens on the other.
The relay lens, 2 50 mm focal length Macro, always imaged the output phosphor
of the second stage intensifier onto the CCD at M = 1. The normal magnification
lens M = 65 viewed a ~ 1.2 x 1.2 m? square region of the chamber. The high
magnification lens M = 23 imaged a smaller ~ .4 x .4 m? region at higher spatial
resolution. These are indicated by the squares in Figure 3.7.

8The stereo angle between two cameras is defined from the position vectors from the chamber
midpoint to the effective pinholes of each camera’s optical system, cos(6,:) = @-b/(]|@l}|b]l). The
stereo azis of each camera pair is defined from the line segment connecting the pinholes. The role
of the pinholes, determined by an optical constants program, and the significance of the stereo
axis are discussed in Chapter 4.



Primary lens (High magnification) Pentax
Focal length 135 mm
f-stop f/2.8
H—bistance to midplane 340 cm
Demagnification at midplane 23 tﬂ
H Resolution (MTF = 50%) 50 Ip/mm
[ Primary lens (Normal magnification) | Pentax
Focal length 50 mm
f-stop f/2.8
Distance to midplane 330 cm
Demagnification at midplane 65 j’
Resolution (MTF = 50%) 50 ip/mm ||
Relay lens Pentax
[ Focal length 50 mm Macro
f-stop f/2 8 1
 Demagnification |
[ Resolution (MTF = 50%) 50 Ip/mm |
Stereo angle
012 14.8°
023 17.2°
03 18.4°

Table 3.2: Characteristics of primary and relay lenses at high and normal magni-
fication.
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Examples of each view from an 0 + !%7Au collision at 200 GeV/nucleon,
taken with the streamer chamber magnet off, are shown in Figures 3.8 and 3.9.
Note the energetic §-rays that wander about the chamber. These curl up with the
field on and appear as bright spots or give rise to flares. The two exceptionally
bright tracks which approximately bound the central cone in Figure 3.8 are low
momentum, target protons. The lower demagnification in Figure 3.9 enabled tracks
in the central cone to be distinguished. The overlap of the different views can be
identified from tracks which are imaged in both pictures, in this case from one of
the bright protons, from the non-vertex track at slope ~ —1, and from the seahorse-
shaped 6-ray. Tracks found in the mutually exclusive regions of the different views
can be combined to obtain the estimate oi n.,. For the case of magnetic field
off, the projected angle of emission and hence 5,.,; can be calculated from the
surveyed target position and a single track point. The approximate overlap of the
different views and a three-sided, rectangular contour for online track finding are
shown in Figure 3.7. For full three-view data acquisition, all cameras used the
normal magnification primary lens. A representative CCD image taken in this
configuration of a 32S 4 32§ collision at 200 GeV /nucleon with field on is shown in
Figure 3.1.

An estimate of the resolution of an optical system® can be obtained by calcu-
lating the effective source size of a luminous object, photographed and projected
to full size in space, after folding in effects which degrade the resolution [Bul67].
According to Ref. Bul67, the effective source size is approximately the square root
of the sum of the squares of the following terms:

1. Actual source size in space.

2. Diameters of the circles-of-confusion due to object depth-of-field, image in-

tensifier photocathode and output phosphor nonflatness, and image depth-
of-field.

3. Diffraction from the lens apertures.

4. Resolutions of the lenses, intensifier assembly, and the CCD projected into
space.

Explicit expressions for the different contributions can be found in Ref. Bul67. For
the CCD camera optical configurations, the dominant terms are the real source
size, the object depth-of-field, and the resolutions of the imaging devices:

oo+ () () () + (R + () o

z — 2o is the distance from the chamber midplane and f/#, is the f-number of
the primary lens. M; and M; are the demagnifications of the primary and relay
lens respectively. Ry, Rz, Ra, and Ry are the resolutions in Ip/mm of the primary

9J.W. Harris performed the initial optical resolution calculations.
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Figure 3.9: High magnification CCD image of the same event. The region of
overlap can be identified by common features, such as the heavily ionizing proton
near the bottom and characteristic §-rays, for example, the seahorse-shaped §-ray
near the top left which intersects the downward sloping non-vertex track.
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lens, image intensifier assembly, relay lens and the CCD respectively. From the
resolutions at 50% MTTF listed in Tables 3.1 and 3.2 the effective source size of a
1 mm diameter streamer at the chamber midplane should be S,y ~ 8.0 mm. The
resolution is limited chiefly by the properties of the MCP intensifier. Employing
the image intensifier limiting resolutions, S.yy ~ 3.7 mm. Since M; = 1, at
normal magnification a 1 mm diameter streamer would be imaged over a ~ 5 x §
pixel region on the CCD, which is what was observed. At high magnification,
the effective source size at 50% MTF and limiting resolution should be ~ 3.0
and 1.6 mm, respectively, leading to streamer images over somewhat larger pixel
neighborhoods. A perfect optical instrument, limited only by diffraction and by the
resolution of the CCD, would image a 1 mm diameter streamer over a ~ 2 x 2 pixel
region. The results of the complete calculation are shown in Figure 3.10, which

-§10 — T T T
5 9 ® 50% MTF
'§ 8 ..o--oo"'.. 0 25% MTF
S 7 4 Limiting resolution(5% MTF)
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Figure 3.10: Effective source size of a 1 mm diameter streamer projected into the
object plane as a function of z — 2o, the distance from the chamber midplane. The
panels labeled a) and b) are for normal and high magnification, respectively. At
normal magnification and 50% MTF, the source size is dominated by the M/R
terms in Equation 3.1 which increase monotonically from the front to the back of
the chamber. As the resolution goes up and/or the demagnification goes down
the object depth-of-field contribution, which is approximately symmetric in z — 2o,
introduces a quadratic modulation.

plots effective source size as a function of distance from the chamber midplane for
both magnifications. Three different estimates of the lens and image intensifier
resolutions were employed in the calculation, indicated in the figure by the change
in MTF from 50% to 5% at limiting resolution. The CCD achieves 50% MTF at its

limiting spatial frequency. At normal magnification, plotted in Figure 3.10a, and
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50% MTF, the source size is dominated by the resolution terms in Equation 3.1.
Since R is fixed, these terms increase monotonically as M = d/f — 1 increases from
the front to the back of the chamber. The distance d of a streamer from the effective
pinhole ranges from ~ 300-360 cm. f is the focal length of the primary lens. If
M/R > 1, the object depth-of-field term, which is approximately symmetric in
z — 29, makes a negligible contribution when added in quadrature. As R increases,
the object depth-of-field introduces a quadratic modulation on top of a slowly

varying pedestal. At smaller demagnification, plotted in Figure 3.10b, where the
" pedestal of minimum effective source size is lower, the quadratic modulation is
more pronounced and is large enough in scale to be important at each resolution
level.

It is generally assumed[Bul67) that a streamer position can be measured, either
by visually estimating or by explicitly calculating the centroid of the streamer
from the intensity distribution, with a precision which is a certain fraction of the
effective source size. Assuming the center of a streamer can be located with an
accuracy of +S5,44/10, as is done in Bul67, the resolution at normal magnification
and 50% MTF is ~ 1 mm in space. The large effective source size presents a
problem, however, for the resolution of close track pairs. This leads to a reduction
in detection efficiency near the central cone which we discuss in Chapter 4.

3.5 Online ‘

The Supervision System was used in experiment NA35 to obtain immediate feed-
back on streamer chamber performance and the event trigger. It also provided
a first look at the physics by analyzing events online and correlating streamer
chamber and calorimetric observables. The online analysis and front end data
acquisition of CCD images could be easily accomplished once every SPS machine
cycle. For each CCD event trigger information from another computer was also
recorded by means of the external terminal link shown in Figure 3.2. This infor-
mation consisted of the corresponding roll and frame number for matching CCD,
film and calorimeter data, and the energies deposited in the calorimeters.

CCD events were analyzed to determine track hits, from which the charged
multiplicity n., and the projected emission angle 0,,,; could be calculated, and to
evaluate several performance measures, which examined the average light intensity
per streamer in various regions of the chamber. The online track finding was sim-
ple, defining track hits by applying a peak-finding algorithm to a one-dimensional
intensity distribution sampled along a single pixel contour. The contour, indi-
cated in Figure 3.7 by the interior dashed line, crossed both the normal and high
magnification views.

The peak-finding algorithm is illustrated in Figure 3.11. The figure is a magni-
fied view of a portion of the graphic display station screen. A segment of the single
pixel contour in the normal magnification view is indicated by the green overlay.
The green tick marks highlight the track-contour crossings found by the algorithm.
The red histogram is the intensity distribution of the CCD image along the con-
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Figure 3.11: Peak-finding algorithm. The CCD intensity distribution along the

one pixel wide green contour is displayed as the red histogram at the edge of the
picture.
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tour, completely unprocessed except for the look-up table compression of the 9-bit
ADC digital number to a value between 0 and 239. The green overlays locate the
peak positions found by the algorithm. Far from the cone, the signal is very clean
with a small, camera-dependent background pedestal. Near the cone, the bright
background introduces a higher pedestal, even for isolated tracks. The projected
track density in the cone exceeds the resolution. In this region, track-finding is
performed in the high magnification view.

Since the scale of streamer size is ~ 3 x 3 to 7 x 7 pixels, the peak-finding
algorithm looked for track structure over five pixel neighborhoods. A pixel j was
declared a candidate peak P;(j) if its intensity value I(j) was a local maxima, if
it exceeded the background threshold ¢, and if it exhibited sufficient sharpness s,
defined with respect to its second-nearest neighbors:

1G) 2 IG+1), (3.2)
16) > t, (33)
16) > 5 (sUG+2+1G-2)). (3.4)

s is a positive number less than 1. For example, for a Gaussian intensity dis-
tribution with ¢ = 3 pixels, s = 0.8. Double counting of tracks which satisfied
I(j) = I(j £ 1) and finding tracks more closely spaced than was consistent with
the two-track resolution were suppressed by requiring at least three pixels between
adjacent peaks:

|P(§) — Pa(5')] 2 3. (3.5)

The mutually exclusive contour segments from the two views were identified and
n, obtained by adding the tracks found in both views.

Trigger systematics and rough estimates of the target mass dependence of par-
ticle production could be quickly obtained at the ~ 20% level from the event files
written to disk by the online analysis.



Chapter 4

Track Measuring, Track
Matching and Reconstruction

4.1 Introduction

The streamer chamber is in many respects the successor to the bubble chamber.
Its main advantages are its shori memory time, which can be tuned to permit oper-
ation in intense beams of 106 particles per second [Eck77], and the ease with which
it can be triggered. Only relatively recently have rapidly recycling, bubble cham-
bers been developed which can be incorporated into hybrid spectrometers {Bal77]
and triggered.! The streamer chamber also benefits from its low mass which makes
multiple scattering and energy loss negligible for most ionizing particles. One dis-
advantage is its poorer resolution. Judged by the intrinsic scale of their respective
light sources, conventional modern streamer chambers [Aln87], [San87] achieve po-
sition resolutions of ~ 1 mm in space compared to the ~ 200 um resolution of the
large modern bubble chambers [Fis73]. High pressure streamer chambers [Ma;j82],
which are motivated by the importance of secondary vertex detection in searchs for
short lived, heavy particle states, have obtained 50 um resolution. These efforts
equal the precision of the latest holographic bubble chambers [Kit89] but have not
as yet produced physics results. The streamer chamber shares with the bubble
chamber the class of problems associated with stereoscopic track reconstruction,
the task of determining three-dimensional space trajectories from two-dimensional
projected images. Some of these problems are exacerbated by the high track mul-
tiplicities and extreme track densities encountered in high energy, nucleus-nucleus
collisions where obscuration can undermine track measurement.

One inheritance from the bubble chamber is direct. The computer codes em-
ployed for stereoscopic momentum reconstruction of streamer chamber data are
generally modifications of pre-existing bubble chamber codes. In particular, LBL
and FNAL experiments have used the Three-View Geometry Program (TVGP)

YTrigger selection in a bubble chamber is for a given expansion cycle, not on a particle-by-
particle basis and not on the usec time scale. This limits the beam intensity to >~ 102 particles
per second.

58
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developed for the 72” bubble chamber [Sol65] while CERN experiments have used
programs developed for the large chambers BEBC and Mirabelle [Lau72]. Because
the bubble chamber was a seminal detector in the development of particle physics
its capabilities have been extensively studied. In heavy liquids, multiple scattering
and energy loss strongly perturb particles from their ideal trajectories. Refrac-
tion at the necessarily thick, optical windows significantly bends light rays from
straight paths. These effects are virtually absent from streamer chambers. They
are usually operated at atmospheric pressure where their sensitive gases, which
present little material to energetic particles, can be contained by optically thin,
transparent, mylar windows. Hence the reconstruction codes developed for bubble
chambers are well equipped to handle the simpler versions of these problems when
they arise in streamer chambers.

The principal objectives for the development of a CCD imaging system for
the streamer chamber were to significantly accelerate the data reduction rate and
to identify charged particles from an optical measurement of ionization. Visual
tracking detector data from bubble chambers, streamer chambers and emulsions is
conventionally hand measured by scanners. Because track matching, the associa-
tion of different projected images with the same space curve, becomes much more
difficult in a high multiplicity, high track density environment, the effort expended
measuring n tracks in a three-camera system increases much more rapidly than 3n.
This is the motivation for computer matching. If the pattern recognition problem
can be solved so that track measuring can be accomplished without scanner as-
sistance, visual tracking detectors will be transformed into electronic ones, with a
tremendous improvement in the statistical reach of the data.

In principle, both primary specific ionization and total specific ionization can
be inferred from streamer chamber data, the former from streamer counting or
gap length distributions, the latter from streamer brightness [Ric74]. Low momen-
tum particles with 8 < .7 have been identified visually in this way for many years
[Eck77]. Attempts to identify high momentum particles in the relativistic rise have
also met with some success [Eck77], [Bas81], but much better dE/dz resolution
is required. Streamer brightness histograms for individual tracks imaged by the
CCD Supervision System resemble the Landau energy loss distribution, indicating
particle identification by dE/dz might be possible especially in the 1/4? region
of the energy loss curve. In spite of suggestive, preliminary correlations between
brightness per unit length and momentum, a more thorough first analysis con-
cluded that particle identification by dE/dz was likely to fail, particularly at the
high final-state momenta encountered at SPS energies. However, normalization
corrections for event-by-event high voltage fluctuations and track-by-track correc-
tions for trajectory-dependent effects, which were important for the MSU group?®
[Kro90], were never applied. Since most charged particles with rapidity 1 <y < 3
are near minimum-ionizing the potential phase space for v, K, p separation by
this method was small and this effort was abandoned. It may be revived for data
taken at the BEVALAC, where most of the singly-charged particles from partic-

2The CCD system developed by MSU was employed for very different physics. See page 32.
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ipant matter have pj,5 < 1 GeV/c. Separate tests with higher resolution image
intensifiers using cosmic rays [Roh89] indicated that adequate dE/dz resolution
could be achieved in the relativistic rise by deducing the primary ionization from
avalanche counting.

Because of the square geometry of the CCDs, their limited resolution at ap-
propriate demagnification, and our interest in particle identification by dE/dz, we
elected to image a square region in the upstream part of the chamber. This is
shown schematically in Figure 4.1. This choice of field-of-view maximized the spa-

L

Figure 4.1: Square CCD image of a ~ 1.2 x 1.2 m? section of the rectangular
streamer chamber. The crosses are the fiducial marks. The darkened region at
small laboratory angles is the central cone. The dashed tracks in the cone would
be impossible to measure.

tial resolution, while achieving good phase space acceptance for charged particles
in the laboratory momentum range we could conceivably identify by dE /dz.2 The
crosses included in the figure are the fiducial marks, reference points of known
position required for momentum reconstruction. Also shown is the central cone, a
region of extremely high track density at small laboratory emission angles. Tracks
with projected images in this region, such as the double-dashed track in the figure,
cannot be resolved or measured. The thick dashed track is at the edge of the CCD
acceptance because of the short arc length available for measurement. It would be
easily measured by the film cameras, which imaged the whole chamber onto 70mm
film. The presence of the cone leads to a dramatic reduction in detection efficiency
near midrapidity.

The cone plays a dominant role in the analysis of our data. It diminishes
the effective fiducial volume of the streamer chamber and defines the phase space

3Forward of y = 3 charged particles are either minimum-ionizing and cannot be identified by
dE/dz or in the relativistic rise which requires much better dE/dz resolution.
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acceptance of our measurement. Within that acceptance, the reduced detection ef-
ficiency near midrapidity leads to large correction factors and correspondingly large
statistical errors. A number of different conecuts have been employed throughout
the measurement and analysis of the data.

Traditionally, the problem of deducing space trajectories and momenta from
multiple projected images has separated the two-dimensional track finding and
measuring phase from track matching and stereoscopic track reconstruction. We
have attacked the problem in this manner. A second approach divides point mea-
surement, point matching and space point reconstruction from three-dimensional
tracking and momentum estimation. This method has generally not been applied
to conventional film-imaged data because of the dearth of quantitative information
upon which the unambiguous association of measured points from different images
can be made, and because of a more subtle problem associated with momentum fit-
ting after the space trajectory has been determined-the residuals minimized during
the momentum fit would be constructed from derived rather than measured quan-
tities and the statistical distribution of the reconstructed space points about the
nominal trajectory may be complicated and poorly known. This may undermine
the statistical integrity of the fit[So067]. Taking advantage of the quantitative in-
formation made available by digitizing film images with a line-scanning CCD, this
method has recently been implemented within the NA35 collaboration [Bun91],
[Fuc91]. CCD-imaged data is obviously a natural candidate for application of the
method.

4.2 The Geometry of Photography and
Reconstruction

This section will describe the geometrical context in which visual tracking de-
tectors like bubble chambers and streamer chambers make measurements and in
which space trajectories are deduced from the two-dimensional projected images
of photography. Several coordinate systems or spaces will be defined which will be
referred to throughout this chapter and the remainder of this thesis. A number
of additional concepts which are inherently geometrical in nature and commonly
employed in the description of tracking detector data will be introduced. The gen-
eral problem of helix fitting will be briefly discussed. The section will conclude
with a discussion of the camera-to-camera mappings which transform the image of
a space curve from one camera view into another. A track, the three-dimensional
object characterizing a particle trajectory, should be distinguished from its two-
dimensional image. The term track will often be used when image is really intended
but the meaning will be clear from the context.

Because of refractive effects and optical distortions in the imaging system, and
because of the use of different display and digitization schemes for the measurement
of photographic images, three coordinate systems must be employed:

1. The chamber space.
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2. The measurement space.

3. A reference system, often referred to in bubble chamber literature as the ideal
film plane system.

These are depicted in Figure 4.2. Chamber space is the three-dimensional sensitive
volume of the streamer chamber, a subset of the laboratory coordinate system.
The convention for defining the z, y, and z axes is indicated in the figure. The
beam enters from the left and points in the positive z direction. The origin of the
coordinate system is chosen at the midpoint of the chamber. Most of the data taken
by experiment NA35 used an ezxternal target upstream of the chamber entrance
window at (z,y, z) ~ (—108,0,0). The magnetic field B points in the negative z
direction with the axis of symmetry of the superconducting dipole passing through
the origin at z = y = 0. Since B is parallel to z, the zy plane is the bend plane.
The midplane of the magnet coincides with the midplane of the chamber.

Measurement space is the two-dimensional plane surface in which sets of (z”, y")
points are assigned to track images. Because measurement space is nearly parallel
to the bend plane, the projected trajectory of a charged particle is well approx-
imated by a circle. The process of photography may be viewed abstractly as a
nonlinear mapping M : R® — R? from chamber space to measurement space, in-
dicated in the figure by the arrow mapping the point (z,yc, 2:) = (Zm,¥m). This
is not strictly correct because characteristic features of the display and digitiza-
tion system are interposed between the CCD(film) image and the measurement
space. For a film measurement, for example, the demagnification of the optical
system which projects the image onto the scanning table and the resolution of the
digitizer critically influence the measurement. The coordinates in measurement
space are arbitrary and their natural unit is the pixel, a dimensionless quantity
corresponding to the “least count” of the digitization device.

Because the measurement space has no well-defined, physical relationship to
the chamber space and because of optical distortions, it is unsuitable for track
reconstruction and the reference system is introduced. Definition of the film plane
system relies on an idealized representation of a camera consisting of a pinhole, an
optical azis and an image plane, the ideal film plane. The pinhole is specified by
the position vector ¢ from the origin to the lens of the equivalent pinhole camera.
The optical axis is somewhat arbitrary and does not necessarily coincide with the
physical symmetry axis of the real optical imaging device. It is defined to be the
line connecting the origin of coordinates in chamber space to the pinhole. The
optical axis vector @ points from the origin towards the pinhole. An arbitrary
plane perpendicular to the optical axis can be designated as the film plane. The
distance f of the film plane from the pinhole is generally chosen so that ||¢||/f
equals the camera demagnification. The film plane system is the three-dimensional
coordinate system, indicated by the dashed frame in Figure 4.2, whose zy plane
coincides with the film plane and whose z axis points along the optical axis vector.
For example, the coordinates of the camera pinhole in the film plane system are
(z',y',2') = (0,0, - f). Given ¢and @ the orthogonal transformation from chamber
space to the film plane system can be calculated in a straightforward manner. A
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Figure 4.2: The three spaces employed in the measurement and reconstruction of
streamer chamber images. The figure illustrates the non-bend plane in chamber
space, the bend plane trajectory in measurement space and the ideal film plane.
The mappings M, P, and F are indicated by arrows.
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different choice for the reference system, motivated by the strong refractive effects
in bubble chambers and relying on the concept of apparent position, is described
in Ref. So0067. :

Points in the chamber space have a precise relationship to points in the film
plane-they project along light rays which pass through the pinhole. This can be
represented by a linear, projective mapping P : R® — R? from chamber space to
film plane. Both the light ray and the mapping P are indicated in Figure 4.2,
the light ray passing from (z.,ys,2:) = (2sp,¥sp) and the arrow representing the
mapping P. Since P is a projective mapping it is non-invertible. If the light
ray is extended to its boundaries in chamber space it traces out a vision line :
any space point lying on a vision line maps to the same image in the film plane
under P. When image points in the reference systems associated with two different
cameras are known to derive from the same space point the images are referred
to as corresponding points. A space point can be reconstructed from two or more
corresponding points by calculating the intersection of the vision lines.

The fiducial transformation from the measurement space to the film plane is
most generally a six-parameter mapping F : R? — R?, consisting of a translation
plus a non-orthogonal matrix which permits different scale factors in the different

directions [So0067]:
zp \_ (N fs fa ZTm
G )=(2)+(5 ) () .

If the optical system were free of distortion P = F o M. The circle means the com-
position of two mappings, M followed by F. F is called a fiducial transformation
because it can be deduced from fiducial marks, fixed points in the chamber space,
by comparing their images under P to their images under M. The role of optical
constants programs is to fix the position of the pinhole, calculate the mapping F
and parametrize the optical distortion from the difference between P and F o M.
Once measurements are transformed to the film plane and distortion-corrected,
geometrical reconstruction can begin.

The trajectory of a charged particle in a homogeneous magnetic field in the
absence of physical perturbations like energy loss and multiple scattering is a helix.
The equation of the helix in the chamber space [Raj75] can be expressed as a
function of a parameter 6:

a+rcosé
y = B+rsind (4.2)
z = 2o+ (k/27)0.

(e, B) and r specify the axis of symmetry and radius of the cylindrical surface on
which the helix resides. The pitch k represents the change in z after one complete
revolution in the zy plane, the bend plane. z; is the value of z when the parameter
§ = 0. The motion in the non-bend planes is sinusoidal. If the distance  traversed
by a charged particle in the bend plane is small such that I/r < 1, the out-of-plane
trajectory is well approximated by a straight line.

M 3
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Because of energy loss and inhomogeneities in the magnetic field, the trajectory
of a charged particle with a given mass becomes more complicated but still can
be put into a standard parametrization* [Lau72] determined by the following set
of six parameters:

1. 2o, Yo, zo: the coordinates of a reference point on the track. They usually
have the meaning of the start point of the track.

2. Xo, do: two angles, the dip and azimuth, which specify the direction of motion
at the start point.

3. 1/po: po is the momentum of the charged particle at the start point.

The standard parametrization is illustrated in Figure 4.3. The start point is indi-

—

z,B

L

Figure 4.3: Standard parametrization of a charged particle trajectory. The start
point is indicated by the vector Zp. 1 is the azimuthal angle in the transverse
momentum plane, measured from the 2 axis.

cated by the vector £p. The correspondence between the helix parameters r and k
and the parameters po and ), is direct: tan Ag = k/(27r), pocos Ao = rB,. Since
the reference point is arbitrary, one coordinate is usually fixed. The goal of track
fitting is to deduce the remaining five parameters.

Also shown in Figure 4.3 is the azimuthal angle in the transverse momentum
plane . The polar coordinate angles with respect to the beam direction z are

*The NA35 reconstruction program, based on the HYDRA data management system devel-
oped at CERN, is a literal implementation of the method described in Ref. Lau72. The discussion
of helix fitting above is drawn from this paper.
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(6,9). Our convention is to measure 3 from the 2 axis towards the y axis. Posi-
tively charged particles with 0 < ¢ < 7 have azimuth 0 < ¢ < n/2 and are referred
to as rightside particles:® the magnetic field bends them away from the beam with-
out crossing it. Conversely, positive particles with 7 < ¢ < 27 have37/2 < ¢ < 27
and are called wrongside: the magnetic field bends them back towards the beam.
These definitions and angular domains are illustrated in Figure 4.4 which shows
the bend plane trajectories and the projections of the momentum vector p into

| ghtsid y
+ nightsiae
P, P,
A4
Zw X \v'
P, P,

Figure 4.4: Kinematic relations between rightside and wrongside tracks. p., and
Py: are the projections of p into the bend and transverse momentum planes.

the zy (bend) and yz (transverse momentum) planes. Four tracks are illustrated,
all of which have the same ||7|| and the same polar angle 8. The kinematic vari-
ables of the wrongside tracks are identified with primes. Both members of the
pairs of rightside and wrongside tracks have identical bend-plane trajectories, the
same pyy = ||7]| cos(}), and the same ¢, they differ only by the sign of the dip
A. Their ¢ angles are mirror symmetric about the zy plane, ¥y — 7 — ¢ and
¥ — 2w — 9, respectively. Rightside and wrongside tracks with the same ) and 6
have azimuths which satisfy ¢’ = 2r — ¢. Analogous definitions hold for negatively
charged particles. Because of the large Lorentz boost imparted to most particles
in a fixed-target experiment at 200 GeV/c many wrongside tracks with near-beam
¢ angles appear as rightside particles. The rightsides for positively and negatively
charged particles, respectively, are loosely referred to as the positive and nega-
tive sides of the chamber. Because of obscuration caused by the beam pencil, the

SThis is true because the streamer chamber running with an external target has virtually no
acceptance for backward going particles.
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streamer chamber acceptance for given (p, ) is dominated by the asymmetry of
rightside and wrongside charged particles with respect to the beam.

In the standard parametrization the trajectory of a particle is a function of the
arc length s:

z = zo+A.m¢msAds
y = yo+/o'sin¢coskds (4.3)
z = zo+/.sinAds.

0

Here A and ¢ give the instantaneous direction of motion in space. They are func-
tions of the momentum p(s) and the magnetic field B(s) as well as the arc length:

¢ = ¢o+/°'——(e/:)B°‘ds
A = Ao+j{:(i/fp)—33-ds. (4.4)

B, and By are the components of B which account for local changes in A and ¢.
p can be determined from py by the range-momentum relation. These equations
can be integrated numerically to give the coordinates (z,y, z) of any point on the
track. The standard parametrization reduces to the helix representation if energy
loss can be neglected so that p = py and if B = B3 is constant.

Track fitting consists of making corrections to an initial estimate of the track
parameters by minimizing the perpendicular distances from the track to the mea-
sured points in the film plane. The deviations d; are functions of the parameters
and the measurements,

d; = f(i,yi; Ao, b0, 1/Po, To, ¥o) - (4.5)

This expression is linearized to yield

of of af of of
d=do+ =6l + —=6 ———¥6(1 + =——6zp + = byo. 4.6
The partials here are functions of dz/d(, dy/d¢, 0z/d¢, where ¢ may be any
of the track parameters. They can be expressed analytically by differentiating
Equations 4.3 and 4.4 and evaluated by numerical integration. The corrections
to the estimated track parameters are obtained from an iterative least-squares fit
which minimizes
= d
Xju = X =5 (4.7)
=1 V1
The error on each measurement o; is taken to be a constant, the setting error.
The track fit is performed in a local frame (z',y', 2') obtained by a translation
to the start point and a rotation such that g lies along the y’ axis and ' = 0. Five
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parameters are varied independently in the primed system: the radius of curvature,
the azimuth, the dip out of the z'y’ plane, and the two start point coordinates in
the z'y’ plane. The track fit system is updated with each iteration until the fit
converges. After convergence the final parameters are transformed back to the
chamber space. In spite of the fact that at each iteration step, only two start point
coordinates are varied, zg, yo, and 2o may all have changed during the fit.

In order to calculate the deviations in the film plane, each measured point
must be associated with a space point on the track and a local track tangent. This
is done by integrating the equations of motion Equations 4.3 and 4.4 up to an
approximate arc length s from the approximate track parameters. An estimate of
the vertex position provides the approximate values for zg, yo and zo. The estimates
of the track parameters py, Ao and ¢p and the arc lengths s; are furnished by
performing an approximate fit based on optics and geometry. With the exception
of a small class of measured points associated with characteristic physical effects,
for example secondary vertices, kinks,® energetic é-rays or exceptionally bright
streamers, corresponding points cannot be found. The approximate fit is based on
non-corresponding point (NCP) reconstruction.

NCP reconstruction depends on the construction of a space surface from two
vision lines in one camera view, denoted the auziliary view, which approximately
contains the track. If a measurement in a different camera view, denoted the pri-
mary view, is intermediate in arc length between the measurements in the auxiliary
view used to construct the approximating surface, a space point can be found from
the intersection of the vision line with this surface. The two camera views form
a stereo system. If track images have been measured in three views, three stereo
systems can be employed; if only two track images have been measured only one
stereo system is available for NCP reconstruction.

The two-dimensional vector § connecting the camera pinholes of a stereo system

§= (T = Teyy Yo, — Vo) (4.8)

is called the stereo azis [Raj75]. If £ is the track tangent in the auxiliary view it is
shown in Ref. S0067 that the uncertainty in 2, in track depth in the chamber, is

dz x 1/{2- (8 x {)}. (4.9)

The uncertainty dz is inversely proportional to the sine of the angle between the
track and the stereo axis. This can be understood intuitively. If a track lies entirely
in the plane spanned by the stereo axis and any vision line in the auxiliary view,
a vision line in the primary view lies in the same plane, that is, §x £ = 0 and
the intersection point is completely undetermined. If the uncertainty is so great
that the NCP reconstruction is unreliable , a track is said to possess bad stereo
with respect to the given stereo system. In principle only two views are required
to reconstruct a space curve. With three views the space points may be more
precisely calculated by weighted averaging of the results from all acceptable stereo

6Kinks are points at which the curvature of a track has an apparent discontinuity. They result
from a charged decay with a neutral daughter, for example K+ — x*x° or x*+ — uty,
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pairs. Bad stereo leads to a significant difference in reconstruction efficiency for
two-view as compared to three-view reconstructions because only one stereo system
rather than three is available for constructing the NCPs .

Attempts to accelerate the measurement of visual tracking detector data rely
on predictive techniques which reduce measuring effort by using the measurements
in one view to restrict the search space in a second. The principle underlying these
methods is illustrated in Figure 4.5. Each measurement (z},y;) in the film plane
of camera 1 is associated with the set of points in the chamber space (z., y., 2.)
comprising its vision line. This set is mapped under P,, the projective mapping for
camera 2, to a two-dimensional curve 4 in the film plane of camera 2. 4 is bounded
by the images under P; of the vision line-chamber boundary intersections. If a
measurement is known to correspond to a chamber exit point, v reduces to the
two boundary points. In Ref. Raj75 it is explicitly shown that for the case of a
stereo system with both film planes perpendicular to the z axis and with 2., = 2,
the equation for the curve v is

f
2 — 2
f

“"2 = 3'1+(1_ )z, — 2¢y)

)Yz — Yea) - (4.10)

In Equation 4.10 the coordinate z takes on all values in the chamber space, i.e.,
z = [+36,—36]). The camera-to-camera mapping C : R? — R? from the film plane
of one camera to the film plane of another is a line segment parallel to the stereo
azis. For the NA35 CCD cameras, the angles between the optical axes and the z
direction are >~ 10° and 2, =~ z, ~ z.,, approximately satisfying the assumptions
of Equation 4.10.

A second construction C' which maps points from film plane to film plane is also
illustrated in the figure. From the last imaged point in a given view, two planes
are defined from the vision line-chamber boundary intersections. Each plane is
spanned by a vector drawn from the target to the intersection point and by j
the unit vector along the y axis. Because the out-of-plane trajectory is sinusoidal
the space curve associated with this track image must pass through the subset of
chamber space bounded by the two planes. These planes may be denoted mazimal
dip planes because highly dipping tracks, which exit the chamber at the top or
bottom at z = +36 cm, would travel in them if the linear approximation to the
out-of-plane trajectory were valid. Instead of the vision line-chamber intersections,
the domain for P, is restricted to points bounded by the vision line-dip plane
intersections. Like C, the camera-to-camera mapping C’ : R? — R? is generally
a point-to-line transformation. The range of C' is the curve 4/, a subset of .
Both 7 and 4’ are shown in Figure 4.5. By construction, the image of the target
in camera 1 maps to a point in camera 2 under C'. The set of mapped line
segments which constitute the image of a track under C' focuses to a point. In
the optical consistency calculation described in Section 4.6.1, both C and C’ are
extended to the measurement space by composition with the inverses of the fiducial
transformation F' defined in Equation 4.1 and the distortion correction mapping

v, = n+(1-
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"" kf/

v/
Maximal &~

|_ dip planes

Figure 4.5: Camera-to-camera mappings C' and C'. The images of the point
(24p1Ysp) under C and C' are the curves v and v/, respectively. The maximal dip

planes are constructed from the vision line-chamber boundary intersections of the
last measured point.



71

DC:
Ceztended=F-l°DC_l oC. (4.11)

This expression means C followed by DC~? followed by F~!. The distortion cor-
rection mapping is described in ¢'.e next section.

4.3 Optical Constants and Distortion Correc-
tion

The objective of the optical constants program? is ‘o determine best estimates for
the camera pinholes and fiducial transformations, and to parametrize the optical
distortions so that measured data can be corrected before geometrical reconstruc-
tion. The distortion correction procedure will be represented by the mapping
DC : R* - R? from the film plane to itself. The fiducial system consists of a
square distortion grid above the chamber at z ~ 443 cm and a set of fiducial
marks below it at z = —40 cm [Alb83]. The need for distortion correction is
evident from a CCD picture of the distortion grid. The central grid cells, which
image onto the center of the optical assembly output phosphor, are nearly perfect
squares. Neighboring cells suffer the pincushion distortion characteristic of simple,
positive lenses [Hec87]. The curvature of the distortion reverses and becomes more
intense at the edges of the image which coincide with the periphery of the image
intensifier assembly.

The input to the calculation consists of surveyed positions of the distortion grid
and the fiducial marks, the measured images of the grid points and fiducials, and

transformed values of the grid points and fiducials under the mappings P and F
of Section 4.2:

1. :c-}', £g: the surveyed positions in chamber space of the fiducials and grids.
These are known with a precision of ~ 200 ym in space [AIb83].

2. zf meae) TImeas - the measured images of the fiducials and grids. These two-
dimensional vectors are known with a precision of =~ 1 pixel.

3. :cfu,,d,,,, ZGyundise - the ideal, projective 1mages of the fiducials and grids in
the film plane, for example, :vfum,,,, = P(a:f ).

4. :cfd,,,, Zg4,: the distorted images of the fiducials and grlds in the film
plane, obtained by distorting the ideal projective images in the film plane,
zfdut = DC~ 1(xfumiut)

5. zj,,am, ZG¢rans - the tra.nsformed measurements of the fiducials and grids in
the film plane, for example, zf,,,,, = F(zfm“)

"The optical constants program, OPTICN35, was developed by P. Seyboth for experrment
NAS, which employed the same streamer chamber. It has never been documented except in an
NAS internal note [Sey86). The NA5 streamer chamber was also used by the EMC collaboration
for experiment NA9 [Alb83] but with different optice.
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The CERN minimization package MINUIT [Jam89] is employed to vary three
parameters, the coordinates of the pinhole (cz,¢y,c;), subject to the constraint
that the two angles which specify the optical axis vector @ remain fixed. For each
value of the parameters the fiducial transformation F is found from a least-squares
fit to the grid measurements. The fit minimizes the sum of the squared distances
from the transformed measurements to the corresponding, undistorted, projective
images in the film plane, assuming equal errovs for all distances:

ngrid . . 2
X}' = 2: "ig;ram - zg:mdiat " . (412)

=1

Approximately 120 grid measurements are used in the calculation. After F has
been determined the measured grid points are transformed to the film plane and
a distortion table is computed. At each grid node the difference vector dz,

d} = x-.‘qtram - x-‘yundiah (413)

represents the local distortion. Transformed measurements are distortion-corrected
by linearly interpolating between the four dz vectors at the grid nodes bounding
the appropriate grid square.

The distortion correction and fiducial transformation are used to predict the
images of the fiducial marks in measurement space. For each fiducial in chamber
Space,

&f yreg = F~1 0 DC~ 0 P(gf). (4.14)

The composition means mapping P followed by DC-! followed by F~!. MINUIT
converges to values of the parameters (c;, ¢, c,) which minimize the squared dis-
tances from the fiducial measurements to the fiducial predictions in measurement
space:
nfiducial - —i 2
X?ninimc’zation = 2; "zfmean - xfpred " . (415)
=

The minimization is carried through separately for each camera. After the mini-
mization is completed the final distortion table is evaluated. The distortion table
is extrapolated to imageable regions of the chamber where the grid squares have
been incompletely measured. At convergence, the rms deviation of the fiducial
predictions from the measurements is ~ 0.5 pixels, except for fiducials which are
located in the extrapolated regions of the distortion table. The resolution in space
can be estimated from the corresponding point reconstruction of the fiducial marks.
The rms deviation in the xy plane of the reconstructed fiducial positions from the
surveyed positions is ~ 800 um , consistent with the S eﬂ'/ 10 estimate discussed
in Section 3.4. See Figure 3.10. The rms deviation in z, excluding fiducial marks
which are measured in extrapolated regions of the distortion table, is < 2 mm.
Note that the lever arm for the intersection of light rays for the corresponding
point reconstruction is =~ 370 cm at the fiducial plane. For virtually all imaged
points, the overall resolution is 2~ 2 mm in space.
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The first step in track reconstruction is the replacement of the measurements
by their distortion-corrected images in the film plane Z;, = DC 0 F(Zmeas). Since
the CCD image sensor has a fixed position with respect to the fiducial marks, the
fiducial transformation F need only be calculated once, simultaneously and self-
consistently with the calculation of the distortion table. This single transformation
is applied to all measured data.?

4.4 Track “Measuring”

By track measuring we mean the sequence of steps required to obtain a set of
(z,y) points in the measurement space. It is a combination of computer tracking,
track filtering, and manual scanner cleanup. It was originally hoped, and is still
the goal [Cha92], that the tracking would attain high enough efficiency to permit
the extraction of certain physics observables without scanner assistance. For the
NA35 CCD data reported in this thesis this was not the case. The track finding
efficiency, estimated from visual comparison of the found tracks with CCD images,
was =~ 70 — 80% at the stage of computer tracking used in this thesis. Let p be
the probability of finding a track in a single view. If tracking inefficiencies are
independent from view to view, and if two-view reconstructions are included, then
the reconstruction efficiency will be

Mree = P° + 3P2(1 -p) (4.16)

This implied 9, ~ 80% including nearly half two-view reconstructions which was
judged to be unacceptable, particularly in light of the traditional expectation of
exceptionally high efficiency for both bubble chambers and streamer chambers
with conventional or computer-assisted measuring. Moreover a distinction must
be made between tracks that are found and tracks that are well measured. With
this additional criterion, the track finding efficiency was reduced to ~ 60%.

After the initial computer tracking step, the digitized data are filtered. The
main objectives of this pre-cleanup filter are to reject spurious tracks, remove out-
liers from valid tracks, and to ensure that all tracks selected for the next stage
of processing are consistent with the measurement guidelines discussed in Sec-
tion 4.4.3. The filtered data is selectively remeasured by scanners with the intention
of achieving close to 100% efficiency in a good fiducial volume in the meesurement
space. A post-cleanup filter, which can reject outlier points but assumes all tracks
are valid, improves the overall quality of the measured data, aids the training and
supervision of the scanners, and calculates measuring distributions which charac-
terize the departures of the data from ideal measurement. Simulated events, which
take into account the limitations of the measuring, are constructed by sampling
from these distributions.

8This is different from film. Because of film transport effects, the fiducial positions in film-
imaged data vary from frame to frame and F' must be calculated on a frame-by-frame basis,
independent from the calculation of the distortion table.
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The tracking will be described in detail in Ref. Cha92 so only a brief discussion
will be presented here.

4.4.1 Tracking

Our approach to tracking evolved from our early success in track finding using
a simple, one-dimensional peak-finding algorithm along linear contours. See Fig-
ure 3.11. Alternative methcds which rely heavily on image processing techniques
have been employed by NA35 with film data digitized offline by a high resolu-
tion, line-scanning CCD camera [Roh87], [Fle89]. We investigated standard image
processing operations but they did not significantly suppress background nor were
they particularly effective at locating streamers. The tracking takes place in four
steps. First, streamers are located by a peak-finding algorithm which identifies
track-contour crossings. Second, streamers are joined to form track fragments-
circular segments which pass through the primary vertex. Next, the fragments are
merged into track candidates. Last, a small set of candidates is rejected to arrive
at the final track set.

1. Peak-finding. We search for peaks along a set of nested contours devised
to be approximately orthogonal to nearly all the tracks. Both circular contours
concentric with the target and elliptical contours confocal with the target were
tried. Compared to full-frame image processing operations, contour searches sig-
nificantly reduce computing time and impose a predictable radial spacing on the
candidate peaks which facilitates the overall tracking. Peakfinding is somewhat of
a misnomer since the algorithm looks for ridges in the intensity distribution which
correspond to track-contour crossings. The calculation is illustrated in Figure 4.6.
The gradient vector of the intensity distribution VI(z,y) is calculated from finite
differences. The directional derivative along the contour df/dl is approximated by
the component of the gradient perpendicular to the radial line from the vertex to
the candidate pixel (CP), df/dl ~ VI(z,y)- 1. The radius vector 7 and the unit
vectors || and 1 parallel and perpendicular to i are indicated in the figure. A ridge
crossing occurs when the directional derivative changes sign. The intensity surface
in the neighborhood of the CP is approximatud by a general quadratic function:

I(z,y)=az’+ by’ + cxy +dz + ey +g. (4.17)

At an extremum the first derivatives must vanish. So in the neighborhood of a
candidate track point, the intensity surface can be represented by the quadratic
form:
I(z,y) = az?® + by® + czy. (4.18)
The coefficients, which are second derivatives evaluated at the CP and describe
the curvature of the surface, are again calculated from finite differences. A principal
axis transformation identifies the major axis which by definition is the direction of
minimum curvature. The principal axes p; and p; and representative level curves

of the intensity ellipsoid are shown schematically in Figure 4.6.
The CP is called a peak if:
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Figure 4.6: Peak-finding along elliptical contours. The track, shown as a dashed
line, intersects the contour at the candidate pixel. The quadratic approximation
to the intensity surface is represented by the elliptical level curves with respect to
the principal axes p, and p;. A ridge crossing occurs when df /dl ~ VI(z,y)- L
changes sign.
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1. Its intensity, averaged over nine nearby pixels, is greater than the CCD offset
plus local background.

2. The minimum curvature of the intensity surface, rescaled by the average
intensity, is negative and large enough, indicating a maximum or a saddle
point.

3. The gradient changes sign between the previous pixel on the contour and the
CP.

The peak positions are determined by linear interpolation along the contour be-
tween the CP and the previous pixel. In this manner, the centroids of points along
tracks can be found to better than the one pixel accuracy of hand measurements.

2. Fragment finding. Starting on the most distant contour from the target,
where the track separation is the cleanest, and proceeding contour-by-contour to-
wards the vertex, each peak serves as the seed for the growth of a set of fragment
candidates. Only one peak per contour may be added to any candidate. Distin-
guishing features of our fragment finding are the use of recursion and the rooted
tree data structures which are natural for a recursive search. The algorithm for se-
lecting the search direction was adapted from a well-studied m: thod used in radar
tracking called the alpha-beta tracker [Cad73). Each peak within an angle window
about the search direction is added to the current candidate to form the next level
of the tree and so on.

When the recursive search from a given peak is exhausted, each candidate is
fitted to a circle. A x? and a figure-of-merit are defined:

s S e 2R T e = o)
X = n-2

’
n

figure-of-merit = v

(4.19)
(70, Y0) and ro are the center and radius of the fitted circle and n is the number of
points on the candidate fragment. Since the fits are constrained to pass through the
vertex, they have only two degrees of freedom. An intensity comparison determines
if the the average intensity per pixel is greater along the track candidate than
along nearby, parallel trajectories. This test is weak and is intended to reject
“matchsticks”, short spurious tracks which accidentally point back to the vertex.
A candidate is selected from the tree if:

1. It has the best figure-of-merit.
2. The x* < x2,,,, a cutoff estimated from circle fits to hand-measured data.
3. The intensity test is satisfied.

Successfully found fragments are extended by adding points. This procedure is
virtually identical to the fragment search but takes advantage of the reduction in
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available peaks because of the assignment of peaks to tracks and the better predic-
tions which result from more complete knowledge of the track parameters. Points
are added only if they improve the fit or make a small change to an exceptionally
good fit.

3. Fragment merging. A final set of track candidates is chosen by recursively
merging track fragments into single tracks. Fragments which may lie along the
same track are selected if they have approximately the same projected radius of
curvature and angle of emission at the vertex. They are spliced into single tracks,
their composite x? is calculated as above, and they are merged if:

1. The x? remains < x2,,,.
2. The x? improves as a result of the association into a single track.

The number of tracks remaining after fragment merging is typically half of the
fragments found in the earlier step.

4. Candidate rejection. The final track rejection is weak. Its primary objective
is to expedite the scanner cleanup by eliminating tracks outside the fiducial vol-
ume or tracks which may be well found but still inadequately measured for track
matching and reconstruction. Spurious tracks have presumably been rejected ear-
lier in the track finding although the intensity test is repeated for the track as a
whole with this in mind. Tracks are rejected if they lie mostly in the cone or if
they have too short projected arc length. Peaks which have not been associated
with tracks are saved and made available to the scanners and may be used instead
of hand-digitized points during cleanup.

4.4.2 Track filtering

Track filtering has two objectives. First, it attempts to improve the overall quality
and reconstructability of the data by removing outlier points and enforcing fairly
regular spacing between measurements. Second, it calculates measuring distribu-
tions from the data which quantitatively characterize the departures of the data
from ideal measurement. The filtering is an iterative procedure based on a circular
track model in the measurement space. After an initial fit, the signed distance d;
of each point from the track is calculated from (zo,yo) and ro of the fit:

di = /(zi — 20)? + (3 — Y0)? — To. (4.20)

Figure 4.7 shows the distribution of distances and both single and double Gaussian
fits to data which has been tracked then cleaned up by the scanners. The double
Gaussian fit, although artificial, illustrates the point that the distribution is com-
prised of different event classes-the tails are contributed by tracks with small radii
of curvature. If the most distant point has dparz < nOgaus, Where n = 2(3) for
pre(post)-filter and 0qu,s = 0.7 pixels is the standard deviation of the single Gaus-
sian fit, the track is said to have converged. If not, the most distant point is deleted
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Figure 4.7: Deviation in pixels of measured track points from circle fits. The solid
line is the result of a Gaussian fit, the dashed line of two Gaussians. The single
Gaussian fit is taken to be an adequate representation of the data for filtering and
simulation.

and the track refitted. The difference in the hardness of the cut before and after
cleanup is indicative of our greater confidence in tracks which have been remea-
sured by the scanners. They are less likely to contain spurious points-relatively
distant points are attributed to the tails of the distribution. Points are deleted
until convergence or until the iteration is terminated. The maximum number of
iterations is reduced for long, sharply curving tracks for which the circular model
is a somewhat poorer global approximation. Most tracks converge after fewer than
two iterations. Only 1.5% of tracks with ro > 300 pixels, which corresponds in the
case of dip A = 0 to p =~ 200 MeV /¢, fail to converge. Visual examination of a large
number of tracks has shown this procedure to be extremely powerful at rejecting
outlier points which have been mistakenly or accidentally introduced during the
measuring. The pre-filter deletes tracks if during iteration too few points or insuf-
ficient arc length remain for a satisfactory momentum reconstruction. Since the
scanners are assumed to have conformed to the measurement guidelines listed in
Section 4.4.3, no tracks are deleted by the post-filter.

After filtering, the tracks are pruned to remove points which are artificially
close to preceding ones and to obtain quasi-equally spaced measurements. There
are typically 30-50 measured points for a track with ~ 1 m projected arc length.
The number of measured points per track is a strong but broad function of arc
length. This is indicated in Figure 4.8, a profile histogram which plots the average
and rms deviation of the number of measured points as a function of measured
projected arc length spl. The calculated arc length in pixels has been rescaled by
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the average camera demagnification to obtain distances spl in cm. Also shown is
a polynomial parametrization which is employed in track simulation to assign the
number of points per track in a way consistent with the data. The improvement in
measuring quality can be seen in Figure 4.9, a scatter plot of the rms deviation of
the circle fits before and after filtering, denoted by RMS! and RMS?2, respectively.
Because points are deleted randomly during the pruning, the rms deviation can
increase for tracks which converge on the zeroth iteration. The output of the post-
cleanup filter constitutes the raw data which is the basis for track matching and
momentum reconstruction.

In order to describe the departures of the measured data from ideal measure-
ment a simple model was devised which addressed the most important features
of measurement-scanning efficiency, track length and measuring error (generally
referred to as setting error in the bubble chamber context). An ideally measured
track possesses three attributes:

1. Its measured points are approximately equally spaced with at least 8 points
for short tracks (spl ~ 20 cm) and > 30 points for longer ones (spl ~ 100
cm). See Figure 4.8.

2. Its measured projected arc length would be the fully measureable length from
its entrance point to its exit point in the fiducial volume. Obscuration of one
track by another would not reduce the measured length.

3. The measuring error would be Gaussian distributed with opeq, < 1 pixel, the
“least count” of our digitized data.

Attributes 1 and 2 minimize the inefficiencies due to failure of the track recon-
struction, achieve the best momentum measurement because of the strong inverse
power dependence of momentum resolution on arc length, and best constrain any
matching procedure which relies on goodness-of-fit. Attribute 3 guarantees that
the estimators minimized in the track fit are approximately x? distributed so that
the fitting procedure is statistically sound. An ideally measured event would con-
sist of ideally measured tracks with 100% scanning efficiency.

The distance distribution, which was plotted in Figure 4.7 and is the basis for
the iterative filter, accounts for the measuring error. We introduce a fractional
projected arc length distribution fpl to account for the obscuration. Figure 4.10
illustrates its definition. The measured arc length spl is calculated in a straightfor-
ward manner from first to last measured point. The solid lines bounded by solid
circles in the figure indicate the measured segments of tracks. Note that tracks
can be extended into the cone if they can be resolved there. The arc length for
the ideally measured equivalent track splmaz is determined by extrapolating the
measured segment back to the vertex and calculating the intersections of the ex-
trapolated track with the four line segments indicated in the figure, which bound
the good fiducial volume in measurement space. The extrapolated pieces of tracks
are shown as dashed lines. The track-fiducial volume intersections are marked by
open circles. In Chapter 5, the definition of the good fiducial volume is extended
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Figure 4.8: Number of measured points as a function of measured projected arc
length spl. The profile histogram plots the mean and rms deviation of the under-
lying two-dimensional histogram. The solid line is a polynomial parametrization.
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Figure 4.9: Rms deviation of circle fits. RMSI and RMS2 are the respective devia-
tions before and after the iterative filter. After convergence, all points are regarded
as equally probable so random deletion of too-closely spaced points can lead to an
increase in the deviation for tracks which converge on the zeroth iteration.
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Figure 4.10: Definition of fractional projected arc length fpl = spl/spimaz. The
dark track segments indicate the measured portion of a track. The dashed lines are
obtained by extrapolating back to the vertex. Track-fiducial volume intersections
are identified by the open circles. The three examples shown have n = 1, n = 2,
and n = 3 intersections. The shaded region is the measuring cone.
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by the requirement that splmaz > 20 cm in all three views after reprojection of
the trajectory of a reconstructed track into the measurement space. This can be
done because splmaz is independent of the measured arc length. Given a reason-
able estimate of the vertex coordinates in measurement space and a well-measured
track segment including the last measured point, splmaz is completely determined,
within the precision of the circle fit, regardless of how much of the track is measured
or how much of the track is obscured.

The splmaz distribution is shown in Figure 4.11. A rigid beam track, traversing

Counts (arbitrary normalization)
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' TR |

0 25 50 75 100

Figure 4.11: Maximum projected arc length distribution for equivalent, ideally
measured tracks. The scanners were instructed to only measure tracks whose
spimaz exceeded the length of a flexible template which corresponded to =~ 15
cm.

the subset of the streamer chamber within the optical field-of-view, would have
splmaz ~ 130 cm. The sharp peak for splmaz large consists of wrongside tracks,
some of which cross the cone. This distribution also demonstrates the degree
to which the scanners adhered to the arc length requirement of the measuring
guidelines and is the basis for the splmaz > 20 cm arc length cut mentioned above
which plays an important role in the geometrical efficiency correction discussed in
Chapter 5.
For each track fplis defined in the obvious way:

spl
splmaz’

Jol=

Note that fpl can be greater than 1 for tracks which are extended into the cone
but do not cross it. Tracks can be characterized by the number of intersections
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n =1,2,3 or 4 which a given track can make with the boundary segments. Three
examples are illustrated in Figure 4.10. Intuitively, one expects that tracks which
enter then leave the cone, which can be identified by n > 2, will be distributed
differently than tracks which do not. One also expects an fp! dependence on track
kinematic properties, namely the rigidity and angle of emission at the vertex.
In chamber space these correspond to the phase space variables (p,6). In the
measurement space the corresponding quantities are (rproj, fproj), the projected
radius of curvature and projected angle of emission.

The dominant dependence is on angle as indicated in Figure 4.12 , a scatter
plot of fpl as a function of 8,,,;. Because of the external target, the domain of Op,,;
is restricted for the most part to —n/2 < 0p,,; < 7/2. The upper figure, labeled
n < 3, is for tracks which do not cross the cone. Note the reflection symmetry
about 8,,,; = 0. The narrow tail out to fpl = 3 for small 8,,,; is contributed by
tracks which emerge from the cone near the downstream end of the fiducial volume.
Even though these typically have short measured arc lengths, tracks of this type
can sometimes be extended into the cone. For n < 3, the fpl dependence on rigidity
is weak. The lower figure, plotted for the case n > 2 and which consists exclusively
of wrongside tracks, has a completely different structure. Here, by definition, fpl
cannot exceed 1 and there is evidenced the necessary hole at small 8,,,;—tracks
must initially be pointed outside of the cone for the magnet to bend them across
it. Tracks cleanly divide into two classes at fpl ~ .8, where there is a dramatic
waist in the scatter plot. Cone-crossing tracks are either likely to be visible along
their whole length leading to the sharp peak at fpl approaching 1, or likely to be
obscured on one side or the other or measured as two separate tracks leading to the
broad bump for .2 < fpl < .8 . There is a small asymmetry for Op,,; < 0. This is
probably contributed by low momentum, wrongside, target protons which have no
counterpart on the positive 8,,,; side. For this case, the fpl dependence on rigidity
is very similar to the dependence on 8,,,; because the kinematic variables are
correlated for soft tracks. A good representation of the obscuration-dependence
of the measured data is obtained from n and 0p,; alone. The distributions in
Figure 4.12 are projected onto the fpl axis for distinct bins in ),,; for the purpose
of n-, fpl, 0,,.j-dependent random sampling in track simulation.

4.4.3 Cleanup

Scanner cleanup takes place in a completely digital environment we refer to as the
scan station. The scan station is based on the graphics display device described in
Chapter 3. A measuring session is completely driven by keystrokes entered on a 16-
key digitizing tablet. Track points can be hand-digitized at the single pixel integer
resolution of the CCDs or cursor-selected from the floating point peaks left over
from the tracking. Additional functions mapped to the tablet permit the scanner
to effortlessly display, delete, or redraw tracks and points, to join track fragments
into single tracks, or to enlist aid from the large class of software tools developed
for the tracking, matching and reconstruction. Of particular utility are the optical
tools which can project points or tracks from one view to another, or overlay the
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Figure 4.12: Fractional projected arc length fpl as a function of Oproj. The upper
figure is for tracks which do not cross the cone, identified by n < 3. The lower plot
is for tracks which cross the cone.
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measurement space trajectories that would be associated with a given momentum
fit. Virtually all the programs in the full data reduction chain can be executed from
the scan station including single track two- or three-view reconstruction, full event
matching, final reconstruction and vertex fit, and propagation of charged particles
through magnetic fields. The scan station will be discussed in more detail in
Ref. Cha92.

A well-measured track has an adequate number of quasi-equally spaced points,
an fpl close to 1, and approximately Gaussian distributed error. A well-measured
view consists of well-measured tracks and has a scanning efficiency ,canning = 95%
and homogeneous measuring losses. By visually sampling a number of pictures a
good fiducial volume was defined in the measurement space of each view, delineated
by the square edges of the CCD and the boundary of the measuring cone. The
measuring cone is the shaded region in Figure 4.10. The initial assumption was
made that within this volume the scanning efficiency would be independent of
position so an overall efficiency could be estimated by double scanning a set of
events. As discussed in the next section, this assumption turned out to be untrue.
The results of the double scan forced the good fiducial volume to be reduced-a
larger cone, an analysis cone, was defined. The larger conecut was applied offline
in software. Our philosophy was to measure the longest possible arc length, but
to only measure tracks and points which were truly “seen”, and to only expend
precious scanner resources on track data which could be corrected later for the onset
of our acceptance near the cone. This philosophy was imparted to the scanners by
the following set of measuring guidelines:

1. Measure at least 8 points per track.
2. Only measure tracks which have splmaz > 15 cm (see Figure 4.11.)

3. Measure outward to the last visible streamer and as far back toward the
vertex as possible.

4. Extend tracks into the cone provided they satisfy 2.

5. Measure long, sharply curving tracks which cross the cone as single tracks if
the fragments on either side of the cone can be associated with certainty. If
not, measure as two tracks.

6. For spiralling tracks, only measure the branch which points back to the tar-
get. If this branch cannot be selected with certainty, measure each branch
separately.

1. Measure overlapping tracks which merge and obscure each other to the extent
which points can be assigned to one or both tracks with certainty.

8. Do not measure past kinks.

9. Do not measure tracks which clearly do not originate at the vertex.
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10. Never measure points which are uncertain.

The differences in interpretation of certain guidelines, for example rule 2 ard 9,
can lead to an apparent inefficiency. Violations of rule 9 are generally rejected later
in the data reduction. Tracks introduced by inconsistent application of rule 2 are
rare (see Figure 4.11) and are rejected by the more selective offline cut splmaz > 20
cm. However the discretionary interpretation of guidelines 5 and 6 may lead to
biases. Tracks which cross the cone and cannot be associated into single tracks, if
double measured in this way in more than one view, may result in two reconstructed
tracks with nearly identical momenta. The introduction of such a spurious track
is rare and will have a negligible effect on any single particle inclusive spectrum.
In an intensity interference measurement, however, where the interesting part of a
correlation function may depend on only a small number of track-pairs with small
momentum differences, an effect of this kind can severely bias the result. Most
spiralling particles have p < 100 MeV/c which is a cut applied during the analysis.

The scanners were instructed to verify the correctness of tracks measured by the
tracking program, bring them into compliance with the measuring guidelines, and
measure the remaining tracks within the good fiducial volume. It required from
4-6 hours to clean up all three views of one event. The average charged multiplicity
per view outside of the cone was ~ 90. Over a 2 and 1/2 year period 218 events
were fully measured in three views requiring approximately one scanner-year of
measuring effort.

4.4.4 Scanning Efficiency

The method of double scanning for the estimation of the scanning efficiency and
the true number of observed events has been applied to visual detectors for many
years, dating in principle from 1924 when it was employed by Geiger and Werner
in the visual counting of alpha scintillations [Aus69]. The formalism has been
elucidated in a number of papers [Eva67], [Aus69], [Aus76]. A simpler method of
estimation, which gives approximately the same result as the more sophisticated
approaches without resorting to numerical evaluation, is outlined in Ref. Ead71.
All the methods make the same three fundamental assumptions:

1. An event is either seen or not seen.
2. The two scans are independent.
3. All events are equally likely to be seen.

In our context replace event with track. However, then the assumptions do not
strictly apply. The measurement of a track, unlike the observation of an event
having occurred in a bubble chamber, is not a Bernoulli trial. Tracks can be iden-
tically measured along a significant fraction of their arc lengths in two independent
measurements then wander into disagreement. More problematic are cases where
two different interpretations of close-crossing tracks are possible. An example of
this chromosome defect is illustrated in Figure 4.13. Because events are tracked
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Figure 4.13: Chromosome measuring defect. The dark lines in the upper and lower
track-pairs indicate the two possible interpretations.

before scanner cleanup, the two scans are not entirely statistically independent.
And the validity of the assumption of homogeneous efficiency must be concluded
from the double scan itself.

Events selected for double scanning had an average multiplicity # = 92 with
no multiplicity smaller than 84. This is to be compared with @ = 88,98, 88 in
views 1, 2 and 3 respectively calculated for the complete data sets. View 2, which
achieved the best optical resolution and imaged a larger phase space slice near
midrapidity, had a systematically higher multiplicity. Note that these numbers
may differ significantly from the multiplicity distribution of reconstructed tracks.
For track measuring the efficiency must be calculated from the set of imageable
tracks. Since each camera views a slightly different part of the chamber and since
tracks which are imageable in one view may flip into the cone in a different view,
only a subset of the imageable tracks falls in the three-view acceptance.

Each scanner started with the same raw data, a CCD image plus the output
of the tracking for each frame. After the scanners finished cleanup, the double-
scanned events were meticulously reviewed track-by-track. The estimate of scan-
ning efficiency requires the classification of each track as:

1. Seen by A but not by B.
2. Seen by B but not by A.
3. Seen by both A and B.

4. Seen by neither A nor B.

The last set, which of course cannot be deduced from the data, closes the set of
possible outcomes. After the assignment of every track into the correct category,
the scanning efficiency can be calculated for each scanner. If a and b are the number
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of tracks found by scanners A and B in the double scan and if 4 is the number of
tracks found in common then from the arguments given in Ref. Ead71 an estimate
of the true number of tracks N is N = ab/y which leads to the estimate of the

efficiencies of the two scans:

na=a/N=17/b
n8 = b/N = v/a. (4.21)

Because track measurements don’t strictly conform to assumption 1, classifi-
cations 1, 2, and 3 above require definition. First, a class of tracks which could
lead to apparent inefficiencies was rejected from the calculation. Short stubs could
be inconsistently measured because of different interpretation of the minimum arc
length cut. These were rejected if their computed splmaz < 20 cm. Similarly for
inconsistent exclusion of nonvertex tracks-sometimes a clear nonvertex V° would
be measured by one scanner and not another. Tracks could be double measured
identically because of scanner oversight. Only one track from such a pair was in-
cluded in the accounting. Finally, one scanner and not the other could successfully
extend a track across the cone. This is a more subtle form of double counting.
Again only one track from such a pair was retained in the analysis. We assume
doubly measured tracks of both kinds, which are certainly in the data set, lead at
worst to a very small introduction of spurious tracks but not to inefficiencies in
matching and reconstruction. Chromosome pairs are considered inefficiencies for
both measurements in the double scan; that is, they are assigned to the class “seen
by A(B) but not by B(A).” Their presence in the data can lead to two effects,
either a failure of reconstruction or the introduction of a spurious track. However
a spurious track of this kind should “remember” the kinematic variables of the
correct track that escaped accurate measurement and is unlikely to distort a single
particle inclusive spectrum. However, this problem illustrates again the difficulty
of making an intensity interference measurement when subtle problems of mea-
surement may induce correlations. Both for estimating scanning efficiency and for
event simulations which incorporate this estimate, chromosomes are regarded as
tracks which have been omitted.

Figure 4.14 shows a composite event of the five frames double scanned in view 1,
displaying only those tracks which were not correctly measured by both scanners.
The cone, bounded by solid lines, is a subset of the shaded region labelled partition
1 in the figure. As is clear from the figure most of the losses are at the edges of
the cone. The exceptions are the result of high multiplicity fluctuations which
lead to clusters of tracks which superimpose in at least one camera projection and
exceed the optical resolution. To properly apply the formalism the losses must be
homogeneous so events “need to be grouped into bins of the parameters within
which the intrinsic probability is likely to remain constant.” [Eva67] As for the
case of the measuring distributions, the efficiency should depend on the kinematic
variables through the corresponding measurement space variables r,,,; and Oproj.
With a statistically large enough sample, one could parametrize the efficiency as
a smooth function of (rp,;,0pr0;). This is impracticable. A cruder approach is to
partition the space into multiple regions and postulate homogeneous losses within
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Figure 4.14: Composite event of all tracks in classifications 1 and 2, “seen by
A(B) but not by B(A).” The shaded region is partition 2, the remainder of the
measurement space is partition 1. The central cone is a subset of partition 2.
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each region. The two partitions adopted are also shown in Figure 4.14. A track
is assigned to partition 2 if > 75% of splmaz lies within the partition. This arc
length requirement softens the seemingly hard edge dividing the partitions.

Each track in the double scan is assigned to a partition and the scanning
efficiency is calculated from Equation 4.21 for each region independently. The
results for view 1 are summarized in Table 4.1. Of n,,.., measured tracks, ngc.

Scanner A
event | Nyeas [Nacc | 1 | N2 | 71 | 72 M 72

Ll

|
1 89 88 [ 59 [ 29 [ 59 | 23 | 0.967 | 0.885 H
2 93 92 | 64 | 28 | 63 | 23 | 1.000 | 0.852
3 92 90 | 61 | 29 | 59 | 27 | 0.952 | 0.871 }I
4 103 101 | 75| 26 | 74 | 11 | 1.000 | 0.478
If 5 95 | 94 [ 67 [ 27 [ 67 | 21 | 1.000 | 0.724 |
|] all 472 | 465|326 [ 139 | 322 [ 105 | 0.985 0.772[|
Scanner B
event | Nymeas |Nacc [ N1 [ N2 | 11 | 72 h 72

1 92 | 87 | 61 | 26 | 60 | 22 | 1.017° | 0.885
2 91 | 90 | 63 | 27 | 62 | 24 | 0.969 | 0.857
3 93 | 93 [ 62| 31 | 59 | 27 | 0.967 | 0.931
4 99 | 97 | 74 [ 23 | 74 | 11 | 0.987 o.423ﬂ
5 99 96 | 67 | 29 | 66 | 22 | 0.985 | 0.815
[[ all | 474 463 [ 327 [136 | 321 | 106 | 0.985 | 0.763

Table 4.1: Calculation of partition-dependent scanning efficiency. The subscripts
1 and 2 refer to partitions 1 and 2. The efficiencies 1, and n, are calculated from
Equation 4.21.

entered into the analysis after the exclusions outlined above. n, and n; were the
number of tracks assigned to the different partitions, 4, and 4, the number in each
partition measured by both scanners. The efficiencies 5; and 7, were calculated
from Equation 4.21. Comparable results were obtained for views 2 and 3, in spite
of differences in optical quality between the different views. Since the quantitative
estimates for all three views were virtually identical, the distinction can be dropped
leading to a single estimate of our scanning efficiency:

© _ ) 98% partition 1
Macanning = { 75% partition 2 . (4.22)

The statistical errors are ~ 5 and 10%, respectively, in partitions 1 and 2. The
poor scanning efficiency in partition 2 biases the rapidity distribution which forces

SAlthough 7; + 92 = 7, the number of tracks seen by both A and B, must be the same,
differences in measurement can occasionally lead to = different partition assignment and an
apparent efficiency > 1.
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us to reduce our acceptance. This issue is addressed in Section 5.2, particularly in
Figure 5.4.

4.5 Simulation

Event simulation was used extensively during the development and debugging of
the data reduction procedure and throughout the data analysis. Besides veri-
fying the correctness of the matching and reconstruction codes, elements of the
simulation chain were employed to calculate the matching and reconstruction effi-
ciency, to calculate the acceptance of our measurement and associated geometrical
corrections to the data, to determine the momentum resolution, to make model-
dependent physical corrections, and to generate predictive overlays during track
measurement. Finally, simulated data were used to define a number of important
cuts applied in the track matching and in the final selection of data for analysis.

No attempt was made to simulate the ionization along charged particle tra-
jectories, the streamer formation and light emission process in the chamber, or
CCD response. Such an approach would have been required to create gray-level
simulated images of streamer chamber pictures and was carried through for film
data by other members of the NA35 collaboration [Gaz87). However, the results of
double scans performed on these images to estimate the efficiency for the detection
of V° vertices were controversial [0dy90] because the images were not perceived as
faithful replicas of genuine film events. Our objective was to create sets of points
in the CCD measurement space which were a close approximation to the output
from computer tracking or careful track measurement of CCD images and which
incorporated the measuring limitations in a way which could be defined from the
data themselves.

All the results presented in this chapter are based on purely optical simulations.
A number of important physical effects have been omitted: the contamination of
charged hadron spectra by electrons or by neutral strange particle decay products,
multiple scattering, mainly in the target and the entrance window of the streamer
chamber, which may influence vertex fitting and the ability to separate vertex
from non-vertex tracks, and energy loss, again mainly in the target and entrance
window. These will be addressed in Chapter 5.

The Lund-FRITIOF Monte Carlo program for simulating nucleus-nucleus col-
lisions [And87], [Nil86] was employed to generate events. The main requirement
of any event generator for the results presented in this chapter is the ability to
construct events with approximately correct total charged multiplicity and phase
space distributions. This will result in simulated data with the correct topology
in the measurement space, in particular the correct projected track density. The
FRITIOF input parameters which specify nuclear geometry were tuned to repro-
duce the measured total inelastic cross section for 32S + 32§ of ¢y, = 1.8 barns.
Event classes were selected from impact parameter b by bdb weighting from b = 0
to bmaz . From the measured cross section for a specific trigger by.. can be cal-
culated assuming the cross section for clean cut geometry Geicancut = 7b2,,_. Since
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the charged multiplicities resulting from this procedure were systematically low,
bmar was reduced to produce events which conformed in multiplicity to the mea-
sured data. This inconsistency was rectified by including charged particles from
4 conversion in the target, from weak decays, and from secondary hadronic inter-
actions in the target and detector material. See Section 5.4. Charged particles
retained for the optical simulations were 7+, 7=, K+, K~, p and P, with all par-
ticles emitted from a primary vertex positioned 8 cm upstream of the entrance
window to the streamer chamber.

Charged particles are propagated through the real NA35 magnetic field by
numerically integrating the Lorentz force equation. The Cartesian coordinates of
the field were obtained by mapping the field in approximately 5 cm steps. The mesh
of nearly 28,000 measurements extended well into the fringe field region with an
error of less than +20 G. The space variation of the field is considerable. Figure 4.15
shows representative field profiles of the radial and main field components B,(r, z)
and B,(r,z) at two distances z from the chamber midplane. The distance, r, is
measured from the axis of symmetry of the Helmholtz coils of the superconducting
magnet. Since the target is located outside of the streamer chamber fiducial volume
at r >~ 108 cm, all particles travel significant distances through a rapidly varying
field. Field values at particular space points are determined by three-dimensional
linear interpolation.

For the optical simulations the numerical integration was carried out by a swim
program that was a modification of code used by the Alvarez group at the LBL 72"
bubble chamber [Ren90]. The precision of the swim was estimated for two cases: by
comparing the results of the swim to an analytic swim for the case of a uniform field
and by comparing to the Runge-Kutta particle tracking in GEANT [Bru87], the
CERN detector simulation package, for the actual NA35 field map. For more than
99% of the charged particles in our acceptance, both the position of the fiducial
volume exit point and the integrated arc length from the primary vertex to the exit
point can be calculated with a precision better than 1 mm. Except for employing
the same field map, the momentum reconstruction and event simulation propagate
particles through the field independently, providing an important consistency check
for the reconstructed track momenta. The swim program referred to in this section
was used in the acceptance calculations and the geometrical weight calculations
discussed in Chapter 5.

Approximately equidistant points in chamber space are obtained from the nu-
merical integration by spline interpolation in arc length along the calculated tra-
jectories. These points are projected to the measurement space along straight rays
which pass through the equivalent camera pinholes. Distortion is added and the
distorted points are mapped to the measurement space by the inverse of the fidu-
cial mapping used in track reconstruction. See Equation 4.14. The subset of tracks
which is imageable in a given view is determined by calculating splmaz according
to the prescription described in Section 4.4.2. An imageable track is defined as
one with splmaz > 15 cm, consistent with the measuring guidelines and the mea-
sured data (see Figure 4.11). A track is said to be in the three-view acceptance
if it is imageable in all three views. For the matching problem, imageable tracks
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Figure 4.15: Magnetic field profiles. The main field component lies along the z
axis, r is measured from the magnet axis of symmetry, and z is measured from the
chamber midplane. The external target is positioned at r ~ 108 cm.
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which cannot be reconstructed or do not fall in the three-view acceptance can be
considered as noise leading to the introduction of spurious tracks and the loss of
valid image associations. The view-dependent final subset of tracks is selected by
folding in the partition-dependent scanning efficiency. The measured arc length is
assigned by randomly sampling from the appropriate fpl distribution; the number
of points is determined from the parametrization plotted in Figure 4.8. A set of
approximately equidistant points in measurement space lying along the projected
trajectories is obtained by random spline interpolation within bins whose number
is commensurate with the number of points. Measuring error is added by sampling
from the single Gaussian fit to the data shown in Figure 4.7.

A number of subtle measuring deficiencies have been omitted from the track
simulation. No chromosome pairs were constructed from close-crossing tracks.
Tracks which crossed the cone were never severed in two as if double measured. In
the simulations it was assumed that tracks would be measured to their endpoints.
The effect of the fpl-distribution sampling was to trim arc length from the begin-
ning. In spite of the fact that scanners were instructed to measure tracks to the
edges of the measurement space or, for stopping and punch out tracks, to their
endpoints, they could not always do so.

Two flavors of simulation were employed in the analysis. A set of reference
events, which retained only tracks in the three-view acceptance and assumed 100%
scanning efficiency, was constructed and used to define the optimal solution to
the matching and reconstruction problem. A set of realistic events was compiled
according to the complete event simulation procedure outlined above. The quanti-
tative estimates discussed in Section 4.8 were based on track-by-track comparisons
with the reference sample.

Visually, simulated events are virtually indistinguishable from the measured
data. Another example of the agreement of the simulated events with the data is
indicated in Figure 4.16, a histogram of the rms deviation in the ideal film plane of
the data points from the fitted tracks for both reconstructed, measured data and
reconstructed, simulated data. The two histograms have been approximately nor-
malized at their peaks. Only tracks which have been matched and reconstructed
in three views are compared. The two-view data, which comprises 20% of the
full data sample, has a similar distribution with a peak shifted slightly downward.
The simulated data is well fitted by a Gaussian as is the measured data out to
rms deviations of ~ 20 um .1° The broadness of the distribution for the measured
data compa 1 to the simulation is probably a result of two factors: the tail in the
measuremenc distributior of Figure 4.7, which was neglected in the single Gaus-
sian error model for the simulation, and uncertainties in the optical constants and
distortion correction which affect the data, but not the simulation. Although the
measuring error is added after the distortion and inverse fiducial transformation,
the simulated data points remain close enough to their pre-error positious that the

10Since the deviations are distributed normally, \/3°7 d;® should follow the x(n) distribution

[Ead71] which is asymptotically normal for n > 30, a condition satisfied by almost all three-view
reconstructed tracks.
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Figure 4.16: Rms deviation of data points from fitted tracks in the film plane.
The three-view subset of the measured data, which comprises 80% of the total, is
compared to the three-view acceptance reference sample.

distortion that is put in is very nearly what is taken out. Both distributions are
peaked at rms = 14 ym , the mean value of the Gaussian fits. The measurement
error parameter in the reconstruction code, which along with the camera demag-
nification determines the scale of all error estimates deduced from the track and
vertex fitting, was set to 15 um which resulted in track fits with a reduced 2
distribution peaked very close to 1.

Since reconstruction of track candidates is an integral part of the track match-
ing, the reconstructed three-view acceptance reference events were used to define
a number of cuts designed to reject spurious tracks:

1. Acceptance. The maximum momentum which can be measured in the good
fiducial volume is ppq; = 16 GeV/c. Adding the vertex to short tracks can
lead to artificial, excessively rigid tracks which are unphysical.

2. Goodness-of-fit. Upper bounds fer the reduced x? of the track fit and the
momentum resolution §p/p were deduced from the tails of the corresponding
distributions for the simulated data.

3. Physical start point. The start point of the track fit (Z0, Yo, 20), projected
into a plane perpendicular to the beam und passing through the target, must
be within bounds consistent with the limitations of the measuring. (See
Section 4.2.)

The start point cut depends on whether the track is reconstructed in two or
three views. This is illustrated in Figure 4.17, the distribution of the projected
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Figure 4.17: Projected distance to the start point. The data in the solid histogram
have been reconstructed in three views, the data in the dashed histogram in two.
The input is identical except for the suppression of measurements in one view.

distance of the start point from the vertex for simulated data. The tracks in the
two-view and three-view histograms are identical, except for tracks which fail to
reconstruct in two views because of bad stereo, accounting for ~ 4% difference
in the normalization. The two-view sample is obtained by ignoring the simulated
measurements in one view. The semi-log plot emphasizes the difference in the tails.

For two-view data, the projected distance dvyz = / dy? + dz? is dominated by dz.
The broadness of the distribution is surprising, even for three-view reconstructions,
especially since non-vertex tracks have been omitted from the optical simulation.
This feature has two origins: the start point is poorly constrained when the first
detected point is far from the vertex or when bad stereo makes it difficult to
determine track depth in the chamber. Such a broad distribution for vertex tracks
presages the difficulty in making a clean cut to reject non-vertex tracks.

The limits imposed on the acceptance by the central cone and its influence on
detection efficiency can be illustrated with simulated data. Figure 4.18 compares
the rapidity density of negative hadrons dN/dy as a function of rapidity y of
FRITIOF Monte Carlo events before and after the cone cut. The solid line is the
input FRITIOF distribution. The dashed line is comprised of tracks which satisfy
splmaz > 20 cm in three camera views, i.e., of tracks in the three-view acceptance.
The simulation is cutoff at y = 4.5, about one unit of rapidity higher than the edge
of our acceptance. For a fixed-target experiment at incident momentum Dbeam =
200A GeV /c the beam rapidity is yseam = 6.0, the target rapidity Ytarget = 0. The
distribution is normalized by the number of events so the integral over the full phase
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dN/dy

5
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Figure 4.18: Normalized rapidity density of negative hadrons. The solid line is
the FRITIOF distribution. The dashed line is the subset of tracks which have
sufficient projected arc length in each camera image to be reconstructed in three
views.

space yields the average multiplicity of produced particles. Note the central plateau
about midrapidity characteristic of inclusive particle production in string models
of hadron-hadron collisions. Note also the sharp fall-off in detection efficiency
above y >~ 2. The impact of the cone is also evident in the 1 distribution of
Figure 4.19, the azimuthal angular distribution in the transverse momentum plane
(see Figures 4.3 and 4.4). A track with dip A = 0 pointing towards the cameras
would have ¢ = 0, one with A = 0 pointing away from the cameras would have ¢ =
7. Because of azimuthal symmetry about the beam axis the ¥ distribution should
be flat. This is indicated by the dotted line in the figure for charged particles before
the cone cut. The solid(dashed) line is for positively(negatively) charged particles
after the cone cut has been applied. The rightside for positively charged particles
covers the ¢ domain 0 < ¥ < 7. Except for the overall yield, the distributions for
positively and negatively charged particles are reflection-symmetric about 9 = ,
in particular with respect to the camera holes indicated by arrows in the figure.
Tracks which point directly towards or away from a camera image as points and
cannot be detected. There is a strong rightside-wrongside asymmetry for both
histograms. Note the absence of any clear plateau in t signalling a bias-free
region. For this reason we have employed a procedure which ¥ symmetrizes the
reconstructed momenta on a track-by-track basis for the calculation of geometrical
weights. If the measuring, matching and reconstruction efficiencies were 100%, the
measured distribution of Figure 4.18 could be exactly inverted by the geometrical
weights to obtain the true rapidity distribution for 0.4 < y < 3.0. Because of
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Figure 4.19: ¢ distribution for positively and negatively charged particles. The
solid(dashed) line is for positively(negatively) charged particles. The dotted line
is the input distribution, which is flat except for statistical fluctuations. Arrows
mark the camera holes. Note the strong rightside-wrongside asymmetry in yield.
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the reflection symmetry about the center-of-mass in AA collisions of equal-mass
nuclei, this measurement would cover nearly the full phase space.

4.6 Track Matching

The association of track images in different camera views with the same space
curve takes place in three stages. An initial set of track candidates is selected by
demanding optical cousistency between track images in different views. Optical
consistency is defined by constructing projective envelopes for a track image from
the camera-to-camera mappings C' and C’ introduced in Section 4.2. This set is
reduced by submitting the candidates to online reconstruction. The final set of
matched tracks is selected by performing ambiguity resolution on the subset of
optically consistent candidates which successfully reconstruct. Completely unas-
sisted computer track matching must address two performance issues. First, what
is the efficiency for the matching and reconstruction procedure and is there any
bias associated with the loss of tracks? Second, how powerful is the procedure at
the rejection of spurious tracks?

Completely unassisted computer matching has an intrinsic limitation compared
to conventional matching-it will only be as good as the initial track measurement.
There is a symbiotic interplay between measuring, matching and momentum recon-
struction, especially if the scanner is aided by software tools which help assess the
correctness of results. The prediction of end points and possible track directions,
or the prediction of track images from two-view reconstruction inform the scanner
where to look and necessarily improve scanning efficiency. However, if two-view
reconstructions are included to compensate for tracking or scanning inefficiency,
the efficiency of computer matching can approach that of conventional matching,
with a potentially dramatic increase in the data reduction rate. Moreover, given
a reasonable model for the track measuring, both the efficiency and the spurious
track rejection power can be quantitatively estimated from simulation.

The method outlined above is first applied with the proviso that only three-
view candidates be accepted. After ambiguity resolution for the three-view set, the
unassociated tracks which remain are reprocessed in a second pass which explicitly
searches for two-view candidates. Approximately 80% of the data successfully
reconstruct and match in three views.

4.6.1 Projective Envelopes

Optical consistency is an absolute prerequisite for a correct track match. The
projective envelope candidate selection procedure consists of two complementary
tests,'! a chamber-boundary envelope test based on mapping C, and a dip plane-
boundary test based on mapping C’. See Figure 4.5.

1n this section C and C’ refer to the extended mappings from measurement space to mea-
surement space rather than film plane to film plane.
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The chamber-boundary envelope in view 2 of track ¢ from view 1 is the set of
points in the measurement space of view 2

{ (z2,92) | (22,%2) = C(21,31) } (4.23)

for all (z1,y1) belonging to the track. Recall that for each (z1,1), (z2,y2) is the
set of points mapped from the single point (z;,y;). It is constructed in practice
by mapping a subset of measured track points, including the first and last. Each
point maps to a line segment. The exterior boundary of the set of line segments
approximates the envelope. A track j in view 2 is optically consistent with track ¢
if j is contained within the envelope. In most cases it is sufficient to calculate the
intersection of track j, in circle approximation, with the line segments from track :
and require that each intersection occur between the endpoints of the corresponding
segment. The calculation is illustrated in Figure 4.20. The upper figure is a typical
normal envelope. The shaded region is the interior of the boundary of the set of
line segments and in this case is a faithful representation of the envelope as defined
by Equation 4.23. Of the ten tracks displayed in the figure only three, tracks 3,
24 and 54 drawn as dark solid lines, are consistent with the projective envelope,
which hints at the combinatoric reduction power and selectiveness of the test. The
remaining ~ 80 tracks measured in this view, which are even more remote from
the envelope, have been omitted from the figure. Also shown in the figure are the
three stereo axes for the 1 & 2,2 & 3, and 3 ¢ 1 stereo systems. As discussed in
Section 4.2 the line segments are approximately parallel to the stereo axis, in this
example to the 1 ¢ 2 stereo axis. Note that the curves bounding the envelope
are approximately parallel to the correct match, track 24-the boundary curves
resemble trajectories.

The lower figure demonstrates a case in which the calculation might fail because
of bad stereo. Note the apparent “bowtie” singularity where the boundary curves
cross. It is impossible for the image of a point under C to shrink to a single point.
In this case the shaded region does not adequately represent Equation 4.23-the
projective envelope is more complicated. When the track tangent t.; in view 2
is parallel to the stereo axis, the intersection of circle with line reduces to the
point of tangency. The accumulation of numerical errors from the mapping C and
the circle fit can lead to a null intersection. Bad stereo points are flagged and
omitted from the computation. Tracks with small radii of curvature in the bend
plane always have bad stereo in at least one stereo system. These sharply curving
tracks can also fail because of errors in the extrapolations of circle fits, especially
if there are differences in measured arc length from view to view. In these cases
the chamber-boundary envelope test is relaxed.

The dip plane-boundary envelope test!? is more stringent because it incorpo-
rates a physical constraint-the mapping C’ focuses to a point as measurements
approach the target (See Section 4.2). Construction of the envelope is based on a
conformal mapping which transforms circles into lines [Han88). A track in mea-

12M. Fuchs introduced us to the idea of restricting the projective envelopes by using the
intersections of vision lines with the maximal dip planes discussed in Section 4.2.
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Figure 4.20: Chamber-boundary envelope. The envelope in the upper figure was
constructed for the 1 & 2 stereo system. The triangle, labeled by camera num-
ber, shows all three stereo axes. The bad stereo envelope in the lower figure was
constructed for the 3 > 1 stereo system. Note the point of tangency. The shaded
region is an inadequate representation of Equation 4.23 for the case of bad stereo.
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surement space is represented by the circle
(z—a)’+(y—-0b)?=r (4.24)

If one assumes that all tracks emanate from a common vertex and translates to
target coordinates so that (Zviz, yuz) = (0,0), then for all tracks

a®+ 0% =r2 (4.25)
The mappin
P 4= —— y= Y (4.26)
22 4 y2 ? z2 4 y?
transforms circles into straight lines of the form
1 a

= — — y—, 27
v= - ug (4.27)

Since conformal mappings preserve angles, the projected angle of emission 8),,; is
unchanged-the slope of the line in uv space equals the slope of the tangent vector
to the track in measurement space at the assumed vertex. A transformation of
this type is called an involution because points close to the origin in the domain
space are mapped to distant points in the transformed space and vice-versa.

For a track ¢ in view 1, vision lines are constructed for each measurement. The
vision line intersections with the upper and lower maximal dip planes, mapped un-
der C’ to the measurement space of camera 2, are treated separately and regarded
as pseudo-trajectories. Their projected angles of emission at the vertex are denoted
by 6., and v, respectively. The pseudo-trajectories are transformed to straight
lines in uv space by Equations 4.24-4.27. The dip plane-boundary envelope is the
quadrilateral in the uv space associated with view 2 bounded by these straight
lines and lines connecting their endpoints. It is displayed in Figure 4.21 along with
the involutions of all tracks j imaged in view 2. The two dense bundles of short
line segments arise from short, close-lying tracks in measurement space. Note that
the bounding straight lines converge to a point. A track j in view 2 is optically
consistent with track ¢ from view 1 if

0..,, < 0,' < 910,,, or

olow < oj < oup, (4.28)

and if the perpendicular distance from track j in uv space to the point of con-
vergence is small. Only one track, drawn as a solid line in Figure 4.21, satisfies
the angular test. The dashed segment indicates its extrapolation to the point of
convergence. This test is robust against bad stereo failure-the point of conver-
gence, i, and 0,, are relatively insensitive to the direction of the stereo axis.
It breaks down for sharply curving tracks, where the paths traversed by the vi-
sion line-dip plane intersections deviate from pseudo-trajectories and are mapped
to curves rather than lines under the involution. As for the chamber-boundary
envelope, the test is relaxed in this case to maximize efficiency.
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L

Figure 4.21: Dip plane-boundary projective envelope. The gray lines are the in-
volutions of all tracks measured in view 2. Only one track, indicated by a dark
solid line, satisfies this test. The dashed line extrapolates the track to the point of
convergence.
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The calculation described above with explicit reference to the 1 — 2 camera-
to-camera mappings is repeated for the camera pairs 2 —+ 3 and 3 — 1. Optically
consistent pairs are compiled into lists. T;™? is the list of tracks, identified by a
track number j assigned during track measurement, in view 2 which are projec-
tively consistent with track ¢ in view 1. T35 is the list of the k' tracks in view 3
which are projectively consistent with track j' in view 2. Similarly for T}, For
successful track candidates (i,j,k) the three-way, cyclic comparison must yield
J=1j K =k and " = i. The second pass search for two-view matches starts
with all successful track doubles (¢, j), (5/, k'), (k¥”,").

The projective envelope calculation was optimized to maximize efficiency and
combinatoric reduction power. When both tests are combined, there is a large
increase in combinatoric reduction with a negligible diminution in projective effi-
ciency. The projective efficiency for three-view candidates, calculated for simulated
data, is 98.8%. It is necessarily higher for two-view candidates. If n,, nj, n3 are
the number of tracks measured in views 1, 2, and 3, respectively, the combinatoric
reduction can be defined by n1n;n3/ncana Where negng is the number of candidates.
By this measure the combinatoric reduction factor is typically ~ 1000. The average
number of candidates submitted to online reconstruction was ~ 600, leading to an
average CPU execution time for the complete track matching of 6 minutes/event
on a uVAX 3200 computer.

4.6.2 Online Reconstruction

Online reconstruction means momentum reconstruction which excludes informa-
tion that must be deduced globally from an event as a whole, in particular, pre-
cise knowledge of the vertex. It is a geometrical fit rather than a particle fit
because physical effects that depend on mass and charge-energy loss and multiple
scattering-are neglected.

The track fit described in Section 4.2 is performed with p(s) = po, the con-
stant momentum. The space-varying magnetic field B is included in the numerical
integrations. Candidates which successfully reconstruct are subjected to the cuts
enumerated in Section 4.5 plus the following additional test:

4. Points test. The points test identifies true three-view matches by demanding
that nearly all measurements in all three views be used for the calculation of
the residuals in the track fit.

The points test is crucial. For three-view candidates it suppresses disguised two-
view reconstructions in which all measurements in one view have been rejected.
For two-view candidates it inhibits skewed reconstructions which are dominated
by measurements in a single view.

The efliciency of the online reconstruction is different for two-view and three-
view reconstructions, primarily, as pointed out earlier, because of the higher proba-
bility of badstereo failure when only one stereo system is available. Approximately
5% of the simulated two-view tracks fail to reconstruct for this reason compared to
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about 1% of those measured in three views. The online reconstruction and track
cuts reduce the number of candidates by factors of typically 4-8.

4.6.3 Ambiguity Resolution

After online reconstruction ambiguities generally remain—certain tracks in certain
views occur in more than one candidate. Every track image is identified by a label,
its index, a number between 1 and ntr, the number of tracks measured in a given
view. The objective of ambiguity resolution is to find an optimal solution set which
is mutually ezclusive with respect to the labels. The correctness of the solution is
predicated on two assumptions:

1. A correct match for each track image belongs to the candidate set.

2. The goodness-of-fit of the correct match, estimated by the reduced x? of the
track fit, can not be significantly worse than that of an incorrect match with
which it shares a label.

The second assumption is almost never violated. Because of scanning inefficiencies
and because of small inefficiencies in the projective envelope test and online recon-
struction the first assumption is sometimes false. This omission of a valid track, if
accompanied by the acceptance of a spurious one with a shared label, may perturb
the solution of an entire subset of tracks. The error propagates and may lead to
the introduction of more than one spurious track. Ambiguity resolution is carried
out separately for two- and three-view reconstructed candidates.

It begins with cyclic track rejection. Track candidate triples (%, j, k) are sorted
according to label, first with respect to the label i in view 1. If there exists more
than one triple for any view 1 label, the ambiguous triples with respect to the label
are ordered according to the reduced x? of the track fit. By virtue of assumptions
1 and 2, a candidate is rejected if

Xand > FXin - (4.29)

Xmin is the minimum x? for the set. The numerical factor f allows false triples to
have somewhat better track fits than the correct match. It was tuned from studies
of simulated data so that a correct triple is rejected less than one time in 1000.
The sorting, ordering and rejection procedure is repeated with respect to the labels
J and k in views 2 and 3 respectively. Two-view candidates, which include track
doubles with (3, j,0), (9,5, k'), (",0, k") labels where the § symbol indicates the
omission of a partner in the respective view, are treated as one set. If i = 3", for
example, the doubles (3, 7,0) and (:”,0, k") will be sorted into the same subset for
cyclic rejection. Cyclic track rejection reduces the scale of the ambiguity problem
and increases the number of unambiguous track candidates.

The remaining track candidates are divided into ambiguity classes. An ambi-
guity class is a set of track candidates with at least one shared label between any
two members. In principle the entire set of tracks entering ambiguity resolution
can belong to a single ambiguity class. For each class, all possible solution sets
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mutually exclusive with respect to track labels are enumerated. Because of the re-
quirement of mutually exclusive labeling, different enumerations within the same
ambiguity class can have different numbers of members n. The optimal solution is
defined as the enumeration which minimizes the estimator

n 2

6= gi'-j:—x-"-, for a=2, (4.30)
where x? is the reduced x? of the track fit of each unique member in the enu-
meration. The power a of n in the denominator must be greater than 1 to favor
enumerations with more members rather than ones with the lowest average x2.
The estimator 6 has the desirable property that it depends strongly on n for deci-
sions between small solution sets and more strongly on overall goodness-of-fit for
discriminating between large ones. It has a physical interpretation-the average x?
per unit member.

The number of enumerations for evaluation can be large enough in exceptional
cases to be impracticable on a minicomputer. In these cases the member of the
ambiguity class with the largest x? is rejected iteratively until the number of enu-
merations is reduced to a manageable size. If a rejected candidate is a bridge
candidate, one that connects two smaller classes into one large one, the scale of
the calculation decreases rapidly. After resolution, candidates which have been
rejected to limit the enumeration are restored if their track labels have failed to
be associated with valid, matched tracks. The entire ambiguity resolution code is
reapplied, with this rather sma!! candidate set as its argument. Compared to the
online reconstruction, the execution time for ambiguity resolution is negligible.

4.6.4 Performance on Scanner Matched Data

At an early stage in the development of the track matching a small set of reference
CCD events were measured and matched by experienced film scanners in order to
evaluate performance, identify problems, and guide subsequent refinements.!® At
this time the projective envelope calculation was still several iterations away from
its final form and the only cuts applied to track candidates were the points test
and the goodness-of-fit cuts. An overall matching and reconstruction efficiency
was defined as:

number of tracks reconstructed
number of scanner matched tracks

Nmatch =

The scanner matched set was compiled without any remeasuring and without
any assistance from smart measuring tools-neither projections, nor end point pre-
dictions, nor online reconstruction. The reconstruction included the vertex fit as
described in the next section, with a second track reconstruction that incorporated

13To obtain the reference set the scanners employed the conventional film technique. They
had experience using this technique with film data taken at comparable track densities and
multiplicities.



107

the fitted vertex. It was initially assumed that all scanner triples were correct. The
results of this exercise were:

Nscanner = 94%, Nmatcher = 93%.

Departures from unity in the reference sample occur because of matching error,
reconstruction inefficiencies, and the inclusion of nonvertex tracks which may be
rejected after addition of the vertex. The same tracks of course fail the computer
matching. The two methods agreed on the image association 96% of the time. A
close examination of the discrepancies revealed that scanners sometimes measured
triples which were optically impossible but still reconstructed successfully. These
may have been cases where all the points in one view were rejected, but these
compromised tracks were not flagged by the code. In certain instances it was pos-
sible to unambiguously decide that the scanner or the matching had been correct.
After the encouraging performance, this comparison study was discontinued. It
was too time consuming of scarce resources to gather meaningful statistics, im-
possible to arbitrate the disputes in certain cases, and ultimately it was difficult
to tell who was calibrating whom. When online reconstruction is available as a
measuring tool,’* in ambiguous cases scanners generally select the solution with
the best goodness-of-fit. This suggests that the matching code evaluated scanner
performance rather than the other way around.

The matching efficiency and spurious track rejection power, and whether they
have combined to introduce a bias in a physical observable, will be discussed in
Section 4.8. This discussion is deferred because the final reconstruction and vertex
fit provide another layer of spurious track rejection.

4.7 Final Reconstruction and Vertex Fit

Matched data are submitted to the complete NA35 event reconstruction. The
reconstruction code is built from application processors [Bru74] based on the HY-
DRA data management system [Boc81]. The small differences between the codes
used for CCD-imaged and film-imaged data reflect the different optical and digiti-
zation environments. Because the CCD image sensor is fixed in space with respect
to the streamer chamber, CCD-imaged data employ a single fiducial transforma-
tion F, whereas F must be recalculated for each film frame. Because the CCD data
were measured on a device with the same spatial resolution as the chip, the setting
error is essentially the physical pixel size. Its precise value, opmeq, = 15 pm in the
film plane, was determined from the rms deviation of track fits in preliminary event
reconstruction. See Figure 4.16.

The final track fit is a particle fit, performed for different mass hypotheses.
Negatively charged particles are assumed to be pions. Positively charged particles
are fitted with both the pion and proton mass. In most cases, because multiple

4The online reconstruction described in Section 4.6 was brought up for film-imaged data to
aid the measurement at LBL of '®0O + !°7Au data for an analysis of two-pion correlations. The
statement in the main text is based on this experience.
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scattering and energy loss in the chamber are negligible, the fits are indistinguish-
able. The initial particle fits use the surveyed vertex position for the calculation of
estimates to the track parameters but the fitted parameters are deduced from mea-
surement residuals alone. After all particles have been reconstructed, the event
vertex is calculated by finding the space point which minimizes the sum of the
squared distances of closest approach for all tracks in each event. The vertex
fit uses the best mass fit for each track. It does not make use of the estimated
vertex position. After the vertex has been determined, it is projected into the
film plane and added as if it were a measured point to each imaged view, with a
weight commensurate with the quality of the vertex fit. All tracks are refitted for
all appropriate mass hypotheses. After the final track fit, the average distance of
the start point (zo,yo,20) from the vertex is =~ 100 gm . For 92% of the recon-
structed tracks, this distance is < 300 ym . Because pions dominate the charged
multiplicity, the particle fit for the pion mass hypothesis is selected for analysis.
The vertex fit is illustrated in Figure 4.22. py is the momentum vector at the
start point £p. The distance vector from the hypothetical vertex to the start point

vertex

L

Figure 4.22: Geometry of the vertex fit. py is tangent to the bending track at the
start point Zo. The dashed line shows the extrapolation direction for the definition
of the distance of closest approach ||dz'||.

is dT = &z — 7. Each track is linearly extrapolated along its momentum vector,
modifying the start point until

dz' - gy =0. (4.31)
Once dz’ has been determined, the contribution of each track to the overall x? of
the vertex fit is computed:

3 3

xi=3Y dzdniVil. (4.32)

k=1 =1
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V is the 3 x 3 covariance matrix for the start point subspace of the track fit. It is
obtained from the 2 x 2 covariance matrix in the local fit frame (see page 67) by
a similarity transformation. V is appropriately updated during the linear extrap-
olation. The vertex is found from a least-squares fit which minimizes

Xt =% (4.33)

j=1

Once the vertex is known, x3 is recalculated from Equation 4.32. The track with
the largest x} is omitted and the vertex refitted if x3 > x2,,,, a cutoff parameter.
The procedure is iterated until x3 < x2,,; for all j in a subset of the n tracks in
tae event. In a typical event, ~ 10% of the reconstructed tracks are omitted from
the vertex fit. Large x? are expected because of the presence of non-vertez tracks
from 7 conversion in the target, secondary interactions in the target and detector
material, and the decay of neutral strange particles.

Figure 4.23 displays the results of the vertex fit for the 216 events in the com-
plete data set. The upper figure shows the distribution of vertex coordinates vz
along the beam direction. The mean and o of the Gaussian fit are —108.4 cm and
0.253 cm, respectively. The surveyed vertex position at the center of the target
was (—108,0,0). The width of the distribution is consistent with the size of the .57
cm thick 32§ target required to obtain a 1% interaction probability. Distributions
for vy and vz, the transverse coordinates, are shown together in the lower figure.
Note the change in scale from cm to mm. The mean and o of the Gaussian fits
in the y and z directions are (0.389,0.575) mm and (—2.256,1.354) mm, respec-
tively. Both widths are consistent with an estimated beam spot size of ~ 1 mm.
The broadness of the vz distribution is a consequence of the poorer out-of-plane
position resolution due to projective geometry.

One would like to reject non-vertex tracks on the basis of probability. If the dis-
tances of closest approach are normally distributed the x} statistic of Equation 4.32
should be distributed according to the x? probability density function

1

2 - 2[(v/2)-1) 2
f(X ’ l/) 2,/2I\(V/2)X exp( X /2)

— 1/2exp(—x?/2) (4.34)

for v = 2 degrees of freedom. The two degrees of freedom correspond to the two
independent coordinates of the start point. This is explicitly demonstrated in Fig-
ure 4.24 which plots the x2,, = x? distribution for reconstructed, simulated track
data. The simulated data are from the three-view acceptance reference sample,
extended to include the average multiple scattering in the target and chamber
entrance window. No tracks are lost because of scanning inefficiency and there
are no matching errors. All tracks emanate from the canonical vertex position
(—108,0,0). The histogram has been normalized to unity so that it can be com-
pared to the normalized probability density function, shown by the dashed line in
the figure. It is not a fit. The associated probability distribution (not shown) for
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Figure 4.23: Vertex fit distributions. z is the beam direction, y and z the transverse
directions. The surveyed vertex position was (—108,0,0). The beam spot at the
SPS in fixed-target mode is ~ 1 mm in diameter.
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Figure 4.24: x3,. distribution for reconstructed simulated tracks with respect to
the fitted vertex. The simulated data have been normalized to unit integral to
compare with the plotted probability density function (dashed line).
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Figure 4.25: x2,, distribution for measured data. The data have been fit to an
exponential out to x?,, = 20. The dashed line is a linear extrapolation of the fit
beyond this ezponential core.
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P(x?,v), obtained for each x? by integrating the density function from x? — oo,
is flat for all P > .001 .

A similar distribution is plotted logarithmically in Figure 4.25 for the three-
view subset of the measured data. Note the difference in scale between x2,, values
for simulated data and measured data. The solid line is an exponential fit out to
X2z = 20, the region of the distribution we refer to as the ezponential core. The
fit has been extrapolated to higher values. x2,, = 100 was the cutoff parameter for
track rejection and iteration during the vertex fit. The logarithmic plot emphasizes
the non-exponential tail. Omitted from the histogram is a long tail out to extreme
values. Approximately 10% of the reconstructed particles belong to this tail with
X2,z > 100. From the difference in the integrated contents between the measured
data and exponential fit, one can infer the contamination of the sample by non-
vertex tracks. Including data in the long tail ~ 18% of all reconstructed particles
are most probably non-vertex or spurious tracks. In Chapter 5 we investigate the
effect of non-vertex tracks on charged particle spectra and define a cut intended
to suppress them.

The final track reconstruction and vertex fit improve the spurious track rejec-
tion power. Spurious tracks which succeed in online reconstruction sometimes fail
after inclusion of the vertex. Even if their track fits succeed, they tend to larger
values of x3,, and are more likely to be rejected by a x2,, cut.

4.8 Matching Efficiency and Spurious Track
Rejection

It is difficult to estimate matching efficiency directly from measured data. Typ-
ically, a sample of events is independently measured in two laboratories and the
number of accepted tracks is compared. For example, the double streamer chamber
experiment at the ISR [Tho77] processed =~ 500 events in this manner and found
better than 98% agreement. However, this type of comparison is seldom made
on a track-by-track basis, and the estimation of efficiency is relative rather than
absolute. Moreover, a class of measured track images which fail to be successfully
associated into matched and reconstructed tracks should be excluded from an effi-
ciency analysis. For example, nonvertex tracks and spiralling electrons constitute
contaminations rather than signal, and not all tracks measured are imageatle in all
three views. Finally, shortcomings in the measuring induce reconstruction failure.
In an operator-assisted approach tracks can be remeasured until the reconstruc-
tion succeeds although this may lead to biases in the momentum measurement
that are difficult to estimate statistically. This approach was adopted for the mea-
surement of 7~ spectra from CCD data taken for 7Au + '®7Au collisions at the
BEVALAC [Cha92] at piap ~ 1A GeV/c, where the relatively low abundance of
produced particles made it practicable to perform the matching and reconstruction
for full events while they were being measured. Since reconstruction is part of our
matching, any reconstruction failures show up as matching inefficiencies. Rather
than try to separate these effects, we will state a matching efficiency that includes
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these losses.

The analysis presented here is based on a track-by-track comparison made for
simulated data. For this comparison, and for the extraction of charged particle
spectra later, the three-view acceptance was defined by requiring splmaz > 20 cm
with respect to the analysis cone in all three views. Recall that tracks were mea-
sured if splmaz > 15 cm in any view. This more stringent requirement improved
efficiency without cutting into the acceptance and suppressed inconsistencies due
to the discretionary interpretation of the measuring guideline for visible arc length
(see Figure 4.11). The optimal solution for each event was the reference sample,
the set of tracks in the three-view acceptance. A sample of 200 Monte Carlo events
was created by following the complete simulation procedure folding in the effects of
measuring error, obscuration, and the two-partition scanning efficiency. Note that
the best achievable solution could contain less tracks than the reference sample if
a track was lost to scanning inefficiency in more than one view. In this sense the
efficiency estimate is absolute. All particles were emitted from a single vertex. An
identification label was assigned to each imageable track in each view, in one-to-one
correspondence with a track identifier in the parent event. This sample was pro-
cessed through the complete data reduction chain-matching, final reconstruction
and vertex fit, and an acceptance test. The acceptance test consisted of propa-
gating particles through the NA35 magnetic field using the event-by-event fitted
vertex and the reconstructed momenta as initial conditions, projecting the space
trajectories into the CCD measurement space, and making the same three-view
splmaz cut used to define the reference sample. The acceptance test is described
in more detail in Section 5.2. Each processing step provides another layer of spu-
rious track rejection power.

Track matches were classified as correct if the associated images possessed the
same parent labels, either two or three labels depending on whether the successful
match was for two or three views. Tracks were denoted as compromised if three
views were associated two of which had identical labels. Spurious tracks, either
two- or three-view, possessed no common label. Spurious tracks could approximate
correct matches if they were composed of tracks in the three-view acceptance with
nearly the same momentum or they could be totally fictitious, composed of two or
three images from tracks lying outside of the good acceptance. As the analysis of
the small sample of hand matched data has shown, an admixture of compromised
and spurious tracks is unavoidable in high multiplicity streamer chamber work.
We know of no other attempt to quantify the effect. A final category of tracks,
omitied tracks, was devised to account for tracks in the reference sample none of
whose labels were used in any image associations. Depending on their phase space
distribution, the absence of the omitted tracks could bias a physical observable as
well as affect its overall normalization.

In order to define the efficiency, correct and compromised tracks are lumped
together as valid kinematic solutions. The justification for this is shown in Fig-
ure 4.26, which presents histograms of the differences in transverse momentum
pr and rapidity y between the ideal value of the respective kinematic variable for
the parent track and the value calculated from the final momentum reconstruction
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Figure 4.26: Differences in transverse momentum pr and rapidity y for compro-
mised tracks. Since the reference values have been taken directly from the input
to the simulation and the compromised values have been determined from the
reconstruction, the effects of momentum resolution are implicitly folded in.



115

for the compromised track. The rapidity is calculated assuming the pion mass.
The plots are strongly peaked near zero. The Gaussian fits for pr and y have
Opy = 25 MeV/c and o, = 0.046 units of rapidity, respectively. Approximately
2/3 of the compromised tracks have added an image from outside the three-view
acceptance. The remainder have appropriated an image from a second three-view
acceptance track. Both cases have difference distributions peaked near zero with
approximately the same width, so they have been included together in Figure 4.26.
According to the simulation study, the compromised tracks comprise 2.5% of the
yield in the three-view acceptance. As discussed below, a reasonable x2,, cut sup-
presses this contribution by more than a factor of two. Given the extent to which
they “remember” the kinematic variables of a correct image association and their
small yield, the compromised tracks are unlikely to distort single particle inclusive
spectra.

For each event the matching efficiency fmasch is defined from the number of
correct and compromised tracks, ncorr and ncomp, and from the maximum possible
number of reconstructed tracks in the three-view acceptance reference sample nay,

Beorr & Beomp (4.35)

NMmatch =
nzy

The distribution of fjmatch for the simulation study is shown in Figure 4.27. The
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Figure 4.27: Matching efficiency fmatch.

average efficiency is < fJmatcn >= 90% with o, = 3.8%. The average reconstructed
multiplicity in the three-view acceptance, which includes the spurious tracks n,p as
well as nc,pr and neomp, i8 Nyec = 73.53. To first order, the efficiency is independent
of multiplicity. If only three-view matches and reconstructions were accepted the



116

average efficiency would fall to 78%. This was the reason for extending the data
reduction to include two-view matches.

A measure of the spurious track rejection power is the percentage of spurious
tracks 9,pur Which contaminate the data sample,

= lm (4.36)

Nepur
Neec

Nepur i8 plotted in Figure 4.28. The mean value is < fypur > = 5.8%. The de-
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Figure 4.28: Spurious track contamination ,py,.

pendence of the spurious track contamination on multiplicity is also weak. Nearly
80% of the spurious tracks are two-view matches and reconstructions. There is
less than one three-view spurious track per event. Combined with results for simu-
lated data which have 100% scanning efficiency, for which spurious tracks virtually
never occur and compromised tracks are rare, the analysis of the matching effi-
ciency indicates that most of the deficiencies in the matching result from scanning
inefficiencies induced by limits in optical resolution at high track density.

Most of the spurious tracks contain at least one image from a three-view accep-
tance track. To a limited extent, these preserve the kinematic values of a parent,
however the difference distributions are rather broad and shifted away from zero.
On average, pr is shifted toward higher values while y is shifted toward lower
values. This is demonstrated explicitly for the rapidity y in Figure 4.29 which
plots the rapidity density dN/dy as a function of y for three cases: i) the correct
and compromised tracks which comprise the valid solutions, ii) the spurious tracks
with their true rapidities from the input to the simulation, and iii) the spurious
tracks with rapidities calculated from the momenta returned by the complete data
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Figure 4.29: Comparison of the rapidity density dN/dy for spurious tracks and
correctly matched tracks. The spurious tracks are shown twice, once with the
rapidity from the input to the simulation (dashed line), once with the rapidity
determined from the reconstructed momenta (solid line). The pion mass is assumed
in both cases. The relative normalization of the three histograms is arbitrary.

reduction procedure. For the comparison the three spectra, one of which (correct
plus compromised) has a dramatically larger integrated value, have been separately
normalized to unit integral f(dN/dy)dy = 1. The dashed(solid) curve is for the
spurious tracks with the input(calculated) rapidity assuming the pion mass. The
downward rapidity shift is clear. The dotted line is the distribution for correctly
matched and reconstructed tracks. As would be expected, spurious tracks are com-
prised of images descending from parents near the edge of the rapidity acceptance.
A similar effect is observed in the comparative pr distributions. We defer the con-
clusion on distortion to spectra to Chapter 5 until after the geometrical acceptance
correction has been discussed. A rapidity cut at y = 2.8, which is justified there,
reduces the spurious track contamination by =~ 1/3.

The omitted tracks, which have been excluded from Figure 4.29 to avoid con-
fusion, essentially follow the distribution of the valid solution set, indicating their
absence only affects the normalization. The mean value for the reference sample
is < nay > = 76.93. Compared to < n,. > = 73.53 this results in an ~ 5%
underestimation of the absolute normalization.

The figure for 7,54, quoted above is a somewhat conservative estimate because
it was calculated without the benefit of a x2,, cut, although some spurious tracks
fail to reconstruct after the addition of the vertex. Figure 4.30 shows the X2z
distribution for all matched and reconstructed tracks for the Monte Carlo data.
Note the long tail, which was absent from the same distribution for the reference
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Figure 4.30: x?2,, distribution for Monte Carlo data processed through the complete
data reduction chain. The solid line is a fit to the exponential core. The dashed line
extrapolates the fit. The tail is composed exclusively of spurious and compromised
tracks.

sample plotted in Figure 4.24. The solid line is a fit to the exponential core. The
dashed line extrapolates the fit. A cut demanding x2,, < 20 eliminates ~ 1/2 of
the spurious tracks, and nearly 2/3 of the compromised ones. This cut rejects less
than 1 valid track out of 1000.

4.9 Momentum Resolution

The simulated data were also employed to judge the quality of the momentum
information provided by the track fit. The two aspects investigated were the unbi-
asedness of the estimators of the track parameters, and the precision of the result,
the momentum resolution. Although the critical measuring limitation for track
matching is the scanning efficiency, the critical problem for momentum estimation
is the obscuration. Because of it, the distance of the first measured point from
the event vertex s,:; may be rather long. This has two consequences. First, the
integration of the equations of motion during the track fit is not constrained by
measurements for distances which may be as great as 120 cm. Second, the fit-
ted vertex, which may enter into the final track fit with a large weight, can exert

a disproportionate influence on the final momentum. Both effects can introduce
bias.!®

®In fact, difficulties encountered in the extrapolation of streamer chamber trajectories to
a downstream RICH detector indicated a problem in the track fit. This was also evident in
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One method of testing fitted values for bias is to investigate the stretch func-
tions or pulls of the fit parameters. The pulls are residuals, calculated between
the observations and fitted values and normalized by the uncertainty in the resid-
ual [Fro79]. For a fitted parameter z s and a measured value z,, with standard
deviations o; and oy, the pull quantity 2(z) is generally defined:

z(z) = —-;\/_12—_—__;—;.

The pull 2(z) is expected to have a distribution which is approximately the stan-
dard normal distribution N(u = 0,0% = 1). A shift relative to zero demonstrates
a bias and a width greater(less) than 1 indicates an error estimate that is too
small(large).

By analogy we define pulls for the momentum fit parameters 1/p, A, and ¢
taking the input values to the simulation as measured values which are exactly
known:

(4.37)

2z =1/p)¢) = ﬂ—';—f—“ (4.38)

The o are the respective diagonal elements in the covariance matrix of the track
fit. The pulls, calculated separately for positively and negatively charged particles,
are plotted in Figure 4.31.

There is evidence for small biases in all fit parameters with a strong charge-
dependent effect for the azimuth ¢. The negative pulls for 1/p indicate a tendency
to overestimate the momentum, that is, to make the track more rigid. The pull for
1/p is independent of p and of sy. A strong dependence on s,,; was eliminated
by the improved integration achieved with the addition of the pseudo-points. z /p
is excessively narrow, suggesting a consistent overestimation of the error in the
reciprocal momentum. Both A and ¢ have widths o ~ 1 indicating reasonable error
estimates from the fit. The positive pull for A may be evidence for an inconsistency
in the overall geometrical alignment of the beam/chamber/magnetic field/optical
system. In Ref. Fri73, a similar effect was attributed to an error in the beam
direction. The charge-dependent bias in the azimuth ¢ actually has an equivalent
effect on both positively and negatively charged particles. For rightside particles
it is relatively straightforward to see that a positive(negative) pull indicates a shift
in azimuth towards the beam for negative(positive) particles.

The small biases discussed above do not seriously degrade the momentum res-
olution. The canonical expression [Glu63)] for the uncertainty in p is

2
(%p) x 7 4132 p* + multiple scattering, (4.39)

systematic deviations of the measurement space predictive overlays, obtained from the fitted
momenta by track swimming and optical projection. It was clear from simulations without
obscuration that the problem was strongly correlated with sy¢z. The addition of pseudo-points,
fabricated points which lay approximately on the space trajectory and were positioned between
the vertex and first measurement, significantly improved the track fit by forcing a more careful
numerical integration of the equations of motion where the magnetic field was changing rapidly.
The improvement in the predictive overlays for measured data was dramatic.
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Figure 4.31: Pull quantities for the momentum fit parameters 1/p, A, 6. The

solid histograms and Gaussian fits are for negatively charged particles, the dashed
histograms and fits for positively charged particles.



121

where L is the arc length in the bend plane. If the dip A is small so that cos A ~ 1
then L is approximately the measured arc length in space. B is the magnetic field
strength. If multiple scattering can be neglected, the plot of §p/p versus p should
be a straight line. This is shown in Figure 4.32. The upper panel is a scatter plot

-~ 5
® :
& S
~ 4 L
% L

3 [ - .

2

1 S

0 -
- ] P | P
®
a 3
5y

2 F |

0 25 50 175 100 125 150 175 300
L(cm)
! +
0 " ' ] 1 T 1 , 1 | P
0 1 2 3 4 5 6 7 8
p (GeVic)

Figure 4.32: Momentum resolution 6p/p as a function of p. The upper panel is a
scatter plot, the lower panel a profile histogram which plots the mean and its error
in 400 MeV/c wide momentum bins. The inset histogram shows the arc length
distribution. Only tracks in the peak with nearly the same L are included in the
plots. The line is the fit from Equation 4.40.

of 6p/p versus p. The inset is the distribution of track lengths L in space from the
vertex to the last point. Only particles with L within a narrow window about the
sharp peak and with cos A =~ 1 have been included in the plot. ép is determined
directly from the input to the simulation and the output from the momentum
reconstruction, 6p = pyit — puim. The momenta of tracks in the peak span the
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full momentum range from p = 0 to p ~ 12 GeV/c. The lower panel is a profile
histogram which plots the mean value and error for §p/p in bins which contain
particles of nearly the same momentum. The straight line fit yields

fsf = .00075 + .0024p . (4.40)

This value is consistent with a calibration result obtained by shooting beams of
known momentum, zero dip and very nearly the same arc length through the
streamer chamber [GSI85).

More important for the analysis of charged particle spectra are the resolutions
in transverse momentum pr and rapidity y. The pr resolution for three-view
reconstructions is shown in Figure 4.33. 8pr is also defined with respect to input
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Figure 4.33: Transverse momentum resolution §py. The width of the Gaussian fit
is 0pr = 4.1 MeV/ec.

to the simulation épr = pry;, — prom. The peak of the distribution is within
1 MeV/c of zero. Its width is o,, = 4.1 MeV/c. The resolution for two-view
reconstructions is somewhat worse, o,, = 5.3 MeV/c. The rapidity difference
distribution is also sharply peaked at zero with o, = .009 units of rapidity. Again,
the resolution is reduced for two-view reconstructions, oy = .015 units of rapidity.



Chapter 5

Corrections to the Data

5.1 Introduction

In this chapter we discuss three important corrections to the data. First, the
geometrical acceptance will be analyzed and a procedure outlined for the track-by-
track calculation of a geometrical weight assigned to observed particles in spectra.
Second, a correction for electrons, resulting mainly from < conversion in the target,
will be discussed. Third, the influence of non-vertex particles will be examined.
A surprisingly large fraction of the charged particles observed in the final state,
~ 20%, can be attributed to electromagnetic and weak decays, or to secondary
hadronic interactions either in the target or detector material.

One feature observed in pA and light projectile-heavy target AA collisions is
an enhancement in the transverse momentum distribution of negatively charged
hadrons! both for pr < 0.3 GeV/c and for pr > 1.0 GeV/c [Jac91a]. Since elec-
trons are produced predominantly at low pr addressing this question motivates
the electron correction. However, this feature is also observed in 7® transverse mo-
mentum spectra [Al1b90], where electron contamination is absent, and in negative
hadron spectra at midrapidity [Str88], where electrons are relatively scarce. The
effect of non-vertex particles, either from electromagnetic or weak decays of pri-
mary hadrons, or from secondary interactions induced in the target and detector
material, must also be taken into account. Because of the kinematics of two- and
three-body decays to charged pions, for example K2 — n+x~, n — n+x~x°, one
expects systematically lower transverse momenta for decay pions observed in the
final state. The analogous decays to neutral pions K3 — 7% n — 7% %° occur
with significant probability. Surprisingly large primary n/7° ratios have been re-
ported in pp and pp collisions [Jan77), [Aln87], although at much higher energy.
Unlike the neutral strange particle decays of the A and K2, which can be detected
even in high multiplicity events [Bar90], the electromagnetic decays of the n are
impossible to identify so the daughter particles must be included in primary vertex
spectra. The leading particle in a hadronic secondary interaction may acquire an

1Negatively charged particles have been singled out because the experiments which could
measure low pr lacked particle identification capability.

123
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additional pr kick. Because of the rapid falloff of the invariant cross section with
transverse momentum, a small effect of this kind could have a significant impact
at high pr. Hence the importance of correcting for non-vertex charged particles
in the pion spectra.

A direct measurement of the rapidity distribution of leading protons, either
near beam or target rapidity, would complement estimates of the nuclear stopping
power inferred from transverse energy distributions for produced particles near
midrapidity [PQM88]. We identify the protons with the charge-ezcess distribu-
tions, for example,

dN(AA - p)/dy = AN(AA — k*)/dy — dN(AA — h™)/dy.

Because the initial state in 3S + 32§ collisions is isoscalar, both the yield and
phase space dependence of x* and ™, the dominant produced charged particles in
inelastic NV collisions, should be the same. However distributions for primordial
protons obtained by this method will be influenced by the kinematics of the pro-
duction process and subsequent decay of strange particles. A related effect which
influences the proton dN/dy distribution is the asymmetry between K+ and K~
production.? Finally, spectra determined from the charge-excess are sensitive to
the intrinsic charge-excess from target fragmentation in secondary hadron-nucleus
interactions. This is the second motivation for a careful study of the role played
by non-vertex tracks. Final dN/dy distributions will be obtained by extrapolating
the corrected spectra down to pr = 0.

5.2 Geometrical Acceptance and Geometrical
Weight

The geometrical acceptance is calculated from the good fiducial volume in measure-
ment space. Charged particles were accepted into the analysis if for reconstructed
momentum p the imageable arc length of the ideally measured equivalent track
splmaz, defined in Section 4.4.2, was greater than 20 cm in all three views, and
if the associated geometrical weight was not too large, which we quantify below.
Recall that splmaz has the important virtue of measurement independence, that
is, for a correctly identified and carefully measured track it will not depend on
the obscuration or the measured arc length. The good fiducial volume finally
selected, specified by the analysis cone and the splmaz requirement, achieves a
reasonable compromise between matching and reconstruction efficiency and phase
space acceptance. Note that the forward cone is regarded as an essentially dead
region. Naive attempts to improve the efficiency by restricting the fiducial volume,
either by enlarging the cone or making a more stringent arc length cut, induced
increasingly severe pr cutoffs at the edges of the acceptance, as will become clear
below.

3The K+ produced in association with A in processes like pp — pAK* is not compensated
for because of the absence of analogous channels for K~ production.
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Given the definition of the fiducial volume and splmaz, the acceptance calcu-
lation is straightforward. The fundamental assumption is that of symmetry about
the beam direction. Distributions depending on any equivalent set of phase space
variables-(y, pr,m), (p,0,m), (pL,pr,m)-will exhibit no dependence on ¢, the
azimuthal angle in the transverse momentum plane (see Figure 4.3). For mass
hypothesis m, charge ¢, and phase space coordinates (y, pr) the full azimuth is di-
vide< into ny equal intervals §t) = 2x/ny. For computational efficiency, a discrete
mesh is employed rather than a Monte Carlo procedure. Charged particles are
propagated through the streamer chamber magnetic field and optically projected
from chamber space to the measurement spaces of cameras 1, 2 and 3. Neglecting
pv-turbations like energy loss and multiple scattering, the imageable projected arc
length splmaz is a single-valued function f(y,pr,m,v). If splmaz > 20 cm in all
three views, it is assumed that the charged particle will be detected and measured,
in at least the two views required for momentum reconstruction. This assumption
makes a statement about efficiency as well as providing a criterion for acceptance.
It will be explicitly checked below. For a given value of (y, pr), at the midpoint of
each interval 89, the acceptance criterion is evaluated and, if satisfied, the num-
ber of accepted particles n,..(y,pr) is incremented. This procedure leads to the
definition of a geometrical weight w(y, pr):

w(y,l’r) = n¢'/n¢oc(yap7')' (51)

The geometrical acceptance is defined as all (y, pr) such that w(y, pr) < 8.0. The
upper bound on w was selected to avoid regions of phase space where the weights
change too rapidly and also to suppress large statistical fluctuations which can
result from the inclusion of a few counts with excessively heavy weights.

The geometrical accentance for 7~ is shown in Figure 5.1. The upper figure is a
lego plot of the geometrical weight, calculated at bin centers, as a function of y and
pr . In the lower figure, which shows the edges of the acceptance more clearly, the
size of the boxes is proportional to the weight. Note the broad valley in the lego plot
where w(y, pr) < 3.0, corresponding to the region of high efficiency. The sweeping
ridge at the edge of the valley approximately traces a line of constant 6, in (y,pr)
space. In the rectangular phase space region 0.6 < y < 2.8, 0.05 < pr < 2.0 GeV/c,
the maximum weight is w(y, pr) ~6.

The sharp high-pr cutoff with increasing y, evident in the lower figure, occurs
because for pr > m,, y =~ pseudorapidity = — In(tan 6/2). For a given rapidity
¥, the emission angle in the laboratory is independent of pr . Forward of midrapid-
ity, particles are concentrated at very small angles. For Y > Ymid = 3.0, 0145 < 5°.
However, increasing pr with y held constant increases the rigidity, making it dif-
ficult for the magnetic field to sweep charged particles out of the cone so they can
be detected. The acceptance edge at low rapidity for pr > 0.2 GeV/c corresponds
to 6ip > 60°. For pr < 0.2, there is a low mnomentum cutoff at p =~ 70 MeV/ec.
The 7+ acceptance is nearly the same, except it does not extend quite as far in y
because of imperfect symmetry in the construction of the analysis cone. .

Identical plots for protons are shown in Figure 5.2. The lego plot exhibits a
similar broad valley of good efficiency. A sharper ridge structure indicates that
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the proton acceptance is more clearly the consequence of an angle cut. The proton
acceptance edge at low y and low pr has the same structure and similar kinematic
origins to the edge in the 7~ acceptance. Because half of the phase space satisfies
pr < m, there is a pronounced difference at low pr, increasing with rapidity.
For y > 1.6, decreasing pr with y held constant leads to a rapid reduction in
0iab to very small angles. The diminution in rigidity cannot compensate for this
rapid change in the angle of emission. The influence of the strongly rapidity-
dependent low-pr cutoff may be somewhat diminished since the mean transverse
momentum < pr > for hadrons is known to increase significantly with mass in both
pp [Eis79}, [Ale90] and AA [Abb90] collisions over a wide range of energies. A recent
measurement by the NA35 collaboration [Wen90] has reported a < pr > = 660
MeV/c for protons indirectly identified from the charge-excess distribution in the
same experiment, although for a different trigger and a different data reduction
technique.

In lower energy AA collisions, where high multiplicity events are still dominated
by incident nucleons rather than produced particles and where the kinematic fo-
cusing into the forward cone is not so dramatic, the selection of tracks within the
(y, pr) acceptance which participate in the physics analysis and the assignment of
their respective weights is also based on the assumption of rotational symmetry
about the beam. The canonical approach to correct for detection efficiency is to
identify an interval in ¢ of unbiased, near 100% efficiency with a plateau in the
distribution dN/dy> as a function of  [Str84]. A characteristic feature of these
distributions is the existence of camera holes for values of 1 which correspond to
trajectories pointing towards/away from the cameras. The role of obscuration is
evident from the typically greater broadness and depth of the away from camera
hole. Once a plateau in the dN/dy distribution has been defined with width &y,
tracks within the plateau are included in the analysis and assigned weights

2x

’g'z.
These are analogous to the geometrical weights w(y, pr) calculated above. This
data selection procedure has the deleterious effect of sacrificing a significant fraction
of the measured data sample.

The canonical approach assumes that the positions of the 3 plateaus and,
correspondingly, the values of the weights wy, are slowly changing functions of
phase space. This approach has been adopted for the NA35 film data [Wen90] and
implemented by dividing phase space and defining track selection plateaus as a
function of (p,0ias) .

For CCD-imaged data the plateaus in the dN/dy distribution have a very
strong phase space dependence and can lead to camera holes which are exceedingly
broad, even with perfect detection efficiency outside of the forward cone. This is
illustrated in Figure 5.3. The first three figures in each column are scatter plots of
splmaz as a function of ¥, in camera views 1, 2, and 3 respectively, for momentum

= 1.5 GeV/c. Each column is plotted for a different polar angle, 8, = 2°,
10°, and 20°, respectively. These values of (p,8as) correspond to (y,pr) values of

Wy = (52)
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Figure 5.3: Projected arc length distributions splmaz as a function of ¢ for p = 1.5
GeV/c and iy = 2°, 10°, and 20°. The values of splmaz obtained for camera
views 1, 2, and 3 are denoted s,, sz, and s3, respectively. Also shown are the
subsets of 1 which satisfy s; 23 > 20 cm. The locations and extents of the camera
holes change dramatically with 6;,; .
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~ (3.0, 50 MeV/c), (2.3, 250 MeV/c), (1.7, 500 MeV/c). The last figure in each
column shows the subset of ¥ which satisfies the acceptance criterion. Recall that
we measure ¢ from the positive z axis. ¥ = 0(x) for particles with transverse
momentum pointing toward(away from) the z axis, approximately toward(away
from) the cameras. For each value of (p,8) a Monte Carlo procedure is employed
to sample randomly in ¢ such that dN/dy is flat. The calculation shown assumes
a charge ¢ = —e. The smearing in the scatter plots occurs because the calculation
of splmaz employed for these plots is not exact-the arc length is computed from
the first point in measurement space excluding points which image into the central
cone, rather than from the track-fiducial volume intersection point. The arc length
drops abruptly to zero when too few points remain outside of the cone to perform
a circle fit.

The structure in the scatter plots is predominantly a rightside/wrongside effect.
The negative particle rightside covers the domain 7 < ¥ < 2r. See page 66 and
Figure 4.4. Note the approximate symmetry about the chamber midplane, located
at ¥ = 7 /2, ¥ = 37 /2, a separate symmetry for rightside and wrongside particles.
For )45 = 2°, there is full acceptance for all values of 1. The oscillation in splmaz
has a relatively small amplitude. The fluctuations in the counts vs  distribution
are statistical. Note that for ;.5 = 0°, the transverse momentum is identically zero
and the ¢ dependence disappears entirely from the problem. As 8, increases to
10°, not enough to initially point wrongside particles out of the cone, a huge camera
hole develops on the wrongside. As 6}, increases further, the wrongside acceptance
recovers because the initial direction of the charged particle permits unobscured
imaging for most wrongside values of ¥. Camera holes can be observed for both
toward and away from values of . The spread of imageable arc lengths is large
with splmaz ranging from 0 to =~ 150 cm. Note that there can be zero, one, or two
camera holes depending on (p, 8jas) .

Because of the sensitivity of both the location and the width of the dN/dy
plateau on phase space, a weighting procedure based on relatively coarse binning
would be inappropriate. Instead we calculate a track-by-track geometrical weight.
This method has two advantages. First, it eliminates artificial or incorrect weight
assignments in spectra due to rapid variations in the detection efficiency. Second,
it minimizes the amount of data which must be excluded from the physics analy-
sis. From the bottom three plots in Figure 5.3 it is clear that application of the
canonical plateau method would reject ~ 1/2 the measured data.

The geometrical weight calculation is identical to the acceptance calculation ex-
cept that the reconstructed momenta, rather than any bin center or any randomly
sampled momentum values within a phase space bin, are used as initial conditions
for the splmaz computation. The 1 segmentation is made finer to reduce the sta-
tistical error. For reconstructed (p, A, 4) charged particles are propagated through
the magnetic field, projected to the measurement space and subjected to the fidu-
cial volume cut splmaz > 20 cm in all three views. Note that the cut is independent
of whether a track has been measured in two or three views. Approximately 90% of
all reconstructed tracks are accepted. Tracks which satisfy the three-view accep-
tance criterion are symmetrized with respect to 4 for reconstructed (p,8) . For the
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weight calculation the 2x transverse azimuth was divided into ny = 500 intervals
of 61 = 0.76° . This guaranteed a statistical error of less than ~ 2% for the largest
weights. Just as for the case of the acceptance, splmaz = f(p, 0,1, q) is calculated
and n,.. incremented if the fiducial cut is satisfied. This leads to the definition of
the geometrical weight w; of track i:

wi(p, 6, q) = nd’/nauc(p: 6, q)' (53)

The geometrical weight depends only on the reconstructed momentum and charge.
Its error can be calculated by estimating the uncertainty in n4.. . We assume that
the acceptance decision splmaz > 20 cm may have been incorrectly made once at
the edge of each potential camera hole. Averaging the deviations of the high and
low weights obtained from nge. — nac + 2 gives the error.

The error estimate was checked by comparing the result, for a number of values
of (p,0), to the weight obtained by an analogous calculation which used a Monte
Carlo procedure to sample randomly in ¢ for given (p,8). This calculation used a
much larger number of trials N and was assumed to converge to the true weight
like 1/ \/%7 . The geometrical weights calculated by both methods agreed within
the error estimate, but the discrete calculation converged to the correct value
much faster. Examination of the measurement space overlays, which are calculated
from the reconstructed momenta in exactly the same manner as splmaz, showed
no systematic deviations of the predicted measurement space trajectories, and
by implication splmaz, from the measured data. There is no evidence for any
systematic error in the computation of the track-by-track geometrical weights.

In order to test the fundamental efficiency assumption-that tracks which satisfy
splmaz > 20 cm in three views will be measured in at least two and successfully
matched and reconstructed without suffering losses which introduce a bias-we
applied the complete data reduction procedure to simulated data. The “measured”
spectra employed in the matching efficiency analysis of Section 4.8, which have
folded in the effects of scanning, matching, and reconstruction inefficiencies, were
inverted with the aid of the computed geometrical weights. Figure 5.4 compares
the normalized rapidity distribution of negative hadrons dN/dy of the inverted,
“measured” distribution to a reference spectrum, obtained directly from the input
FRITIOF distribution. The reference spectrum is completely unfiltered. Both
spectra contain the same 200 events, a sample of the same statistical significance
as our real measured data. The contents and error bar of histogram bin A; are

Ni , N;
'h.' = Z Aw,-, 6h, = Z(ij)z, (54)
J=1 j=1

respectively. N; is the number of tracks which land in bin ¢ and A normalizes
the distribution so that it is a rapidity density with integrated value equal to the
average negative multiplicity. »

At this statistical level the reference spectrum is subject to large statistical fluc-
tuations. The inverted spectrum, which because of the rejection in the simulated
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Figure 5.4: Comparison of inverted, “measured” distribution to the FRITIOF
reference spectrum. The reference spectrum is obtained directly from the input
distribution. The dashed lines indicate the efficiency-restricted acceptance.

data of tracks from the forward cone contains only ~ 45% of the counts, not only
is consistent with the input distribution but also preserves the fluctuations. For
y > 3.0 the effect of the rapidity-dependent, high-pr acceptance cutoff is evident.
The two rapidity bins for 2.8 < y < 3.0 deviate systematically indicating that the
efficiency hypothesis has not been satisfied at the high rapidity edge of the geo-
metrical acceptance. This might also be the result of an inconsistency of the track
match momentum cut at p = 16 GeV/c which cuts into the acceptance at y = 2.8
for pr > 1.5 GeV/c, although the yield at high pr is probably too low to account
for it alone. A similar effect may be occurring at the low edge of the geometri-
cal acceptance at y ~ 0.5. For this reason we will restrict the physics analysis
to 0.6 < y < 2.8 with rapidity calculated assuming the pion mass.> The overall
normalization appears to be correct which, combined with the ~ 90% matching
and reconstruction efficiency estimate from Section 4.8, suggests that most of the
losses occur at the edges of the geometrical acceptance. The close agreement be-
tween the inverted and reference distributions also implies that the compromised
and spurious tracks do not distort spectra.

The final acceptance for pions and protons, taking into account the limitations
imposed by efficiency considerations, is shown in Figure 5.5. The 7 acceptance,
indicated by the thick dashed line, is rectangular in (y, pr) space. The low-pr cut

3We will strictly adhere to this acceptance for ¥~ transverse momentum spectra and also for
the restrictions it imposes on the proton acceptance. For the #~ dN/dy distribution we will relax
the lower bound to y = 0.4. This is still consistent with the comparison in Figure 5.4 and the
geometrical acceptance shown in Figure 5.1.
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Figure 5.5: Final pion and proton acceptance in (v, pr) space. The solid line is
the proton geometrical acceptance. The shaded region is the restricted proton
acceptance implied by the rectangular pion acceptance.

at 50 MeV/c anticipates a result from Section 5.3-the background from conversion
e~ exceeds the hadronic signal for pr < 50 MeV/c. The proton acceptance, rep-
resented by the solid line, has been truncated at y = 0.2 and y = 2.6 in rapidity.
If the < pr >~ 600 MeV/c, the low(high)-pr acceptance cutoff at y = 0.2(2.6)
still permits approximately half the transverse momentum to be measured for the
purpose of extrapolation. The low-pr cut at 200 MeV /c obviates the need for an
et, e correction to the proton spectra and suppresses negative fluctuations in the
charge-excess distributions which result from kinematic asymmetries in the weak
decay A — pr=. This point will be clarified in Section 5.4. Because of the high
proton < pr >, this acceptance cutoff still takes a relatively small bite out of the
available phase space. A low-pr cut at 200 MeV/c would bound a rectangular
phase space region for 0.4 < y < 2.0. Since the average rapidity shift imparted
to inelastically interacting leading protons in pp collisions at comparable energies
is > 1 — 1.5 units of rapidity [Bus84], we can measure the proton transverse mo-
mentum spectrum over the interval of rapidity where the yield is expected to be
greatest.

However, since we extract proton observables from the pion-dominated charge-
excess distributions, the proton acceptance must be reduced still further. The
dotted lines in Figure 5.5 map lines of constant pion rapidity y, = c to corre-
spon ling values of the proton rapidity y, calculated for different values of PT,

Yp = f( mpaPTrPL(mnPTayr = C) ) = f( My, PT,Mr, Y = C ) (5.5)
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The shaded region is bounded by the lines y, = f(pr,y» = 0.6) and y, =
f(pr,y= = 2.8) suggested by the efficiency-restricted = acceptance. Note the strong
pr dependence of the rapidity shifts for the different mass assumptions. This is
another consequence of the large proton mass relative to the pr scale. Even neglect-
ing this efficiency effect, a cut would have be made on rapidity calculated with the
pion mass to prevent a false signal in the charge-excess distributions arising from a
small difference in acceptance for 7+ and #~. A cut requiring y(m,, pr,pL) < 3.0
would ensure equivalence of the #~ and #* acceptance. The most realistic assump-
tion, that the detection efficiency for pions and protons as a function of (p,0) is
the same, argues for the restricted proton acceptance in (y, pr) space. This limits
the rapidity range for an unbiased proton pr spectrum to 0.6 < y, < 1.4 and
necessitates a rapidity-dependent extrapolation to obtain the dN/dy distribution
for participant protons.

5.3 Electron Correction

As is well known, photons are produced copiously in hadron-hadron collisions by
the electromagnetic decay of directly produced hadrons. The inclusive yield is
comparable to that observed for pions [Fer84]. The decay processes primarily
responsible for the large yield are:

0

T =7
n = 7
n — 3x°
n — wtx~x°

with the subsequent #° decays. As was mentioned in Section 5.1, the 5 contribu-
tion may be important. In nucleus-nucleus collisions with massive, high-Z targets
conversion electrons produced by the process ¥ — et + e~ can have a significant
impact on the charged particle spectra.

In the absence of electron/hadron discrimination by time-of-flight or dE/dz the
electron contamination can be calculated starting from either the observed 4 flux
[Alp75], a measurement of the charged or neutral pion differential cross sections
[Wen90], or from the 7° and n distributions generated by a Monte Carlo simulation
which well approximates the data. A 7° based calculation has the advantage of
including a large part of the 5 contribution but the #° cross sections in nucleus-
nucleus collisions have not been well measured below pr = 400 MeV/c [AIb90]. In
an isoscalar system like 32S + 32 the direct(i.e, parton/string/strong resonance)
7° production will be the same as the charged pion production. However, a cor-
rection based on assuming that the neutral pion (y, pr) phase space distribution is
identical to the measured charged pion distribution must still make assumptions
based on models or pp data about the relative yield 7°/7~ and the effect of the
n decay kinematics on the 7° spectrum. We have calculated the correction from
FRITIOF including photons generated from the electromagnetic decays of all the
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stable particles. Electrons produced by the Dalitz decay #° — ete~~ have been
included as well. Possible systematic errors introduced by employing the FRITIOF
input spectra will be addressed below.

An electron correction table c;; was calculated for bins in (y,pr) space from
the ratio of negative hadron counts h;;(y, pr) to the sum of hadron plus electron

counts e;(y, pr),

= h

" hij e’
with the conversion electron counts appropriately weighted by the conversion prob-
ability P. The c;; range from zero to one. The bin sizes were 0.1 units in rapid-
ity by 50 MeV/c in transverse momentum. ==, K—, and P were included in the
hadron (y,pr) distribution with all rapidities calculated assuming the charged
pion mass. The electron phase space distribution included conversion electrons
from 4 decay plus directly produced electrons from the Dalitz decay modes of
the\r, and the #°%. Physics routines to calculate the total cross section, mean free
path and probability for photon pair production and to sample the secondary elec-
tron/positron energies were extracted from GEANT [Bru87], the CERN detector
simulation package. They employ a modified version of the method of Butcher
and Messel [But60] to sample from the Coulomb corrected Bethe-Heitler differen-
tial cross section do(Z, E, €)/de for the production of an electron/positron pair,
one of which has energy ¢E, from an incident photon of energy E [For78]. Z is the
nuclear charge.

Each 7 was converted n., times and weighted by P/n., in order to smooth
statistical fluctuations. However, the statistical error of the correction where the
correction is large depends strongly on the number of hadron counts per bin, which
demands a large number of Monte Carlo events. A sufficient number of events was
run to populate the low pr bins where the hadrons are relatively rare. Since the
numbers of both hadrons and electrons are seldom both small, the statistical error
of the correction can be estimated directly by straightforward error propagation
[Jam80].

The only important conversion material is the 1.18 gm/cm? (.57 cm) thick
325 target. All other material in the 4 paths is much thinner and has much lower
nuclear charge. The typical conversion probability, averaged over all v incident
energies, is =~ 2.5%. This implies that the Dalitz decay contributes ~ 1/4 of the
e~ yield and should not be ignored. The decay and conversion kinematics strongly
focus the produced electrons at low transverse momentum. For #° parents with
pr < 250 MeV/c, the daughter electron transverse momenta fall approximately
exponentially with a mean value of < pr >~ 50 MeV/c. For #x° parents with
pr > 1 GeV/c the daughter electron transverse momenta are more peaked than
exponential at low pr. Although spanning the full, allowable kinematic range
from 0 < pr < prao the number of electrons descending from high transverse
momentum 7% which have pr in the heart of the charged pion spectrum is still
small. The kinematics argue that the correction should be somewhat insensitive to
the 7 momentum spectrum at extreme values where data [Ake90), [Str88] departs
from models based on the superposition of pp physics.

cij (5.6)
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Figure 5.6 compares the calculated e~ and FRITIOF x~ normalized rapidity
distributions dN/dy integrated over all transverse momenta 0.0 < pr < 2.0 GeV/c.
The ordinate is plotted logarithmically because of the more than order of magni-
tude difference in the yields over most of the rapidity domain. Electron rapidity
Y. i8 calculated assuming the pion mass:

Ye = f(m’pln PT) - f(mg,PL, PT) (57)

The solid line, symmetric about midrapidity, is for #~. Four electron distributions
are drawn, showing the dependence on low transverse momentum cuts requiring
pr > 0, 25, 50, 75 MeV /c respectively. Without a pr cut the electron yield at
target rapidity is comparable to the charged pion yield but falls off rapidly by
y = 1. A pr cut requiring pr > 50 MeV/c completely suppresses the electron
peak and leads to a fairly flat distribution for 0.2 < y < 4.0 at the level of ~ 1/2
of an electron per unit of rapidity. This cut only affects the normalization of the
*~ rapidity distribution, by ~ 4%, since the ratio of the pion distributions with
and without the cut is almost flat for 0.6 < y < 5.4.

The influence of the electron contamination on the transverse momentum spec-
trum is shown in Figure 5.7, which plots the ratio of the electron yield to the neg-
ative hadron yield as a function of pr, integrated over rapidity for 0.0 < y < 4.0.
The contamination is 55% in the first bin, 15% in the second bin, 6% in the third
bin and falls to less than 1% for pr > 250 MeV/c. The rapidity dependence of the
effect was explored by plotting the ratio for different low rapidity cuts at y > 0.5,
1.0 and 2.0 . These have been omitted from Figure 5.7 because the dependence
on the low rapidity bound was weak except for the first two bins. At midrapidity,
2.0 < y < 4.0, the contamination is 33%, 12% and 5% in the first three bins re-
spectively. Both the rapidity distribution and relative transverse momentum yields
point out the difficulty of measuring spectra down to very low pr without particle
identification. This is the reason we have excluded transverse momenta below 50
MeV/c from our physics acceptance.

Representative elements of the correction table are shown as a series of one-
dimensional histograms in Figure 5.8. Each histogram plots the cij(y, pr) defined
in Equation 5.6 as a function of rapidity for selected bins of transverse momen-
tum. The labels identify the bin boundaries of the 50 MeV/c pr bins used for the
correction. The corrections are still relatively large until pr ~ 150 MeV/c. For
pr > 500 MeV /c the probability weighted electron yield is less than = 1 count per
bin, leading to correction factors very close to unity. If either h;; or €ij was zero,
ci; was set to one. The statistical error on the correction factors can be estimated
by

e? h?
= T er g & B’ G4)

where the terms h and T(P/n,)? are estimates to o4* and 0.2 respectively. For
n, = 10 and for 10,000 Monte Carlo events the statistical errors were less than
=~ 1% everywhere in the physics acceptance.
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Figure 5.6: Normalized electron and pion rapidity distributions. The solid line,
symmetric about midrapidity, is for 7~. The influence of transverse momentum
cuts on the electron dN/dy distribution is shown for pr > 0, 25, 50, 75 MeV /c.
For pr > 50 MeV/c the electron yield is fairly flat from 0.2 < y < 4.0 units of
rapidity.
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Figure 5.7: Ratio of the electron yield to the negative hadron yield as a function
of pr for 0.0 < y < 4.0. For pr > 250 MeV/c the electron contamination is less
than 1%.
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Figure 5.8: Representative elements of the electron correction table c;;(y,pr).
Each histogram plots the ¢;; dependence on y for a different pr bin.

The systematic error in the electron correction will depend on the deviation
of the FRITIOF input spectra from the real distributions which occur in nucleus-
nucleus collisions. A low-pr enhancement in the 7 transverse momentum spectrum
has not been established in high energy, symmetric AA collisions. Since the sharp
breaks observed in light projectile-heavy target pr spectra occur at ~ 250 MeV/c
[Str88], [Jac91a] the kinematics of the 7° decay and 4 conversion process tend to
push conversion e~ originating from the pr < 250 MeV/c region of the 7° spectrum
below 50 MeV /c and out of our acceptance. The enhancement at high pr occurs
where the cross section is down by two orders of magnitude or more. Since the
FRITIOF pr distribution fits the data reasonably well in the heart of the spectrum
the systematic error for the electron correction should be small.

5.4 Non-vertex Particles

5.4.1 The simulation of AA collisions including secondary
production processes

In order to investigate the influence of secondary charged particles on the charged
particle spectra, the detector simulation package GEANT [Bru87] was employed
to track particles through the NA35 experimental setup, to introduce secondary
hadronic interactions in the target and detector material, and to properly de-
cay short-lived stable particles, both kinematically and in coordinate space. The
FRITIOF event generator combines a multiple collision model [And87] for the
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production of longitudinally excited color flux tubes—strings-with the Lund inde-
pendent fragmentation model of hadronization [And83]. We used FRITIOF version
1.7 and the Lund Monte Carlo for Jet Fragmentaticn JETSET version 6.3.
Although the default set of FRITIOF/JETSET parameters have been tuned
to predict the observed charged multiplicity, pr spectra, and dN/dy distributions
in pp collisions at the SPS and ISR energy scales, they fail to successfully predict
the strangeness abundance reported by NA35 in 32S +3%S collisions at 200 GeV/c
[Bar90]. Moreover, certain fragmentation parameters reflect their ete~ heritage.
For example, the parameter governing strangeness suppression is set to the value
obtained for e*e~ annihilation experiments rather than the value measured for
lepton-hadron or hadron-hadron interactions [Ada87). For these reasons, and be-
cause of the model dependence of an event generator-based correction, we have
calculated the corrections discussed in this section with both the default set of
parameters and with a modified parameter set which incorporates results from our
experiment. The sensitivity of the correction to the parameter set will furnish an
estimate of the systematic error. The pertinent parameters are listed in Table 5.1,
denoted in the nomenclature of the FRITIOF source code. PAR(2), which accounts
fo: the suppression of s quark pair production compared to u or d pair produc-

PAR(2)
PAR(12)

PAR(32)
PAR(52)

Table 5.1: Default and modified FRITIOF/JETSET parameters. The role the
parameters play in the Monte Carlo is discussed in the text.

tion, reflects the ~ factor of 2 enhancement of the A and K3 yields measured by
NA35 in central 23S + 32§ collisions. PAR(12) corresponds to the width of the
Gaussian transverse momentum distribution assumed for the valence constituents
of the primary hadrons. The modified value leads to a proton pr distribution with
a mean transverse momentum < pr >~ 600 MeV/c near midrapidity consistent
with preliminary results deduced from our chage-excess distributions. PAR(52)
is essentially a stopping parameter which enhances the probability that in baryon
fragmentation a leading baryon will appear closer to midrapidity. See Ref. And87
pg 120-125 and Ref. Sjo86 pg 380 for details. With the modification, the pre-
dicted proton rapidity distribution is in better agreement with our measured value
[Wen90], also deduced from the charge-excess. PAR(31) and PAR(32) are the a
and b parameters, respectively, in the Lund symmetric fragmentation function for
the production of a hadron with transverse mass mr at position z along the string

“The a and b fragmentation parameters, denoted by PAR(31) and PAR(32) respectively, differ
in the context of FRITIOF 1.7 from the standard JETSET 6.3 values of @ = 0.5,6=0.9.
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axis,

f(z) = 271(1 — 2)° exp(—bm7?/2). (5.9)
They are explicitly shown for reference since these parameters have been widely
modified by other members of the heavy-ion community to attempt to fit early
results from both the AGS [Cos87] and CERN [Gyu87] programs.

The subset of FRITIOF final state particles input to GEANT consisted exclu-
sively of particles(and their antiparticles) listed in tke Stable Particle Summary
Table of the 1988 Review of Particle Properties [PDG88]: the light mesons, the
strange mesons, the nucleons and all strange baryons from the A to the 2. Only
particles directly produced by string fragmentation or by subsequent strong de-
cays were retained as input, that is, all weak and electromagnetic decays were
performed by GEANT during tracking. The weak decays of 7+, 7=, K+, and K~
were explicitly suppressed to avoid double counting. In practice, kink decays are
detected visually in dedicated scans and overlooked during measuring programs
devoted to vertex-based tracks (see the footnote on page 68 for a definition and
some examples of kink decays).

The Er trigger derived from the PPD was not simulated. Events were selected
by impact parameter b by weighting according to db for 0 < b < bpez = 2.5 fm.
This value of by,,; achieved a good normalization of the Monte Carlo relative to
the measured data, defined by consistency of three observables: the trigger cross-
section gyy;y, the mean charged multiplicity in the three-view acceptance < nzy >,
and the number of participant protons. In the geometrical model, which assumes
o(b) = constant so that the inelastic cross sections go like o = [ o(b) 2rbdb o b2,

_ 0(bmaz) _ [ bmaz ?
Otrig = -—0:‘—— = (-ﬁ—) . (5.10)

For S nuclei with R ~ RyAY/? ~ 3.7 fm, the Monte Carlo yields oigmc =~ 11%
compared to the oy, = .2 barns/1.8 barns = 11% determined from run time
scaler values for events which satisfied the PPD Er threshold [Hec90]. For both
the matched and reconstructed measured data and the GEANT simulated data
< N3y >data = < N3v S>um = 76.2 charged particles. The number of participant
protons is not a direct observable but must be inferred from the data. Moreover
the participant number from the FRITIOF Monte Carlo is always greater than
the observable number of participant protons in the final state n, — ny because
of excitation of incident nucleons to hyperon states. From a fit to our measured
proton rapidity distribution dN/dy, corrected according to the impact parameter
selected simulation with by, = 2.5 fm, ffgﬂ, (dN/dy)dy = 8.7 protons. This is
in reasonable agreement with the number determined from the simulation in the
same rapidity domain, < n, —ny >=9.3. The inconsistency in predicted charged
multiplicity of the optical simulations discussed in Section 4.5 was resolved by the
full inclusion of non-vertex tracks.

From the point of view of GEANT, the streamer chamber plus target is an
extremely simple detector setup. Since virtually all particles enter the chamber
through a 120 um thick, mylar entrance window, the setup can be modelled as
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the .57 cm thick, 1.2 cm radius cylindrical 32S target, a 72 cm x 120 cm x 120
pm entrance plane, followed by the 72 cm x 120 cm x 2 m sensitive volume of the
streamer chamber. The chamber is filled with an 80% Ne, 20% He gas mixture. The
~ 8 cm gap between the target and the mylar window is open to the atmosphere,
that is, it is filled with air. The atomic weight A, nuclear charge Z, thickness i,
and surface density pt in units of gm/cm? of the target, window, air and chamber
are shown in Table 5.2. A detailed discussion of the construction and operation

Z pt (gm/cm?)
S target 32.066 | 16 0.57 cm | 0.590°

Air 14.61 | 7.30 |8.00 cm | 0.00928
Mylar window 6.456 0.0174
Chamber gas 9.374 0.137

Table 5.2: Material parameters important for secondary hadronic interactions and
v conversion. The A, Z and p for the mixtures/compounds are effective values
calculated from the proportional weights of the molecular constituents.

of the streamer chamber can be found in Ref. Wen90. All other material is either
outside of or downstream from the chamber and is unimportant for the calculation.
The primary vertex for tracking primary hadrons was located at the center of the
target for all events.

The GEANT version 3.14 parameters for the control of physical processes were
set to include Gaussian multiple scattering, energy loss with Landau fluctuations,
pair production, decay of unstable particles, and hadronic interaction with the
generation of secondaries. The influence of multiple scattering and dE/dz on the
momentum resolution was imperceptible. The effect of multiple scattering on the
vertex fit and x?,, distribution is discussed below. In this version of GEANT,
secondary hadron-nucleus interactions in the target and detector material are cal-
culated by invoking GHEISHA [Fes85], a code developed for the simulation of
hadronic showers. GHEISHA relies heavily on the parametrization of data from
pp and pA experiments. Approximately 90% of the charged secondaries result
from inelastic hA interactions, the remaining 10% from the absorption of 7~ and
K~ by heavy nuclei. Less than .1% of the secondaries are primary particles which
have participated in elastic or quasi-elastic scattering. The number of generated
secondaries is calculated from a parametrization of pp interactions which explic-
itly imposes charge, baryon number and strangeness conservation. Intranuclear
cascading and nuclear evaporation of excited secondary target nuclei are included.
Since the yield of secondary particles is dominated by hA interactions induced by
high energy (> 10 GeV) primary hadrons which shatter the target nucleus and
are accompanied by particle production, the known deficiencies of GHEISHA for
handling slow particles should not be critical to our result [Wol91].¢

Because the Monte Carlo events are positioned at the center of the target the effective
thickness is .57/2 cm for particles traversing the target along the beam direction.
®In the most recent versions of GEANT, GHEISHA has been supplemented, mainly to im-
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All final state, charged particles within the physics acceptance which both
enter and exit the full streamer chamber sensitive volume are included in the
calculation, with the exception of e*,e~ which are treated separately as described
in Section 5.3. They can be divided into three mutually exclusive categories,
according to their process of birth:

1. Primary particles. In addition to the stable particles outlined above, charged
particles from the electromagnetic decays of primary hadrons are included in
this category. They cannot be discriminated in an inclusive measurement
where the multiplicity in the final state is large. They are also included
in the pp data which we will compare to our results. The only significant
electromagnetic contribution is from the charged decays of the 5.

2. Decay particles. This class is comprised of the daughters from the weak
decays of the abundant strange mesons and baryons.

3. Hadronic secondary particles. This class includes particles which have been
elastically scattered resulting in a change in the detected momentum and
particles participating in inelastic hadron-nucleus interactions. The final
state particles from inelastic hA secondary interactions divide conceptually
into leading particles, produced particles and nuclear target fragmentation
products.

Non-vertex tracks from weak decays and hadronic interactions will be referred to
collectively as secondary particles. Bin-by-bin cqrrections to the single particle
inclusive spectra can be computed from the ratio

primary
primary’ + decay + hadronic

(5.11)

for the appropriate inclusive distributions. The prime in the denominator means
the subset of primary particles which have not been subject to decay or secondary
interaction: the ratio in Equation 5.11 is what one hoped to measure divided by
what one could(has) measure(d). Correcting with ratios, rather than by subtrac-
tion, compensates for inconsistencies between the Monte Carlo and the data, for
example, in impact parameter selection and absolute normalization.

Figure 5.9 shows the number of charged secondaries per event, plotted loga-
rithmically, as a function of secondary vertex position along the beam coordinate
z from z = —120 to £ = 0 cm, the midpoint of the streamer chamber. Particles
originating in weak decays and secondary hadronic interactions are plotted sepa-
rately. The shaded histogram is for weak decays. In spite of the particle-to-particle
variations in the Lorentz boosts, the weak decay vertices in the laboratory are dis-
tributed approximately like the sum of two exponentials, corresponding to the

prove the simulation of low energy processes which dominate the termination of hadronic shower
development. An independent calculation [Str91] for the NA35 detector setup has shown a strong
dependence of the correction to the proton dN/dy distribution on how the new code is invoked.
Nevertheless, this preliminary calculation is in approximate quantitative agreement with our
result.
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Figure 5.9: Number of charged secondaries as a function of secondary vertex po-
sition along the beam coordinate. Secondaries from weak decays(shaded region)
and hadronic interactions(dark solid line with peaks at the target and window)
are plotted separately. In the coordinate system shown the 2 m streamer chamber
extends to 4100 cm.

mean lifetimes of the A and K3. For the default parameter set, FRITIOF predicts
relative yields from K3, A, and charged T decays of 60%, 30.9% and 8.3%, respec-
tively, with very small contributions from the = and . The hadronic secondary
distribution has sharp peaks at the positions of the target and entrance window
and a flat background from the air and chamber gas. The ratio of the yields at
the peaks is = (pt)target/(Pt)window, a8 one would expect. Approximately 65% of
the hadronic secondary yield arises from the target, the entrance window and air
upstream of the streamer chamber sensitive volume. Although the integrated yield
out to £ = 0 of secondaries from decay is about 70% greater than the yield from
hadronic interaction, after a cut on z which corresponds to the X2,z cut made on
the data the integrated yield from hadronic secondaries is comparable to that from
weak decays for the default parameter set. Excluding charged particles from elec-
tromagnetic decays but including electrons from 4 conversion =~ 20% of the total
charged multiplicity has a vertex of origin different from the primary vertex. This
is in reasonable agreement with the fraction of reconstructed particles in the mea-
sured data whose x?,, is inconsistent with the expected exponential distribution
f(x? v =2)  exp(—bx?). See page 112 and Figure 4.25.

Secondaries from decay and hadronic processes are generally not visually iden-
tifiable. This is made clear in Figure 5.10 which displays the streamer chamber
trajectories, projected into the bend plane, of all charged secondaries in a typical
event. There are no primary tracks in this figure. Only secondaries which have
a non-negligible probability of being discriminated, either visually or using infor-
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Figure 5.10: Bend-plane trajectories of charged secondaries for one event. Only
particles from the obvious gas interaction, in the lower middle of the figure, would
be identified during track measuring and rejected.

mation returned from event reconstruction, are plotted, that is, e*, e~ from Dalitz
decays and charged hadrons from electromagnetic decays have been omitted from
the figure. V° decays for which the decay vertex is unobscured are rare, even if
the decay is far downstream from the target. For the NA35 neutral strange par-
ticle analysis, this resulted in severe fiducial volume cuts, large inversion weights
for the detected particles, and severe low-pr phase space cutoffs [Bam89]. For the
complete event analysis, secondary particles had to have been measured as if they
were vertex tracks, almost without exception.

Secondaries from decay and hadronic processes differ dramatically in kinematic
character. Figure 5.11 shows two-dimensional histograms, represented as box plots,
of the number of negatively charged hadrons as a function of rapidity and py. The
size of the box is proportional to the number of particles in the bin. Rapidity is
calculated assuming the pion mass. The figure for primary hadrons exhibits the
expected features of a superposition of soft NN collisions at /3 = 20 GeV/c:
< pr > 350 MeV/c, yield increasing with rapidity, and a plateau in the par-
ticle production which stretches for ~ 1 unit of rapidity down from midrapidity.
Charged hadrons from weak decay are concentrated at much lower pr, are peaked
at y =~ 1.5 rather than near midrapidity, and are unlikely to introduce a high-
pr particle into the tail of a pr distribution. These features are typical of the
folding of decay kinematics onto a primary spectrum [Bro91]. Both primary and
weak decay phase space distributions for negative hadrons are symmetric about
midrapidity-the distributions in the forward hemisphere in the center of mass for
y > 3.0 are the same.

The main features of the figure for hadronic secondaries-the presence of a high-
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Figure 5.11: Number of negative hadrons as a function of (y,pr) phase space for

particles originating in a) primary, b) decay and c) secondary hadronic processes.
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pr component over virtually the full rapidity range, an enhanced low-pr component
at rapidities intermediate between the target and midrapidity, and a broad distri-
bution in rapidity centered at y ~ 1.5 which falls rapidly approaching midrapidity-
can be understood qualitatively as the superposition of a leading particle effect
and shifts in phase space of both the available energy and the effective center of
mass. Relatively high pr primary hadrons, which can serve as the “beams” for
secondary interactions, can be rescattered in average hA collisions into the tail of
the pr distribution, pr > 1 GeV/c, over a wide range of rapidity. Similarly, the
pr of secondary particles produced in average hA collisions refers to a collision axis
which may be inclined at a relatively large angle in the laboratory, leading to an
apparent high pr. The large yields at low rapidities exhibit an enhancement at
low pr relative to the pr distribution for primary, produced hadrons. The < pr >
for = produced in pp collisions fails from ~ 350 MeV/c at pi, = 200 GeV/c
(Vs = 20) to ~ 275 MeV/c at pias = 5 GeV/c while the spectral shape becomes
more peaked at low pr [Bog74]. In the present context, this can be loosely at-
tributed to phase space although the dynamical origins of the trend are of course
more complicated. The (y,pr) distribution for negative hadrons from hadronic
secondary interactions is not symmetric about midrapidity. Rather, its character-
istic features occur on a rapidity scale typical of a projectile-target system with
< Yproj >~ 3.0. Only =~ 10% of the negatively charged hadronic secondaries over-
flow Figure 5.11c with y > 3.0 compared to ~ 1/2 of those from weak decay. The
rapidity dependence of hadronic secondaries diminishes their impact on the low
pr part of the spectrum for y > 2.0.

Nuclear target fragmentation is important for the proton spectra. This is
illustrated in Figure 5.12 which plots the bend-plane trajectories of the charged
particles in one event resulting from secondary hadronic interactions in the target.
Because they arise from kA collisions, they introduce a false charge-excess, carried
by target protons and light fragments. Because the incident “beams”, on average,
have significantly lower momenta and because the rapidity shifts of interacting tar-
get nucleons in hA interactions are small [Too87), this effect is most pronounced
at rapidities in the target fragmentation region.

Because the yield of secondaries is so large, and because the secondary vertices
are for the most part not visually discernible, a modest sample of simulated CCD
streamer chamber images was constructed and processed through the complete
data reduction chain to address three questions:

1. What was the efficiency for reconstructing non-vertex tracks under the mis-
taken assumption that they emanated from the vertex? Would failure of the
momentum reconstruction help suppress them?

2. Could the non-vertex tracks bias the vertex fit and account for the broadening
of the x2,, distribution discussed in Section 4.7, resulting in a slope of the
exponential core of the distribution which was much less steep than tke
ideal value of b = —0.57 Could multiple scattering partially account for the
broadening?
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Figure 5.12: Bend-plane trajectories of secondaries produced in hadronic interac-
tions. Note the positive charge-excess carried by the protons (p) and light nuclear
fragments (D = deuteron) from nuclear target fragmentation.

3. For non-vertex tracks which successfully reconstructed, how efficient was the
X2, cut at rejecting them from the analysis?

The CCD image sample retained all charged particles, including all secondaries, in
the three-view acceptance.

The reconstruction efficiency for non-vertex tracks is >~ 98%, in spite of the fact
that more than 20% of the secondary vertices occur within the streamer chamber
sensitive volume, more than ~ 10 cm from the primary vertex employed for the
momentum reconstruction. Secondary particles, originating from decay vertices
buried in the forward cone, can be imaged in the CCD three-view acceptance
and reconstructed successfully which have vertex coordinate z as far as 50 cm
downstream from the streamer chamber entrance window. Non-vertex tracks are
not suppressed by failure of the momentum reconstruction.

There was no evidence that either multiple scattering or the inclusion of sec-
ondary particles in the vertex fit biased the position of the fitted vertex. The fitted
vertex coordinates deviated from the Monte Carlo input by less than 700 um with
the beam coordinate slightly skewed downstream of the target. This resolution
had a negligible impact on reconstructed momenta and track selection based on
the x2,. cut. Moreover, the x2,, distribution, although acquiring the anticipated
tail from non-vertex tracks, was well fitted by an exponential with only a small
decrease in slope from b = —0.5. To further explore possible causes for the broad-
ening of the x2,, distribution of the measured data we subverted the iterative fit
by assigning an unrealistic value to the iteration cutoff parameter, which forced all
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secondaries to be included in the vertex fit. Although this could bias the vertex
position by as much as 5 mm, it could not dramatically broaden the x2,, distribu-
tion. This exercise confirmed that the vertex fits for the measured data employed
a reasonable value for the iteration cutoff parameter and converged to stable so-
lutions. We speculate that the broadness of the measured x2,, distribution is due
to a physical effect in the chamber which occurs during the primary ionization
and streamer development phase, perhaps the prepulse which drifts all the ionized
charge along the magnetic field direction before the application of the primary
high-voltage puise.”

For the simulated and reconstructed CCD image sample we can define a x2,,
cut which has an unambiguous meaning. For an exponential distribution f(z) =
Aexp(—bz), a value of the upper integration limit Zm,; can be defined so that the
integral from 0 to Zm, i8 a fraction c of the total integral from 0 to oo,

/:m’ f(z)dz = c./ooo f(z) dz. (5.12)
For given values (b, c),
Zymaz(d,c) = }Bq_—;-fz. (5.13)

Since f(z) above is the form of the x? probability density function f(x? v = 2),
Equation 5.12 implies that the probability of finding a vertex track with x? > x2,._
is (1—c). From an exponential fit to the simulated CCD data x2,,.(c = 0.999) ~ 15.
A cut at this value actually rejects .3% rather than .1% of the primary vertex
tracks in simulated data. The non-vertex track rejection efficiency of the x2,_ cut
follows at once by applying it to the secondary charged particles. The efficiency
of the cut is only = 17%. However, the correlation between x2,. and distance of
the secondary vertices from the primary vertex is strong, a fact we exploit below.
Since our simulation was unable to reproduce the scale of the x32,. distribution the
cut applied to the measured data was defined in an analogous way from the fit to
the exponential core, x3,;, = X% .2(bdata, ¢ = 0.999) . See Figure 4.25.

It was impracticable to generate enough CCD images to calculate a statistically
significant secondary correction by processing large numbers of events through the
full data reduction chain and applying cuts identical(or equivalent) to those made
to the data. In order to approximately incorporate the effect of the X2, cut,
the corrections only include secondary particles whose vertex of origin along the
beam direction z was upstream of a position cut which was determined from the
correspondence between z and x2,, . The correspondence was not one-to-one which
means that some charged particles excluded from the data by the x2,. cut were
included in the correction and vice-versa. However, this inconsistency affected
only >~ 7% of the particles which figured in the calculation. The cut required
z < —99.0 cm and was constructed to have the same rejection efficiency as the cut
X3z < X2.4c- Since the cut is just inside the streamer chamber sensitive volume

"The prepulse was ~ 300 ns wide and ~ 2 kV in amplitude. It was opposite in sign from the
primary HV pulse, resulting in a shift in direction of the electric field in all three regions of the
chamber and a 2 mm displacement in the z coordinate of the fitted vertex [San91).
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all hadronic secondary interactions which occurred in the mylar entrance window
were included in the calculation. Virtually all gas interactions were excluded.
Because the cut is close to the primary vertex it will help minimize momentum
shifts which may occur to reconstructed secondaries but which were neglected in
our high statistics calculation. Corrections to the negative hadron pr spectra and
dN/dy distribution were computed for the full phase space acceptance, and for
the rapidity intervals 1.0 < y < 2.0, and 2.0 < y < 2.8. The correction to the
proton dN/dy distribution was calculated for a number of different assumptions
for the proton acceptance including the most restrictive one pr > 200 MeV /c and

0.6 < yp(mx,pr,pL) < 2.8.

5.4.2 Corrections to the negative hadron pr and dN/dy
distributions
The contributions of the primary, weak, and secondary hadronic processes to the

negative hadron transverse momentum spectrum 1/pr dN/dpr as a function of pr
are shown in Figure 5.13 for the modified parameter set. The distributions plotted
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Figure 5.13: Contributions of primary, weak and secondary hadronic processes to
the transverse momentum distribution. The distribution for the primary class is
shown for both the default and modified parameter set.

in Figure 5.11, weighted by 1/pr, are integrated over the full physics rapidity
acceptance 0.6 < y < 2.8 to obtain the single particle inclusive spectra for the three
classes. The histograms are normalized to the total negative charged multiplicity.
Also shown, indicated by the open boxes, is the primary spectrum for the default
parameter set. The hadronic secondary pr spectrum has a convex shape featuring
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enhancements at low and high pr of the kind which has stimulated a great deal
of theoretical investigation. The yield at high pr exceeds that of the primary
spectrum for the default parameter set. The sum of the weak and hadronic effects
is ~ 1/2 of the total observable yield in the first pr bin. Note the dramatic
difference in the primary pr spectra for the different parameter sets for py greater
than ~ 0.8 GeV/c. The hadronic secondary distribution, dominated by material
and kinematics, is independent of the FRITIOF input parameters. The shape of the
weak distribution is approximately independent of the FRITIOF input parameters
although the yield for the modified set increases by ~ a factor of two, consistent
with the relaxation of the strangeness suppression factor.

We correct our data using ratios calculated from results of the Monte Carlo
with the modified parameter set. The justification for this is shown in Figure 5.14,
which compares the negative hadron dN/dpr spectra of the full Monte Carlo to

_§ ’l L A 1 M I 1 | 1 M
-~ 2
IO e,
: eg,
[ o Bog ]
10 “2s., @
[ ¢_ 3
: da%¢ .
1t e Monte Carlo ﬁf? i $
o Data ‘} i T ]
-1 ’
10 3 E
‘ +++ s
0'2 TENEFETSS ErETETr NI ST ETETEIT PR PEN B PR e
0 025 0.5 0.75 1 125 15 175 2
py (GeVic)

Figure 5.14: Comparison of negative hadron dN/dpr spectra of measured data
and the full Monte Carlo. The measured data have been electron-corrected and
inverted with the geometrical weights.

the measured data. The distribution for the data has been efficiency-corrected
by inverting the raw histogram with the track-by-track geometrical weights and
electron-corrected by the method discussed in Section 5.3. It has not yet been
corrected for charged secondaries. The simulated distribution includes all negative
hadrons, from all three processes of birth. Electrons have been omitted. The
measured data have no data point in the first bin for pr < 50 MeV/c. The
agreement between the simulation and the measurements is exceptional both in
shape and scale, except for a small discrepancy for pr < 200 MeV/c. This is
further evidence for the good normalization of the Monte Carlo event selection to
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the data. The close agreement of the spectra, in conjunction with the kinematic
arguments presented earlier, also suggests that the systematic error in the electron
correction is negligible.

The ratio of the observable negative hadron pr spectrum to the primary spec-
trum and its inverse, the correction factors of Equation 5.11, are shown for both
parameter sets in Figures 5.15 and 5.16. The large values and statistical errors of
the ratio for the default parameter set for pr > 1.5 GeV/c result from the rapid
falloff of the primary distribution at high pr . Note that the ratio/correction factors
are larger for the modified parameter set at low pr. This is a consequence of the
increased yield from weak decays of neutral strange particles, the increased width
of the Gaussian distribution assumed for the generation of transverse momentum,
and the somewhat counter intuitive result that increasing the stopping power de-
creases the particle production. The dashed lines in Figure 5.16 are quadratic
fits for pr > 1.0 GeV/c which smooth the correction. For pr < 1.0 GeV/c the
systematic error in the correction can be estimated from the difference in the cor-
rection factors for the two different input parameter sets. For the lowest three pr
bins the systematic errors are ~ 20, 10, and 9.5% and quickly fall to less than
5%. For pr > 1.0 GeV/c, where the difference in the primary spectra leads to a
dramatic difference in the correction factors, we rely on the agreement between the
measured data and the simulation with the modified input parameter set shown
in Figure 5.14. A change by a factor of 2 in the contribution of the weak plus
hadronic yield would still lead to systematic errors less than ~ 12% at high pr.

We explored the rapidity dependence of the correction by calculating it for three
different rapidity intervals: the full acceptance, near target rapidity 1.0 < y < 2.0,
and at midrapidity 2.0 < y < 2.8. The results for pr < 1.0 GeV/c are shown in
Figure 5.17. The correction factors(ratios) are less than(greater than) the dotted
line drawn at unity. The role of secondaries is most pronounced for 1.0 < y < 2.0,
the rapidity interval which includes the peaks in the negative hadron yields from
hadronic secondary interaction and weak decay, and where the primary particle
production is still rising fairly rapidly before the onset of the central plateau. For
pr > 1.0 GeV/c (not shown), there is no dependence on rapidity within statistical
errors. At least an order of magnitude more than the 20,000 simulated events
employed for the results shown here would be needed to study the rapidity de-
pendence more carefully at high pr. Because of the large statistical errors of the
measured data at high pr there was no motivation for a higher statistics study.
The high-pr quadratic fit to the correction factors for 0.6 < y < 2.8 was used to
correct the transverse momentum spectra in all three rapidity intervals.

The correction to the. negative hadron dN/dy distribution is shown in Fig-
ure 5.18. From the difference in the correction factors for the two parameter sets
we estimate the systematic error is less than ~ 6% for all rapidities, falling to
less than 2% at midrapidity. This error is of the same size as the inflection in
Figure 5.18 for y ~ 0.7 which may be artificial. It results from a shoulder in the
dN/dy distribution for hadronic secondaries which may arise from a GHEISHA
parametrization of hadron-nucleus data with a large systematic error or a known
bias in the pseudorapidity distribution for shower particles. See Ref. Fes85 pages
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Figure 5.15: Ratio of observable spectrum-the sum of the primary, weak and
secondary hadronic components-to the primary spectrum as a function of pr.
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Figure 5.17: Rapidity dependence of the ratio and correction factors to the negative
hadron pr spectrum. For pr > 1.0 GeV/c the dependence is much weaker.
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131-146.

5.4.3 Corrections to the proton dN/dy and pr
distributions

The observable charge-excess distributions for rapidity and transverse momentum
are essentially the sum of four contributions: the incident barycns® we are trying to
measure (p—P), the charged kaon excess (K *— K~) from associated production-like
channels, the hadronic secondary excess (A*— h~)sq4 from nuclear target fragmen-
tation, and the excess from weak decays (h* — h™)yeqk . The weak excess can be
either positive or negative depending on rapidity and the low pr acceptance cutoff.
This decomposition is illustrated in Table 5.3, which tabulates the dN/dy distri-
butions for the four cases outlined above, their sum, and the distribution one can

y ) i ﬁ K*— K- (h - h_)had (h+_ h—)weak sum (h+— h-)all
0.0 |0.299 0.149 1.853 -0.987 1.314 1.304
04 |3.433 1.163 3.517 -2.489 5.624 5.558
0.8 |4.983 1.656 1.399 -0.511 7.526 7.498
1.2 | 4.526 1.466 0.452 0.148 6.592 6.644
1.6 | 3.642 1.016 0.159 0.392 5.209 5.170
2.0 |2.693 0.623 0.085 0.361 3.763 3.689
2.4 |1.962 0.417 0.060 0.197 2.636 2.605
2.8 |1.525 0.464 0.039 0.124 2.153 2.159
yield | 9.225 2.782 3.026 -1.106 13.927 13.851 ||

Table 5.3: Contributions to observable dN/dy charge-excess distribution. The
difference between the sum and (h*— k=), results from fluctuations in produced
charged pions which dominate the charge-excess.

actually measure (h*— A~ ), . The values shown were calculated for the modified
parameter set assuming full transverse momentum coverage from 0.0 < pr < 2.0
GeV/c. For dN/dy ~ 1 the statistical errors are = 1%, for dN/dy ~ 0.1 the errors
are =~ 4%. The small difference between the sum and (h*— h~),y results from fluc-
tuations in produced charged pions which dominate the charge-excess. Otherwise,
the agreement indicates the cancellation in the pion sector which is the basis for
the method. The last row in the table is the integrated yield [(dN/dy) dy = n.
from each column.

Figure 5.19 plots the same four dN/dy distributions. The relatively coarse
binning reflects the bin size employed for the measured data. Note that the con-
tribution from hadronic secondaries exceeds that from primary protons in the first

8Since produced p and p should have very nearly the same yields and distributions, the incident
protons can be associated with the observable (p~P)prim . The subscript means primary protons,
i.e., protons from secondary processes, for example A — px~ are excluded. The subscript will
be cmitted from now on.
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Figure 5.19: Contributions to the the charge-excess distribution dN/dy. The
charged pions, which cancel, have been omitted. The statistical errors in dN/dy
are smaller than the plotting symbols.

two bins. Omitting this correction could lead to a ~ 20% overestimate of the num-
ber of participant protons. The integrated yield from weak decays is less than zero,
by about one charged particle per event. This negative contribution is a kinematic
and acceptance effect. Because of its mass, in the laboratory rest frame the proton
from A decay has much higher momentum and pr on average than its companion
#~. Since for the charge-excess distributions the rapidity is calculated assuming
the proton mass for all charged particles, the downward rapidity shift for the pions
is dramatic. While only ~ 50% of the decay protons fall in the acceptance, ~ 75%
of the pions have y(m,) < 3.0. This accounts for the negative yield and the sharp
negative values of dN/dy for y < 0.6.

The kinematic asymmetry of A decay and the downward rapidity shift of the
decay pions leads to a strong pr-dependence of (At — h~)y.ear Which changes with
rapidity. This is shown in Figure 5.20 which plots the transverse momentum dis-
tribution dN/dpr as a function of pr from the weak charge-excess for four differ-
ent rapidity intervals. Note the different scale of the ordinate for —0.2 < y < 0.6
where the effect is most severe. Although the pr spectra from the (K+— K~) and
(A% — h™)haa €xcesses are positive definite for all y, the weak decay effect is strong
enough to drive the observable distribution (h* — A=),y negative for pr < 200
MeV/c. 1t is still strong in the rapidity interval where our proton acceptance is
unbiased, 0.6 < y < 1.4. This was the most compelling reason for limiting the
proton acceptance to pr > 200 MeV/c.

The ratios and correction factors to the charge-excess distribution required to
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Figure 5.20: Transverse momentum dependence of dN. /dpr from (A*— h™)yeqx for
different rapidity intervals. The effect is strong enough to drive the observable
distribution (h*— A=),y negative for pr < 200 MeV/ec.

unfold the primary proton dN/dy distribution are shown in Figure 5.21. The values
differ from those which could be calculated from Table 5.3 because of the inclusion
of acceptance effects-the corrections/ratios are derived for 0.6 < y < 1.4 with the
low-pr cutoff pr > 200 MeV/c, elsewhere with the rapidity-dependent low(high)-
pr cutoffs implied by y,(pr,y» = 0.6(2.8)). See Equation 5.5 and Figure 5.5.
The severe cutoffs are the reason the statistical errors are so large for y < 0.2
and y > 2.6. They are also the reason there are no data points for the default
parameter set for y > 2.2. If the < pr >~ 350 MeV/c, as it is for FRITIOF
with PAR(12) = 0.35, our efficiency for detecting protons for y > 2.2 is just too
low. Because of this dependence of the correction on the assumed < PT >, the
systematic error on the data point at y = 2.4 is very large in spite of the small
statistical error for the modified parameter set. For this reason, and the related
difficulty of trying to extrapolate from the tail of the distribution in Pr, we can only
measure the proton dN/dy from 0.2 < y < 2.2. The difference in the correction
factors for the two different FRITIOF assumptions implies that the systematic
error may be as large as ~ 20%.

Although the shape of the proton dN/dy distribution may be correctly measured
the integrated yield will still be low-the number of incident baryons “promoted” to
hyperon states must be estimated in order to arrive at the number of participant
protons. For processes like '

pp — pK*A
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Figure 5.21: Ratios and correction factors for the proton dN/dy distribution. The
values are different from the ones implied by Table 5.3 because of the acceptance
cutoffs.

— pK*(pr™) (5.14)

our correction compensates for the kinematic and acceptance effects that distort
the zero charge-excess from A decay and the net charge-excess and kinematic ef-
fects from K+ production. Only one of the four charged particles detected in the
final state from the process described in Equation 5.14 can be associated with an
incident baryon. One of the incident protons has been lost.

For pr > 200 MeV/c the contributions of weak decays, hadronic secondaries,
and the K* excess to the transverse momentum distribution are positive for
all pr. The ratio of 1/pr dN/dpr, the invariant cross section integrated from
0.6 <y < 1.4, of observable to primary (h*— h~).u/(p — P) is plotted as a func-
tion of pr in Figure 5.22. Also plotted are the bin-by-bin correction factors. The
dashed lines are polynomial fits which smooth the correction. The weak charge-
excess drives the ratio down at low pr, eventually to a negative value in the first
bin. The nearly flat regions from 0.2 < pr < 1.2 GeV/c are dominated by the
charged kaon excess. The average value of the correction factor in this domain
is ~ 0.6. Secondary hadronic interactions are responsible for the sharp rise for
pr > 1.2 GeV/c. The dramatic correction for high-pr does not significantly alter
the physics we deduce from the proton pr spectrum-the observation of a thermal
distribution and high < pr >. The temperature T determined from a thermal
Boltzmann fit to the data decreases by ~ 10 MeV after applying the correction.
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Figure 5.22: Ratios and correction factors for the proton pr distribution in the
unbiased rapidity acceptance 0.6 <y < 1.4.

5.5 Extrapolation

Final rapidity spectra for protons and negative hadrons are obtained by
extrapolating the measured distributions to the full transverse momentum range
0.0 < pr <2.0 GeV/c. Because our pion acceptance is rectangular in (y,pr)
space and reaches down to fairly low pr, the extrapolation factors to the negative
hadron dN/dy distribution are small and well constrained by the data, ~ 3.5% for
0.4 <y < 2.8. Because the proton pr acceptance is more limited and strongly de-
pendent on rapidity, the proton dN/dy extrapolation factors are large and change
rapidly near the edges of the acceptance. In order to calculate them we assume
that the proton pr distribution is independent of rapidity, which may introduce
large systematic errors.

Figure 5.23 shows the measured negative hadron transverse momentum distri-
bution dN/dpr as a function of pr for pr < 0.5 GeV/c in the rapidity interval
1.0 < y < 1.6. The data plotted have been corrected for electrons but not for
secondary hadrons. The inclusive production of low pr charged pions has been
measured at the ISR at \/s'= 23 GeV [Gue76] and found to be well fitted by an

exponential in transverse mass mr = m:
E &% [dp® = A s* exp(—Bmy). (5.15)
For small rapidity intervals this implies
dN/dpr = a pr exp(—m7/T) (5.16)
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Figure 5.23: Transverse mass mr fit to the negative hadron pr spectrum for ex-
trapolation down to pr = 0. The data shown have been corrected for electrons
but not for secondary hadrons.
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Figure 5.24: Transverse mass mr fit to the proton pr spectrum. The data shown
have been fully corrected.
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where the inverse slope parameter T may be loosely associated with temperature.
The dashed line in Figure 5.23 is the result of a least-squares fit of Equation 5.16
to the data for T = 121 MeV. From the fit, a value was assigned to the low pr
bin centered at pr = 25 MeV/c, leading to an extrapolation factor of 3.5%. The
procedure was repeated in four adjacent rapidity intervals. Since the measured
< pr > increases with rapidity, the extrapolation factors decrease. The dependence
on rapidity is approximately linear so the bin-by-bin factors f(y) were calculated
from a linear fit

f(y) = 1.0386 — 0.00335y . (5.17)

Because the change in f(y) with rapidity is weak, the shape of the negative hadron
dN/dy distribution is fairly insensitive to the extrapolation.

Because the rapidity dependence of both the low- and high-pr acceptance cut-
offs for protons is severe, we extrapolate the proton dN/dy distribution by a Monte
Carlo technique based on a fit to the fully corrected transverse momentum spec-
trum in the unbiased acceptance interval 0.6 < y < 1.4. We again employ Equa-
tion 5.16 which is a frequently used approximation [Abb90], [Bam89)] to the correct
expression for an isotropic, thermal Boltzmann distribution at temperature T'g,

dN/dpr = a pr mrexp(—mz/TB). (5.18)

The fully corrected proton dN/dpr distribution, along with the result of the my fit
for T = 178 MeV, is shown in Figure 5.24. Although the temperature parameter
T is typically ~ 25 MeV higher than Tp, as parametrizations of the data the
mr and Boltzmann fits are indistinguishable, especially for m > T,Tg. The
differences between the correct and exact expressions for the case T = Ty are
carefully examined in Ref. Hag83.

For each rapidity bin we generate a flat rapidity distribution dN/dy, = constant
where y, means rapidity calculated with the proton mass. We obtain points in
(¥p, Pr) space by randomly sampling from the my distribution with T = 178 MeV,
map the values to y,, then apply the acceptance cuts 0.6 < y, < 2.8, and pr > 200
MeV/c. The calculation is illustrated for the rapidity bins y, = [0.2,0.6], [1.8,2.2]
in Figure 5.25. The hatched areas represent the disallowed regions outside of the
acceptance. The bin-by-bin extrapolation factors are calculated from the ratio of
the number of points generated in (y,, pr) space to the number of points accepted
in (yx, pr) space.

The results of the Monte Carlo extrapolation are shown in the second column
of Table 5.4. Also shown for comparison are factors calculated from FRITIOF
in two ways. The column labelled “FRITIOF” is the exact result obtained from
the ratio of the proton dN/dy distribution with and without the acceptance cuts.
It makes no assumption about the shape of the dN/dy distribution within a bin,
nor about the < pr >, nor about the form or rapidity dependence of the pr
distribution. The entries in the column denoted “FRITIOF,/c” are calculated in
the same way as the values determined from the measured data except that the
dN/dpr distributions employed are extracted from FRITIOF and are different for
each bin. The close agreement between the two FRITIOF calculations indicates
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Figure 5.25: Monte Carlo extrapolation of proton dN/dy distribution. Panel a(b)
shows the result of mapping (yp,pr) from the proton rapidity interval Ay, =
[0.2,0.6] ([1.8,2.2]) to rapidity calculated with the pion mass y,. The hatched
regions indicate the acceptance cutoffs.

bin | Ay [ Monte Carlo | FRITIOF | FRITIOF/c |
1 []0.2,0.6] 1.674 1.401 1.537
| 2 |][0.6,1.0] 1.106 1.181 1.180
3 |[1.0,1.4] 1.106 1.166 1.163
4 |[1.4,1.8] 1.176 1.226 1.236
5 | [1.8,2.2] 1.626 1.792 1.770
6 |[2.2,2.6] 4423 | 4.962 4.980

Table 5.4: Monte Carlo extrapolation factors for the proton dN, /dy distribution.
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that the Monte Carlo procedure, in particular the use of a flat dN/dy distribution
to populate the proton phase space, yields the correct result except for the first
bin. For the rapidity interval Ay = [0.2,0.6] the FRITIOF dN/dy distribution is
changing too rapidly which leads to an overestimate of the extrapolation factor.
Note that the FRITIOF p¢ value is larger than the data-based Monte Carlo one
except for the first bin where it is smaller. This results from the assumption that
the full transverse momentum phase space out to pr = 2.0 GeV/c is accessible
near target rapidity. The proton phase space in FRITIOF does not fully “open”
until y ~ 1.0. These comparisons suggest that the systematic error in bin 1 may
be as large as ~ 20%. In bins 2-5 we estimate the systematic error to be less than
~ 10% from Table 5.4 and from the changes in the Monte Carlo extrapolation
factors which result from varying the < pr > with rapidity while assuming the
shape remains the same. The large extrapolation factor for Ay = [2.2,2.6] makes
a data point there unreliable-it would have to be determined from a low statistics
measurement of the tail of the pr distribution. This limits the range of our proton
dN/dy measurement to 0.2 < y < 2.2.

5.6 Summary of Corrections and Data Sample

Of the 218 events measured, 216 were retained for analysis as valid target interac-
tions. After matching and reconstruction this data set contained 17,923 charged
particles of which 14,475 were two-view reconstructions and 3,448 were three-view
reconstructions. 9,571(8,352) were positively(negatively) charged. The final data
sample employed for the construction of charged particle spectra was selected from
the matched and reconstructed data by applying four selection cuts:

1. Three-view acceptance and w;(p,0,q) < 8.0. See Equation 5.3.

2. X%, < x%.; = 71.25 determined from a fit to the exponential core of the
measured x2,, distribution and the requirement of a tail probability
P(x3,.) > .001.

3. Acceptance limits for the negative hadron dN/dy and pr spectra, pr > 50
MeV/c and 0.4 < y, < 2.8. '

4. Acceptance limits for the proton dN/dy and pr spectra, p;r > 200 MeV/c
and 0.6 < y, < 2.8.

The influence of the four cuts on the number of charged particles which remain in
the data sample is summarized in Table 5.5.

For the negative hadron pr and dN/dy spectra each charged particle satisfying
the selection cuts is assigned histogram weights W, and W,, respectively,

Wer = Awic/pr
W, = Awgq, (5.19)
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cut ch>0|ch<0
matched 9571 8352
1 8725 7590
142 7813 6803
14243 ——— | 5260
14243+4

Table 5.5: Influence of selection cuts on data sample.

where w; is the geometrical weight and ¢; = ¢;(y, pr) is the electron correction. A
is a normalization factor so that the integral of either spectrum yields the mean
number of charged particles. For the proton spectra the electron correction terms
are omitted. From Equation 5.19 the statistical error on histogram bin j of the
dN/dy spectra is

N;

o} = A’ Y (wici)? + ol + wia? (5.20)

i=1
where N; is the number of particles in the bin, with an analogous expression for the
pr spectra. The statistical errors in the geometrical weights o, and in the electron
correction o, were estimated in Sections 5.2 and 5.3. The error is dominated by
the first term.

Final transverse momentum spectra are obtained from the efficiency-corrected
measured distributions by multiplying the unfolded histograms by the bin-by-bin
correction factors determined from our analysis of non-vertex particles. The final
negative hadron dN/dy distribution is obtained by first extrapolating the efficiency-
corrected spectrum, then applying the secondary particle correction. To obtain
the final proton dN/dy distribution, we first correct the measured spectrum for
secondary charged particles, then apply the Monte Carlo extrapolation. The sta-
tistical errors of the corrections are added in quadrature to the statistical errors
calculated from Equation 5.20. The systematic errors have been estimated as they
have been discussed.



Chapter 6

Charged Particle Spectra

6.1 Rapidity Distributions

In this section we present the fully corrected rapidity distributions for negative
hadrons and protons. Both the negative hadron and proton data can be accom-
modated in a simple picture based on the assumptions of limited nuclear stopping,
evolution to a state of thermal equilibrium, followed by collective, primarily longi-
tudinal, expansion.

The rapidity density of negatively-charged hadrons dN/dy, normalized to the
mean negative multiplicity and calculated assuming the pion mass, is shown in
Figure 6.1 and compared to the distribution obtained from FRITIOF. Only the
backward hemisphere in the center-of-mass y < 3.0 is displayed because of the lim-
its of our acceptance. According to FRITIOF, approximately 10% of the charged
hadrons are kaons. The FRITIOF histogram was compiled for the modified param-
eter set of Table 5.1 with events selected by impact parameter b by bdb weighting
for b < bpe: = 2.5 fm. As noted in Chapter 5, this event selection leads to a good
overall normalization of the Monte Carlo to the data.

From our best fit below, the distribution peaks at midrapidity with dN/dy =
19.94 + 0.71 charged particles per unit of rapidity and an integrated yield for
0.0 <y <3.0 of 35.31 £0.59 charged particles compared to 38.27 & .13 for the
simulation. The errors, which are statistical only and depend on extrapolating
the fit, have been calculated by a Monte Carlo method! which assumes the data
points and their error bars represent the mean values and standard deviations
of Gaussian distributions. By generating a large ensemble of spectra from the
data and fitting each member, one obtains distributions for the fit parameters,
extrapolated points and integrated yield whose values and widths correspond to the
estimates and errors stated above. The FRITIOF distribution is somewhat broader
than the data. The widths of the measured data and the FRITIOF spectrum,
assuming symmetry about the center-of-mass y., = 3.0, are Ayrwnam = 3.5 and
Ayrwum = 4.0, respectively. In fully inclusive, minimum bias pp data at 200 GeV/c

1We thank E. Friedlander for suggesting this approach to determining the errors on numbers
which depend on extrapolating fits to measured distributions.
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Figure 6.1: Fully corrected negative hadron dN/dy distribution. The data are
compared to the predictions of FRITIOF and the isotropic thermal model at
T =125 and T = 200 MeV. Only statistical errors are shown.
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[DeM82a)] the rapidity distribution of negative hadrons was symmetric about the
rapidity of the nucleon-nucleon center-of-mass yyn with a width about equal to
the 33S +32S data Ayrwnm ~ 3.5. For similarly triggered pXe data at the same
energy the negative hadron dN/dy distribution was skewed about a maximum
value ymq.: < ynn and narrower than that for pp [DeM82a]. This is in qualitative
agreement with the NA35 result for 200 GeV/nucleon *0 +1%7Au data [Str88]
where forward of the effective center-of-mass the distribution was also broader and
relatively depleted and where the width was found to be Aypwym = 3.1. These
observations suggest that symmetric nucleus-nucleus collisions of relatively light
ions resemble superpositions of pp interactions while asymmetric collisions of light
projectiles with heavy targets are more like superpositions of pA interactions and
are significantly influenced by secondary rescattering effects in spectator matter.

The data are consistent with either a peak at midrapidity, a central plateau of
about +1 unit of rapidity about y.n, or a depression at midrapidity. A depression
of the negative hadron dN/dy distribution was observed [Bel85] in semi-inclusive
spectra for pp and aa collisions at /s ~ 30 for events with the lowest integrated
negative multiplicity n_ < 2 charged particles. The semi-inclusive data may be a
more natural comparison set than the fully inclusive distributions because central
AA collisions may still be superpositions of peripheral pp interactions. We will
attempt to quantify this hypothesis later by normalizing the produced particles to
the number of participant nucleons, which can be inferred from the proton dN/dy
spectrum.

The 32S +32S rapidity distribution is much broader than that which would be
observed for isotropic emission from a single thermal fireball at temperature T at
rest in the center-of-mass. The dashed lines in Figure 6.1 are the predictions for a
single source Boltzmann distribution

% o (0.5 + 1/z + 1/2%) exp(~2z), (6.1)

z = mg cosh(y — o) /T,

for mg = m#, yo = yem = 3.0 and T = 125 and 200 MeV. The Boltzmann curves
are normalized to have the same integrated value as the measured data. From
lattice QCD calculations [Cle86] the canonical estimate for the critical temperature
T. for a first-order phase transition from hadronic matter to the quark-gluon plasma
is T, ~ 200 MeV. The E802 collaboration has obtained a satisfactory fit with
Equation 6.1 to their mass-identified pion data from 28Si +!97Au central collisions
at 14.6A GeV/c [Abb90] by setting Ts = 125 MeV, the temperature they deduced
from their transverse momentum distributions. However the E802 data is heavily
extrapolated because of limited and strongly rapidity-dependent pr acceptance and
covers less than 1.3 units of rapidity. Chapman and Gyulassy [Cha91] have pointed
out that the published E802 measurements may have large normalization errcrs
and may not conserve longitudinal momentum. Emulsion data from 160 induced
reactions at 14.6A GeV/c have been fitted with a Gaussian approximation to an
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isotropic distribution in pseudorapidity 5 [Ger89],

%al/coshw—no)*z \,;Wexp(—{n—nor/za*), (6.2)

with a fixed width 6 ~ 0.88 but their best fit is still poor and much narrower
than their data. The Boltzmann form for dN/dy is insensitive to Tg for Tg/m 2 1
with an approximately constant width Ayrwhm = 1.8. Our negative hadron data
cannot be fit to a single isotropic thermal distribution at any temperature. The
naive expectation that the produced particle dN/dy distribution will get more
sharply peaked, i.e, more thermal, in AA collisions has not been substantiated by
the data. The semi-inclusive dN/dy spectra from aa collisions at the ISR were
narrower for events with higher integrated multiplicity n_ [Bel85]. Increasing n_
should be correlated with smaller impact parameters or larger numbers of nucleon-
nucleon interactions. However, the same trend was observed in the semi-inclusive
ISR pp data suggesting that the narrowing is a hard pp effect rather than the
intimation of an approach to thermalization for increasing numbers of nucleon-
nucleon collisions.

One way to preserve a thermodynamic interpretation, in spite of the failure
of an isotropic fireball to reproduce the observed negative hadron dN/dy spec-
trum, is to incorporate collective final state effects which account for the broad
distribution. Stachel and Braun-Munzinger [Sta89a], [Sta89b] have argued that ex-
perimental results from the Brookhaven AGS and CERN SPS heavy ion programs
are consistent with the Landau hydrodynamic model [Lan65] and indicate that the
invariant cross sections factorize into longitudinal and transverse components. By
assuming a form for the invariant cross section which explicitly includes Landau’s
Gaussian expression in rapidity?

E fﬁ% = f(pr) 9(y) x exp(~ly — yol*/20%) YT exp(—mr/T),  (63)

they were able to account for the measured transverse energy and charged particle
multiplicity distributions at 14.64 GeV/c and 2004 GeV/c. We will call Equa-
tion 6.3 the Landau fireball. The ansatz for f(pr) is an approximation, for the case
m7/T large, to the exact result obtained by integrating a thermal isotropic dis-
tribution over the longitudinal degree of freedom. It is claimed to be correct even
if collective motions are present provided they are predominantly longitudinal, as
they are in the Landau hydrodynamic model, and if T depends only weakly on
longitudinal velocity [Hag83).

von Gersdorff et al. [Ger89] analyzed pseudorapidity distributions dN/dy from
nucleus-nucleus collisions in AgBr emulsions at 14.6A4, 60A, and 2004 GeV/c and
were able to fit all their data to the Landau form

gal—n!\i - —_\/21:(; = exp(~[n — no]*/20%). (6.4)

2The approximate expression appearing in Landau’s original paper is for the pseudorapidity
density dN/dn as in Equation 6.4. The substitution 5 — y is justified in Ref. Car72.
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Moreover their fitted values for the widths were in good agreement with the explicit,
energy-dependent predictions of an extension [Shu72] of Landau’s model

8 _q
of = 3T=d In Yem. (6.5)
In Equation 6.5, ¢, is the speed of sound in nuclear matter. For the case of an
equation of state of non-interacting massless bosons p = ¢3¢ = 1/3¢ where p is
the pressure and e the energy density, this expression for o7 reduces to Landau’s
original prediction

o? = % In (s/4m3). (6.6)

The Gaussian form for the rapidity distribution has also been successfully applied
by Carruthers and Duong-Van [Car73] to pp collision data at 205 GeV/c.

The result of a Landau fireball fit to our data is shown as a dashed line in Fig-
ure 6.2. Because we cannot measure past midrapidity, we employ the assumption

%\ N L A D A A A B L v
% 25 - ™ data 'j
s symmetric Landau two-fireball ..
= 2 Landau fireball -

-”
”
o -
-
-

Figure 6.2: Landau fireball fits to the negative hadron dN/dy distribution. The
solid line is the result of the symmetric two-fireball fit, the dashed line of the single
fireball with the constraint yo = 3.0.

of symmetry about midrapidity and constrain the distribution to peak at yo = 3.0.
For collisions between nuclei with equal mass numbers, the nucleus-nucleus center-
of-mass y., equals yyn for all impact parameters. The single Landau fireball fit
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appears to overshoot the data at the peak and in the tail of the dN/dy distribu-
tion. von Gersdorff et al. observed a similar deviation at target pseudorapidities.
From the fit to the the Gaussian expression for g(y) in Equation 6.3, we find
o = 1.376 £ .025 in agreement with the result in Ref. Ger89 for their highest
multiplicity data set at the same energy but somewhat smaller than the Landau
prediction o (s) = 1.53.

Also shown in Figure 6.2 is a fit to the two-fireball expression

9(y) = A{exp(—[y + yo — yem|*/20%) + exp(—[y — yo — yem)*/20")},  (6.7)

a natural extension of the Landau fireball model which incorporates limited nu-
clear stopping and retains the symmetry requirement for equal mass AA collisions
that g(y’) = g(—y') where y’ is the rapidity measured with respect to the center-
of-mass. In the picture we have in mind, the participant nucleons are excited and
slowed down but not complelety stopped. In Equation 6.7, yo > 0 is the distance
of projectile and target fireballs from y., and o the single width demanded by
symmetry. Klar and Hiifner employed the same expression [Kla85] to fit the neg-
ative particle data from pp collisions at 200 GeV/c [DeM82a]. They justified the
decomposition into two components by the observation that the ratio R(y) of the
rapidity distributions of negatively charged particles in pA and pp data

= (8)./ (%),

only increased with target mass A for y < yem which led them to postulate a target-
like and projectilelike component. They also invoked the theoretical argument that
the multichain model for pp collisions [Cap80] predicted dominant contributions
from two chains, one which led to fast produced particles, one to slow ones. The
contributions from the projectile and target fireballs are indicated in Figure 6.2.

An interesting property of Equation 6.7 is the existence of three qualitatively
different solutions for the cases i) yo < 0, ii) yo = o, and iii) yo > o, respectively.
For case i) the dN/dy distribution will be peaked at midrapidity. For case ii)
the distribution has a true plateau in the sense that its second derivative is zero
9"(y = yem) = 0. Case iii) allows a depression in the particle production to develop
at midrapidity. The results of the symmetric Landau two-fireball fit to our data
are consistent with case i), yo = .848 £ .035, o = .971 £ .048. This is a tighter fit
to the data than the single Gaussian distribution, x?/NDF = 12.5/21 compared to
x?/NDF = 22.3/22, but the two-fireball fit also introduces one additional parame-
ter. It was impossible to fit the data with two, symmetric, isotropic fireballs. The
estimates of the peak value of dN/dy, the width, and the integrated yield stated
earlier were derived from the two-fireball fit. Differentiating between the one and
two Landau fireball models requires a precise measurement near midrapidity and
in the tail y < 1.0 (including the region y < 0), where our data is limited by
acceptance. '

The fully-corrected, participant proton dN/dy distribution, deduced from the
positive charge-excess, is shown in Figure 6.3 and compared to the distribution
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Figure 6.3: Corrected proton dN/dy distribution. The data are compared to the
predictions of FRITIOF. Only statistical errors are shown.

obtained from FRITIOF. A small contribution to the FRITIOF spectrum from
produced protons is corrected for by subtracting the dN/dy distribution of P .
See the footnote on page 154. This subtraction occurs naturally in the charge-
excess method. The FRITIOF histogram was calculated with the stopping pa-
rameter PAR(52) of Table 5.1 set to PAR(52) = 10 compared to the default value
PAR(52) = 1. There may be a small number of target spectator protons which
make it into our acceptance. The WAS80 collaboration measured target remnants
with Z < 3 in the pseudorapidity range —1.7 < 5 < 1.3 from 0 induced colli-
sions on C, Cu, Ag, and Au targets at 60 and 200 GeV/nucleon [AlIb88]. From
the shape of the dN/dp distribution for identified baryons from central collisions
they inferred that target spectators could be dragged into the forward direction.
From the integrated yield they concluded that enough energy is transferred from
the projectile to target matter to completely disintegrate the target into light
particles. And from the 7 dependence of the baryon mean transverse momentum
< pr > they speculated that the rapidity shift Ay = y—yyarge: could reach 0.5 units
which exceeds the shift which could be ascribed to Fermi momentum within the
nucleus.® This would only influence our measurement in the first bin. We assume
that spectator contamination of our data is negligible and that the contribution to

3If the effect of exciting spectator matter were to liberate the bound nucleons at their Fermi
momentum pr the maximum nucleon rapidity would be y(pr = pr ~ 270 MeV/c,pr = 0) =
0.28.
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the proton yield estimated from extrapolation of the data to low rapidity y < 0.4
can be attributed to participant protons. For a given impact parameter FRITIOF
employs straight line geometry and a Woods-Saxon nucleon density distribution
to determine which nucleons participate in binary collisions and the number of
spectators [Nil86] but otherwise omits spectator nucleons completely. According
to our FRITIOF calculation for b < byez = 2.5 fm, there will be approximately 8
spectator protons on average for 32S + 325 interactions.

The data are consistent with either a flat distribution, a broad distribution
peaked at y ~ 1.5 or even a distribution rising approximately linearly with rapid-
ity. The proton data cannot be accounted for by FRITIOF which predicts a sharp
peak at y ~ 0.8. The FRITIOF distribution obtained with the default parameter
values exhibits even less stopping, with a sharper peak near target rapidity and a
smaller yield at midrapidity. The data also rule out the parametrization [Kla85
dN/dy ~ cosh(y') suggested by FNAL bubble chamber measurements for pp inter-
actions at 205 GeV/c [Whi74] of the proton inclusive cross section with respect to
the center-of-mass momentum fraction z = p/py & 2mzsinh(y’)/\/s (Feynman
z). Here y’ is again the rapidity measured with respect to the center-of-mass and
the hyperbolic cosine results from transforming do/dz = constant to dN/dy. The
FRITIOF spectrum forward of the peak at y & 1 is in rough, qualitative agreement
with the hyperbolic cosine form.

From the relative flatness of the measured distribution one can obtain a crude
estimate for the integrated proton yield N, = f(dN/dy)dy ~< dN/dy > Ay.
For —0.2 <y < 3.0, N, = 3 x 3.2 = 9.6 protons compared to the FRITIOF
yield 9.55 & .07 protons. The missing peak is compensated by a higher yield at
midrapidity and for y < 0.4. We obtain a more precise estimate of the yield in
a model-dependent way below. For both the measured data and the simulation,
the integrated yield does not equal the number of participant protons because
of excitation of incident baryons into hyperon states. The correction for weak
decays discussed in Chapter 5 removes a distortion to the dN/dy spectrum but
since the net charge from decays like A — pr~ is strictly zero the yield cannot
be recovered. According to our FRITIOF calculation, there are ~ 5 participant
protons promoted to hyperons in the final state.

In order to extract the yield at midrapidity and the mean rapidity shift of par-
ticipant protons, and to obtain a more quantitative estimate of N,, we again em-
ploy the symmetric Landau two-fireball model of Equation 6.7. Das Gupta argued
[Das78] that the strong angular anisotropy of the proton inclusive cross section
from symmetric, light ion ?C + 12C collisions at 800 MeV /nucleon could be ac-
counted for by a two-fireball model. He explicitly introduced nuclear transparency-
the participating nucleons were slowed down but not completely stopped-and as-
sumed that the excited nuclei came to thermal equilibrium before emitting particles
isotropically in the rest frame of each fireball. A similar model was used by Klar
and Hifner [Kla85] to calculate the negative hadron rapidity distribution in pp
collisions at 200 GeV/c. Klar and Hiifner noted the resemblance of their model
to that of Jacob and Slansky [Jac72] for hadron-hadron collisions in the 10 to
30 GeV/c momentum range. Jacob and Slansky were able to reproduce features
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of inclusive cross sections usually attributed to multiperipheral models of multi-
particle production by a calculation which emphasized diffractive excitation and
fragmentation of the target and/or projectile. Another motivation for the two-
fireball fit is heuristic. It furnishes a simple way to subtract the contribution of
overstopped projectile protons to the dN/dy distribution in the target hemisphere
y < 3.0 so that we can estimate the mean rapidity shift < Ay > of participant
target protons. An overstopped projectile(target) nucleon is defined as one which
has suffered a rapidity shift Ay > |ybeam — Ytarget|/2 50 that it crosses midrapidity
and is detected in the target(projectile) hemisphere. Overstopped target protons
have been observed by Toothacker et al. [Too87] in 7 induced reactions on Ag
nuclei.

The results of the two-fireball fit to the proton dN/dy distribution are plotted
in Figure 6.4. The dashed and dotted lines show the target and projectile fireball
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Figure 6.4: Landau two-fireball fit to the proton dN/dy distribution. The dashed
and dotted lines show the target and projectile contributions to the spectrum in
the target hemisphere y < 3.0.

contributions. The distance of the fireball peaks from midrapidity and the fireball
width are yo = 1.77 + 0.25 and ¢ = 1.21 + 0.54, respectively. Note that fitting
Equation 6.7 to the data determines three parameters from five data points which
have large statistical errors. We explored the stability of the fit by applying the
same Monte Carlo procedure that was used for the negative hadron spectrum. The
mean and rms values of the distributions of fitted parameters obtained from fits
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to a large ensemble of Monte Carlo spectra generated from our measurements are
in good agreement with the parameter and error estimates from the uncertainty-
weighted fit to the measured histogram. However, the shapes of the parameter
distributions are skewed and the parameters are strongly correlated. The extrap-
olated values in the bins adjacent to the measurements are well-behaved, that is,
their ensemble distributions are Gaussians with means equal to the best fit extrap-
olated values and widths consistent with the statistical errors on the measured
data points. The more distant extrapolated values are not as well constrained.
For example, the ensemble distribution of the extrapolated point at midrapidity
is very broad and exhibits two peaks, one at dN/dy ~ 1, the other at dN/dy ~ 3.
The mean value is in good agreement with the one extrapolated from the best fit,
dN/dy (y = 3) = 2.3+1.3 protons per unit of rapidity where the assigned statistical
error is the rms deviation of the ensemble of extrapolations to midrapidity.

The integrated yield of target protons for —3.0 < y < 3.0, which includes the
full tail of the target fireball, is N, = 10.2 + 2.0 £ 1.3. All results from our fits
to the rapidity distributions of protons and negative hadrons are collected in Ta-
ble 6.1. Because of the symmetry of Equation 6.7, the overstopped target protons

[ Observable Fit parameters <N > |

AA—= kX
Equation 6.3 A o

21.64 £ 0.46 1.376 £ .025  36.23 + 0.52
Equation 6.7 A Yo o

14.72+0.62 0.848+.035 0.971 £.048  35.31 £0.59
AA - pX

3.36 £0.53 1.77+0.25 1.21+054 102+2.0+1.3

Table 6.1: Summary of the fits to proton and negative hadron dN/dy distributions.
A, yo, and o are the normalization, the position, and the width of the Landau
fireballs. For the two-fireball model yo is the distance from midrapidity, for the
single-fireball model yo = 3.0 by symmetry. < N > is the average number of
negative hadrons or protons in the target hemisphere in rapidity.

with y > 3 are compensated by the overstopped projectile protons. The first error
is statistical, estimated by the rms deviation of the ensemble of integrated values.
The second error is systematic and reflects the dependence of N, on the lower
bound of integration y;. For y, = 1.0 and — 0.2, N, = 9.8 and 8.9 protons,
respectively. There is no evidence in the sparse available data for leading protons*
in high energy pA [Too87], [Abe88] or ca and dd [Bel86] for fragmentation pro-

*Note that in equal mass AA collisions the projectile and target fragmentation regions are
equivalent. Leading particles refers to particles with rapidity close to either the beam or target.
Most of the available data from pA collisions, which has usually been obtained in fixed-target
experiments, is for the projectile fragmentation region.
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tons beyond the kinematical limit Yoz = Ybeam. Fermi motion up to pr ~ 270
MeV/c can only account for an excess of ~ 0.3 units of rapidity beyond ymez. How-
ever, a mechanism which might drive participant nucleons beyond the kinematical
limit-final state rescattering which is incorporated into hydrodynamic models as
predominantly longitudinal pressure in compressed nuclear matter-cannot occur
for pA collisions in the projectile fragmentation region. There simply isn’t any
comoving excited matter. The rescattering mechanism can explain large rapidity
shifts to kinematically forbidden values. For example, a 1 GeV/c proton at y = 0
can undergo elastic or quasi-elastic scattering and freeze out with a final rapidity of
y = —1. A measurement of identified leading protons beyond y,,, in AA collisions
would be important to test the validity of this interpretation.

To calculate the number of participant protons from the observed integrated
yield N, we assume that the missing protons can be identified with half of the
excess of hyperons Y over anti-hyj:erons Y. From the ratio of the inclusive cross
sections for £* and A(X°) production Wréblewski [Wro85) established the empir-
ical rule < Y >yny=1.6 £ 0.1 < A + =° >ppn. Isospin averaged values of hadron
production appropriate for genenc NN collisions, including the mean multiplici-
ties< A+ X°>yny and < A + T° >NN, have been calculated from minimum bias
pp and np interactions at 200 GeV/c in the compilation of Gazdzicki and Hansen
[Gaz91). For AA collisions we assume

<Y -Y >44 = (the number of participant NN pairs) <Y =Y >yn A
= (2N,,+-§-<Y—7>AA)<Y—V>NNA. (6.9)

In Equation 6.9, the number of participant NN pairs scales the NN result to
isoscalar AA interactions in a way that incorporates the impact parameter selection
of our trigger and A is an experimentally determined number which introduces the
enhanced strangeness production observed by NA35 in central 32S +32S collisions
[Bar90]. The factor 2N, accounts for the participant neutrons. The factor 1 /2 is
required because <Y —Y >4, is the total multiplicity half of which, on average,
can be associated with nucleon-nucleon pairs. Equation 6.9 can easily be solved to
yield

2N, <Y =Y >yn A
1-1<Y-Y>yn X\

From the values in Gazdzicki and Hansen < A + £° >yn= 0.096 + 0.015 and
<A+%° >nn= 0.01310.005, and the NA35result A ® 2, < Y=Y >, 4= 6.2+24,
assuming an uncertainty of 20% for the measured strangeness enhancement ).
Dividing by four to recover the yield in iarget protons we obtain a correction
factor of 1.6 £ 0.6. Our best estimate of the number of participant protons is
11.8 £ 2.1 neglecting the possible systematic error in N,.

From the negative hadron yield and the participant proton number in half of
phase space y < 3 the mean negative hadron multiplicity per NN pair in 32S +328
interactions over full phase space is < N,_ >= 2.99 + 0.53 charged particles. This
is to be compared with the isospin averaged value from NN of 3.22 + 0.06. The

<Y-Y>uu= (6.10)
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numbers agree within statistical errors. This suggests the absence of intranuclear
cascading in the sense of multiple, binary NN collisions between projectile and
target nucleons during the interpenetration phase of the collision. DeMarzo et al.
[DeM82a] noted that the large values of the particle production ratio R(y) of Equa-
tion 6.8 in the target rapidity hemisphere for pAr and pXe reactions came mainly
from events with large values of the number of struck target protons® with momenta
150 < p < 600 MeV/c, identified in the streamer chamber from ionization. Appar-
ently, the minimum bias triggers generally employed by pA experiments are more
successful at selecting events in which the incident proton(s) has(have) undergone
multiple binary collisions than the Ey.,, Er and charged multiplicity triggers used
to select central events in AA, particularly in collisions of light symmetric nuclei.
Daté, Gyulassy and Sumiyoshi [Dat85] have pointed out that this problem, which
they attributed to the large contributions of interactions near the nuclear surfaces,
is likely to persist in symmetric collisions even for the heaviest nuclei. Final state
rescattering is unlikely to produce particles because of the relatively low available
energies in the two-particle centers-of-mass. Gavin and Ruuskanen [Gav91] noted
that = interactions at /3y < 1 GeV are predominantly elastic and used this fact
to justify their assumption that pion number was conserved during the evolution
toward freezeout of the pion fluid produced in 32S +32S collisions at 200 GeV/c.

The mean rapidity shift of participant target protons, after subtraction of over-
stopped projectile protons is < Ay >= 3.0—yo = 1.2340.25. As for the integrated
yield, < Ay > depends on yr. The mean rapidity shift for y, = —2.0, —1.0, and
—0.2 is < Ay >= 1.25, 1.32, and 1.50, respectively. Bell et al. [Bel86] measured
semi-inclusive proton rapidity distributions by the charge-excess method for differ-
ent windows of charged multiplicity in aa and dd collisions at \/syn = 31.2 GeV
at the ISR. For aa they reported < Ay >=1.03, 1.26, and 1.42 for the multiplic-
ity bins 3 < ny < 7,9 < ny < 18, and 25 < n, respectively. We estimate the
charged multiplicity which would correspond to our data by

N~ ([R Nl > x2x2)+1) x <w>= 22

The first factor of 2 adds the positively charged mesons, the second extends the
result to full phase space, and one charged nucleon is the isospin average per NN
collision. < w >= Ac,4/044 = 1.7 is the average number of wounded nucleons
determined by Bell et al., which we identify with the number of participant NN
pairs since < w >= 1.0 for NN collisions. The dN/dy distribution for ny, > 25
most resembles our data in shape with a peak at Ay =~ 1.25 and a proton yield
of about 1/3 peak value at Ay = 3. However, the ISR data appears to fall more
abruptly as Ay — 0 although this data also lacks a point at Ay = 0. From
the qualitative agreement in shape and in the mean rapidity shift for yL = —0.2
we conclude that the nuclear matter stopping power is about the same for central
%8 +°2S and aa collisions at comparable /s . A similar calculation of the negative

SEvaporation protons, which result from the de-excitation of the nucleus after the end of the
projectile interaction, have low momentum p < 200 MeV/c and were assumed to stop in the
target material [DeM82a).
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charged multiplicity n. ~ 2 < Nj_ > X < w > indicates that the appropriate
semi-inclusive negative rapidity distributions from pp and aa to compare to our
data have n_~ 6 and ~ 10, respectively. :

Toothacker et al. [Too87) measured identified proton dN/dy distributions in the
projectile fragmentation region for p induced reactions on Mg, Ag and Au targets
at 100 GeV/c. For protons with momenta 14 < p < 100 GeV/c, which corresponds
to rapidity shifts from Ay = 3 to 0, they obtained average values for fuily inclusive
measurements of < Ay >= 1.04 £ 0.25, 1.24 £ 0.13, and 1.07 £ 0.16 for Mg, Ag
and Au, respectively.® By combining their data into a single pA data set they
were able to plot separately the dN/dy distributions for events with fewer than
3 (peripheral collisions) or 3 or more associated slow protons (central collisions).
Both the peripheral and central collision data were shown to agree, within large
statistical errors, with predictions from the stopping power model developed by
Busza and Goldhaber [Bus84), implying the observation of < Ay >~ 2.5 in central
PA collisions. Abe et al. made similar measurements of the dN/dy distribution of
the leading positively charged particle in p induced reactions at 200 GeV/c. For
their fully inclusive data they observed < Ay >= 1.4, 1.8, 2.0, and 2.0 for p, Mg,
Ag, and Au targets, respectively. For their most central semi-inclusive data set,
selected by requiring greater than ~ 3 recoil target protons and a negative charged
multiplicity greater than 12, they measured < Ay >= 2.4. By estimating the effect
of events in which the leading baryon was an unobserved neutron, they obtained
a lower limit of < Ay >= 2.0 for central pA collisions. The nuclear stopping
power in central 3S + 32§ collisions, deduced from the mean rapidity shift, is
significantly lower than that which has been observed in central pA collisions but
is consistent with that observed in the most central subset of symmetric, light AA
interactions at the ISR.

The picture of light nucleus-nucleus collisions at 200 GeV/c that emerges from
the rapidity distributions of incident protons and produced particles is similar
to the one advocated by Anishetty, Koehler and McLerran [Ani80] for central
collisions between heavy nuclei at E., ~ 50 GeV/nucleon. They argued for the
formation of thermally equilibrated fireballs in the nuclear fragmentation regions
at y ~ 1.3 units of rapidity from the original rest frames of the incident nuclei.
As the interacting nuclei pass through each other, the participant nucleons are
excited as if they undergo only 1 — 2 nucleon-nucleon collisions. The excited
nucleons fragment and emit particles. Virtually all of the final state nucleons and
some fraction of the produced particles-the fraction depending on the momenta of
the produced particles, the 4 factor of the comoving nucleons and the size of the
Lorentz-contracted nuclei-remain trapped within the nuclear volume. Rescattering
in participant nuclear matter drives the system toward thermal equilibrium. The
fireballs expand hydrodynamically until freezeout.

In this picture, the initial conditions for hydrodynamic expansion are interme-

The absence of any systematic A dependence of < Ay > from Mg(A = 24) to Au(A = 197)
is puzzling. Ref. Too87 does not describe event selection for the fully inclusive data. Comparing
this data to the pp estimate obtained by Busza and Goldhaber [Bus84], < Ay >= 1, suggests
that the fully inclusive pA data is dominated by peripheral collisions.
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diate between those suggested by Landau, who assumed complete stopping with all
incident particles coming to rest in the center-of-mass and all particle production
occurring within the Lorentz-contracted nuclear volume, and those employed by
Bjorken, who proposed that most particle production occurs outside of widely sep-
arated projectile and target fragmentation regions. Daté, Gyulassy and Sumiyoshi
[Dat85] estimated that the stopping domain of nuclear collisions, defined as the
energy range over which the Landau initial conditions provide the correct descrip-
tion, extends only up to E., ~ 5 GeV/nucleon. Bjorken’s initial conditions were
inferred from the existence of a central plateau [Bjo83] for the inclusive particle pro-
duction as a function of rapidity for ISR and SPPS collider data at E.,, ~ 30~ 270
GeV /nucleon. So it is not surprising that at /s = 20 GeV, which corresponds to
bombarding energies of E., = 10 GeV/nucleon, we exceed the stopping domain
but are far from the Bjorken limit. With the ~ 2 — 3 units of rapidity width of
the nuclear fragmentation region suggested by our data and a total rapidity gap
Of Ybeam — Yiarger = 6.0, there is no phase space for a baryon-free central region
to develop. The implication of this result for the upcoming Pb-beams program at
CERN, which will accelerate the heaviest nuclei to p ~ 190 GeV/c in fixed-target
mode, is that the midrapidity region is likely to be baryon-rich rather than baryon-
free. At RHIC, where the rapidity gap will be 10.8 units of rapidity, only a small
interval of rapidity is likely to be baryon-free in central 17Au +1%Au collisions.”

6.2 Transverse Momentum Spectra

In this section we present fully corrected, inclusive transverse momentum dis-
tributions for negative hadrons and protons. The distributions are obtained by
integrating the Lorentz invariant cross section over rapidity,

Po 1 &N 1 dN
B ——— » ——,
dp® ~ pr dydpr  prdpr
For negative hadrons, our rapidity acceptance is large enough to be subdivided
in order to separate midrapidity from target rapidity effects and to explore the
factorization hypothesis of Equation 6.3. For small rapidity intervals Ay ~ 1 unit
of rapidity, 1/pr dN/dpr is equivalent to an unnormalized invariant cross section
so we can compare the shapes of our spectra to results obtained from spectrometer
experiments for pp and AA collisions at comparable energies. We find no evidence
for a low-pr enhancement relative to pp, although the negative hadron spectra
possess a two-component or concave structure and rise for pr < 0.400 GeV/ec.
Both the negative hadron and proton distributions can be accommodated within
a simple thermal model at a common temperature 7' ~ 170 MeV if we identify the
increase at low pr with pions originating from resonance decay.

(6.11)

Preliminary FRITIOF calculations performed by M. Gyulassy [Gyu91] using our choice for
the stopping parameter PAR(52) = 10, which led to less stopping than shown by our data for
338 +325, exhibited exactly these features for Pb + Pb collisions at the SPS and Au + Au at
RHIC.
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The negative hadron pr spectra 1/pr dN/dpr as a function of pr are shown
in Figure 6.5 for our full acceptance 0.6 < y < 2.8, and for the rapidity intervals
10 < y < 2.0 and 2.0 < y < 2.8. The region 2.0 < y < 2.8 is the ~ unit of
rapidity nearest midrapidity that we can measure and coincides with the domain
over which the rapidity distribution dN/dy is fairly flat. The HELIOS collaboration
[Ake90] has measured inclusive negative particle pr spectra for 1.0 < y < 1.9 in
pA and asymmetric AA collisions at 200 GeV /nucleon. All three spectra shown in
Figure 6.5 have the same qualitative features-they turn upward softly at pr ~ 0.400
GeV/c, they flatten and start to turn over as pr — 0, and they start to flatten
again at high pr ~ 1.5 GeV/c. The similarity of the spectra for different rapidity
intervals, which will be quantified below when we fit the data, provides evidence
that the factorization hypothesis is approximately satisfied. Together, factorization
and the broad dN/dy distribution imply that pure thermal models or models which
introduce spherically symmetric rather than mainly longitudinal dynamics will fail
to describe the data. The observation of pr-dependent structure underscores the
importance of a broad pr acceptance in understanding the dynamical origins of
the spectra. We plot the data as a function of pr rather than the transverse mass
mr = \/p} + m? so that the transverse momentum acceptance is not obscured.

In hadron collisions at ISR energies, the transverse momentum distributions of
charged particles at fixed laboratory rapidities have been observed to be approxi-
mately exponential,

o
flor) = E— ~ Aexp(—bpr), (6.12)
p3 y=const
for 0.2 < pr < 1.4 GeV/c, with slope parameters b decreasing with increasing mass
of the detected particle [Gia79]. It has been pointed out [Kin78] that the different
mass hadrons can be described by a single universal function of mr

f(pr) = Aexp(—bmr) (6.13)

with a slope b ~ 6. Plotted as a function of pr, the exponential in transverse
mass turns over as pr — 0, that is, its slope goes to zero f'(pr=0) = 0. Guettler
et al. measured the inclusive production of low momentum charged pions with
.045 < pr < .400 GeV/c at y = 0 [Gue76) and observed a turnover at very low pr
which could not be reproduced by an exponential in pr but could be well fit by
Equation 6.13 with b~ 7. Much earlier, Imaeda [Ima67] noted that the transverse
momentum distributions of both baryons and mesons from collisions at incident
momenta p ~ 5 — 25 GeV/c could be well fit by the expression

f(pr) = o Amg Ky(mq/T), (6.14)

where K; is a modified Bessel function. For mr/T large (greater than ~ 3) this
can be approximated by

f(or) = ggg = A T exp(-ma/T), (6.15)
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Figure 6.5: Tully corrected negative hadron pr distributions 1/pr dN/dpr for the
rapidity intervals a) 0.6 <y < 2.8, b) 1.0 < y < 2.0, and ¢) 2.0 < y < 2.8. Only
statistical errors are shown. .



180

Imaeda concluded that “secondary particles were produced through states of ther-
mal equilibrium of final-state interaction”, regardless of the production process,
hence the replacement of the slope parameter with the more physical temperature.
Hagedorn derived Equation 6.14 from his statistical thermodynamics of strong in-
teractions [Hag65] and has since argued [Hag83] that no evidence contradicts the
assertion that the inclusive pr distributions below pr ~ 1 GeV/c are thermal.

In thermodynamic equilibrium at temperature T’ and chemical potential u the
number of particles of a given species per unit volume in momentum space is

&EN 1
&7 = eE-pmE (6.16)

which leads to the following expression for the invariant cross section

1 &n my cosh(y — yo)
pr dydpr " exp|(mr cosh(y — yo) — 4)/T] £1°

(6.17)

We have used the relativistic expression E = my cosh(y — yo) and have explicitly
introduced the fireball rapidity yo. In the Maxwell-Boltzmann limit® this reduces

to
1 d&'N
or Tdor = Amz cosh(y — yu) exp[—mr cosh(y — yo)/T} (6.18)
which for a small rapidity interval near fireball rapidity becomes
1 d&N
= — = Amrg exp(—mr/T). 6.19
) = -y dpr | = Amr exp(=ma/T) (6.19)

Integrating Equation 6.18 over rapidity recovers Equation 6.14. The reason for
introducing the different expressions above is that the negative hadron spectra can
be equally well fit by two-component superpositions of any of Equations 6.13, 6.14,
6.15, and 6.19,

g(pT1 Al, A2’T19 T2) = f(pT,Ath) + f(pTa AQaT'&')' (6'20)

In order to estimate a physical temperature one must judge which expression be:st
reflects the underlying dynamics.

In Figure 6.6 we show that the negative hadron pr spectrum cannot be ac-
counted for by a single-component thermal distribution. The solid lines are fits to
an exponential in transverse mass over our full pr acceptance 0.050 < pr < 2.0
GeV/c. The fits are poor., systematically below the data at both high and low
transverse momentum. A single exponential in pr with a slope parameter b ~ 5.5
fits the data but the fit ignores important structure in the spectra.

Although no single-component purely thermal model can account for the spec-
tra over the full pr range, over a restricted range the spectra can be fit with a

8In the Maxwell-Boltzmann limit the chemical potentials play a role in determi_ning the rela-
tive abundances of particle species and in embodying conservation laws for baryon number and
strangeness [Sol90] but are absorbed in the normalization for single particle inclusive spectra.
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Figure 6.6: Single-component thermal fits to negative hadron pr distributions.
Two different rapidity intervals are shown. The solid lines are fits to Equation 6.13,
an exponential in transverse mass, over our full pr acceptance. The dashed and
dotted lines are fits to Equations 6.13 and 6.19, the midrapidity Boltzmann form,
over the acceptance of AGS experiment E802, 0.300 < pr < 1.0 GeV/ec.
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single component. The E802 collaboration has measured the transverse momen-
tum and rapidity distributions of #*, K* and p from central collisions of 14.64
GeV/c Si projectiles with '’ Au nuclei [Abb90] and obtaircd good fits to the
= and K data with either exponentials in transverse mass or Boltzmann distribu-
tions. For comparison we fit our spectra over their pr acceptance 0.300 < pr < 1.0
GeV/c. The dashed lines are extrapolations of the fits to Equation 6.13, the expo-
nential in the transverse mass. The dotted lines are extrapolations of the fits to the
midrapidity Boltzmann form mrexp(—mr/T), Equation 6.19. The values of the
temperature parameters Tp and Tg obtained for the exponential and Boltzmann
fits are To = 182+ 9 and Tg = 138+ 6 MeV, Ty = 185+ 9 and T = 140 £ 7
MeV for the respective rapidity intervals 1.0 < y < 2.0 and 2.0 < y < 2.8. The
errors are statistical only. These numbers are somewhat larger than the 7~ results
reported by E802 in a small rapidity interval 1.2 < y < 1.4 close to the geometrical
center of mass® for central Si + Au, Ty = 161 £ 10 and Ts = 126 + 10 MeV. The
increase in temperature from AGS to SPS energy is consistent with the well-known
slow increase of < pr > with \/s. The Boltzmann form is artificial, even for the
restricted acceptance, in spite of its virtue of imparting to T a specific meaning
and implying a specific dynamics. It requires a curvature in the spectra that is
not substantiated by the data. The yield for pr < 0.300 GeV/c in excess of the
extrapolations from the single-component fits may account for the relatively small
number of 7~ observed by E802 at midrapidity, as evidenced by the inability of
Chapman and Gyulassy [Cha9l] to find a model for the E802 data which obtained
a consistent normalization of protons and pions at the same time. Stachel pointed
out [Sta9l] that a recent result from the E810 experiment at the AGS [Lov91],
which has the same shape as the E802 data for pr > 0.300, reveals a clear rise
above the exponential in transverse mass for pr < 0.300 GeV/ec.

A two-component structure or an increased yield relative to an exponential in
mr are insufficient evidence for the existence of a low-pr enhancement. The ob-
servation of the two-component structure of the pion pr distribution, alternatively
described as a concave shape, had already been made for measurements of the
invariant cross section in pp collisions at the ISR [Alp75). One must observe a
systematic effect in the ratio of the transverse momentum distribution from AA
collisions to an appropriate comparison distribution from pp interactions at com-
parable energy. Defining the comparison spectrum is problematic unless both the
pp and AA distributions have been measured by the same experiment because of
inconsistencies in acceptance, efficiency and the corrections which may have been
applied to the data. NA35 observed a low-pr enhancement for negative hadrons
produced near midrapidity in p + Au and %0 + Au collisions at 200 GeV /nucleon
relative to unpublished NA5 pp data at 200 GeV/c [Str88]. The NA35 result was
corrected for electrons but not for weak decays close to the target or secondary
interactions. A stronger effect was reported by the HELIOS collaboration [Ake90],
CERN experiment NA34, who compared their data from 200 GeV /nucleon p + W,

%In A4 collisions of different mass nuclei, for a given impact parameter the geometrical center
of mass can be calculated from the number of participant target nucleons swept out by the
overlapping projectile. For examnple in a b = 0 collision ?3Si sweeps out ~ 75 Au nucleons.
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180 4+ W, and 32§ + W collisions for 1.0 < y < 1.9 to a parametrization of the
ISR results of Ref. Alp75. However, the NA34 data had also not been corrected
for negative hadrons resulting from weak decays of K§ and A and from hadrons
produced in secondary collisions [Jac91b]. Experiment E810 at the AGS plotted
the invariant cross section as a function of transverse mass for negatively charged
particles produced in 22Si + Au and %8Si + Cu interactions at 14.64 GeV/cin the
rapidity interval 2.2 < y < 2.6 [Lov91]. They pointed out a substantial deviation
from exponential at low mr compared to the pp data of Blobel et al. at 12 and
24 GeV/c which was exponential in mr down to pr = 0 [Blo74]. After arguing
that contributions from misidentified electrons and K~ were likely to be negligible,
they asserted that the effect represented an excess production of low pr pions in
nucleus-nucleus collisions. However, their data were preliminary, corrected only for
acceptance, and they did not attempt to quantify the result by constructing the
ratio with respect to the pp data as a function of pr. We emphasize that the most
dramatic examples of low-pr enhancement in AA collisions have been observed for
asymmetric systems and near target rapidity. A similar effect has been observed
in hA collisions by two Fermilab experiments [Gar77], [Cha79]. They were able to
parametrize the invariant cross section in hA with a pr-dependent power of the
target mass A _ .
oi% (pr) = ol (pr) A0,

This parametrization was employed by Cronin et al. to describe the anomalous
nuclear enhancement at high pr [Cro75). For charged pions, the power function
a(pr) passed through a minimum at pr ~ 0.400 GeV/c.

Like experiment NA34, we will compare our data to the ISR data for /s = 23
GeV. Alper et al. [Alp75] measured the production spectra of charged hadrons at
fixed rapidities at center-of-mass energies from /3 = 23 to 63 GeV and obtained a
good representation of the pion data for pr < 1.2 GeV/c by including a quadratic

term in pr,
Eg— = Aexp(—bpr + cp}) exp(—dy?). (6.21)

Over their full acceptance up to pr ~ 5 GeV/c, they used a parametrization with

a high pr behavior suggested by the parton model of Blankenbecler and Brodsky
[Bla74]

fo - m

EF = A, exp(—bpr) exp(—dy®) + Az(l (p;r_{_?:;;:) . (6.22)
The parameters m and n were predicted from simple quark-counting rules. Because
their cross section measurements are tabulated in Ref. Alp75, we could compare
their fit results to their data. Neither Equation 6.21 nor Equation 6.22 provides a
good fit to the data at /s =23 GeV and y = 0 with the parameters tabulated in
Ref. Alp75. We refit the /s = 23, y = 0 data for 0 < pr < 1.9 to Equation 6.21
both with A, b, and c all free to vary and with b fixed to the published value b = 6.8.
We obtained A = 178 £ 10, b = 7.20 £ 0.14, ¢ = 0.855 %+ .065 and 4 = 153 + 3,
¢ = 0.673 % .014, respectively. We fit our measured data to Equation 6.21 with all
parameters free and obtained A = 507 & 26, b = 6.10 & 0.26 and c = 0.583 + 0.23
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for our midrapidity data set 2.0 < y < 2.8. Within statistical errors the same
values for b and ¢ were obtained for 1.0 < y < 2.0.

The results of the fits are shown in the upper panel of Figure 6.7. The solid
line shows the fit of Equation 6.21 to our data, the dashed and dotted lines the
fits to the data of Ref. Alp75 with the slope parameter b free to vary and fixed
at 6.8, respectively. The fits to the pp data have been renormalized to have the
same value as the AA data at pr = 0. Note that because b is smaller for our data
than for either fit to the pp data, and because c is not large enough to compensate
for pr < 2.0 GeV/c, our spectra always decrease less rapidly with pr than the pp
invariant cross section-instead of a low-pr enhancement there is a steady rise in
the relative yield with pr. This is shown in the lower panel of Figure 6.7 where
the ratio of our fit to the pp fit is shown for the two cases, the solid line for the free
parameter fit, the dashed line for the fit with b fixed. The shape of the ratio plot
is qualitatively similar to one made by the Axial Field Spectrometer collaboration
comparing the normalized invariant cross sections of charged particles from aa
and pp collisions at /s = 31 GeV/nucleon at the ISR [Ake82). They employed a
minimum bias trigger to determine the ratio for 0.250 < pr < 2.0 and a high-pr
single particle trigger for pr > 2.0 GeV/c. Their ratio plot increases monotonically
up to pr ~ 3.0 GeV/ec.

The behavior of the cross section ratios for symmetric AA collisions suggests
that the low-pr enhancement observed in central collisions of unequal mass nuclei
is a spectator matter effect. Garbut et al. [Gar77] suggested that the turnover in
the power function a(pr) at low pr in hA collisions was related to variations in the
center-of-mass kinematics for measurements made at fixed laboratory angles. Low
pr particles at fixed laboratory angles are closer in rapidity to the nuclear target-
the turnover in a(pr) at low pr, and similarly the low-pr enhancement in AA, could
be associated with target fragmentation from spectator matter. Another possible
spectator effect would be particle production from the cascading of participant
final-state particles through cold spectator matter. We have already concluded
from the average particle production per participant NN pair that cascading is
a weak effect in central 3S + 32§ interactions at 200 GeV/nucleon. Both these
spectator mechanisms would explain why the low-pr enhancement is stronger near
target rapidity and for asymmetric systems. The preliminary observation of a low-
pr enhancement by Love et al. [Lov91] for particles emitted in the forward rapidity
hemisphere in the center-of-mass is something of a puzzle if longitudinal growth
applies at AGS energy.

The best fits to the negative hadron pr spectra are obtained from the two-
component forms of Equation 6.14, 6.13, 6.19, and 6.15. The results of least-
squares fits in the two rapidity intervals into which we have subdivided our data
are tabulated in Table 6.2. A;, T} and Aj, T, are the normalization contributions
and temperature parameters of the low and high temperature components, respec-
tively. The low-temperature component dominates at low pr and has the steeper
asymptotic slope. As evidenced by the equality of the x?/NDF all fits equally
well describe the data. Although the different expressions introduce small but
discernible differences for pr > 1.0 GeV/c, the data cannot discriminate amongst
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NA3S data
Alper et al. data
Alper et al. data, b = 6.8
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Figure 6.7: Linear plus quadratic exponential fit to negative hadron pr distribu-
tions. The solid line shows the fit of Equation 6.21 to our data, the dashed and
dotted lines the fits to the data of Ref. Alp75 with the slope parameter b free to
vary and fixed at 6.8, respectively. The fits to the pp data have been renormalized
to have the same value as the AA data at pr = 0. The lower panel shows the
ratios of the fit to the AA data to the two fits to the pp data.
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£(pr) A T, (MeV) _ A; T (MeV) R(%) Xx°/NDF ]

l0<y<20

< pr >=0.359 £ .006 GeV/c

1 8700+ 2500 74.6+9.0 830+210 178+8 68+8 25.1/26
2 940 + 250 82+14 283 + 61 195+9 75+8 25.7/26
3 14600 + 2600 64.7+4.7 940200 159+6 59+5 24.5/26
4 3920+:820 726+7.6 510+110 1768 657 24.9/26
20<y<28
< pr >=0.365% .006 GeV/c
1 14700+ 7200 63+11 1360+300 1717 78x7 29.8/29
2 1440 £ 730 66+16 430+ 74 189+8 84+7 29.6/29
3 22700+ 6300 57.1+58 1620+320 151+6 68+6 30.2/29
4 5990+ 2060 624+9.3 820+160 168+7 7518 29.7/29

Table 6.2: Summary of two-component fits to the negative hadron 1/pr dN/dpy
distributions: 1) Equation 6.14, 2) Equation 6.13, 3) Equation 6.19, 4) Equa-
tion 6.15. The low-temperature component dominates at low pr and has the
steeper asymptotic slope. The relative yield in the high-temperature component
R is computed by weighting the fitted expressions by pr and integrating from
pr = 0.0 to pr = 2.0 GeV/e.
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them on the basis of goodness-of-fit. The statistical errors on the fitted parameters
A, T, A;, and T; correspond to the changes in the respective parameter which
would produce a unit change in the weighted x? function with the other parameters
held fixed. The errors were checked by employing the same Monte Carlo procedure
used to assign errors to the extrapolated points and integrated yield of the dN/dy
distributions. To obtain the mean transverse momentum < pr > and the relative
yield in the high-temperature component R we weighted the fitted expressions by
pr and integrated from pr = 0 to pr = 2.0 GeV/c, for example

R= I pr fa(pr, A2, T3) dpr
f Pr {fl(PT, Ah Tl) + fz(pr, Ag,Tg)} de.

The errors in the normalization coefficients A; and A; are large, especially A,
which depends only on a small number of data points below pr ~ 0.400 GeV/c. In
spite of this, the errors on T3, T3, R and < pr >, defined as the rms deviations of
the fit parameters over the Monte Carlo ensemble, are relatively small. The mean
transverse momentum is the same for all the two-component fits.

As an example, the fits to the two-component form of Equation 6.14 are plotted
as the solid lines in Figure 6.8. The dotted and dashed lines indicate the relative
contributions of the low and high temperature components. If R is mistakenly
computed from the relative areas under the curves rather than the pr-weighted
integrated values, the yield in the high-temperature component will be underes-
timated by ~ 20%. We have chosen this particular expression because it occurs
naturally in thermal models which include one-dimensional, longitudinal expan-
sion. Pugh has pointed out that both Equation 6.14 and its high temperature
limit, Equation 6.15, approximate expressions for small rapidity intervals which
introduce longitudinal dynamics [Pug90]. An explicit example of this can be found
in Kataja and Ruuskanen [Kat90] who obtain the following expression for the in-
variant cross section at y = yo for the case of a thermal distribution expanding
longitudinally with no transverse flow,

1 dzN S n+1
or dy dpn . x mp X g(:}:l) exp(np/T)K1(nmz/T). (6.24)

(6.23)

In the Maxwell-Boltzmann limit only n = 1 contributes and this reduces to Equa-
tion 6.14. Near midrapidity, one-dimensional hydrodynamic flow leads to the same
pr distribution as the rapidity-integrated thermal distribution without flow. Be-
cause of the physical motivation provided by the negative hadron and proton
rapidity distributions-that they can be simply understood if we assume nuclear
transparency, thermal equilibrium and longitudinal, hydrodynamic expansion un-
til freezeout-we single out Equation 6.14 as the one most likely to return a fit
parameter T which can be interpreted as a physical temperature.

Within statistical errors, the mean transverse momentum and temperature pa-
rameters are independent of rapidity for y > 1.0, quantitative evidence that the
invariant cross section approximately factorizes. The same conclusion was reached
by Kafka et al. [Kaf77] for the < pr > of 7+ and 7~ produced in pp collisions
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Figure 6.8: Two-component thermal fits to negative hadron pr distributions. Two
different rapidity intervals are shown. The solid lines plot the results for the two-
component form of Equation 6.14. The dashed and dotted lines show the respectlve
contributions of the high and low temperature components.
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at 205 GeV/c. The mean pr we have measured, < pr >= 0.359 £ .006 and
<pr>=0.365 % .006 GeV/c for 1.0 < y < 2.0 and 2.0 < y < 2.8 respectively, is
comparable to that obtained in pp collisions at comparable energies. For y > 1.0,
Kafka et al. reported < pr >= 0.350 GeV/c. From our fit to the midrapidity
pp data of Alper et al. at /s = 23 GeV, extrapolated to pr = 0, we obtained
<pr> = 0.325 GeV/c.!® Like our data, the bubble chamber data of Kafka et al.
are really negative hadron data, with rapidity calculated assuming the pion mass.
At fixed /s, a systematic increase in < pr> with increasing projectile and target
mass for central collisions of equal mass nuclei, combined with the monotonically
increasing cross section ratio as a function of pr shown in Figure 6.7, would provide
evidence for rescattering of produced particles in participant nuclear matter. A
small effect of this kind has been observed for aa compared to pp collisions at the
ISR at /s = 31 GeV [Fae84].

It is clear from Table 6.2 that both the temperature parameters and the relative
yield R depend strongly on the functional form fitted to the data. Note also the
large discrepancy between T; and T; and the temperature T deduced from our
single-component Boltzmann fits over a restricted pr acceptance, Tp = 140 MeV.
The same discrepancy occurs at AGS energy. Stachel reported [Sta91] that the
preliminary data from experiment E810, which is able to measure down to pr = 0
and has also obtained a data point for pr ~ 1.3 GeV/c, can be described by a
two-component exponential in transverse mass with T} = 83 and T; = 188 MeV
and R = 72%. This is to be compared to the E802 result for 0.3 < pr < 1.0,
Tp =~ 125 MeV. Brown, Stachel and Welke [Bro91] approximately reproduced the
E810 pr spectrum by a Monte Carlo simulation which assumed chemical and ther-
mal equilibrium for a hadron gas consisting of pions, nucleons, and A resonances
at T = 150 MeV and which employed the Landau fireball expression Equation 6.3
to populate the single-particle inclusive distributions. Pions from resonance decay
ace responsible for the two-component spectral shape. Because they underesti-
mated the measured cross section for pr 2 0.750 GeV/c, they concluded that the
underlying temperature in 14.6 GeV/nucleon Si + Au central collisions exceeded
150 MeV. Moreover, they obtained an apparent temperature T,,, = 125 MeV by
fitting their Monte Carlo spectrum to a single exponential in mz over the E802
acceptance. Interestingly, the fits of our data to the two-component exponential
in mr, the second entries in Table 6.2, obtain similar values for T}, T3, and R as
the E810 results reported by Stachel. For example, for 1.0 < y < 2.0 we found
I'=82+14,T,=195+9,and R="75+8.

The fully corrected proton pr spectrum 1/pr dN/dpr as a function of pr is
shown in Figure 6.9 for the rapidity interval 0.6 < y < 1.4, over which our pr
acceptance is unbiased. The non-invariant spectrum for the same data dN/dpy
were plotted on a linear scale in Figure 5.24. The solid line is a single-component
thermal fit to Equation 6.14 which yields T = 168+ 10 MeV. Note that the proton

19The bubble chamber data of Kafka et al. were measured down to pr = 0 and they explicitly
plotted <pr > as a function of rapidity y. The spectrometer data of Alper et al. were measured
down to pr ~ .200 GeV/c. Our fit to their data assumes the cross section turns over as pr — 0,
rather than rises exponentially.
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Figure 6.9: Proton transverse momentum distribution. The solid curve is the fit
to Equation 6.14. The pr acceptance is unbiased in the rapidity interval shown.

Table 6.3: Summary of single-component fiis to the proton 1/pr dN/doy dxstnbu-

f(pr)

A

T (MeV) x*/NDF

o N

06<y<ld4

6100 £ 2900
2400 £+ 1100
4800 + 2200
3400 + 1500

168 + 10
178 £ 11
158 + 8
167+ 9

< pr >=0.595 + .026 GeV/c

5.2/6
5.3/6
5.0/6
5.2/6

tion. The functional forms are the same as in Table 6.2.
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pr spectrum can be well described without invoking a second component. The
results of ihe different thermal model fits are summarized in Table 6.3. If we omit
the non-vertex particle correction, which has a strong effect on the shape of the
spectrum for pr 2 1.2 GeV/c (see Figure 5.22), the temperature parameters of all
fits are systematically higher by ~ 8 MeV and the mean pr increases to ~ 0.615
GeV/c. The mean pr we observe, < pr >= 0.595 =% .026 GeV/c, is dramatically
higher than that observed in pp collisions at the same /5. Using the parametriza-
tion of Equation 6.22 and the fit parameters obtained by Alper et al. to determine
the mean pr of midrapidity protons at /s = 23 GeV for 0.0 < pr < 2.0 GeV/c, we
calculate < pr>= 0.415 GeV/c. This large increase in central 32S +32S collisions
compared to pp is strong evidence for nucleon rescattering in participant matter
which may be an important mechanism driving nuclear matter toward thermal
equilibrium. Combined with our estimates in Section 6.1 of the mean baryon ra-
pidity shift and the mean number of negative hadrons per participant NN pair,
which argued for an absence of intranuclear cascading during the interpenetra-
tion phase of the collision, the high proton < pr > indicates that rescattering in
participant matter occurs during the expansion phase. This effect is unique to
central nucleus-nucleus collisions and suggests that the nuclear fragmentation re-
gions will remain important places to look for new physics as the available energy
in heavy-ion accelerators continues to increase.

Two important features of the transverse momentum distributions are evident
from comparison of the negative hadron and proton spectra:

1. The proton spectrum can be described by a simple thermal model while the
negative hadron spectra require a superposition of two thermal sources at
different temperatures to describe their shape.

2. Within errors, the proton distribution has the same temperature as the high-
temperature component of the negative hadron distribution.

We will consider two models which have attempted to account for the concave shape
of the negative pion pr spectrum, to account for the different shape of the proton
pr spectrum, and 2¢ the same time reconcile the apparently different temperatures
deduced from single-component fits over limited pr acceptances, which undermine
a coherent interpretation of the data within a thermal equilibrium picture. One
model, the collective flow model of Lee, Heinz and Schnedermann [Lee89)], [Lee90],
extended the blast wave model of Siemens and Rasmussen [Sie79] by superimposing
an isentropic radial expansion with a radially increasing expansion velocity on a
hadronic resonance gas in thermal and chemical equilibrium. The influence of
a common collective flow velocity occurs over different regions of momentum for
hadrons of different mass, leading to different spectral shapes. Although Lee, Heinz
and Schnedermann were able to obtain a concave pion pr spectrum and a proton
pr- spectrum with a high apparent temperature, both of which fit film data from
the NA35 streamer chamber [Lee90], their spherically expanding fireball picture
failed badly at describing the longitudinal degree of freedom. Their flow model
predicted a rapidity distribution even narrower than the thermal one obtained from
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Equation 6.1 at T = 200 MeV, much narrower than the data. Moreover, as noted
by Jacak i./ac91a), the flow velocity is very sensitive to the curvature in the pion
spectr:=.~if the concavity at low pr can be accounted for by different processes the
extracted velocity will be much smaller. Brown, Stachel and Welke [Bro91] pointed
out that the flow should be predominantly longitudinal since the initial pressure
gradients are much greater in the longitudinal direction and suggested that Lee
et al. strongly overestimate the transverse flow. For these reasons we consider a
second model, which explicitly examines the impact of resonance decay kinematics
on the pion and proton pr spectra, a more realistic and natural choice-it invokes
well-understood processes from pp physics which must occur in the nucleus-nucleus
data.

The resonance idea is not new. Hagedorn and Ranft [Hag68] singled out the
powerful distorting influence two-body resonance decays could exert on thermal
particle spectra. Brockmann et al. [Bro84] showed that the low apparent temper-
ature of pions in central Ar + KCI collisions at 1.8 GeV /nucleon at the BEVALAC
could be explained by the decay kinematics of A resonances in thermal equilib-
rium with nucleons at the same temperature. We have already referred to the
application of the same approach to the AGS pion spectra by Brown, Stachel and
Welke [Bro91]. Sollfrank, Koch and Heinz [S0l90] and Barz, Bertsch, Kusnezov and
Schulz [Bar91] were the first to assert that the production of higher resonances is an
important factor in high-energy nucleus-nucleus collisions and explicitly calculate
the contributions of their decays to the final-state pr spectra measured by NA35 at
CERN. Although Barz et al. were unable to reproduce the negative hadron spectra
for pr < 0.2 GeV/c, Solifrank et al. found excellent agreement between the pr
spectra predicted by their model and the NA35 data for 7=, p, K9, and A. Both
calculations assumed a thermodynamic model with a single temperature T and
determined the relative hadronic abundances by assuming chemical equilibrium.!

The model of Sollfrank et al. assumes an ideal relativistic hadron gas with
constant temperature T and no collective motion. Stable hadrons and resonances
are assumed to be in thermal and chemical equilibrium, each at a chemical po-
tential u = buy + sy, where b and s are the baryon number and strangeness of
the hadron or resonance and pp, and g, are chemical potentials which constrain
the net baryon number and strangeness of the system. Because of strangeress
conservation, ps = f(up,T) leaving T and py, as free parameters. Equation 6.17
is integrated over all rapidities to determine particle transverse momenta. Note
that for all particles more massive than the pion (and for pions with pr > 0.3
GeV/c), the Maxwell-Boltzmann limit may be used and the transverse momentum
distributions are determined from

1 dN
o dpr Z%—; exp(p/T) mz Ky(mr/T), (6.25)

11t is unclear why these similar calculations obtained such different results. The main dif-
ferences in the models are the inclusion by Sollfrank et al. of a number of resonances omitted
by Barz et al. and the use of a single thermal fireball compared to a superposition of fireballs
uniformly spread in rapidity along the beam axis.
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the form we have used to extract the physical temperatures from the measured
data and suggested by longitudinal expansion. Here g is the statistical degeneracy
and y is determined for each stable particle or resonance from u = bup+sf(pv, T') -
It is clear from Equation 6.25 that once T' and py, are specified, the momentum
distribution and relative abundance of each hadron and resonance are fixed by the
assumption of chemical equilibrium. There is no evolution in the model-the fire-
ball disassembles instantaneously, without final-state interactions, and resonances
decay into lower mass, stable particles. The contribution of a decay channel to a
particular final state is calculated by properly folding the decay kinematics onto
the momentum distribution of the parent resonance.
The following decay channels were included in the calculation:

n = x xta®

oo g X

- xtx®

K'=° o K%
A[A] - =~ N[N]
T[T (1385)] — = Y[V).

Only the A contributes to the proton spectrum. Note that only the p under-
goes a two-body, mass-symmetric decay. This is important. In a two-body decay
to daughter particles with widely different masses, the mass-dependence of the
Lorentz boost from the resonance rest frame to the laboratory frame leads to a
strong asymmetry in the observed momentum. In the laboratory, the heavy particle
typically has most of the momentum, resulting in a concentration of pions from two-
body, mass-asymmetric decays at low pr. At the temperature and baryon chemical
potentials considered in Ref. Sol90, T = 200 MeV and yup, = 100 — 200 MeV, only
7~ from p decay have enough momentum to significantly populate the pr distri-
bution for pr > 0.600 GeV/c. Generally, pions from two-body decay exhibit a
constant, asymptotic slope for pr 2 m, which is steeper than that of the parent
resonance. The pions from three-body decay have a nearly constant slope which
is much steeper than their parent resonance. Sollfrank et al. pointed out that,
because of the constant asymptotic slopes, effective temperatures Teg < Tihermal
could be assigned to pions from resonance decay. The two-component, thermal
parametrization embodies the significance of the underlying resonance structure
to the negative hadron spectra. The low-temperature component is the superpo-
sition of thermal pions and pions from the decay of open resonance channels at
a given energy scale. The high-temperature component is the superposition of
thermal pions and pions from the open resonance channels which undergo two-
body, mass-symmetric decay. Fits to the high-temperature component should give
reasonable estimates of the thermal temperature.

For T = 200 MeV and u;, = 200 MeV, Sollfrank et al. tabulated the relative
contributions of thermal pions and pions from the different decay channels. The
yield of thermal pions and pions from p decay sum to = 60%, in semi-quantitative
agreement with the values we have calculated for the relative yield in the second

—
W —
—
)
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component, R = 68+8 and 78+ 7, near target fragmentation and near midrapidity,
respectively. Thermal pions only acccunt for 30% of the total. Barz et al. [Bar91]
also calculated the resonance yields for a model suggested by a string-breaking
picture, with statistical weights determined solely from spin and isospin degeneracy,
and found that the number of pions from p decay exceeded the number of direct
pions. In the thermal model the relative yields of direct and resonance pions
depend strongly on temperature. At T = 150 MeV, Sollfrank et al. noted that
the contribution from decay pions dropped to only 40% [Sol90]. Nevertheless, the
agreement between the model calculation and the data is rather striking

The proton spectrum is simple to understand because only one resonance, the
4, is likely to be important [Bro91]. Because the proton is the massive final-
state particle in A decay, resonance decay protons contribute to the transverse
momentum spectra over the same pr scale as do the thermal protons. Although
the asymptotic slope of resonance decay protons is somewhat steeper than that of
the thermal protons, the proton spectral shape is relatively insensitive to the effect
of resonance decay. The temperature extracted from a single-component thermal
fit to the proton spectrum will provide a good estimate of the underlying physical
temperature. This accounts for the agreement between the proton . mperature
and the high temperature components of the negative hadron spectra. Based on
the resonance picture and our fits to the data we conclude that the charged particle
pr spectra are indeed thermal with an estimated temperature

Ty ~ 170 MeV

at freezeout. Thc agreement between the proton and negative hadron tempera-
tures confirms the assumption that the expansion is mainly longitudinal and has
a negligible effect on the transverse momentum distributions. Because the pions
from p decay and the protons from A decay have steeper slopes than their ther-
mal counterparts, which can only increase the slopes of the detectable final-state
distributions, Ty may be somewhat higher than the fitted value.

We are now in a position to estimate the baryon density per fm® and the
baryon chemical potential. Although we have emphasized the symmetric Landau
two-fireball model, the negative hadron dN/dy distribution is consistent with a
plateau of +1 unit of rapidity about midrapidity. The proton dN/dy distribution
is also fairly flat. Thus the condition for the validity of the scaling hydrodynamic
solution is approximately satisfied near midrapidity. Recall from Equation 1.37,

1_dM,
ToAr dy |

ny(70) = (6.26)

The cross-sectional overlap area of two circles of equal radii can be employed to
calculate Ar as a function of impact parameter b,

Ar(b) = 2R {cos-l (5%) - (5%) {1 - (-2%)2] l/2} .62
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For b < R, Ar is approximately linear in b which implies that
< Ar(b) > = Ar(<b>). (6.28)

Because our Monte Carlo has a good absolute normalization with respect to our
data, we can estimate

<b>= 2/3 bper = 2/3 (2.5 fm) = 5/3 fm (6.29)
which for R ~ 3.5 fm yields
A7 ~ 25 fm?. (6.30)
Using the canonical value 7o = 1 fm/¢, Equation 6.26 gives
2(2.3) 3
=222 _ . 6.31
nb(7o) 1(25) 0.18 baryons per fm (6.31)

where the factor of two in the numerator converts proton rapidity density to baryon
rapidity density for the isoscalar 32S + 32§ system. If the expansion is very rapid,
so that we can approximate T'(7o) by Ty, then Equation 1.21 for the net baryon
number density of a two-flavor plasma as a function of pq and T, under the as-
sumptions outlined in Section 1.2.3, yields an upper bound

pa=T1MeV =, =210MeV. (6.32)
Bjorken argued [Bjo83] that under general conditions
¢ <1/3, (6.33)

so that from Equation 1.40 the temperature decreases as 7=/3 or slower. Since
estimates for the duration of the longitudinal expansion [Kaj83b] are typically ~
A3 ~ 5 fm/c for large nuclei, we obtain a lower bound for the chemical potentials
in 32§ + 2§ at 200 GeV/nucleon by calculating g, for an initial temperature

1/3
T(r) = T (Tl) ~ Ty (5)° ~ 290 MeV. (6.34)
0
The result,
Bq=20MeV =  up=75MeV. (6.35)

In the same spirit we estimate the energy density from the Bjorken formula

P __<mT>£_1!
°= ToAr dy'

From the transverse momentum distributions, the mean my for negative hadrons
and protons is 0.390 and 1.11 GeV /¢, respectively, which leads to the energy density
in pions and nucleons

(6.36)

e~3e,+2e,,=H;?)(3x20x0.390+2x2.3><1.11) .
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~11 el (6.37)
From the NA35 film measurement of h~, p, A, A, and K2, Wenig [Wen90] was
able to obtain an approximate energy balance between the incident bombarding
energy and the energy detected in the final state. He estimated that not more
than ~ 70% of the final state energy is contained in charged hadrons and leading

baryons which suggests that

€02 1.5 (:;Y (6.38)




Chapter 7

Summary and Conclusions

We have measured the transverse momentum spectra and rapidity distributions of
negatively charged hadrons and protons from central 3*S + 32§ interactions at 200
GeV /nucleon incident energy, the highest energy regime which has been explored
in nucleus-nucleus collisions. The data were taken using the NA35 streamer cham-
ber at the CERN SPS and a novel imaging and data acquisition system based
on CCDs, which replaced film images with directly-digitized electronic pictures.
The viability of this technique has been demonstrated. Because of our long-range
objective of fully automating streamer chamber data reduction, we have analyzed
our data in a completely different manner from that employed for the NA35 film
measurements, relying heavily on Monte Carlo simulation to understand our ac-
ceptance, determine our efficiency and unfold the data. As a consequence, we have
achieved an improvement in the data reduction rate and have obtained statistically
equivalent or superior results from a smaller data sample. We have also carefully
studied the influence that secondary charged particles, originating either from the
weak decay of neutral strange particles or from hadronic interaction, could exert
on the spectra and concluded that they can have a strong impact both on the
transverse momentum distributions and on the proton rapidity distribution. We
have corrected our data for these effects.

The negative hadron rapidity distribution is too broad to be accounted for by
thermal models which demand isotropic emission, at any temperature. It is com-
patible with models which emphasize longitudinal dynamics, either phenomeno-
logical, string-breaking pictures, such as the Lund fragmentation model, which
predict a plateau over several central units of rapidity or models which intro-
duce one-dimensional, hydrodynamic expansion. The negative hadron data is not
precise enough and our rapidity acceptance is not broad enough to distinguish
between the Landau model, which assumes complete stopping and central particle
production, and the symmetric Landau two-fireball model, which assumes nuclear
transparency and particle production in the fragmentation regions.

We have advocated the latter point of view, based on the proton rapidity dis-
tribution which is rather flat but suggests a broad peak at y ~ 1.5. Although the
two-fireball fit to the data shows only a small overlap between the projectile and
target fragmentation regions, implying nuclear transparency, it is unlikely that the
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central region is baryon-free for the initial rapidity gap Ay = 6 at incident nucleon
momenta piqp = 200 GeV/c. There is no evidence for the sharp peak close to target
rapidity predicted by pp data, suggesting that nuclei are more effective in stopping
the projectile than nucleon targets. The proton rapidity distribution indicates more
stopping than the FRITIOF model of the superposition of pp collisions. However,
the mean rapidity shift of the participant target protons is much smaller than that
observed in central collisions of protons with heavy nuclei. It is unclear whether
the high baryon densities predicted by extrapolations of central pA results can be
achieved even in the most central collisions of equal-mass nuclei. The mean rapid-
ity shift suggests limited intranuclear cascading during the interpenetration phase
of the collision. This interpretation is supported by the agreement between our
estimate of the mean number of negative hadrons per participant nucleon-nucleon
pair and the mean negative multiplicity from isospin-averaged, NN collisions at
comparable energy.

The negative hadron transverse momentum distribution is approximately in-
dependent of rapidity, suggesting that the invariant cross section factorizes into
a product of functions which depend separately on pr and y. This is consis-
tent with a dynamical picture which superimposes longitudinal expansion on a
thermal equilibrium intermediate state. Although the negative hadron pr spec-
tra possess a two-component structure, a comparison to pp data at comparable
center-of-mass energy showed no evidence for enhanced production at low and
high transverse momentum. Rather, the ratio of the AA to pp data appears to
increase monotonically which may be evidence for rescattering in participant mat-
ter. The two-component structure can be explained by a thermal and chemical
equilibrium model which takes into account the kinematics of resonance decay.
For intermediate pr, the transverse momentum distribution is sensitive to thermal
pions and pions from p meson decay and may provide a reasonable estimate of
the underlying physical temperature. This interpretation is consistent with the
proton pr distribution which has a single-component thermal structure, which is
not altered by the presence of protons from A resonance decay. As demanded by
a thermal model, the temperature determined from the proton distribution is the
same as the high-temperature component of the negative hadron spectrum. Using
an expression motivated by one-dimensional longitudinal expansion we estimate
a freezeout temperature Ty ~ 170 MeV. This temperature implies a much higher
mean pr in nucleus-nucleus collisions than has been observed in pp interactions,
strong evidence for nucleon rescattering in participant matter. Combined with our
conclusion of limited cascading during the interpenetration phase, the observation
of thermal protons with high mean pr suggests that rescattering occurs during
expansion.

The charged particle spectra of negative hadrons and protons can be accounted
for in a coherent physical picture which assumes nuclear transparency, evolution
through a state of thermal equilibrium, followed by longitudinal hydrodynamic
expansion until freezeout. Depending on the timescale of the expansion, temper-
atures significantly higher than Ty may have been reached earlier in the collision.
Both the energy density and temperature in the high density stage of nucleus-
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nucleus collisions appear high enough to encourage optimism about the prospects
for production of a quark-gluon plasma at SPS energies.
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