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ABSTRACT

We presenttheenergy-energycorrelation(EEC) distributionand itsasyrnrnetry
(AEEC) inhadronicdecaysofZ° bosonsmeasuredby theSLD atSLAC. The data
arefoundtobeingoodaEreementwiththepredictionsofperturbativeQCD andfrag-
mentationMonte Carlomodelsofhadronproduction.AftercorrectionforhadronJz_-
tioneiTectsthedataarecomparedwithO(a_)perturbativeQCD calculationsfrom
vaxiousauthors.Fitstothecentralre,on oftheEEC yieldsubsta.utially.dii_erent

i valuesoftheQCD scale foreachofthe calculations.ThereA_--_ QCD isalso sizeablea

dependenceofthe_ttedA]_-_valueon theQCD renormalizationscalefactor,_.Our
, 0 0 4 ez +o.o18preliminary resulCsare cz,(Mz) = 0.121:I:O.O02(8tat)_ . 0 ( p.sgs.)_o.oog(theor.)

The largestcontributiontotheerrorarisesfromthetheoreticaluncertaintyinchoos-
ingtheQCD renormalizationsere.
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I. Introduction

"Ihe SLAC Linear Collider (SLC) produces electron-positron annihilation events at
the Z ° resonance which axe recorded by the SLC Large Detector (SLD) [1]. The
SLC/SLD project enjoyed a successful engineering run in 1991; in addition to com-
missioning the SLD, studies were made of the properties of hadronic decays of Z °
bosons, resulting in preliminary measurements of the strong coupling a, [2].The "
first physics run began in February 1992, during which the SLC performance has
continued to improve, routinely achieving Z ° production rates of 10-20 per hour.
Up to the end of July a sample of 8,000 Z°s had been accumulated by the SLD;
appro)dmately 6,000 of these events were used for the analysis presented here.

A major achievement of the 1992 run has been the delivery of an intense beam

of lon_tudinally polarized electrons#l and the observation of decays of the resulting

Z°s.Detailsofthepolarizationproductionand measurementsystemarecontributed

totiffsconference[3],aswellasprelJminaxymeasurements[4]oftheleft-rightcross-
sectionasymmetry [5].

The energy-energycorrelations(EEC) distributionforhadroniceventsine+e-
annihilation,and itsasymmetry (AE.EC), were introducedby Basham e_ al.[6]
asgood experimentalobservablesfora precisetestofQCD. Sincethen,most e+e-

experimental groups [7,8,9,10,11,12] have used them to determine the strong couplins,
C:_.

In this paper, we present measurements of the EEC and AEEC distributions
from hadronic Z ° decay events collected by SLD and determine as by fitting the
O(c_]) QCD formulae to the parton-level corrected EEC and AEEC distributions.
Further details of comparison of the event shape observables from hadronic decays
of Z°'s produced by polarized and unpolarized electron beams are given in separate
contributions to this conference [13].

2. The SLD

' The detectorisshown schematicallyinFig.I and a detailedoutlineofitsconstruction

and performanceisdescribedin[I].The micro-vertexdetector(VXD) and Cherenkov
Ring Ima_.ngDetectors(CRID) werenot usedinthisanalysis,but aredescribedin I\

separatecontributionstotiffsconference[14].

ChargedparticlesaretrackedintheCentralDriftChamber (CDC) whichconsists

' of I0 superlavers, each containing 8 layers of axial or stereo seine wires. Tractdng
is extended to forward angles (10° from the beam axis) by endcap drift chambers.
Momentum measurement is provided by a uniform axial ma rnetic field of 0.6T.

Particle energies are measured in the Liquid Argon Calorimeter (LAC) [15], which
containsbothelectromagneticand hadronicsections,and intheWarm IronCalorime-

ter [16], which forms the outer layer of the hadronic calorimetry, and _lso provides :
tracing for muons. The LA C is segmented into approximately 40,000 projective

_-=IAn electronbeampolarizationof--22% hasbeenachievedtodate.
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towers and has a resolution of about 15"_ for the measured Z ° mass. Luminoshv

is measured from the rate of small-angle Bhabha events detected in forward silicon-
tungsten calorimeters [17] mounted close to the beampipe.

3. Triggering and Data Selection

Two independent triggers were used for hadronic events: an energy trigger requiring
a total LA C energy in excess of 8 GeV, and a charged track trigger requiring at
least two well-separated tracks in the CDC. The trigger for Bhabha events required
typically 10 GeV in both forward and backward luminosity monitors.

A loose selection of hadronic events was then made by two independent methods:
one based on the topology of energy depositions in the LAC, the other on the number
and topology of charged tracks measured in the CDC. After statistical subtraction
of backgrounds, comparison of the number of hadronic events with the number of
luminosity Bhabha events indicated a combined triggering and selection efficiency
for hadronic events of better than 90% for the LA C method. 99% of the events

identified by the CDC method were also identified by the LAC method. The residual
contamination in this overlap sample was estimated to be mainly from r-pair events.
calculated to be at the level of 0.3%.

The analysis presented here used charged tracks measured in the CDC. A set of
cuts was applied to the data to select well-measured tracks and events well-contained
within the detector acceptance. Tracks were required to have:

• a fit quality of 3/2 X_,_- "v/_ .h',) - I < 15, where N,I is the number of degrees
of freedom for the track fit

• a closest approach to the beam axis within 10 cm and within 20 cm along the
beam axis of the nominal interaction point

• a polar angle, 8, with respect to the beam axis with ]cos_l < 0.S0

• a minimum momentum transversetothisaxisofP.l.> 150 MeV/c 2.

Eventswere requiredtohave:

• a minimum offivesuchtracks

• no track_'itha momentum largerthan 100 GeV

• a thrustaxisdirection,Sr,within[cos0T]< 0.71
• a minimum chargedvisibleenergygreaterthan 0.2Mz, where alltrackswere
assignedthechargedpionmass.

Afterapplyingthesecuts,distributionsof.trackmultiplidt),,polarangle,mo:.
menta and event02"and E,,iswere reproducedby Monte Carlosimulations.3837

eventssurvivedthesecnrs,ofwhich 3163 were produced by left-or right-polarized
electronbeams and theremainderby unpolarizedbeams. We combined both event

samplesinthisanalysis.The totalresidualcontaminationfrom backgroundsources



was estimated to be negligible. #:

4. Measurement of the Energy-Energy Correlations

Experimentally, the EEC is defined as the normalized, energy-weighted sum over all
pairs of particles whose opening angles, Xi/, He between X- AX/2 and X + AX/2:

x+_

where X is an opening angle to be studied for the correlations, AX is a bin width, Ei
and Ej are the energies of particles i and j and E_s is the sum of the energies of ali
particles in the event. Note that E,,i, is used to normalize the particle energies instead
of x/_ so that the EEC is less sensitive to undetected particles and f EEC(x)dx = 1
is ensured.

The asymmetry of the EEC is defined as

AEEC(x) = EEC(_r- X)- EEC(x) (4.2)

The perturbative contributions of hard gluonemissions to the EEC are asymmetric,
so that the AEEC is expected to be more sensitive to a, [6].

Perturbative QCD calculations of the EEC have been performed to O(a_) by
" l_ichards, StirLing and Ellis (RSE) [18], Ali and Barreiro (AB)[19], Falck and Kramer

(FK) [20]and Kunzst and Nason (K.N)[21].The EEC can be writtenintheform:

EEC(x)-__kX) . \ 2_ [A(x)2_b°In(_2/s). B(X)] (4.3)

where a,(_)is related to the QCD ,cale A_--_ by [22]:
t

_ "°(_) = (z3- 2,v)ln(_2/^_-g) 1- (SS- 2n!)2 h(_:lA_-g) ' (4.4)

The first order cee_cients A(X) can be calculated analytically and the second order
_ coefiicients B(X) are calculated numerically.../_ is the renormalization scale, b0 =

(33 - 2nj,)/12r., where nj, is the number of active flavors, and 8 = E_M. The main

_! difference between the theoretical calculatlons mentioned above is in the method used

:#2 Beam-related backgrounds art discussedin [4].



totreatthesin_ulacitlesfound incalculatingthe secondordercoe._,ciezt.Another
difi'erenceisthe choiceofrenormalizationscale_. ILS]_,AB an(]FK set_ to_ in

estimatingthesecondorderterm.On theotherhand,MN keepthe|n(_2/.s)termin

the second order coei_cient in equation (4.3) so that the renormalization scale _ can
5e treated as a free parameter in their calculation. We keep an explicit ]_dependence
ior the RSE, AB and FK cases in equation (4.3). lt is important to notice that
(P(_) perturbat_veQCD calculationsdo not specifythe _ valuetobe usedinan)"

physical observable [21], although this scale _mbiguity will presumably vanish if the
calculation is done to all orders of the perturbation series. Equation (4.3) is best

suited to study the renormalization scale dependence of A_-_ in the EEC analysis.
We note that several theoretical approaches have been proposed to fix or optimize
the renormalization scale in the framework of O(a_) perturbative QCD [23,24,25,26].
Here we treat p as a free parameter.

Fig. 2 shows the preliminary measured EEC and AEEC distributions at the
detectorlevelas pointswith errorbars.The solidhistogramsrepresenttheresult

from the JETSET 6.3 [27}partonshower Monte Carloprogram with initialstate

photonradiation,followedby detectorsimulation,and thesame eventreconstruction
program and eventanalysiscutsasusedforthe data.The dashedhistogramsshow
the correspondingresultforthe HERWIG 5.3 [25]parton showerprogram, using

the same procedures.For eachprogram, 10,000eventswere generated.We used
parametervaluesof the 3ETSET 6.3Monte Carlo eventgeneratordeterminedby"

theTASSO Collaborationat_=35 GeV [29],which havebeenfound tobe ingood

agreementwith Z ° data[30];theseaxelistedinTableI./'ortheHERWIG 5.3Monte
Ca:iowe used the defaultparametervalueswhich were derivedfrom comparisons

wizh LEP data [31].
Afzerdetectorsimulation,both JETSET 6.3 and HERWIG 5.3reproducethe

measured distributionsas shown inFig.2. We thereforeused thesesimulationsto

correctour data fortheeffectsofinitialstatephoton radiation,detectoracceptance
and resolution,interactions,decays,analysiscutsandunmeasured neutralpazticles.
The EEC distributionwas correctedto the hadron levelby applyingbin-by-bin
correctionfactors,C_e_(Xi):

ZECh. .o,(X )= × (4.5)

where thecorrectionfactorswereestimatedby comparingMonte Cazloresultsbefore
and M_er detectorsimulation:

MO

C,_,,(X_) - "EEC_"_"°" (Xi) (4.6)MC

where MCEEC,_e_e_o,(Xi ) represents the histo_am content at bin Xi of the EEC ob-
tained from the charged particles of the reconstructed Monte Carlo events. The
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corrected AEEC is then derived from the corrected _EC. The correction factors for

the E,EC determined using the JETSET 6.3 Monte Carlo are shown in Fig. 3.
The statis'ical errors on the EEC and AEEC distributions have strong bin-to-bin

correlations because each event contributes to several neighboring bins. There is no
straightforward way to evaluate these correlations. In order to estimate the statistical
errors, we generated 10 different event samples using the JETSET 6.3 Monte Carlo,
each with the same number of events as the data sample. Then we constructed the 10
sets of EEO and AEEC distributions from these event samples and set the statistical
errors in each bin to be equal to the root-mean-square deviation in that bin.

5. Determination of AM---and

5.1 DETERMINATION OF THE QCD SCALE h]g_

In order to determine the value of A:]_/_,we corrected the data further to the parton
level and compared them with the (9(a_) theoretical formulae calculated by RSE.
AB, FK and KN.

The correction method is essentially the same as discussed in the previous section
and it is again performed by applying bin-by-bin correction factors which are derived
from JETSET 6.3:

= x (5.1)

The correction factor C frag(Xi) is defined by:

MC

c#,gCx )= MC , C5.2)E (X,)

where r_._tc (Xi) is the hadron level EEC as defined in Section 4 and MCESCp..,o.(X )
is the content of bin Xi constructed at the parton level, with an invariant mass cutoff
for the parton shower of Qo=I.OGeV/c :2. The corrected AEEC is again derived from
the corrected EEC.

In Fig. 4 the correction factors for fragmentation effects are shown. They ere
nearly :flat with a maximum of 10% deviation from their mean in the central angular
re&ion 35° < 2: < 145 °. Emission of hard gluons dominates in the central angular
region of the EEC distribution so that this re&don is especially sensitive to (_m.

Using equations (4.3) and (4.4), we performed a one-parameter fit of each of the

four O((_]) analytical formulae to the corrected EEC' distributions in the angular
re&ion of 36.0 ° - 144.0 ° to determine A:tF$" As mentioned in Section 4, the renormal-
ization scale factor f = _u2/s is not fixed in a'O((_) perturbative QCD calculation.
We thus performed the fit after setting f to various values between 0.005 and 1.0. The

same procedure was applied to the corrected AEEC distributions in the an&,xtlarrange
of 28.80 - 90.0 °. Note that FK define a pre-cluster before calculating their formula

6
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by applying a parton resolution parameter [20] V=_.=0.0001, O.001 and 0.0! v,'he:e_
the RSE, AB and EN formulae are valid for !/m_. = 0 [12]. We take !/m_n=0.0001
to fit the FK formula to our data because this _/mi, value, which corresponds to
Q0 _l.0GeV/c 2, is small enough to be comparable with the other calculations.

In Fig. 5 the results cf a £t, with the renormalization scale factor f=0.1, to the

pa'ton-level corrected EEC and AEEC are shown. Fig. 6 shows the fitted A_--g val-
ues as a function of the renormalization scale factor f for the four theoretical formulae
from the F_,EC and AEEC respectively. The four QCD formulae give substantially

different values of h_-_. There is also a sizeable dependence of the fitted h-ff_ value
on the renormalization factor f. As noted in Section 4, the EEC and the AEEC
distributions have strong bin-to-bin correlations which are difficult to estimate. In

order to estimate the statistical errors on A_----_,we again made useof the previously
generated I0 sets of JETSET 6.3 Monte Carlo events. We per{brined the same fitting
procedure to the EEC and the AEEC for each of these sets and took the root-menu-

square deviation of the 10 A_-_ values thus determined as the statistic_J error of the
fitted h_---_.

5.2 SYSTEMATIC ERRORS IN A_-_

We took the A_--_ value obtained from the NN formula with the renormalization
scale factorf=O.1 as the central value of A_--_ for both EEC and AEF_C when we
estimated the systematic errors in A_-_.

The systematic uncertainties in A_-_ can be divided into two categories. One
contdns the experimental systematic errors which arise from the limited acceptance.
e_ciencyand resolutionofthedetector,and from biasesdue totheimperfectionsin
detectorsimulationand ineventreconstructionprograms and due to selectioncri-
teriaappliedto the dataforthisanalysis.The otherencompassesthe theoretical

uncertaintieswhich arisefrom thehadronization,and from theunknown higherorder
correctionstothetheoretica_calculations,inadditiontouncertdntiesinthetl_eoret-

icalcalculationsthemselves.Our studyofexperimentalsystematicerrorsisstillin
progress.Vv',describebelowpreliminaryresultsforthosesystematiceffectswhichwe
havesofarconsidered.

The expe.dmentalsystematicerrorswereestimatedby repeatingthewholeanal-
ysisforthe eventsetsIIand IIIdefinedby the cutsinTable 2. Then we tookthe

fullrangeoftheA_--_valuesastwicetheerror.We found 52 MeV from theEEC and
26 MeV from theA.EE,C asthispartoftheexpeHmenta]systematicerror.

We alsocheckedthedeviationwhen the_ugularregionusedinthefitwas changed.
We v'_ed thefittingre,onfrom 14.4°-165.6°to46.8°- 133.2°fortheEEC zmdfrom
14.4° - 90.0° to46.8°- 9C+.0° fortheAEEC. We estimatedtheerrorto be 16 MeV

and 26 MeV, takingthe fullrangeofthe A_--Z v'41uesas twicethe error,from the
EEC and AEEC r_spectivc!y.

" These two errorswereadded inqua_Irsturetoobtmn theexperimentalsystematic
e_or.

The theoreticalerrors fromtheuncertaintiesinpartonproductionand hadroniza-
tionwereestimatedby repe_tingtheanalysisprocessfrom thehadronlevelcorrected



distributions. The default v'a]ues of parameters, given in Table I, for the parton shower
(AQcD and Qo) and the fragmentation function (a, b and cr_) in the JETSE/6.3 Monte
Carlo were used to derive the new correction factors for hadronization. The fitting
procedure was applied ag_dn to the parton-level EEC and AEEC corrected by these

new correction factors. Then we took the deviation from the standard value of A_-_
the error and found 10 MeV amd 16 MeV, from the EEC and AEEC respectively.

Another contribution to the theoretical error arises from the differences among the

four QCD calculations. Taldng KN as the central value, the scatter in the A_--T values

shown in Fig. 6 is: +109_76MeV and +_7_MeV, from the EEC and AEEC respectively.
Finally, the renormalization scale ambiguities were estimated by taking the max-

imam deviation from the value of A:_]-$determined with f=0.1 for each of four QCD
formulae when we changed the scale factor from 0.005 to 1.0 for both the EEC and
the AEEC. For KN, this error was found to be +200 MeV and +28 MeV from the-102 -10

EEC and A.EEC respectively. The vaxiation is comparable for E1 four calculations.
As we mentioned in Section 4, the O(c_) perturbative QCD calculations do not de-
termine the renormalization scale. These errors may, therefore, be considered to be
the uncertainties arising from the unknown higher order terms in perturbative QCD
calculations.

m

5.3 I=LESVLTS

Taking the central values of A_-'g from KN at f--0.1, we obtained:

AEEC" A_-Tg= 119 =' 18(_tat.) _ 37(ezp..sys.) __ 16(had.)+_7(calc._ )_10(scaie)+28 MeV

x,x,'henthese values were converted to (_,(MZ) values, we obtained:

EEC : c_,(Mz) = 0.121 :k 0.002(slat.) -1-0.004(_zp.sys. _+°'°16'_')_0.009t_neor.)

ArZC: = O. 0S±
The total theoretical systematic errors axe the square root of the quadrature sum
of the errors from hadronization, difference between the four theoretical calculations
a_d ambi&_aity in the choice of renormalization _caIe.

Fig. 7 shows the o,(Mz) values from our analysis and those from similar LEP
analyses [8,9,10,11,12]. Our a,,(Mz) values axe in good _greement with the LEP va]ues

within experimental errors and also with our values from a jet rate analysis [32]. Error
bars with solid lines indi_te the total expe.dmental errors, which include statistical
errors and experimental systematic errors; dashed fines indicate the theoretical errors.
In general the" errors are dominated by the theoretical ones.



6. Summary

We have studied the EEC and AEEC distributions in hadronic Z ° decays. We
have determined A_--_ and a, values by comparing four O(a_) perturbative QCD
calculations to parton-level corrected EEC and AEEC distributions from our mea-
surements. In order to estimate the theoretical uncertainties, we varied the renor-
malization scale factor f --_2/s from 0.005 to 1.0. Our preliminary results are
¢_,(Mz) = 0.121 :tr 0.002(s_a_.):I: O.O04(ezp.sys._+°'ols(_heor.) from theEEC and/-0.009

e:= s .s +0.008a,(Mz) = 0.108 :!: 0.003(5_at.) _ 0.005( p. y .)_0.003(_heor.) from the AEEC. The
total errors are dominated by the theoretical errors for both the EEC and the AEEC,
althoughthesedependupon therangechosenforvarixtionoftherenormalization
scale.Our resultsareingoodagreementwithsimilaranalysesatLEP.
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Table 1

The m_in parameters oi' the JETSET6.3 Monte Carlo with parton shower.
]till I till , L ,,| , _ , , , t , • __

Parameter Name Default value used value

ALLACGeV) PAR_(21) 0.4 0.26

Q0(ceV/c i.0 1.0

#_(GeV) PA ._!2) 0.35 0.39

a PAR(31) 0.5 0.18

b(GeV-x) PAR(32) 0.9 0.34
' " ' ' -,,, , ,, i i i

Table2

Threesetsofeventselectioncriteriausedtostudytheexperimentalsystematicerror

inA_--?_.Neoo_isthenumberof well-measuredtracks,Evisisthechargedvisible
ener_-andOr isthethrustaxisdirection.

i i ii .,

: Cut Set I Set II Set III
_ •
_ standard tight loose!

i. ,N,ooa >_5 >7 >5
". .gt,i,/vl_ >0.2. _0.25 >0.15

; " Icos0:rl <0.71 <0.71 <0.75L L i

'_ _ of events 3,837 3,629 4,254

l -- ' " • ..... ii II10 '
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FIGURE CAPTIONS

Figure I.

Verticalsectionintheplaneincludingthee- beams ofone quadrantoi"the SLD.

Figure 2.

Preliminary measured (a) EEC and (b) AEEC distributions at the detector level.

The sohd histograms represent the results from the ,1ETSET 6.3 parton shower Monte

Carlo program with initial state photon radiation, followed by SLD detector simula-
tion, and the same event reconstruction program and analysis cuts as used for the
real data. The dashed histograms show the corresponding results for the HEKWIG

5.3 parton shower program.

Figure 8.

Correction factors C_¢t(Xi) for detector effects and initial state photon radiation ef-

fects determined using 3ETSET 6.3.

Figure 4.

Correction factors Cs,ag(Xi) for hadronization effects determined u._ing 3ETSET 6.3.

Figure 5.

Preliminary results of the fits of O(a_) QCD to the measured (a) EEC mud (b)
AF_,EC distributions. The data were corrected to the p_ton-leve] by the JETSET

6.3 Monte C: _ program. Solid lines represent the O(a_) QCD predictions of KN

with (a)A_7_._ -F_MeV and (b)h_-_--llgMeV for f=0.1.

Figure 6.

Preliminary re._ults of fitted A3_F_values as a fu,_ction of the renormalization scale
factor f for the RSE, AB, FK and KN formulae from (a)EEC and (b)AEEC. The
error bar indicates the size of the statisticai error.

Figure Y.

Preliminary results of _,(AIz) for (a)EEC and (b)AEEC from our analysis com-
pared with those from similar LEP analyses. Error bars with solid lines indicate the

experimental errors which include statistical and systematic errors; dashed lines in-
dicate the theoretic.ni errors. No a,(Mz) values are _vailable from DELPHI for the
JEEC' or from ALEPH for the AEEO in their papers.
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