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2.0 Introduction

Wind turbine operating experience has shown that current analysis techniques are inadequate when used
to predict peak power and loads on a fixed-pitch wind turbine. Vitema and Corrigan (1981) and Tangler
(1983) show evidence of higher-than-predicted power levels on stall-controlled wind turbines. Because
performance and loads are the most important design information needed to achieve more reliable and
inexpensive wind turbines, it is important to understand the cause of the discrepancy. The primary
question is: How does the wind tunnel airfoil data differ from the airfoil performance on an operating
horizontal axis wind turbine CrlAWT)? The National Renewable Energy Laboratory (NREL) has been
conducting a comprehensive test program focused on answering this question and understanding the basic
fluid mechanics of rotating HAWT stall aerodynamics.

The basic approach was to instrument a wind turbine rotor, using an airfoil that was well documented by
wind tunnel test_, and measure operating pressure distributions on the rotating blade. Based on the
integrated values of the pressure data, airfoil performance coefficients were obtained, and comparisons
were made between the rotating data and the wind tunnel data. Care was taken to minimize the
aerodynamic and geometric differences between the rotating and the wind tunnel models. Models were
made in the same molds, and the same instruments were used for both the rotating and wind tunnel cases.

This is the first of two reports describing the Combined Experiment Program and its results. This Phase I
report covers background information such as test setup and instrumentation. It also includes wind tunnel
test results and roughness testing. The Phase II report concentrates on the aerodynamic pressure test
resuIts. Average and unsteady aerodynamic measurements are presented. These reports were written for
two reasons: The first is to disseminate basic aerodynamic data that will be useful for code validation and
wind turbine design information. The second is to provide a current orientation for researchers using the
data or participating in the Combined Experiment Program. These reports provide a comprehensive
description of results to date and a description of how the experiment operates.
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3.0 Background

The Combined Experiment was planned and carded out over a period of four years. It was the most
comprehensive wind turbine test program ever attempted, with more than 200 signals simultaneously
measured and recorded. The test program was divided into two phases: Phase I planning began in spring
1987.Phase II began following the completion of the Phase I tests in spring 1989. Many configurations
of instrumentation were considered during each phase of testing as lessons were learned and instruments
were improved. Although the instruments were continually upgraded, the major configuration change
between Ph_e I and Phase II was the extent of the pressure measurements. The instrumented blade for
Phase I had only one span-wise radial station of pressure taps (32 taps) at 80% radius, but the Phase II
blade had four radial stations of pressure taps at radial positions ranging from 30% radius to 80% as well
as six intermediate radial stations of taps located between the primary stations. A new instrumented blade
was fabricated for both Phases I and II. The major instrumentation configuration changes that were made
between Phases I and II were as follows:

• A thermal driftproblem in the Phase I strain gages was corrected with more careful matching of
the gage and blade thermal expansion properties.

• A second root-mounted video camera was added to the instrumented blade for Phase II and was
pointed toward the tip of the blade. This camera could view the entire blade from one position.

• The R. M. Young U-V-W fixed-axis anemometerson the vertical plane array (VI'A), in Phase I,
were replacedby prop-vane anemometers.

• Two bi-vane anemometers were added at hub height on _e north and south sides of the VPA.

• The sonic anemometer and the hot-film anemometers on the local meteorological tower were not
operating during Phase II.

• In Phase II, a Honeywell 16-channel tape recorderreplaced a Sabre-80 14-channel tape recorder.
The Honeywell recorder had a higher bandwidth than the Sabre and allowed the tape to be played
slower; therefore, more data per tape were recorded.

Phase I testing was conducted between July 1988 and May 1989. Many of the fifty-five 30-rain analog
. tapes that were recorded were not usable because of various instrumentation problems, but there were

enough good-quality records to establish a baseline data set. The Phase I tests were necessary to refine
the details of the instrumentation and data acquisition system to gain a preliminary understanding of how
to interpret the pressure measurements and process the data. The Phase I report will cover the test setup,
inslrumentation, wind tunnel tests, and airfoil roughness testing. Much of the Phase II success can be
attributed to the Phase I experience.

Most of the data presented came from the more comprehensive Phase II data sets and will be presented
in the Phase II report. This report will cover the wind turbine test results, including:

• Bin averaged aerodynamic coefficients data integrated from pressure distributior,.,

• Bin averaged blade load data
!e

• Unsteadyaerodynsmic data.
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4.0 Test Setup

4.1 Test Site

The test site where ali the atmospheric testing was conducted is located at the NREL Wind Energy Test
Center at the Rocky Flats Plant 10 miles north of Golden, Colorado. Winter winds are dominant at this
site from a prevailing direction of 292 (leg. The local terrain is flat, with grassy vegetation extending over
1/2 mile upwind. However, the site sits only a few miles from the Opening of Eldorado Canyon at the
base of the 'Rocky Mountains, which are located directly upwind. The wind turbine was unobstructed by
other structures or wind turbines. A layout of the wind site and test turbine is given in Simms and
Butterfield (1990).

4.2 Test Turbine

The Combined Experiment Test Turbine was a modified Grumman Wind Stream 33. It was a 10-m-diam.,
three-bladed, downwind, free-yaw turbine equipped with full span pitch capability that is manually
controlled during the testing to provide fixed-pitch (stall-controlled) operation at any pitch angle desired.
The rotational speed of the rotor was a constant 72 RIM. The turbine was supported on a guyed-pole
tower. It was equipped with a hinged base and gin pole to allow it to be tilted down easily. An electric
winch was used to lower and raise the system during installation. A base-controlled yaw lock was added
to allow locked yaw operation at arbitrary yaw positions from the ground. This yaw retention system had

a strain-gaged link to measure yaw moments. Also added was a mechanical caliper brake system that
could be operated manually from the control shed. The specifications for this wind turbine are shown in
Figure 4-1. A schematic of the turbine's nacelle is shown in Figure 4-2.

Camera1

boom

\Lights

Camera2

Tower
blade

Angleofattackprobe 10Meterdiameter
20 Kilowatt
72 RPM
Constantchord

Totalpressureprobe Zerotwist
$809airfoil
Pitchcontrol
Downwind

i

Figure 4-1. Test turbine description
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1 - Generator
2 - Discbrake
3 - H.S.shaft
4 - Pitchcontactuator

, 5 - Swivel
6 - Gearbox
7 - Pillowblockbearing
8 - Cowling
9 Rotorshaft

10- Figblockbearing
11- Thrustbeadng
12- Verticalshaft
13- Tower
14- Strongback
15- Torquelink
16- Redundantpitchcontactuator
17- Redundantpitchactuatorcrank

Figure 4-2. Test turbine nacelle layout

The new blade was the most significant configuration change. The original blade platform was
maintained, but the NREL $809 airfoil replaced the original Grumman airfoil. The $809 airfoil was
developed by hJrfoils, Inc., under contract to NREL (Simms and Butterfield, 1990). The primary reason
this airfoil was chosen was that it had a well-documented wind tunnel data base that includes pressure
distributions, separation boundary locations, drag data, and flow-visualization data.

The blades had a constant .45-m (18-in) chord with zero twist. The blade material was a fiberglass/epoxy
composite. The blades were designed to be stiff to limit aero-elastic blade deflections. The dynamic
characteristicsofthebladewere tailoredtoavoidcoalescenceofrotorharmonicswithflap-wise, edge-
wise, and torsional natural frequencies. To minimize the possibility of aero-elastic instabilities, the mass
and elastic axes were aligned with the aerodynamic axis. The instrumented blade was painted black to
contrastwith the whiteraftsthatwereusedfor flowvisualization.

Some of the advantages of this turbine were:

• The rigid, three-bladed rotor reduced the amount of out-of-plane blade motion and minimized
aero-elasticeffects.
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• The constant-chord,zero-twist blade reduced the effects of blade geometry on stalled flow.

• The downwind rotor configuration allowed a boom-mortared camera to view tufts on the low-
pressure side of the blade without obstructions.

• The simplicity, small size, and high availabilityof parts made test modifications such as tower
tilting, transducer mounting, and control system changes easy and inexpensive.

• The manualpitch control system allowed stall-controlled operation at any pitch angle.

4.3 MET Towers

The northMET tower or far.field MET tower was 50 m tall and was located 500 m upwind fromthe test
turbine. Instrumentsmountedon this tower were used to measurethe large-scale atmosphericconditions
of the inflow.

For local inflow measurement, two Rolm45-G guyed MET towers were erected directly upwind of the
test machine in the prevailing wind direction. The two towers supported three cross=booms,where
13 anemometers in a VIA were mounted to measure the inflow in the near field. The VIA was
positioned one rotordiameter (lD) upwind of the turbine.

A 55-ft local MET tower w_ located to the northof the VIA lD upwind. Mountedon it were the high-
frequencyatmosphericinsmunents. Figure4-3 shows the placementof the VIA and the local MET tower
with respect to the turbinelo:ation. The specifics of the anemometry are discussed Jn Section 5.4.

\R 11/ep

VerticalPlaneArray _ __ I _ T0weret/M

ItemHD. Description Quantity
1 U-V-Wsonicanemometer 1
2 Ruogedizedhotfilms 2
3 Bivaneanemometers 2
4 Propvaneanemometers 13

Figure44. Vertical plane array layout
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5.0 Instrumentation

5.1 Pressure Measurements

5.1.1 Pressure Taps

Blade surface pressures were the most importantand the most difficult measurements to make. The
accuracy of the aerodynamic performancecoefficients was dependent on the individual pressure tap
measurementsbecause each coefficient is the integratedvalue of the measured pressuredistributionat that
radialstation. The measurementapproachwas to install small pressure taps in the surface of the blade
skin. Each opening was mounted flush to the airfoil surface and was 0.040 in. in diameter. The flush
profile was necessary to prevent the taps themselves fi'omdisturbingthe flow. Stainless steel tubes, e_h
less than 0.5 m in length, were installed inside the blade's skin during taanufacmring to carry surface

pressures to the pressure transducer. For Phase I testing, 32 pressure taps were located at 80% of full
blade span, where the Reynolds number is approximately 10% In Phase II, three more stations were
added: one at 63%R, one at47%R, andone at 30%R. The taps were aligned along the chord(instead of
being staggered)so that span-wise variationsin pressuredistributionswould not distort measuredchord-
wise distributions. The chord-wise spacing of the pressure taps is shown in Figure 5-1.

I , , , . . , , . . Jo _o 2o _o 40 50 80 7o 80 90,oo
%Chord (18-in.cttord)

I

...... Indicatesfull
distrlbuiN)n

90 oftaps

..... Indicates4%
and36%

80 tapsonly

70

jo

1o

o_

Figure5-1. Bladelayout



TP-4655

The tube lengths were minimized to avoid dynamic effects between the surface of the blade and the
transducer. Pressuretapmbe acoustical frequencyresponselimits acctwatepressuremeasurementsto 20%
of the first harmonic frequency. In the case of a 45-cm-long (18-in.) mbe, the first harmonic is
approximately80 Hz according to _win, Cooper, and Hirard(1979). They describe how this can be
correctedin softwareby measuring the acoustical transferfunction of the tube and applyingthe measured
transferfunction to the data in the frequency domain. A recursive filter can also be used to apply the
transferfunction to the data in the time domain. This technique is used to get a full 100-Hz bandwidth
from the pressure signals.

Transfer functions were measured between applied surface pressures and pressures measured by the
transducer(Akins, 1987). Figure 5-2 shows that for a 10-in. stainless steel tube, only minimal distortion
occurs below 50 Hz, but the most significant amplificationoccurs between 50 to 100 Hz. A typical
spectral density plot for the 4% chord pressure tap at the 63% radial station is shown in Figure 5-3. The
dynamic response of the pressure system shows the absenceof significant spectral energy above 50 Hz,
which indicates that the dynamic effects can be ignored. Based on these data, dynamic corrections were
not made to the pressure measurements.

,.. 2.0
1.0 ...................

.__

0.0 t
0 Frequency (Hz) 100

a) 180'-

(D

e-- O .-m

" 180 t
o. 0 Frequency (Hz) 100

"I.0-
o
c-

O

O.G t

0 Frequency (Hz) 100

Figure 5-2. Typicalpressuretap frequency,response
(.065" ID tube,20" length)
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Figure 5-3. Typical pm_um tnp frequency content
(4% chord, 63°/. span)

5.1.2 Pressure Transducor

The specifications of this test program required pressure measurements within 2 % to 3% of the local
dynamic pressure with a bandwidth of 100 Hz. This corresponded to an accuracy of 137 micro-bars

(0.002 psi) at the 80% blade span and 11 micro-bars (0.0002 psi) at the inboard 30%R blade station. To
obtain this accuracy, it was necessary to conduct frequent range and zero calibrations during the test.
Pressure Systems International Model ESP-32 pressure transducers were used. They are electronic
scanner-type transducers that provide remote calibration capability through a pneumatically operated valve.
The transducers were installed inside the blade as close to the pressure taps as possible. One transducer
was used at each 32-tap span-wise station. Figure 5-4 is a diagram showing the installation of the pressure
transducers and pressure taps within the blade.

5.1.3 Pressure System Controller (PSC)

Remote control of calibration, scanner addressing, and demuitiplexing of the analog multiplexed signal
were performed by the PSC. Tie PSC was a hub-mounted microprocessor control unit. Figure 5-5 shows

a block diagram of the PSC designed by NREL. The PSe was designed to control and process data from
four ESP-32 transducers in parallel and is capable of processing as many as 128 pressure channels
simultaneously without any loss in performance. A minimum frequency response of 100 Hz was required
to study dynamic stall behavior on the rotating wind turbine blade. To accomplish this, the pressure port
address was incremented from port-to-port at 16,646 Hz, resulting in complete scans of ali pressure ports
on each PCM stream at 520 Hz and a port-to-port settling time of 60 psec. These samples were passed
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1mmlD
stainlesssteeltube / Skin

D-spar Pressuretaps

. 80°/,,span__>_'_"__._.__ '',, o, / .

Pressure.Pres._Hre\T_._:\-- -D-spar transoucer

D-s3ar Skin
accessport

Figure5.4. Transducerinstallationin blade

on to the PSC as aaalog multiplexedsignals where they were digitized, distributedto 32 digit-to-analog
(D/A) converterson a digital bus, andpassed throughindividualreconstructionfilters. The filters were
100-Hz precision, four-pole Butterworthfilters. Each of the reconstructedanalog output signals, one for
each channel,was passed to the pulse code modulation (PCM) encoder. The output of the PCM system
was passed over slip rings to the control building andwas recordedon a wide-band tape recorderfor later
processing.

Although the processing from analog to digital and then back to digital was cumbersome, it provided
flexibility and was very stable. When tile system was designed, a frequencymultiplexing system was to
be used for datarecording. This system would have requiredanalog output.

A schematicof the pneumaticvalve controlsis shownin Figure 5-6. Therearesix independentpneumatic
control valves in the PSC that are electronicallycontrolled by the PSC. A 0.094-n_3 (1-ft3) dry nia'ogen
controlpressure reservoirsuppliespneumaticcontrolpressureat 80 psi to opentte the pressure transducer
functions.

A rampcalibrationsequence is startedby energizing a set of pneumatic valves in the controller. Control
press_e is sent out the blade to the"purgevalve" andshuttlesa plate thatconnects ali pressureinputports
to a common calibration pressureline and connects all surface pressuretap tubes to a common purge
pressure line. When the calibration command is given from the tesi; shed, calibration pressure is
simultaneouslyappliedto ali the t,_s in step;wise incrementsby a motofi=d syringeundermicroprocessor
control. Calibrationpressure is measuredby a Setra237 differentialpressuretransducermountedin the
PSC. The syringe provided a means of accurately applyingsmall positive and negative pressures to the
ESP-32 transducers.
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Figure 5-5. Pressure system controller block diagram

10



i * _ _, * i i ! o

II



TP-4655

If desire_l, a "purge" command could be given. For this option, a set of valves is energized that sends
control pressure to a pneumatically controlled purge valve that is mounted next to the ESP-32. When the
purge valve receives control pressure, ali the pressure taps are connected to a regulated supply of dry,
nitrogen at 5 psi that is exhausted out ali the pressure tap tubes to clear moisture or debris. This feature
was exercised before each test to assure that no blockages were present.

Zero calibration was accomplished by energizing a different set of valves that send pneumatic control
pressure out the blade to the ESP-32 transducer, which connects ali input pressures to the reference
pressure line. Zero calibrations were initiated every 5 rain of testing to track zero drift on ali channels.

5.1.4 Centrifugal Force Correction

Establishing a referencepressure for each transducer was non-trivial for transducers located in a rotating
environment. The air pressures inside the rotating blade were unpredictable and rapidly fluctuating, so
it was not possible to establish a reference pressure at the transducer. Instead, the reference tap of each
ESP-32 transducer was connected to a single reference pressure line that was terminated at the hub-
mounted PSC. This created another problem. Centrifugal forces acting on the column of air in the
reference tube change the pressure along the radius of the wind turbine rotor. The actual reference
pressure experienced by the transducers was calculated by using the following equation:

Patna + Pcr - _ 13 (rf_)2 , (5-1)

where:

Patna= atmospheric pressure
Pcf= pressure due to centrifugal force

r = radial distance to transducer
= rotor speed

p = air density.

Tests were run to verify the accuracy of Eq. 5-1 and confirmed the predicted values to within the
measurement accuracy of the transducer,

5.2 Angle-of-Attack (AOA) Transducer

The main objective of this test program was to compare windtunneldata with rotating blade data. Before
this could be done, an accurate means of measuring and comparing the AOA on a rotating blade was
needed. Geometric AOA measurements are fairly easy to make in a wind tunnel where the air flow is
precisely controlled, but on rotor they are much more difficult. To accomplish this, it was necessary to
make measurements of the local inflow in front of the blade.

Figure 5-7 shows the flow angle sensor (FAS) that was devel3ped by NREL for this test program.
Lenschow (1971) describes early development and testing of a similar sensor that was used in atmospheric
flight testing. The Combined Experiment FAS used a small, lightweight rigid flag that aligned itself with
the local flow. The flag angle is measured with a commercial rotary position sensor mounted in a custom
housing. The analog signals generated were sent to the hub, multiplexed, and recorded with the other
signals by the data acquisition system. Flag angles were measured within 0.1-deg accuracy. The sensor
was mounted 36 cm ahead of the leading edge on 5/8-in.-diam. carbon tubes. Transducers were positioned
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Figure5-7. Local flow-angletransducer

6% outboard of each pressure station in orderto limit flow disturbanceson the blade near the pressure
taps. A total pressure probe was mounted at the tip of each sensor to recordthe dynamic pressure, Q.

There were two areas of concern regarding the accuracy of this FAS. F'trst,local upwash effects and
indaced velocities createdby rotorwake expansions distort the flow aroundthe airfoil. Figure 5-8 _ows
typical streandines under the influence of circulation-induced upwash. This effect causes the FAS to
measurea different flow angle than the geometric AOA, which is based on free stream flow. The second
potential for errorwas the dynamic response characteristics of the sensor'_ flag. To investigate these
issues, the sensor andprobe were mounted on the wind tunnel model duringtunnel testing. The effects
of upwash, frequencyresponse, and Reynolds numberwere determined. A steady-state and a dynamic
correctionwere developed for the measured local flow angles 0_,FAs)using a combination of analytical
and experimental techniques to accurately determine the true AOA.

Figure5-9 shows the resultsof steady tests. The dashed finein representsa zero correctionreferenceline
or a condition where the FAS would measure the same angle as the geometric model angle duringthe
wind tunnel testing. Triangles show datameasuredby the FAS with a solid line curve fit to these data.
As can be seen, the upwash effect is important. At a geometric angle of 10 deg, the FAS indicates a
14-degangle. The 4-deg discrepancy is due to the net effect of bound circulationand wake-induced flow.
The solid line shows a prediction of the upwash effect. The Kutta-Joukowski Theorem was used to
estimate the bound circulation, and the Biot-SavartLaw was used to determine the local induced velocity.
The vectorsum of induced velocity--the resultantinflow velocity--was taken to determine the corrected
flow angle. The agreement is reasonable at low angles where the flow is attached to the airfoil, but as
tile angle increases and the flow separates the agreement gets worse. Reynolds numbereffects were
estimated to be insignificant for the steady-state wind tunnel tests. The measured wind tunnel data
correction was used as the steady correction for the field test data analysis in this report. The details of
this correction are presented by Gregorek,Hoffmann, and Mulh (1991).
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To determine the dynamic response of the FAS, the flag was deflected and released in the wind tunnel
at various Reynolds numbers. By recording the decay of the oscillations, a second-order system natural
frequency and logarithmic damping ratio were determined. Figure 5-10 shows the angular displacement
of the flag as the oscillations decay. Also shown are the analytical approximations for each case. From

the comparisons, it is clear that the FAS is well damped but not critically damped, and the second-order
differential equations model the response weil.

There is at least one caution that should be recognized pertaining to the above discussion, lt is possible

that dynamio bound circulation changes could cause local flow field modifications that would alter the
steady correction show a in Figure 5-9. These effects are unknown at this time. Future dynamic stall wind
tunnel tests will attempt to address this issue. To investigate this, the FAS will be mounted on a wind
tunnel model in the tunnel while the model AOA is oscillated at representative frequencies. The effect

of the dynamic flow field on upwash will be reflected in a comparison between geometric AOA and
measured LFA.

Pressure Distributions

i

IntegratedForces

CL CN

Cr

G

Cm

ct - Geometricangle-of-attack
e - ct+localinducedvelocityeffect

Ct.=Liftcoefficient
CD=Dragcoefficient ' CT=TangentForceCoefficient
CN=Normalforcecoefficient Cm= Pitchingmomentcoefficient

Figure 5-8. Upwash effect and terminology
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Figure 5-9. Wind tunnel calibration of the local flow4ngle sensor
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The readershould note that LFA data are not corrected for either FAS dynamic characteristics or dynamic
flow field effects. However, the FAS dynamic effects are estimated to be minimal for AOA variations
less than 2 Hz because the sensor's nP/ural frequency is approximately 10 Hz, or 8.3 times the rotational
frequency. Also, the data are block averaged from 522 Hz to 10 Hz. This averaging should reduce the
scatter because of FAS dynamics. Another observation that supports the assumption that dynamically
induced errors in AOA measurements are small is shown in Figure 5-11. This shows that data scatter is
relatively small for low to moderate LFAs. If the dynamic effects mentioned above were playing a large
role, significant scatter would be expected throughout the entire range of LFA, but scatter is large only
at high LI=Aswhere stall is present. These results are discussed in more detail later in this report and also
by Butterfiel6 (1989). The data shown in Figure 5-11 were block averaged from 522 Hz to 10 Hz. This
figure represents five minutes of time during yawed operation.
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Figure5-11. Lilt characteristicsat deep stall

5.3 Strain Gages

Strain gages were used to measure blade, tower, rotor, and yaw loads. Blade flap-wise and edge-wise
loads were monitored at eight span-wise locations along the instrumented blade. Pitching moment (i.e.,
blade torsion) was monitored at three span-wise locations. Figure 5-12 shows the locations of ali the
blade strain gages. Load measurements were taken to help establish reliable blade load distributions to
help us validate the measured aerodynamic pressure measurements.

Each swain gage bridge was made up of four active gage elements mounted inside the fiberglass blade
skin. The gages were installed inside the skin during the blade manufacturing process to preserve the
exterior airfoil shape and surface smoothness. The swain gages were positioned carefully to minimize
flap-wise and edge-wise cross-talk. A maximum of 4% cross-talk was measured during the blade pull
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and strain gage calibration tests. These cross-channel interference effects were not considered significant,
and corrections were not applied to the data.

5.4 Anemometers

A variety of anemometers was used during this testing. The primary near-field data were obtained from
anemometers mounted on the VPA and the near-field MET tower. Far-field atmospheric _'ility data
were provided at the test site's 50-m north MET tower.

A .SD ring of eight R. M. Young prop-vane anemometers was mounted on the VPA; they were the
primary measure of local wind speed and direction. The anemometers were evenly spaced around the ring,
which was centered lD directly upwind at hub height. A .4D inner ring of R. M. Young three-axis prop
anemometers provided low-frequency (0-1 Hz) wind-shear data, azimuthaUy varying wind data, and low-
frequency inflow statistics during Phase I testing. The inner ring was concentric with the outerring. A
single R. M. Young prop vane was positioned at hub height in the center of the two rings. For Phase II
testing, the inner ring of U-V-W prop vane anemometerswas replaced by four prop vanes to make the
wind-speed measurements more comparable. Two bi-vanes were _dso added for Phase H to provide a
measurement of the vertical component of the wind. These were spaced ID apart and centered on the
VPA at hub l_ight.

High-frequency (0-1O Hz) data were provided by a Kajieo Denki three-axis sonic anemometer mounted
at hub height on the ne_r-field MET tower and two TSI X-type dual-axis hot-wire anemometers mounted
1.2 m below hub heighL The X-films provide measurements of horizontal and vertical wind velocity
components at relatively high frequencies. An elevation view of the near-field anemometry is shown in
Figure 5-13.

• 4O%D 11/8D __j

F_]_ _ I 1/8 DF_]-]_-'__I/8 D

V "i " " I Local Meten cal PlaneArray I_1 __ [ I_l Tower
I__ [] zu ! _1_1

"f ///////'/'///,,,'////f //////////////////////////////////,f //// _.1-/-/

Item No. Description Quantity
1 U-V-W sonicanemometer 1
2 Ruggedizedhotfilms 2
3 Bivane anemometers 2
4 Propvane anemometers 13

Figure 5-13. Vertical plane array layout
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Far-field atmosphericdata were recorded from the northMET tower. These data included temperature
gradient,wind shear up to 50 m, relative humidity,and wind directionsat four differentaltitudes. These
data combined allowed measurements of atmospheric stability (Richardson number)to be made. These
data were multiplexed near the tower base and telemeteredto the CombinedExperimenttest shed where
they were recorded.

5.5 Video Equipment

5.5.1 Cameras

A lightweight 10-ft boom was designed and mounted to the hub to hold the 10-1b, high-shutter-speed
video camera. The boom and camera arrangement was designed to be stiff with a system fundamental
frequency of 10 cycles per revolution (10P), and the axes of the boom and camera were mass balanced
about the axis of rotation. The 10-ft boom length allowed a view angle of 30 deg at the tip of the blade
and 45 deg at the 66% span. Additional equipment, such as the data acquisition system, the PSC, and
lighting for night testing were also mounted on the boom.

ForPhase I testing, a NISUS N-2000 video camera was used. A video monitor and recorder in the test
shed were used to observe tufts on the low-pressure side of the blade. The camera used a mechanical
shutter to freeze video frames in 1/625 of a second. Thirty video frames were recorded every second to
allow one frame to be recorded for every 11 deg of rotor azimuth position. The horizontal resolution of
this system is limited to approximately 250 lines. One problem with this system was that good angular
measurements of the tufts were difficult to interpret from the video images. For Phase II, the entire video
system was upgradedto improve the images of the tufts. The boom-mounted NISUS camera was replaced
by a color Panasonic model WV-CL300. A second camera, a Panasonic WV-BD400 with a 15 to 160 mm
Rainbow G10X16ME zoom lens, was also added to provide another independent view angle along the
blade span. This camera was mountedon the blade itself andwas allowed to pitch with the blade. This
view provided a full span picture of ali the tufts at one time and was instrumental in helping to identify
and match flow patterns with the aerodynamic phenomena observed in the data.

5.5.2 Tufts

Tufts were attached to the surface of the instrumented blade to allow the air flow over the blade to be

visualized. The tufts were made of thin, white, polyester thread measuring approximately 0.25 mm in
diameter and 45 mm in length. They were "attachedto the downwind side of the blade with a small drop
of fast drying glue. Tufts were placed in rows spaced 76 mm (3 in.) apart in the blade span-wise
direction. In each row, the tufts were spaced one every 10% of the chord. The tufts on the leading edge
and at 10% chord were intentionally omitted to avoidblade roughness effects that might have been created
by the tufts themselves. The diameter of the tufts was chosen to minimize the effects on the boundary
layer yet maintain good visibility for the video camera. If the tufts were large relative to the boundary
layer thickness, they could cause transitionor premature separation. This effect is discussed in more detail
by Rae and Pope (1984).

5.5.3Lighting

Night testing was generally preferred over daytime tests. The black coloring of the blade that was chosen
to enhance the contrastof the tufts caused differentialbeating of the blade surfacesduringthe day. This
led to a thermal drift problem with the blade strain gages. Also, daylight tended to produce a large
amount of glare and reflections that interfered with the video images. Night testing required lighting to
be addedto illuminate the white tufts. Eleven tungsten-halogen120-V spotlights were placed along the
cameraboom anddirected at the blade. With this configuration,the video pixel intensity of a tuft was
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35ona grayscaleof0 to256,andtheblackbackgroundwasI0to15;thecontrastwasgreatenoughso
thatthetuftscouldbeseeneasily.Unfortunately,therewasstillnotenoughlighttooperatethecamera
shutter,andmovingimageswereblurredonthevideodisplay.InPhaseH,thecameraresolutionwas
greatlyimproved,andremotecontroloftheirisandfocusadjustmentswereadded.

5.6 Miscellaneous Transducers

In addition to the extensive hub-mounted instrumentation, several other measurements were required to
complete the investigation of this turbine. Straingages were mounted on the main shaft of the turbine
to measure rotor torque and main shaft bending on two axes. Tower bending gages were mounted on two
tower bending axes at the pont just above the guy wire attachment. These gages were oriented to
measurebending in the direction of the prevailing wind and orthogonal to the prevailing wind. Gages
were mounted on the armof the yaw braketo allow the measurement of yaw moment when the yaw brake
was engaged. Special sensors were developed to measure yaw position (gear-drivenpotentiometer),pitch
angle (gear-driven potentiometer), and rotor azimuth position (Trump Ross 512 pulse/revolution
incremental encoder). Generatorpower was monitoredusing an Ohio Semitronics, Inc. (OSI) transducer
in the test shed.
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6.0 Data Acquisition and Reduction Systems

To accomplishthe objectives of the Combined Experiment requires collecting data from three major areas:
turbine rotating, turbine non-rotating,and meteorological. In the rotating turbine frame, measurements
are made on the turbine blades, blade attachments, and hub. Typical parameters include strain gage
bending moments and torsion, airfoil surface pressure distributions, total dynamic pressure, and blade pitch
angle. These measurements provide data to determine blade aerodynamic and structural loads. In the non-
rotating turbine frame, measurementscharacterizemachine performance and determine turbine loads. This
requires data from the turbine nacelle and tower, suca as generator power production, tower bending,
azimuth and yaw angles, and rotation speed.

To determine characteristics of the wind at the turbine, meteorological conditions are measured.
Anemometers are used to measure near-field horizontal and vertical wind shear. This requires many
channels of wind-speed and wind-direction data from local upwind anemometer arrays. Atmospheric
stability measurements are also important in evaluating inflow characteristics. This requires far-field
atmospheric boundary layer measurements, including anemometry, temperature, barometric pressure, and
dew point.

In an effort to increase accuracy, simplify instrumentation, and reduce noise, analog data signals are
sampled and encoded into digital PCM streams as close to the measurement source as possible. The
streams are then telemetered to a convenientcentral receiving location and recorded on multi-track tape.
Streams areconductedthroughslip rings and cables or transmittedover a radiofrequency(RF) link. PCM
stream layouts for the Combined Experiment are shown in Hgure 6-1 and described in Section 6.1.

The Combined Experimentuses a customized digital PCM-based hardware system for data acquisition.
The system was developed and is used for the following reasons:

• To provide required measurement bandwidth and accuracy, especially from pressure measurements
on the rotating blade, and to minimize induced noise and electronic drift in rugged and harsh
environments

• To perform automated multi-channel calibrations that enable essential rapid data verification in the
field

• To generate ali required ancillary parameters, provide uncertainty analyses, and allow complete
comprehensive data postprocessing.

The system accomplishes these objectives by incorporating military-spec PCM encoders that digitize
analog signals close to the measurement source and transmit information in digital format to the ground.
The system also has built-in microprocessor-controlledcalibration capabilities and prescribed calibration
techniques that were designed to ensure data accuracy.

NREL developed a low-cost PC-based PCM decoding syztem specifically for use in the Combined
Experiment to facilitate quick PCM data analysis. We were severely limited in our ability to decode
multiple PCM streams for quick-look data processing and display in the field. There were no cost-
effective commercial systems available thatprovidedtherequiredcapabilities. We neededmultiple-stream
decoding, derivation of parameters from multiplechannels (across PCM streams), graphic display, dcta
storage, and a means to rapidly update calibrationcoefficients. We also needed the ability to monitor
long-termmeteorologicalconditions for evaluatingcurrenttest status. These feld capabilities areessential
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because debugging using laboratory-based postprocessing is inefficient and impractical. We therefore
developed PC-based PCM decoding hardware(Simms and Butterfield, 1990)and wrote a custom "Quick-
Look" PCM data management software program (Simms, 1990). These are described in Sections 6.2
and 6.3.

After initial field-based verification, PCM data streams from the Combined Experiment recorded on
wide-band tape are extensively postprocessed in the laboratory. Many phases of comprehensivenumber
crunching are necessary tO produce the final requireddata sets to prescribed accuracy limits. These are
described in Section 6.4. The basic processes involved are as foUows:

• Use the Pc-based Quick-Look system to produce vafid calibration coefficients for ali measured
channels.

• Use a custom laboratory-based telemetry data reduction system called the EXPRT PCM
Decommutation System (Fairchild Weston, 1985) to merge the PCM stream into a continuous time
series.

• Use various UNIX-based computer systems and custom software to perform engineering unit
conversions, derive ancillaryparameters,generate spectra, providedigital filtering, generatestatistics,
and maintaina data base of all data records.

The data postprocessing path is shown in Figure 6-2. Along the way, thereare also many data integrity
checks. Final data records contain 239 channels at 520 samples per second. They are storedin 5-rain-
long engineering unit records, each requiring 150 Mbytes of disk storage space. We use an erasable
optical disk system and a PC-based data base program to manage the current 5-h, 18-Gbyte data set. We
have also developed a digital data processing system to filter data sets from 100-Hz to 40-, 10-, and I-Hz
bandwidth and generate power spectra in various frequency ranges. These are used to ensuredata quality
and facilitate subsequent data analyses.

6.1 Combined Experiment PCM Systems

PCM-encoded telemetry data systems provide highly accurate measurements over a wide dynamic range
with low noise (Strock, 1983). These systems are ideal for collecting data related to the study of wind
turbines, especially in the Combined Experiment,which requiresaccuratemultiple-channelmeasurements
taken from a variety of different locations. PCM systems consist of two basic components:

• Encoders to convert incoming analog signals into digital PCM values

• Decoders to decommutate the PCM values into data that can be computerprocessed.

Six PCM streams areused for data collection. Three streams are recordedin the rotating frame, two from
local inflow and the turbine/tower,and one from far-field meteorology. Characteristics of the streams are
summarizedin Table 6-1.
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Table6-1. CombinedExperimentPCMSystems

Bit Sample Number Sample PCM
PCM rate rate of interval source

# (Kbit/s) (Hz) channels (msec) location

1 7.5 34.72 16 28.8 FarMET
2 15 69.44 16 14.4 Inflow
3 60 277.78 16 3.6 Inflow/Turbine
4 400 520.83 62 1.92 Rotor
8 400 520.83 62 1.92 Rotor
9 400 520.83 62 1.92 Rotor

, ,,,,

The six PCM streamsbrin_ datafrom multiple sources in the field to a central location where they are
collected, verifiedto ensure accuracy,andrecordedto provideforsubsequentlaboratory-basedprocessing
and analysis. The system layout is shown in Figure 5-1 and is described in detail in Butterfieldand
Nelson (1990) and Butterfield, Jenks,Simms, and Musial (1990). All measurementtransducersprovide
linear output voltages that are conditioned as specified in AppendixA and then input directly to PCM
encoders. The signal conditioning/PCMencoding for streams 1, 2, and 3 each use a Fairchild-Weston
16-channelEMR 600 PCM Data AcquisitionSystem that operatesat various bit rates dependingon data
bandwidthrequirements. The EMP,600 systems have a specified accuracy of 0.2% of full scale over the
operatingtemperature range -50° to 120 °F. For PCM 1, the EMR600 system is located in the data shed
at site 1.1. Its PCM stream is telemeteredto site 3.3 over an RFlink. The EMP,600 systems for PCM
streams2 and 3 are located in the data shed at site 3.3. Analog signals for these two systems are
conducted over cables from local transducerson the VIA and from the tower and nacelle. All the
ElVlR600 systems are in locations that offer a conditioned environmentto minimize temperature-induced
drift effects.

Streams4, 8, and9 each usea customizedsignal conditioningsystemcoupledwiththreeLoral 610
62-channelPCM encoders.TheLoral610sarespecifiedashavingfull-scaleaccuracyof 0.4%overthe
operatingtemperaturerangeof -40° to 185°F. This is for digitizingandPCM encodingonly. Signal
conditioningaccuracyvariesdependingonmeasurementtype,asdescribedbelow. Thesesystemsareall
locatedon thewind turbinein thehub-mountedrotorpackage.ThethreePCM signalsfromthe rotating
frame areconductedthroughslipringsandrun downthe towerto the data shed. All operateat
400 Kbit/sec,whichprovidesadatasamplerateof 520.83Hz onall 186channels.ThesixPCMencoders
providethecapabilityto measure234 channels. Of these, 185 are currentlyconsideredactive and
necessaryfor the Unsteady Aero ExperimenL Deactivatedchannelsare for spareor redundant
measurements,or they were usedin previousphasesof experimentation.In additionto the I85 direct
measurements,thereare fivechannelsalloc_tJ'..dfor timeand45 subsequentlyderivedancillaryparameters
(i.e.,integratedpressuredistributions,disk-averagedwindspeed,inducedaerodynamicforces,etc.).

PCM encodersconvert conditioned analog input voltages into digital counts. Overallaccuracyis limited
by the numberof bits used in the digital code. All channels are sampled with 12-bit resolution that
producescount values in the rangefrom 0 to 4,095. This limits quantizing errorsto .024%of full scale,
providesa peak signal-to-noise ratio (S/N) of 83 dB, and defines maximum possible dataaccuracy. All
channelsin the Combined Experimenthave been set up so that the required data rangeoccupies as much
of the availablequantizing rangeaspossible. Resulting quantizingerrorsare insignificantwhencompared
to other sources of error in the data acquisition and processingprocedures.
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6.2 NREL PC-Based PCM Data Reduction System Hardware

In a single PC, the PCM decoding system provides continuousdata acxluisitionto memory or disk from
up to four streams simultaneously. A variety of softwarepackages can subsequently be used to read and
process the data. Single-streamreal-timedatamonitoringis accomplished fi'oma graphicbarchartdis]31ay
program.

The full complement of boards in a PC permits data handling from a maximum of 16 PCM streams
containing up to 62 channelseach. The boards are Inter-RangeInstrument_ion Group0RIG) compatible
and are designed for use with standard PCM encoders. The data streams can be accessed by cyclic
sampling or simultaneous acquisition or both. Maximum acquisition rates and data storage capacity
depend on PC hardware.

Optional analog interfacemodules can be used in conjunctionwith the PC-PCM decoder boards. These
provide digital-to-analog conversion of up to 8 user-selectablechannelsper PCM stream,or 32 channels
total. Incorporating thePC-PCM system into small portablecomputerssimplifies remotetest monitoring
of PCM data. The complete system provides test engineers with the ability to decode PCM data and
perform quick-look data analysis in the field.

6.2.1 Objectives of PC-PCM System Development

The NREL PC-PCM systemconsists of AT-compatiblehardwareboards fordecoding andcombiningPCM
data streamsand DOS software for control and managementof data acquisition. Up to four boards can
be installedin a singlePC, providing the capabilityto combinedatafrom four PCM streams directto disk
or memory.

Our main objective wasto provide a cost-effective PCM decoding system that couldbe duplicated atour
many _st sites to maintainconsistency among systems. Future plans include development of an
inexpensive turn-keydataacquisition system that couldbe used by the wind industry. For many reasons
described below, we decided that a PC-based system was most practical.

We contracted with a local electronics development company (Apex Systems, 1988) to develop the
PC-based PCM decodingcapability. We waned a system built on printed circuit boards that could be
installed in the expansionslots of a PC/AT or compatible computer. The system should include basic
control software to initialize and operate the boards, lt should also provide a simple user interface to
allow easy acquisition and ex'aminationof data from differentPCM streams.

We specified four PCMinputchannels for each board,from which one could be softwareselected to read
data. A maximumof four boards couldbe installed, which would allow access to 16 PCM streams from
a single computer. Multipleboards wouldpermit acquisitionfromup to four streams simultaneously,and
would tag and interleavemultiple incoming datainto a contiguous digital time series.

We also specified thatdatabe writtendirectlyto PC memory or disk fries. This wouldenable subsequent
data processing and analysis to take advantage of the huge resource of software packages available for
PCs, according to user preference. It also would enable easy development of custom packages in the
many available software languages. The widespread use of PCs also woulc_permit easy distribution of
a developed data acquisition and processing package to interested users.
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6.2.2 PC-PCM Decoding System Hardware

The PC-PCM hardware boards support a subset of the IRIG PCM standard, designed to synchronize and
decommutate NRZ or Bi-Phase L PCM streams in the range of 1 to 800 Kbits/sec at 8 to 12 bits/word
and 2 tc 64 words/frame. Multiple PCM streams (at various rates) can be combined and interleaved into

a contiguous digital time series. Maximum data throughput depends on characteristics of the PC hardware,
such as central processing unit (CPU) rate and disk access speed. We typically do not super-multiplex
or subcommutate channels in the PCM flames. Ali channels on a given PCM encoder are sampled at the

same rate as that required for the highest rate channel. Those channels that do not require the fast rate
are anti-alias filtered to a lower bandwidth and can subsequently be decimated in software. The PC-PCM
decoder board specifications are summarized in Table 6-2.

Table 6-2. Specifications for PC-PCM Decoder Board

Bit rate 1.800 Kbits/sec
Input streams 4 (only one processedat a time)
Input polarity Negative or pos;tive
Input resistance > 10 Kohms
Codes Bi-phase L, NRZ
Bit synctype Phase-lockedloop (PLL)
Input data format 8-12 bits/word,mostsignificantbit

(MSB) first
Words per frame 2-64 (includingsync)
Sync wordsper frame 1.3 (maximum32 bits)

In conjunction with the PCM decoder boards, we developed an analog interface module that reconstructs
analog output from up to eight channels per stream. The basic intent was to provide the ability to use
real-time analog test instruments such as a spectrum analyzer or a chart recorder. The analog module is
an optional pan of the system. Specifications are shown in Table 6-3.

Table 6-3. Specifications for Analog Interface Module
.,. ,,.,

Analogoutput 8 channels(user selectablevia thumb wheels)
Outputpolarity Unipolaror bipolar
Output range 0 to 10 V, 0 to 20 V, -5 to +5 V, -10 to +10 V
PCM input 4 (only one processedat a time)
Status lights PLL lock,frame sync,first-in,first-out

(FIFO), disabled ,,

6.2.3 PC.PCM Decoding System Software

The PC-PCM hardware boardsare controlled by DOS software written in C. Three programs and three
ASCII configuration flies provide basic capabilities. The first program, PCMTEST, initializes boards and
captures data. The second program, PCMDUMP, reads captured binary data files. The third program,
PCMBAR, generates a real-time bar chart graphics display. These programs input PCM system
descriptions from DOS ASCII format data flies that are easily accessed and modified by the user. A
configuration file (.CFG) contains information describing how PCM hardware boards are configured in
the PC. A stream file (.STM) defines characteristics of each PCM stream. The capture file (.CAP)
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contains a fist of instructions for a captureoperation. These parameters and the range of options are
summarized in Table 6-4.

Table6-4. User-DefinableOptionsfor the PC-PCMSystem

ConfigurationFile:
BaseI/0 address I/0 addressof thefirstPCM board(BoardO)(2-3hexdigits)
Numberof cards Numberof PCMcardsinstalledinthe PC (1-4)
Signalspercard Numberof inputstreamsattachedto card (4)
Directmemoryaccess(DMA) DMAchannelthatPCM board0 isconfiguredfor (5-7)
channel InterruptchannelthatPCM board0 isconfiguredfor (0-15)
Interruptchannel Sizeof memorybuffersin bytes(512-65,024)
Buffersize Numberof memorybuffers(2-64)
Buffers

Stream File:
Bit rate Rateof transmissioninbits/second(1000-800,000)
Dataformat PCMformat(NRZor Bi-phaseL)
Signalpolarity Whethersignalisinverted(positiveor negative)
Bitsperword Bitsineachword(2-13)
Wordsperframe Lengthof frame,includingsyncwords(2-64)
Synchronization Binaryof hexsyncpattern

C_ptureFile:
Card n Specificationsforboardn (0-3)
Signal= stream LinksPCM streamto inputsignal(0-3)
Use Whichsignalto readdata from(0-3)
Capturechannels Listof channelstocapture(1-62)
Max framecount Totalnumberofframesto capture(optional)

The PCMTEST programcan capture any amount of data up to the available space limit. If data are
captured to disk, the maximum amount is determined by the space remaining on the hard disk drive. If
dam are captured to memory, the maximum amount is determinedby available remainingsystem memory.
Larger memorycaptures are possible by using extended memoryconfigured as a random-accessmemory
(RAM) disk. The amount of data to captureis specified in time (seconds), file size (kilobytes), or frame
couaL

PCMDUMP is a postprocess programused to generate lime series data files from the raw binary capture
files. This facilitates examiningPCM dataandinterfacingwithdata analysis software. The PCMDUMP
program can generate either ASCII or binary data files and can separate an individual stream from a
multiple-stream data seL

The resultingdelivered system had one benefit that we did not anticipate. Invokedfrom a batch file, the
software can reinitialize a board fast enough to enable quick sampling _'om each input PCM stream.
Therefore, a single board can cycle through, sample, and store data from four streams rapidly enough to
update a real-time display run from other application software. Many factors affect the scan rate,
including number of channels, number of samples per channel, and interim calculation requirements.
Typical update rates for a 15-ch_aneldisplay fxom fourPCM streams (including first-orderengineering
unit conversion and derivedparameter calculations)occur in less than a second. The usefulness of PCM
stream scanning depends on the nature of the data because intermittentSamplingmay cause aliasing, or
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transientsmay be missed. However, for manyof our averageddata applications,the monitoringof many
channels by scanning across multiple streaxusis very useful.

6.2.4 Data Flow in the COmputer

A clearunderstandingof the data flow inside the computeris helpful in understandingthe Capabilitiesand
limitations of the PCM decoder board. Figure 6-3 shows the data flow inside the PC, described below.
PCM data streams can be input directly to the PC-PCM decoder board or interfaced through an analog
module. The analog module allows the user to select up to eight desired channels (via thumb-wheel dials)
for analog output. The analog voltage output can be selected in the 10- or 20-V span range, bipolar or
unipolar. The analog module also interfaces the PC-PCM boards to panel-mounted liquid-emitting diodes
(LEDs) to inform the user of system status. (The status LED panel could also be built independently of
the D/A system.) Status fights indicate capture activity, PLLstatus, framesync status, PC memory status,
and error state.

The PCM decoder boards are under the control of the capture software running in PC system memory.
This program can be run on its own or via user application software. The capture program writes
binary-format tagged PCM data. Each data word is tagged with its corresponding PCM board number.
Captured data can be accessed by the application program through memory or disk flies.

The capture software readsuser-defined parametersfrom thecapture control disk files, then initiates and
terminates the captureoperation. Before initiating capture, the direct memory access (DMA) controller
is initialized to define the starting address and size of the first memory buffer. The DMA controllerhas
a special address generatorthat allows it to move data from the PCM decoder card to the addressesin
memory. "Whencaptureis initiated, the DMA controller moves data from the PCM board to the first
memory buffer in 16-bitwords. When the bufferis full, the DMA controller informs the PCM decoder
card, which in turngeneratesan interruptto the capture software.

Upon receiving the interrupt,the capture software reinitializes the DMA controller to transfer data to the
next available buffer. This process is repeated until the capture is complete. While the buffers are being
filled, application software could simultaneously access the data in the full buffers. Flags are provided
for each buffer to define when they are full, empty, or in use.

This structure has many advantages. First, the DMA controller moves data from the PCM decoder board
to memory more quickly than a software transfer does, and it is an independent process. The DMA
controller actually takes over the PC/AT bus when data are transferred and does not burden the
microprocessor. Thismakes the application softwaresimplerand moreefficient. MemOrybuffers provide
another advantage. When data are being transferredto the harddisk, these buffers store datauntil the hard
disk can rotate to the proper sector to write the data. Without these buffers, data would be lost.

6.2.5 Data CapWre Performance Estimates

In single-stream mode, a typical PC/AT can capture PCM data to disk at rates up to 800 Kbits/sec. For
multiple-stream disk capture, quantifying performance is difficult due to many possible combinations of
PCM stream rates and PC capabilities. An algorithm for estimating disk data capture rate is

DeR = 16 * (BR / BPW) * (CWPF/WPF) (6-1)
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Figure 6-3. Data flow in the PC
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whore:

DCR = PC data disk captureratein bits/second
BR = Incoming PCM bit rate in bits/second

BPW = Data bits per PCM word
CWPF = Words capturedper PCM frame

WPF -- Total wordsper PCM frame, including sync.

The datacapture rate (DCR) for multiple cards is the sum of the DCRs for each individual card.

To providesome rough performanceestimates, a test was run using four PC-PCM boards installed in a
25-1Vfl-lz80386-based PC. A PCM simulator was used to generate 62 channels of 12-bit words in
Bi-Phase L formatwith 2 sync words perframe. Data were captured to contiguousblocks of disk storage
space. The PC system could continuously capture to disk all channels of data from two 800-Kbit/sec
streams, lt could also capture all channelsfrom four 400-Kbit/sec streams. The maximum occurredwith
three 800-Kbit/sec streams,each capturing45 channels. At rates above this, the hard disk could not keep
up with incoming data, and capturewas terminatedby a buffer overflow errorcondition.

Based on Eq. 6-1, the corresponding upper limit of disk data capture for this configuration is
approximately2.25 lVlbits/sec. The PC's hard disk was ratedat 10 lVlbits/sec,indicating thatthe required
PC disk speed should be 4 to 5 times the maximum data capture rate in order to ensure adequate
performance. Many factors are likely to affect these values_includingdisk fragmentation, disk interface
type, disk interleave, buffer size, CPU speed, and other installed PC options.

With the same system configuration,there were no performance limits when capturing data to memory.
PCM data from four 64-channel,800-Kbit/sec streamswere successfully captured to an extended memory
RAlVldisk. This is useful for providing higher-ratecapture, but data quantities are limited because of
memoryrestrictions, Large amounts of memory are less common and more expensive than comparable
disk space.

6.2.6 Architecture of PCM Decoder Board

The PCM decoderboard has a programmablebit detector for extractingtheones and zeros from the PCM
signal. These are passed on to the frameand word processing section where the words are extracted_'td
then interfaced to the PC. The following paragraphsdiscuss each of these in detail.

Bit Detector: Hgure 6-4 shows the bit detection circuitry. A multiplexercontrolled by the software
selects between any one of four input signals. Following themultiplexerare buffer, filter, and comparator.
These circuits convert the selected signal to digital levels. The dataclock synchronizerextracts the bit
clock rate from the incoming signal. The databit detector circuit uses the bit clock and the signal from
the comparatorto generate a data bit stream of ones and zeros.

Frame and Word Processing: Figure 6-5 shows the decoderboard framesynchronizationcircuitry. The
bit clock clocks the data bits into both the flame synchronizer and the serial-to-parallelcircuit. The frame
synchronizeris programmedwith the sync words. This information is used to detect and synchronizeon
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the data frame. The serial-to-parallel circuit is nothing more than a shiR register with parallel output.
When commanded by the frame synchronizer, the serial-to-parallel circuit strobes a complete word of
information into the FIFO buffer. A FIFO buffer is necessary because the PCM stream is continuous with
no gaps in the data, whereas the POAT bus cannot continuously accept data. The FIFO acts as a
variable-sized buffer, ho!ding the data until the PC/AT can pick it up. When a large amount of data is
captured to the hard disk and the incoming bit rate is very high, it is possible for the FIFO to fill up faster
than it can empty. When this happens, a FIFO full error is generated, a warning signal level is activated,
and data caplure stops. A frame termination counter option allows the user to specify the number of
frames before the capture process is automa_cally terminated.

Signal 0---
Signal 1--4 to 1. ,Buffer. .Filter
Signal 2-- Mux
Signal 3----

i

,I I
sync i Idetect°r

I
Data Bits

---Bit Clock

Figure 6.4. Decoder board bit detector

Bitolook! j--P'r'll"l
Frame I !

sync FIFO

bur f er

_-- FIFO out
Frame

termination
counter

Figure 6-5. Decoder board frame synchronizer
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PC Interface and ControL"Figure6-6 shows PCinterfaceandcontrolcircuitsthatinterface the PCMdata
decoder to the PC/AT bus. The FIFO outputmust be connected to the PC/AT databus to transferdata.
This process is controlledby the control block, which also controls progranm]ablefunctions andinterfaces
to the multiple-boardarbitrationcircuit. The multiple-boardconnector provides an independentdatapath
between boards. The masterboard determineswhich boards have data readyto transferto the PC/AT bus.
If more than one board has data at the same time, the arbitration circuitry controls the order of data
transfer.

i interface --Data bus

--Control bus
Control

-- Multiple board
Multiple board- arbitration

connector

Figure 6-6. PC interface andcontrol

6.3 NREL PO-PCM Data Reduction System "Quick-Look" Software

The Quick-Look programis a comprehensive software package designed to managedata from multiple
incomingdata sources, lt providesa way to quickly examinefield data in an experiment test environment.
Program menus allow easy access to options that facilitate organization, acquioition, processing, and
display of informationfrom many PCM data streams.

The program presumes that a PC cannot process ali incoming dam in real time. lt compensates for this
by using techniques to reduce the quantity of incoming data to a manageable level. The data reduction
techniques impose limitations that the user must be aware of, and they may not be appropriatein certain
situations. However,for most of our quick-look requirements,the imposed limitations are not of concern.

In our typical field experiments, we have found the Quick-Look program to be extremely beneficial,
especially for monitoring in real time and conducting multichannelcalibrations. The ability to grab
contiguousdme series datablocks from multiplestreams allows access to I_gh-rate phenomena. Graphic
review features provide the test engineer with a meansto quickly interpretresults. Data bases providing
histories of channel configurations and calibrationcoefficients are essential for accurate postprocessing
of recordedraw datasets.

6.3.1 Overv;_ of the Quick-Look Program

The Quick-Look program is used on a DOS-based PC interfaced with peripheralPCM decoders in an
experiment test environment. The major objective in developing the program was to provide a way to
quickly examine data from PCM streams in the field. Otherobjectives include on-line channel data base
management, h_urdwaredebugging capability, and automatedcalibrationprocedures.
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Menus are presented to the user enablingquick selection of desired options. Each menu contains a title,
followed by lines listing currentavailableoptions. The user uses the arrow keys to move a highlighted
bar up anddown to select the desired operation. From there, anotherlevel of menu options may appear,
or option execution may begin.

The main programmenu presentsthe user with options that are summarizedin Table 6-5. These options
identify ali the basic featuresof the Quick-Lookprogram.

Table 6-5. Quick-LookProgramFeatures

HardwareSetup Thedefinitionof aliparametersrelatedto interfacingthePC with
peripheralPCMdecodingdevices.

PCM ConfigurationData Base Databaseinwhichto defineandmaintainthecharacteristicsof ali
potentialincomingPCM streams.

ChannelData Base Database inwhichto defineandmaintaininformationassociated
withali measureddatachannels.

. Derived-ParameterData Base Database inwhichto establishandorganizeancillaryderived
channelequations.

Data Acquisition Theselectionof channels,monitoringof currentconditions,
collectingof data,andstoringof it ina diskfile.

RecordedData Display Comprehensivegraphicoralphanumericdisplayof previously
recordeddatasets.

ChannelCalibration Multiple-channeldataprocessorusingleast-squareslinear
regressionto generatecalibrationcoefficient.

File Maintenance Systemto organizeandcatalogexperiment-associateddatafiles
andchanneldatabases.

Test EventLog Recordof thesequenceof experimentevents.

Typical components of PC-based data acquisition systems common to both the Quick-Look system and
most commercial data acquisition systems are not described here. This report concentrates on the
particular capabilities of the Quick-Look program related to quickhandling of PCM data in the field and
conducting of calibrations. Although this program was developed to allow the PC to be interfaced with
PCM data, the capabilities for data management outlined here could be applied to other types of
telemetry-based experiment data handling systems as weil.

6.3.2 Limitations of PC-Based Data Processing

A basic premise of the Quick-Look program is that the PC cannot process ali incoming data in real time.
Because of DOS and CPU limitations, data collection and data processing are not done at the same time.
These tasks could be combined if incoming data rates are sufficiently slow. However, for most of our
applications, we have found that the typical PC cannot concurrentlydo both adequately. If the processes
are independent, the CPU can be fully dedicatedto each task separately. This allows access to higher-rate
incoming data and provides greater data processing capability.

To compensate for the limitations imposed by the PC, two t_hniques can be used to effectively reduce
the quantity of incoming data to a manageable level. First, the PCM data streams can be periodically
sampled at a controllable rate. This allows the PC's CPU to selectively alternatebetween data acquisition
andprocessing. Second, data can be recordedto disk or memoryover a given duration of timeand then
postprocessed.
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These data reductiontechniques impose restrictions that the user must be aware of, and they may not be
appropriatein certain situations. For example, transientsmay be missed, or aliasing could be introduced.
To provide datavalues representativeof existing conditions, the datasegments should be stationarytime
historyrecords(Bendat and Piersol, 1980). The Quick-Look programprovides many features that allow
evaluationof time series data. It is up to the user to ensure that the datasegments are sufficiently long
and statistically meaningfulto produce adequateresults.

For most of our quick-look requirements,the limits imposed by the PC-based system are not of concern.
In our typical field experiments, we have found tkis system to be extremely useful, especially for
monitoring currentconditions and conductingchannelcalibrations. We do not, however, use this system
as a substitutefor full dataprocessing. Usually, ali PCM datastreams are recordedindependentlyof this
system to providecomplete data sets for comprehensive postprocessing, as shown in Figure 6-2.

6.3.3 Interfacing a PC to the PCM Data Streams

The main functionof the Quick-Look programis to interface a PC with PCM data. This requires some
type.of PCM decoding he__rdwarewith the abilityto transferdata into a PC. The data transfercan be done
in a variety of ways, such as througha simple but slow serial communicationport or complex but fast
DMA buffers. The PCM decoding hardware can be outside or inside the PC. This reportassumes that
PCM dataare provided to the Quick-Lookprogramthrougha PC-based PCM-decodinghardware system
developed by NREL (Simms andButterfield,1990). The Quick-Look programcould support other PCM
decoders if appropri_*einterface driverswere provided;however, some of the software featuresdescribed
here depend on unique capabilities providedby the NREL decoding system.

The NREL PC-PCM decoding system consists of printed circuit boards (APEX Systems, 1988) that fit
directlyinside the chassis of a PC/AT or compatiblecomputer and basic control software. PCM dataare
decoded on the board and DMA transfened to PC memory or disk. One board can decode one PCM
streamat a time. Up to four boards can be installed into a PC, permitting datafrom four streams to be
simultaneouslycombined. The Quick-Lookprogrambuilds ali data friesnecessaryfor settingup PC-PCM
boards andoverlays control software to accomplish dataacquisition.

The full complement of four boards in a PC allows the Quick-Look program to manage data from up to
16 PCM streams. Each board has four inputs and can be quickly reconfigured to cycle through the input
to sample data from different PCM streams. Various combinations of cyclic or concurrent acquisition can
be used. Maximum data collection rates vary, depending on hardware limitations and other variables that
are discussed below. The boards support standard-format IRIG-compatible PCM streams with bit rates
in the range of 1000 to 800,000 bits/see and a maximum of 64 data words (including sync) per frame.
Based on 12-bit data resolution, channel sample rates from 1.3 to 33,000 Hz are possible.

The Quick-Look program assumes that each channel of input data is a time history record and that each
record has a constant sample rate. However, because data can originate from multiple PCM streams of
varying rates, channels may have different sample rates. Data are transmitted to the program through
arrays either in memory or on disk files. If multiple PC-PCM boards are used, data from up to four PCM
streams can be collected simultaneously. Ali incoming data are meshed into a single file. After they are
collected, they are decoded for display by the Quick-Look program. If a single PC-PCM board is used,
it is still possible to cycle through and monitor up to four PCM streams, but simultaneous acquisition from
multiple streams is not possible. Software decoding of subeommutated or super-multiplexed PCM data
is not supported.
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To keep trackof up to 16 PCMinput, the Quick-Lookprogramprovides a location matrix into which the
user assigns incoming PCM streams to their respective input locations. When data are requested from a
particular PCM stream, the program uses the matrix to determine how to set up acquisition so that the
correct PCM streams are accessed.

During acquisition of PCM data, ali values are based on raw counts, which are derived from binary data
words that have been decoded from the PCM data streams. Data resolution is determined by the number
of bits used to represent each measured data value. We typically use 12-bit resolution, which is 1 part
in 212, corresponding to count values ranging from 0 to 4,095.
The Quick-Look program interprets the raw count values provided by the PCM decoding hardware and
converts them to engineering units. As described above, because of the potentially large amount of
incoming data and the limitations of the PC, the Quick-Look program does not acquire and process the
data simultaneously, lt uses techniques of contiguous or sampled acquisition to reduce the volume of
incoming data to a manageable level. These techniques are described below.

6.3.4 Contiguous Data Acquisition
"_,_ ....

In contiguous data acquisition, data streams are recorded as time history record blocks with no gaps. Data
from up to four streams can be acquired simultaneously to a disk file up to the limit of available disk
space. The data blocks are then postprocessed using features of the Quick-Look program or other data
analysis programs.

While contiguous data collection is occurring, no other process can run. After the block of data is
acquired, summary statistics are presented on the monitor display. From these, the user can decide
whether the data set meets the necessary criteria.

The required number of samples is specified by the user as a time duration. The total resulting number
of data points depends on bit rate, number of streams, and channels per stream. Large quantities of data
are not practical in this mode. Upward from 50,000 individual data values start to become difficult for
two reasons:

1. Disk storage resources are quickly exhausted. Raw data are input to the program in an efficient
binaryinteger format. However, to produce practical datasets, they are converted to engineeringunits
and copied to an ASCII file in 80-colunm E12.3 format with correspondingtime. This is very readable
(and printable)but not storage efficient.

2. lt takes a long time to process, lt is CPU intensive to decode and sortthe raw binarydata, especially
for multi-board acquisition. Data from the PCM streams are intermeshed in one binary file as they are
acquired. Each data value is encoded with a tag that identifies the stream and channel it came from. The
tag has to be removed from the data and used for sorting. The raw data values usually require conversion
to engineering units. Slower-rate data are interpolated to the rate of the fastest stream. The final data file
is chronologically organized as a time series, with each record consisting of a time value followed by data
values from each requested channel for that time.

6.3.5 Real-Time Data Monitoring

Sampled dataacquisition is used to provide a real-time data monitoring capability. The incoming PCM
streams are periodically sampled to acquiresmall segments of contiguous data. The se_ents arequickly
processed and displayed to show current conditions. The process is continuouslyrelocated. Up to 135
channels from any combination of incoming PCM streams can be displayed. Each representativevalue
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for each channel is determinedby averaging 1 to 10,000 contiguous samples. The user selects channels
for display anddefines an appropriateaveraginginterval.

Data monitoring is a cyclic repetitive process that is controlled by the Quick-Look program. This is
shown in Figure 6-7 and can be describedin three basic steps:

1. PCM-streamdata acquisition is initiated to obtain data segments from each requested channel. The
Quick-Look programoverlays an independent data capture programthat initializes the PCM decoding
boards,locks onto the PCM streams, and initiates data capture. All PCM streams containing requested
channels are sampled to obtainenough contiguousdataframe'sfor the requiredaveraging interval. Data
are written to RAM disk, and control is returnedto the Quick-Lookprogram.

2. The Quick-Look program reads data from RAM disk and sorts by requested channel. Mean and
standarddeviationsarecalculatedfor each channelfrom the total numberof samples in the sample period.
PCM data in units of counts can be converted to engineering units using the slope and offset from the
channel data base. If derived channels are requested, calculations are performed using equationsfrom
the derived-channel data base. Any combination of derive channels and measured channels can be
displayed.

3. Resulting values are displayed on the screenin either rawPCM countsor engineeringunits. The main
reason for displaying counts is to conduct calibrations_ The screen display is an alphanumeric
representationof the currentconditions for the requestedset of data channels. The programmonitors in
pages of 15 channels each. Only one page is displayed at a time. The user can easily select from among
several pages by keying the desired page number• All pages are updated simultaneously aftereach set
of data is processed. Each channel is displayed beginning with channel number,name, and units from
the channel data base, followed by the currentmean and standarddeviation.

For example, selected channelswould be displayed on the monitor in the following format:

201:Anemometer#1 (m/s) .............................. 1.067E+01 (2.502E-01)
307:Power Supply (Volts) ............................... 2.502E+00 (6.745E-02)
402:Bending Moment (N-m) ............................. 5.678E+02 (3.456E+01)

The first digit of the channel numberidentifies the PCM stream, and the next two digits identify the data
word. The mean and standarddeviation values continuously change as data monitoring cycles• The
monitor displaymay lag behind real time by a few seconds, dependingon calculationoverhead. For the
Combined Experiment datastreams of Table 6-1, practicaldata monitor updaterates of 1 to 10 sec were
easily achievable.

At any time duringdata monitoring, data collection can be initiated via a user-enteredkeystroke. This
causesmonitor-displayedmean and standarddeviationvaluesto be permanentlyrecordedin anASCII disk
f'de. _'i'hedata monitor will continue to update and will note that data collection is in progress. The
collection can be suspended and restartedat any time• Upon terminationof data monitoring, collection
is stopped, and mean values for the entire period are calculated. These are insertedat the beginning of
the data file, and the file is closed and saved• The user is notified of the file name, is shown the file for
browsing, and has the option of printinga copy•
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6.3.6 Data Monitoring Features

Typically, the monitordisplays current rapidly changing conditions. The currentvalues are calculated by
averaging contiguous samples. Another level of averaging is also possible. A parallel monitor display
is available to show long-term averaged values that are determined from the current condition values.
Keystrokes are used to toggle between the long- and short-term displays. For long-term averaging, current
display values are summed for each channel (measured and derived) over the averaging period. At the
end of each period the sums are divided by the number of scans, and the average display is updated. The
user defines an appropriate long-term averaging period (typically in minutes).

Because up to 135 data channels can be monitored, it would be impractical to expect the user to re-enter
the list of desired channels each time he or she wants to monitor data. To overcome this, the program
provides a means of defining and saving collections of display channels. A user-defined name is
associated with each collection. The user assembles a collection of channels, and the Quick-Look program
adds it to a list of available selections. When data acquisition is initiated from the main menu, the user
is presented with a menu containing the list of ali available collections of channels and selects the
appropriate one using the arrow keys. lt is also possible to modify an existing collection, delete obsolete
ones, and define new ones.

For real-time data monitoring, a range-check feature exists that highlights the display when a value is out
of range. The user enters the maximum and minimum allowable values for a particular channel in the
channel data base. If a value is outside the r,unge,it is displayed with a conspicuous red background.

Another type of real-time data monitor is r;_ovidedin the form of a graphic bar chart display. This can
be invoked at any time during alphanumeric data monitoring via a user-entered keystroke. Up to 62
measured channel values are graphically displayed as bar graphs on the screen. The Quick-Look program
sets up the bar chart display with the desired PCM stream configuration and channels. The bar chart
monitor shows data in units of counts and can be used on only one PCM stream at a time. Its display
update rate i,;very fast, typically many times per second, lt is useful for quickly checking a large number
of channels at once because dead channels are readily detected and easily identified.

6.3.7 Factors Affecting Data Monitor Rates

The rate at which the data monitor display updates itself is affected by many factors. Some depend on
which program options the user selects. Others are inherent in the hardware. Some of the factors are

1. CPU speed of the PC
2. Number of channels to display
3. Number of scans to average for each sample
4. Whether engineering unit conversion is clone
5. Whether derived parameters are calculated
6. Overhead of the PC-PCM board capture software
7. Bit rate of the incoming PCM stream(s)
8. PCM stream consistency and quality
9. Whether data are captured to RAM or hard disk
10. Whether simultaneous or cyclic acquisition is used
11. Whether data collection is occurring.
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6.3.8 Data Base of PCM Stream Configuration

The Quick-Look program provides a form into which a set of configuration parameters defining each PCM
stream can be input. The parameters are then used to set up decoding hardware to access streams whose
channels are requested. The configuration parameters are

1. PCM stream title
2. Number of data words per frame (data channels)
3. Number of sync words per frame
4. Binary sync bit pattern
5. Bit rate in bits/second
6. PCM data format (Bi-phase L or NRZ)
7. Signal polarity
8. Bits/word
9. Samples to average.

6.3.9 Data Base of Channel Parameters

A data base is kept for each channel of each PCM stream. A maximum of 70 channels per stream is
allowed. The data base consists of a set of user-definable parameters and corresponding data. For the
Combined Experiment, the following parameters fields are used:

1. Channel description
2. Sensor location
3. Sensor type
4. Sensor ID number
5. Anti-alias filter setting
6. Sample rate
7. Engineering data units
8. Slope (engineering units/count)
9. Offset (engineering units)
10. Range maximum
11. Range minimum
12. Reference channel for calibration
13. Low, zero (mid), and high calibration values
14. Flag to print mean values to a log file
15. Date and time of latest revision.

Parameters 2 to 6 are available for bookkeeping purposes, and other than for comprehensive printouts, they
are not used elsewhere in the program. Values do not have to be entered in these fields. Parameters 1
and 7 to 14 are used in various other places in the software. Values may need to be entered in these fields
depending on the program option selected.

The channel data base option of the Quick-Look program provides access to these parameters for any
channel on any PCM stream. The user is presented with a form on the screen that displays current
parameter values, which can easily be updated or modified. If any changes are made, a new version of
the data base file is written and becomes the current version. Parameter 15 is updated automatically if
any changes are made in any field.
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Previous versions of the channel data base are retained so that a history of the channel, including
calibrationcoefficients, is available. The programallows previous versions to easily be recovered. This
is especially useful for postprocessing raw PCM data recorded on tape, allowing ready access to data
values in correct engineering units.

6.3.10 Derived Channel Data Base

A data base of ali derived channels is maintained by the Quick-Look program. A derived channel can
be a function of many channels from multiple PCM streams. When the user selects the derived-channel
data base option, a simple form is presented in which the channel description and derived equation are
entered. The equation may contain constants, functions, or measured channel numbers. Upon completion,
the derived-channel information is saved and made available for use either in monitoring or generating
data files.

6.3.11 Rapid Multi-Channel Calibration Capability

Only linear engineering unit conversions are provided, one slope and offset pair for each channel. The
slopes and offsets can be input manually into the channel data base, if known. They can also be generated
based on measured data obtained during "calibration runs" and automatically inserted into the channel data
base. lt is possible to quickly generate and update calibration coefficients for many channels from many
PCM streams simultaneously. There are four options for calibration runs:

1. 3-level high/mid/low calibration data
2. 2-level high/low calibration data
3. 1-level zero calibrations (determines offset only)
4. A function of another "reference" data channel.

For the f'trst two options, PCM count data are collected at the constant, calibration levels for a short
duration of time and stored in a file. The channel data base contains a value in engineering units that
should coincide with the measured count value at each level. The count data are read from a file and

compared to the reference values. A least-squares regression line is generated from which a slope and
offset are found, and correlation statistics are calculated.

For the third option, count values corresponding to the channel zero (or any known level) are stored to
a file. The data base zero value is used as a reference, and a new offset is calculated.

For the fourth option, engineeringunit data are concurrently measured from a reference channel used to
generate coefficients for the channels to be calibrated. The relation between the reference channel and
the channel to be calibrated is limited to a simple user-defined mathematical function entered in the
channel data base. A least-squares regression line is generated to obtain the relation between the two
variables. This allows a ramp calibration to be done, in which the data values are distributed over a wide
range as opposed to discrete known levels.

Upon completion of a calibration run, the user is presented with a page of summary regression statistics,
other information pertinent to the least-squares fit, and new calibration values. The user can opt to accept
or decline the cai coefficients based on these statistics. He or she can also set up criteria that automate
the acceptance process using defined tolerances. For example, the user can identify acceptable ranges of
standard error and correlation coefficients. If the regression statistics are within the ranges, cal
coefficients are automatically accepted and inserted in the data base. This provides a means of quickly
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calibratingmanychannels, lt has proven veryuseful in the CombinedExperiment,in which c_,brations
of 128 pressurechannels are requiredevery 5 min of testing.

6.3.12 Event Log File

The Quick-Look program provides a means for maintaining a log of events that occur during an
experiment. The user can set up a log file at any time. The log feature automaticallynotes when data
acquisition occurred and summarizes channels used and mean data values during the interval. If any
changes are madein the channeldata base, it is noted in the log that a new version was generated. If any
channelsare recalibrated,their new calibrationcoefficients and regressionstatistics are includedin the log.
The user can easily enter comments, which will be time stamped.

6.3.13 Quick Review of Recorded Data

Upon completion of data collection to a file, the file is immediately available for review. It is presented
to the user and can be scanned and printed. Channel values can also be displayed easily using included
graphics programs. Two- (2D) or three-dimensional (3D) plot capability is availat_le. Basically, ali the
user has to do is select a data file, plot type, and desired channels. Available plot types are as follows:

• 2D time series plots: Channeldata are plottedon the ordinate axis with time on the abscissa. Axes'
maximumandminimum are automatically chosen based on data range. Channel dataare plotted in
appropriateunits. A legend that uses the channel name to identify each curve is automatically
included. Up to 10 channels of data can be displayed on one graph.

• 2D X.vs..Y plots: Channeldata are plottedon both axes for comparison. A legend is generatedfrom
the name of each Y-axis channel to distinguish amongmultiple comparisons. Up to 10 comparisons
can be displayed on one graph.

• Custom 2Dplots: This option provides the user with some flexibility to generate custom-format plots.

• 31)plots oftime.vs.-channel-vs.-data value: This option provides a quick way to look at time series
from many similar channels simultaneously. Time is plotted incrementally on the X axis. (lt is
assumed that the scans occur at even intervals of time.) Selected channels are plotted on the Y axis
incrementally in the order in which they were selected. The data value magnitudes are plotted on the
Z axis. The XYZ values are shown as a surface in three dimensions. Any deviation among channels
is readily noticeable on the plot surface. Appropriate surface display depends on the particular data
set, and display options are available to improve the view.

6.4 Combined Experiment Data Processing

Data processing requirements depend on what the data are to be used for. Data from the Combined and
Unsteady Aero Experiments are destined for a wide variety of different potential uses, and it is difficult
to specify generic requirements. There are certain in-house projects and applications that dictate initial
necessities. Some of the subcontractors have also specified their needs. A channel measurement may
require greater accuracy for some applications than for others. We have attempted to incorporate the
measurement needs from ali potential sources and, in addition, anticipate what future data analyses might
require. These measurement requirements are summarized in Appendix B.

The main objective is to provide channel data nreasurements within the defined tolerance ranges to the
specified levels of confidence, lt would be impossible, however, to make ali measurements to these levels.
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With 239 total channels, there is always the potential for some to be out of commission, not working
properly,or not in calibration, lt is therefore the test engineer's job to determine the severity of out-of-
tolerance data channels. This depends entirely on the objectives of the particulartest lt is the duty of
the test engineer to ascertainwhat channelmeasurementsarecritical for that test. If critical measurements
arewithin requiredtolerances, the dataset is considered valid,and those channelsthatareout of tolerance
are listed and noted so that subsequent data users are aware of their status. For example, if a blade
azimuth signal is out of tolerance, but the test requiresnon-rotatingdata, the azimuth signal accuracyis
not critical to the validity of the data set. If, however, critical channelmeasurements are outof tolerance,
the data set is consideredinvalid and is not used. It is importantfor the test engineer to be able to assess
this in the field so that he knows that it is necessary to re-acquirethe dataset.

Most of the tests conducted under the Combined Experiment require that pressure channels be within
specified tolerances to a confidence lew..1of one standarddeviation. This pressuremeasurementaccuracy
criteria is typically the determiningfactor for acceptingordeclining a dataset because these measurements
demand the least allowable error. There are also varyingrequirementsthat certain other important data
channels be functioning properly. The test engineer weighs the results of the calibrationsof the critical
channels while consi0edng _e objectives of the particulartest to determineif the data set is worthfurther
postprocessing. The test engineerhas manytools at his disposal in the field for assessing data quality and
can usually successfully identify valid data sets. Not only can he perform calibrations,but he can al_
monitor conditions in real _me, cross-check redundantmeasurements, check acceptability of derived
parameters, and scan channels for out-of-range data. This greatly reduces the amount of invalid data
submitted for subsequent time-consuming postprocessing.

6.4.1 Measurement Accuracy

Under no circumstances do we use the manufacturer-specified accuracy of any transducer,signal
conditioner, or PCM encoder. We also do not rely on manufacturer calibrations or manufacturer-
recommendedcalibrationintervals;i.e., that transdu'cersor equipmentcalibratedat recommendedintervals
will unconditionally provide accurate results. Rather,accuracy is determined by conducting regular
periodic pre- and post-calibrations on the full data path of ali measured channels. The results of the
calibrations are then used to specify measurement accuracy.

Pre- and post-calibrationsequences were designed and are utilized to providea directmeasurementof data
accuracy. Pre- and post-calibrationsare performed on the complete datapath of each channel for each
data set. Two criteriahaveto be met to ensure adequate calibrations. Rrst, regression statisticsresulting
from calculated coefficients of each calibrationare requiredto lie within specified error limits. Second,
if the difference between the pre- and post-calibrationcoefficients exceeds the specified tolerance, data
collected during the interval between calibrations are considered out of tolerance for that channel.
Measurement tolerances and cafibration procedures for ali channels are shown in Appendix B.
Calibrations for all channels are conducted at time intervals sufficient to ensure the accuracy of
intermediate data and were determined from test experience. These time intervals vary from minutes to
months, depending on the transduceror system component being calibrated and the required channel
accuracy. They are categorized according to calibration procedure and are listed in Section 6.4.3.

The objective in calibratingthe full data path is to measure the accuracy of ali components of the data
acquisition system that affect data measurement. This includes the transduceritself, connecting cables,
signal conditioner,and A/D converter. Full datapathcalibrationsareconductedon ali channels. Forthe
CombinedExperiment, they are performed in two basic ways:
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1. Single,part or "end.to.end" calibrations: The most preferable way to calibrate a channel is to
directly measure the full-channelresponse using an external reference that produces a known resulL That
way, ali the components along the data path are calibrated together, and the accuracy of the full system
can be calculated (i.e., blade pulls or reference pressure transducer).

2. Two.part calibrations: For some channels, it is not possible to calibrate the transducer in situ. For
these, full-channel accuracy is determined from two calibrations, an electronics calibration and a transducer
calibration. The electronics calibration _spertonned by replacing the transducer input signal with a known
precision reference voltage. This measures the response of the electronic portion of the signal path
(mainly the signal conditioning and A/D conversion systems), which is usually most prone to drift. The
acx-uraeyof the transducer is determined by external pre- and post-calibration to ensure that it remained
within tolerance during use. A good example of this is the wind speed channels, where the electronics
are drift calibrated with each data set, but the anemometers themselves are calibrated seasonally in the
wind tunnel. In these cases, the -oot-mean-square (RMS) sum of the accuracy values from various
component cal_rations determined the overall channel accuracy.

Procedures for performing calibrations to produce measurement accuracy within required statistical
significance levels are detailed in the calibration procedure column of Appendix B. Those channels in
which the transducer requires an external calibration (calibration procedure prefuted by an E) are two-part
calibrations. Ali other channels are calibrated with an end-to-end calibration. Some channels (such as
pres_earesand strain gages) l,equire two end-to-end calibrations, one to calculate slope and another to
calculate offset.

The pre- and post-calibration strategy assumes that the channel measurement stayed within calibration
during the intervening period. Obviously, this may not be the case, but because it is impossible to
continuously calibrate channels, some assumptions have to be made. We have conducted many calibration
studies to define appropriate calibration intervals necessary to ensure data accuracy. We have also devised
many built-in "sanity checks," which are used to periodically check the data validityof important channels.

6.4.2 Features of the Custom Data Calibration System

lt is the objective of the test engineer in the field to produce measurements that are within the tolerance
limits specified in Appendix B. lt is very difficult, however, to completely ensure the accuracy of ali
channels, considering the limited facilities and time available in the field. To guarantee that ali channel
me_'urements are within the required error tolerance limits is no small task, especially when each 10 rain
of operation requires re-calibration of at least 200 channels, some of them to extremely tight tolerance
limits (to calibrate pressure channels to .2% full-scale allowable error requires least-squares linear
regression calculations on hundreds of data points for each channel). For that reason, a custom data
calibration system was develol_l with the specific objective of assisting the test engineer in the field.
lt provides a variety of tools to initially assess the accuracy of the data by performing calibrations and
examining important or critical channel measurements. This strategy has proven to be very useful because
the test engineer can quickly identify and eliminate out-of-tolerance data. lt saves having to spend a lot
of time and effort postprocessing data sets only to find that they contain worthless information, lt also
lets the test engineer immediately know the status of the test matrix. Subsequent rigorous postprocessing
analyses are performed to provide final data accuracy values.

The custom data calibration system consists of 3 components:

1. Microprocessor.controlled, rotor.mounted PSC: As seen in Appendix B, pressure measurements are
those that require the most stringentcalibration tolerances. The PSC was designed end built to provide
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in-flight National Institute of Science and Technology-traceable reference calibration pressures to ali
pressureports. While the machineis operating,the test engineer can initiate a command fromthe ground
that causes the pressure transducers to replace the measured tap pressures with reference calibration
pressure on ali 128 ports simultaneously. The reference pressure ramps up and down across the
measurementrange to allow acquisitionand calibrationof each channel to therequiredlevel of statistical
significance. The PSC also provides necessaryanti-arias filteringand high-qualitysignal conditioning on
all incoming analog pressuremeasurementsto minimize drift and ensure data accuracy.

2. High- and low.calibration shunt system: For some channels, it is impossible or unnecessary to
performa complete end-to-end calibrationin the field. A good example is wind speed. The anemometers
only require annual calibrationin the wind tunnel. The electronics, however, from the output of the
transducersthroughthe signal conditioning and data acquisition system, require more frequentcalibration
to compensate for drift. This is done by periodicallyreplacingincoming transducervoltages with a known
precision reference voltage. A single-point calibrationis used to compensate for electronics drift by
providing a reference for re-calculatingthe channel offset in engineeringunits. A two-point calibration
can be used to provide a slope check.

3. PC.based Quick.Look automated calibration system: The experiment test environmentrules out the
use of significant resources in the field to verify calibrationresults. We therefore developed the Quick-
Look system, which is a PC-basedPCM data processing package. It simplifies the process of acquiring
selected sets of channeldataduringcalibrationintervals and then automatesgenerating engineeringunit
calibrationcoefficients and maintainingdatabases of calibrationlfistories, lt also allows easy examination
and channel cross-checking in real time. The Quick-Look system combines custom-developed PCM-
decoding hardware boards with a custom-written software analysis package. The hardware boards are
inserted into a PC to convert incoming PCM stream data to disk flies. This capability is described in
detail in Simms (1990). The software was developed to provide the test engineer with a quick way to
conduct multi-channelcalibrations in the field, lt is described in Simms and Butterfield(1990).

lt wouldhave been impossible to conductthe frequentcalibrationsrequiredby the Combined Experiment
and manage ali the resultinginformation without custom datacalibrationsystem capabilities. In previous
experiments, we had to rely on laboratory-basedpostprocessinganalyses to provide cahbration results.
Often, by that time, it was too late to go back into the field if subtle or overlooked problems surfaced
when analyzing data. At the time of planning for the Combined Experiment, we only had a basic field
system that could display a limited numberof channel data values. Cost-effective commercial systems
that couldprovidemore comprehensivefield analysis were not available. We therefore had no choice but
to develop our owr system to satisfy specific field data verification requirem,-,ntsFor that reason, the
Quick-Look system, in conjunctionwith PC-PCM decoding boards, was developed. Recently, low-cost
commercialPc-based systems have become available that provide expandedfield display capability;these
might be useful in future tests.

6.4.3 Combined Experiment Calibration Sequences

The calibration sequences can be classified into thr.cecategories: automatic, manual, and external. The
sequences are performed at various time intervals to provide information necessary to compute
measurement accuracy. Specific procedures are defined that the test engineer must undertake in order to
pe.rform the calibration sequences.

1. Automatic calibrations are those initiated by the test engineer in the test shed to automatically invoke
the calibration sequence and cause data channels to measure calibration data. Automatic calibrations are
used to calibrate the most sensitive channels (those that require the highest measurement tolerances). They
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areusuallyconducted immediately beforeand aftera data event and are directly recorded to the 14-track
data tape. There is not enough time to process the results of these calibrationsduringdata acquisition
because the objective is to get the calibration sequences as close as possible in time to the actual data
event. The fourtypes of automaticcalibrations performedin the Combined/Unsteady Aero Experiments
are shown in Table 6-6.

Table 6-6. Automatic CalibrationProcedures

Procedure Description Calibrate

A1 PCM2&3 highandlowshuntcalibration Offset
A2 Straingageslowrotations Offset
A3 Pressuresystemrompcalibration Slope
A4 Pressuresystemshort-linezero Offset

calibration

2. Manual calibration requiresthe test engineerto set up and conduct the calibrationin the field on the
transducersin situ. These calibrationsshould be performedwithin the specified time intervals. These are
done using the Quick-Look system, and ali dataare saved as PC data sets in units of raw counts. Two
sets, a pre- and a post-calibration,need to be done for each affected ch_amelbefore f'mal accuracy values
can be specified. The manual calibration procedures and recommended time intervals are shown in
Table 6-7.

3. E._rnal calibration requiresthe transducerto be removed and calibrated in the calibrationlab or in
the wind tunnel. Them calibrationsrequiremore effort and are typically done on channels that are very
stable or requireless measurementtolerance and do not need frequent calibration. The calibrationresults
are worked up to ensure that ali measurements are within the required accuracy. Two sets, a pre- and
post-calibration, need to be done for each transducer before final accuracy values can be specified.
External calibrationproceduresare shown in Table 6-8.

Table 6-7. Manual Callbmtlon Procedures

Procedure Description Frequency Calibrate

MI PCM I northMETelectronics < 1 week Offset
M2 AOAtransducers < 1 week Slope& Offset
M3 Bladepitchangle < 1 week Slope& Offset
M4 Machineyawanglepotentiometer < 1 month Slope& Offset
M5 Bladeazimuthanglepotentiometer < 1 month Slope& Offset
M6 VPAwinddirections < I month Slope& Offset
M7 VPAwindelevations < 1 month Slope&Offset
M8 Bladepullsforbladestraingages < 1 month Slope
M9 Towerpullfortowerstraingates < 1 year Slope&Offset
Ml0 Yawpullforyawmoment < 1 year Slope& Offset

46



13'-4655

Table 6-8, ExtemalCalibrationProcedures

Procedure Description Frequency Calibrate

E1 Anemometercalibrationsinwindtunnel < 1 year Slope
E2 Differentialpressuresensorincalibrationlab < 1 year Slope
E3 Absolutepressuresensorincalibrationlab < 1 year Slope
E4 Differentialtemperaturesensorincalibrationlab < 1 year Slope
E5 Absolutetemperatu_resensorincalibrationlab < 1 year Slope
E6 Powertransducersincalibrationlab < 1 year Slope

The recommendedfrequencyof calibration intervalsis to be used only as a guide. The statedintervals
are based on test experience to provide requiredaccuracy values. Exact timing is not criticalbecause
calibratingat these intervalsdoes not guaranteedataaccuracy. What is importantis to performpre- and
post-calibrations. It should be the objective of the test engineerto see that all channelsare pre- and post-
calibratedat appropriatetimes as close as possible to when experiment dataevents are recorded.

6.4.4 Field Data Recording and Processing Requirements

A dataevent consists of l0 min of recor_d data,duringwhich ali requiredparametersare measured, lt
is boundedby calibrationsequencesdesignedto ensure datavalidity. All informationnecessaryto conduct
requiredcalibrationsis recordedso that calibrationsequences can be reproduced, lt is most preferableto
directly record raw PCM count data coming from channels duringcalibration sequences. From these,
count to engineeringunit conversions are derived. Each 14-tracktape should contain two data events,
precededand followed by the appropriateautomaticcalibrationsequences as defined in Table 6-9.

Calibrations 8 through 11 are optionalif events 1 and 2 are done within an hour. The overall objective
is for all channelsof each dataevent to have a pre- and a post-calibrationsequence recorded on tape.
Over a longer term, manual and externalcalibrations shouldbe performed in a timely fashion to maintain
data base calibrationcoefficients up to date and to guaranteedata accuracy. A hypothetical schedule is
shown in Table 6-10 that assumes an experiment conductedover a 6-month period in which various sets
of data events are collected. The pre- and post-calibrations should be performed as close to the data
events as practical. Ali dataare recordedon the Quick-Looksystem andcalibrationcoefficients generated
accordingto prescribedmethods. Some of the intermediate calibrationscould be omitted if data sets are
recorded close enough together in time.

Ali information necessaryto generatecalibrationcoefficients forall measured channelsis availableto the
test engineerin the field. The calibration proceduresare performed by the test engineer at requiredtime
intervals to provide the informationnecessaryto assess data accuracyand to determineif the data sets _re
valid or need to be re-acquired. The test engineer can work up the data at any convenient time after a
data event or tape has been collected.

In addition to conducting calibration, other methods have been devised to ensure that critical data
measurements are valid. These methods depend entirely on the channels being measured and the
availability of built-inredundancyor cross-checkingmeasurements. Forexample, to ensurethat the VPA
anemometers arefunctioning correctly,we have found that long-term averages to check horizontalwind
stratificationwill readilypinpointout-of-calibrationanemometers. For verifying pressure measurements,
we have wind tunnel data from three independent sources in which pressuredistributionsasan AOA
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Table 6-9. Event Acquisition Procedure

# Type Description Time

1. A1 Pre-PCM 2&3 highand lowcalibrations < 1 hourpriorto event 1
2. A2 Pre-slowrotations < 1 hourpriorto event 1
3. A3 Pre-pressuresystemsramp calibration Immediatelyprior to event 1
4. A4 Pre-pressure systemzero calibration Immediately prior to event 1
5. Event 1:10 min of run data
6. A4 Post-pressuresystem zero calibration Immediatelyfollowingevent 1
7. A3 Post-pressuresystem ramp calibration Immediatelyfollowingevent 1
8. A2 Post-slowrotations < 1 hour after event 1 (can sub 10 or
9. A1 Post-PCM 2&3 highand low calibrations 17)
10. A1 Pre-PCM 2&3 highand lowcalibrations < 1 hourafter event 1 (can sub 9 or
11. A2 Pre-slow rotations 18)
12. A3 Pre-pressure systemramp calibration < I hour priorto event 2 (can sub I
13. A4 Pre-pressure systemzero calibration or 9)
14. < 1 hour priorto event 2 (can sub 2
15. A4 Post-pressuresystem zero calibration or 8)
16. A3 Post-pressuresystem ramp calibration Immediately prior to event 2
17. A2 Post-slowrotations Immediatelyprior to event 2
18. A1 Post-PCM 2&3 highand lowcalibrations Event 2:10 rain of run data

Immediatelyfollowingevent2
Immediatelyfollowingevent 2
< 1 hourafter event 2
< 1 hour after event 2

Table 6-10. Six-month Experiment Acquisition Procedure

# Type Dsscdption Time

1. E1 Pre-windtunnelcalibrations Up to 2 monthsbefore experiment
2. E2-E6 Pre-calibrationlab transducercalibrations Up to 2 monthsbefore experiment
3. M9, Ml0 Pre-towerand yaw pullcalibrations Up to 2 monthsbefore experiment
4. M4-M8 Pre-event set #1 in situtransducercalibrations Up to 2 weeks before event set #1
5. Ml-M3 Pre-event set #1 cdticalcalibrations Up to 3 days before eventset #1
6. 1 week of Data Events Set #1 (Sea Table 6-9)
7. Ml-M3 Post-eventset #1 criticalcalibrations Up to 3 days after event set #I
8. M4-M8 Post-eventset #1 in situ transducercalibrations Up to 2 weeks after event set #I
9. M4-M8 Pre-event set #2 insitu transducercalibrations Up to 2 weeks before event set #2
10. MI-M3 Pre-event set #2 criticalcalibrations Up to 3 days before eventset #2
11. 1 week of Data Events Set #2 (See Table 6._)
12. Ml-M3 Post-eventset #2 criticalcalibrations Up to 3 days after event set #2
13. M4-M8 Post-eventset #2 in situ transducercalibrations Up to 2 weeks after event set #1

n-2 M9, Ml0 Post-towerand yaw pullcalibrations Up to 2 monthsafter experiment
n-1 E2-E6 Post-calibrationlab transducercalibrations Up to 2 monthsafter experiment
n E1 Post-wind tunnelcalibrations Up to 2 months after equipment
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function are documented. We have found that pressure distributiondatabinned according to the AOA
is a good way to validate pressure measurements. These and other techniques are built into various
processing routines that are used to check and verify critical measurements.

6.4.5 Comprehensive Data Postprocessing

As stated above, final channel accuracy values cannot be calculated until ali post-event calibration "
procedures have been performed and processed. All post-calibrations should be performed as soon as
possible after the expefimenthas been completed. For that reason, it is especially important to remove
anemometers or other transducersso that they are not damaged if they cannot immediately be post-
calibrated. After post-calibrations,resultingmeasurementaccuraciesfor all channels should be calculated
and incorporated into the channeldatabase for use in subsequentcomprehensiveIx_stprocessinganalysis.

Many subsequentprocesses are applied to the dam sets duringthe postprocessing phase. Ali channeldata
are reducedto samplerates,shown in Appendix C, by decimation and filtering. This requiresthe use of
variouscomputersystems and software packages, as shown in Figure 6-8. These proceduresare described
furtherin other reports andare summarizedbelow:

1. RecordPCM streams and time code to 14-trackanalog tape.

2. Perform Quick-Look display and analysis in the field.

3. Generatecalibration coefficients for all channels using Quick-Look system.

4. Associate and assemble appropriatecalibrationcoefficients with each channel for each 10-raindata
set.

5. Make two passes through the NREIJFalrchild-WestonPCM TelemetryData Reduction System to
reduce and combine PCM streams into two groupsof three streams each; output binarydata sets to
digital 9-track tape.

6. Load digital tape stream sets into UNIX system.

7. Use custom UNIX/C software to combine two groups of _._ee streamseach into one continuous time
series that contains ali six streams combined to 1-msec precision.

8. Use custom UNIX/C software to
a. Convert counts to engineering units
b. Convert multi-rate datato common rateof 1.92 msec (520.83 Hz)
c. Generate secondaryderived parameters
d. Smooth azimuth angle signal for azimuth averaging
e. Store data sets to optical media.

9. Use GENPRO to
a. Low-pass filter all channels to 40-Hz bandwidth
b. Low-pass filter all channels to 10-Hz bandwidth
c. Low-pass filter all channels to 1-Hz bandwidth
d. Interpolateand smooth low-rate data to higher rates
e. Generate power spectra for selected channels
f. Generate statistics for all datasets.
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10. Use PC-based database (Hie Express) on PC-NFS networkto maintain summarystatisticsdatabase
of selected channelsfrom all processed datasets andprovide on-line access for other users.

11. Provide datasets on optical media data base for analysis by other users.

6.4.6 Dynamic Effects

Ali calibrations and data postprocessing methods aredesigned to verify the accuracy of steady-state data
measurements. Other conside_'ationsthat result from the effects of the dynamic response of transducers
also affect data accuracy. These are difficult to assess and cannot be measured d_rectlyfrom the above-
described ca/' _eationprocedures. Based on previous test experience,we have estimated that measurements
may be susceptible to accuracydeficiencies because of dynamic effects and have identified them in various
reports. One of the objectives of _conductingthese types of experiments is to discover and document such
potential sources of error. Further postprocessing analyses may also reveal other areas that need to be
considered. This infonnation will be useful in designing future tests and providing field-based means for
identifying problems and conducting calibrations.

Two major areas of concern associated with dynamic effects were originally identified and addressed
during experiment planning. F'trst was the dynamic frequency response of the pressure system. An "organ
pipe" effect could exist in the tubing needed to connect pressure transducers to the surface tapes. This
would cause gain amplifications and phase effects that occur as a function of frequency and tube length.
Special test apparatus were developed to measure the actual dynamic response of the system. In addition,
Akins (1987) used an independent system to measure and document the effects. Results showed that no
significant phase or gain effects were evident Oventhe configuration of the system up to frequencies of
80 Hz. Because ali processed data sets show no appreciable pressure information above 40 HZ, we have
concluded that the frequency response of pressure system measurements are valid.

The second source of potential dynamic effect error is aliasing. Aliasing is inherent in ali digital data
processing that is preceded by analog-to-digital conversion. Aliasing errors are a function of sample rate
and filter set point. In the Combined/Unsteady Aero Experiment tests, data channels are sampled at
various rates, depending on required bandwidth, and are anti-alias filtered with 4-pole low-pass
Butterworth analog filters (see Appendix C). For ali channels on a given PCM stream, the sample rate is
dictated by the channel(s) with the maximum required bandwidth. Ali channels are over-sampled by at
least a factor of 5 over the required bandwidth. Factor of 5 over-sampling, in conjunction with 4-pole
Butterworth anti-alias ftlters, results in an RMS aliasing errorof 2%. Lower-bandwidth channels, which
are further over-sampled, have even smaller errors. For example, pressure measurements are anti-atlas
filtered with a 4-pole 100-HZButterworth filter and sampled at 520 HZ. This results in aliasing errors that
are less than 2% in the range of 0- to 100-Hz bandwidth. In reality, there is very little pressure
information above 40 HZ, and resulting aliasing errors in this range are less than .1% (Strock, 1983).

One additional source of dynamic error may exist in prop-vane measurements. Analyses conducted to
study differences between prop-vane and sonic anemometers indicate that wind-speed measurements made
in turbulent conditions in the wake of a wind farm may show significant dynamically induced errors.
These effects are currently under study, and it is not known if the turbulence at site 3.3 would produce
similar effects.
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7.0 Wind Tulnel Testing

Wind tunnel data were used as reference data se_ to compare with wind turbine data because this is the
type of data that is used by designer_ as input to performance and structural design codes. For this reason,
it was important to have an extensive _ base for all operating conditions tested in the field. It was also
important that this data base correspond to the exact airfoil under test. The wind tunnel data Should
represent the same chord, Reynolds number range, AOA range, pressure tap locations, and surface
imperfections. Unfortunately, meeting ali these criteria with one data set measured from one wind tunnel
was not possible. For this reason, several wind tunnel tests were run; each one satisfied a different aspect
of the required reference data set. These different wind tunnel test programs are described in this section.

The airfoil chosen for the Combined Experiment was the $809, as mentioned earlier. This airfoil was
chosen because it was developed specifically tor wind turbine applications, there was a wind tunnel data
base available from the Delft wind tunnel in The Netherlands, and NREL had extensive airfoil design
analysis results from the Eppler design code (Somers, 1989).

7.1 DELFT Tunnel Tests

The objectives of the Delft wind tunnel tests were to confirm the analytical design of the airfoil and to
calibrate the analysis code used to perform the design. To meet these objectives, an extremely accurate
600.0-mm (23.6-in.) chord model was fabricated from aluminum and buffed to a surface finish that was
within 0.1 mm (0.004 in.) of the specified airfoil coordinates. Pressure taps were staggered on upper and
lower surfaces at 108 locations. This level of model accuracy was necessary for model validation but was
not practical for operating field tests on the Combined Experiment rotor. Butterfield (1989a) describes
the differences between the accurate Delft model and the model used in field tests and in Ohio State
University wind tunnel tests.

Appendix D contains a summary of Somers (1989). This summary includes a brief description of the test
setup and a subset of the total results from these tests.

7.2 Ohio State University (OSU) Wind Tunnel Tests

Airfoil test data can be affected by surface irregularities, pressure tap locations, trailing edge accuracy, and
many other test setup details, lt was important that the reference data set represent the exact airfoil and
instrumentation configuration, so that differences detected between the rotating blade data and the wind
tunnel data could be attributed to rotating blade effects, lt was also important to establish an unsteady
(dynamic stall) reference data set.

For these reasons, a second series of wind tunnel tests was conducted. These tests used a 2D model that
was fabricated using the same molds used to make the test blade. This assured that the same surface
irregularities, trailing edge accuracy, chord length, and pressure tap locations would exist on the wind
tunnel test model. The same pressure measurement instrumentation was used in the wind tunnel as on
the test turbine. The same AOA probe was used during these tests to assure any effects of the probe
would be included in the reference data sets.

The OSU wind tunnel was an open-circuit type with a .92 m x 1.5 m (3 ft x 5 ft) test section. "llaemodel
had a 0.46-m (18-in.) chord length and spanned the 0.92-m dimension of the tunnel. The pressure tap
locations and pressure measurement instrumentation used was the same as that used on the Combined
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Experiment rotor that was described earlier. Appendix E contains a description of the test setup and
results from this test program.

7.2.1 Steady Tests

Constant wind-speed tests were run for Reynolds numbers ranging from 1,000,000 to 2,000,000. During
these tests, pressure measurements were recorded 'and integrated using the method described by Rae and
Pope (1984). The A0A probe was calibrated at the same time by recording the airfoil geometric angle
and the flag angle on the probe simultaneously. The discrepancy between the two angles was assumed

to be due to upwash, as described in Section 5.2. Because of tunnel blockage effects, the AOA range was
limited to 20 (leg. A Pitot tube was used to measure the total drag using the wake momentum deficit

approach described by Rae and Pope (1984).

The results of these tests agreed with the Delft data in general. Figure 7-1 shows a comparison of lift
coefficient data from ali three wind tunnels. The slope of the OSU data is 12% greater than the Delft data

for AOAs less than 5 deg. The maximum lift coefficient (CL(max)) is 8% less than the Delft data.
Regardless of the small quantitative differences, the qualitative differences were judged to be reasonable
for the purposes of this test program. These differences could be due to model differences and wind

tunnel differences. The pressure distributions appeared to be quantitatively and qualitatively similar in
terms of the stall progression and pressure profiles. Comparison pressure distributions shown in
Appendices D and E demonsLTate the similarity. For this reason it was felt that the OSU data represented
the Combined Experiment airfoil better than the Delft data, but both would be used for comparisons with
rotating blade data.

7.2.2 Unsteady Aerodynamics Tests

Because wind turbines operate in an unsteady aerodynamic environment, an unsteady aerodynamic
reference data base was required. The OSU wind tunnel dynamic stall tester was used to oscillate the
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Figure 7-1. Wind tunnel data comparison
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model AOA in a sinusoidal manner. Variousamplitudes andfrequenciesof osciUatioa ,¢ere tested, and
the results are described in Appendix E.

7.2.3 Rough Airfoil Performance

Stall-controlled wind turbines suffer performance losses when the blade leading edges accumulate debris
from insect impacts and airborne particulates. To document the sensitivity of the $809 to leading edge
roughness, buildup tests were conducted at OSU. Appendix E describes steady and unsteady airfoil
performance tests with roughness added to the leading edge of the model. The results of these tests
provided a reference data set for the rough blade tests conducted on the Combined Experiment turbine.
The results of these tests are discussed in section 8.0.

7.3 Colorado State University Wind Tunnel

The Delft and OSU test data were limited to AOAs less than 22 (leg and 20, respectively. Blockage
effects beyond these angles resulted in unacceptable errors. The Combined Experiment was focused on
stall and deep stall airfoil performance that occurs at AOAs from 15 to 30 deg. For this reason, an
additional wind tunnel test was conducted at the Colorado State University (CSU) Environmental Wind
Tunnel. The large 3.66 m (12 ft) × 1 m (39 in.) test section available in this tunnel significantly reduced
the blockage effects during high AOA testing.

7.3.1 Wind Tunnel Test Setup

The CSU Environmental Wind Tunnel was originally designed for studying flow over models of cities
and buildings. The test section was reduced to 3.66 m (12 ft.) x 1 m (39 in.), which allowed a 1-m airfoil
test section to be inserted across the narrow dimension. This resulted in a wide test section that would
minimize the blockage effects. The solid blockage was 0.28% using Thorn's method (Rae and Pope,
1984). Figure 7-2 shows the general layout of the tunnel and the modifications that were made for this
test. The modified, open-circuit tunnel was capable of a maximum velocity of 27 m/see (88 ft/see), which
resulted in a Reynolds number, based on the 0.46-m (1.5-ft) chord, of 650,000. This Reynolds number
value is lower than the HAWT test conditions of 880,000 at the 80% blade span, but it was felt that
previous wind tunnel data would accurately describe the airfoil performance for Reynolds number values
from 750,000 to 3 million for AOA values less than 20 deg. Pressure distribution measurements were
made on the model along with pitot tube measurements 2 chord lengths displaced from each side of the
model and 1 chord length upwind of the model leading edge. Tunnel temperature, probe total pressure,
local flow angle at 0.6 chord ahead of the leading edge, and model pitch angle relative to the tunnel axis
were also measured.

Normally, airfoil drag is measured by measuring the velocity profile in the wake of the airfoil and then
equating the momentum deficit in that wake to the _tal &ag. This requires a mowble Pitot tube or a
wake rake positioned downwind of the airfoil. Thcoe measurements were not possible to make on the
rotating wind turbine blade. There is also evidence that this technique is inaccurate when large-scale
separation is present due to rotational flow in the wake. Because NREL's focus was stall behavior, where
large-scale separation is always present, it was decided that only pressure drag (CD_)would be measured.
Because CDpis determined from pressure distribution integrations (Rae and Pope, 1984), wind tunneldata
could be compared with HAWT data directly.
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Tunnel turbulencelevel was a majorconcern. High-frequency turbulencecan affect the airfoilboundary
layer, which will affect the performance. To addressthis concern,a Pitot mbe traversetest a_,da hot-wire
traversetest were conducted. The traverses were performedacross the test section mid-span in the same
location as the model. The results of the first test, shown in Figure 7-3, describe a 6-cm (2.5-in.)
boundarylayerat the tunnelwall andan acceptableflat velocity distributionacrossthe tunnel. The results
of the second hot-wire traverse confirmedthe location of theboundarylayer. A value of 1% turbulence
intensitywas measuredat the mid-spanof the test section. This is a high value for airfoil testing, but the
importantconsiderationis the scale of the turbulence. If the scale is close to that of the airfoil boundary
layer,it can triplaminarflow into turbulentflow and thus modify performance. If the scale is large, there
should be little effect. Figure 7-4 shows a plot of the power spectraldensity (PSD) of the hot-wire data
at the tunnel mid-span at a tunnel speed of 24.5 m/soc (80 ft/see). The PSD has been multipliedby
frequency and normalized by the standarddeviation squared. The area under the curve is unity and
representsthe measured turbulentintensity of 1%. lt is clearthat the majorityof the energyis below 1 Hz
(24-m scale). This scale of turbulenceis much larger than the boundarylayer and therefore should have
minimal effect on the performance of the airfoil. These fluctuationswere due to small changes in average
tunnel speed control.

The airfoil model was 99 cm (39 in.) long with a chord of 45.7 cm (18 in.). This model was the same
one used in theOSU wind tuanel tests describedin section 7.2. It was placed in the wind tunnel, bridging
the narrow dimension (99 cre). This allowed the wake of the airfoil to expand across the 3.67-m
dimension of the tunnel. A rubberseal was placed between the wall of the tunnel and the end of the
model to preventleaks. The model was fabricatedfrom the blade molds used to build the blades. This
was done to assure that the model would accurately represent the HAWT blade. Pressure taps were
installed inside the model using 25- to 38-cm-long, 1-mm-inside-diam.stainless steel tubing. Eachtube
led from the airfoil surface to a pressure tran_clucermounted inside the model. The 31 pressure tap
locations and installations were identical to the HAWT blade installation.
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The model also included an LFA probe and a total pressure probe mounted on the leading edge
(Section 5.2). A 5-cm-(2-in.)-long, lightweight fiberglass flag was used to sense local flow angles. The
same probe was mountedon the HAWT blade. To accurately account for the inducedupwash effect on
this LFA probe, measurements were taken during the wind tunnel tests and compared with previous
measurements made at a Reynolds number of 1 million. Section 5.2 describes the LFA probe and
previous calibrationmeasurements of this probe in the OSU wind tunnel.

Each data channel was filtered with a roll-off frequency of 100 Hz and then sampled at 520 Hz using a
PCM encoder. The PCM stream was zecorded on a Honeywell 101 tape recorder and later decoded and
analyzed. The pressure system instrumentation and recording equipment is described in detail in
Section 5.1.

7.3.2 Data Analysis

The wind tunnel datawere steady and therefore needed no special processing. Pressuremeasurements

were normalizedby local tunnel dynamic pressure to get pressurecoefficients (Cp). Pressure coefficient
distributions were integratedaround the airfoil to obtainvalues of normal force coefficient (Cn), tangent
force coefficient (CT), and pitching moment ce,efficient (Cm). These were used along with AOA
measurementsto calculate lift and pressuredrag coefficients (CL, CDp),using the method describedby
Rae and Pope (1984).

7.3.3 Wind Tunnel Results

A comparisonof CLdatarecordedfrom the threedifferentwind tunnels was made first to establish a base-
line validity check on the CSU wind tunnel data. As can be seen fzom Figure 7-1, the curves do not all
look exactly alike. The Reynolds numbersfor all three are not the same, which could be one of the
explanations, but in generalthe comparisonis reasonable. The slope of each curve is approximatelythe
same, the zero lift angle is similar, and CL(max)is similar but decreasing with the Reynolds number.
Figure 7-5 shows how CL(max)decreases with the Reynolds number and compares the generaltrend with
the NACA 4412 and NACA 64-418 airfoils. This comparisonshows that it is reasonableto expect a drop

in CL(max)in the CSU data because of the Reynolds number. Additional data will be presentedin Section
8.0.

From these comparisons, it was felt that the CSU data did not match previous wind tunnel data perfectly,
but they were the best to use in HAWT comparisonsbecause they represented the performance of an exact
copy of the airfoil and instrumentation of the HAWT blade. Any differences between this set of data and
the HAWT data would most likely be due to real differencesoccurringbetween 2D wind tunnel conditions
and 3D wind turbine aerodynamics. The CSU data also contained values of AOA up to 90 deg. Previous
wind tunnel test data only had values up to 20 deg. High values of AOA were needed to compare deep
stall HAWT data to wind tunnel data. Figure 7-6 shows the results of the high AOA data for a tunnel
speed of 26 m/see (88 ft/see) and a Reynolds number equal to 650,000.

Appendix F throughAppendix L contain the complete resultsfrom the CSU wind tunnel tesL The results
include C, CT,lift, pressuredrag, CL, CDp, CM, and pressuredistributions. Three tunnel speeds were run
corresponding to Reynolds numbers of 350,000, 500,000, and 650,000.
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Figure7-6. Lift anddrag resultsfor the S809airfoil in the CSUwind tunnel
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8.0 Rough Airfoil Performance Tests

8.1 Background

Blade surface roughness has been observedto decrease theefficiency of s_all-controlledwind turbinesby
as much as 40% (Yekutieli and Clark, 1987). Most of the degradationcan typically be attributedto
prematurestallingof the airfoil, whichlowersthe maximumlift coefficient.Figure8-1 illustratesthe
effect this Can have on stall-controlled rotors, lt shows a dramaticdifference in the peak power
performance for an Enertech 60-kW wind turbine before and after a rain shower. A smaller decline in
rotor performance caused by leading edge roughness is experienced at lower AOAs, which can be a
significant factor in determiningenergy capturefor pitch-controlled wind turbines(Holtz, I988).
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Leading edge roughness on wind turbine blades is a universal problem that affects virtually every
configuration of wind turbine. It has contributedsignificantly to producinglower energy, fouling wind
turbinecontrol algorithms,and making loads more difficult to predict. Traditional airfoils, such as the
NACA44XX or 23XXX, are being discardedby wind turbinebladedesignersas they become more aware
of the high degree of roughness sensitivity that these airfoils have. Newer airfoil designs such as the
NREL airfoil families and the LS-1 series from the National Aeronautics and Space Administrationare
becoming more popular largely because of their relative insensitivity to roughness.

The effects of roughnesson airfoilsare most commonlyinferredby e_nin_ the influence on the rotor's
power curve. This method is accurateand reliable for determining the impact on energy capture for a
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specificHAWT configuration,butitdoesnotprovidemuchinformationaboutchangestotheaerodynamic
properties of the airfoil. Wind tunnel tests may be used to predict performancedegradationscaused by
roughness in the sub-stall regions, but stalled airfoil behavior is radically different on a rotating blade.
The problem is that the stalled airfoil performance on a rotating wing is modified by 3D flow effects
(Madsen, Rasmussen, and Pedersen, 1988). lt is common for wind turbine designers to underestimate
peak performance and loads using wind tunnel airfoil data. Measurements taken directly off the rotating.
airfoil are the only accurate way to completely determine the effect of roughness on airfoil properties.

8.2 Roughness Description

Most airfoil roughness problems experienced by HAWTs have been caused primarily by insects
accumulating on the surface nearthe leading edge of the blade. The distribution is generally non-uniform,
with larger particle sizes and particle densities distributed near the leading edge, rapidly declining toward
the trailing edge. In general, particle size usually increases and particle density decreases when
progressing from the tip toward the root of the blade.

The NACA standard roughness was created to simulatethe typical roughness distribution experienced by
aircraft. This standard consists of a uniform distribution of particles between the leading edge and the 8%
chord line on the upper and lower surfaces of the airfoil (Bragg and Gregorek, 1989). Particle size is
defined by the non-dimensional ratio of the particle diameter (k) divided by the chord length (c). The k/c
value for the NACA standard roughnes_ is .00046, which corresponds to grit sizes of .21 mm (.0083 in.)
for the Combined Experiment rotor.

Operating conditions for wind turbines are quite different than for aircraft, however. Wind turbines
operate closer to the ground and at lower Reynolds numbers and are cleaned less frequently.
Conseqt:ently, _e NACA standard roughness is not severe enough to represent the actual accumulation
of insects ob_fved by the authors. In order to do a realistic test of rough airfoilperformance on the S809,
it was necessary to createa roughnesspatternthat was more appropriatefor wind turbine applications.

A "simulated insect" roughness was developed and applied to ali three blades over the outer 3.35 m
(11 ft). Coarse grit particles ranging in size from 0.5 to 1.0 mm (.020 to .040 in.) were distributed onto
a 20.3-cre-wide (8-in.) strip of 3M #444 double-coated tape, 0.05-mm thick, that was centered on the
leading edges of each blade. The grit was scattered randomly by dropping it onto the leading edge tape
from above while the blade was horizontal with the leading edge positioned upward. This created grit
patterns of varying density that approximated the natural accumulationof insects and dirt on the blades.
Grit densities were highest at the leading edge where 62 particles/cm2 (400 particles/in2.)were counted
and dropped off to zero particles near the aft edge of the tape. A photograph of the roughness distribution
used is shows in Figure 8-2. The resulting k/c values ranged from .0011 to .0022, or roughly 2 to 4 times
the NACA standardroughness size. Although the grit densities tapered off toward the trailingedge, some
grit particles were scattered back as far as 20% chord.

Particle size and placement on the low-pressure surface of the airfoil are the two leading factors in
determiningthe severity of roughness (Bragg andGregorek, 1989). When compared to NACA standard
roughness, the NREL roughnessdistribution was more severe. This was an importantfactor in comparing
the data from this test with other airfoil data.
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Figure 8-2. Roughness distribuUon on leadingedgesof test turbine blades

8.3 Roughness Testing

Ali the wind turbine roughness testing was conducted during Phase ! of the Combined Experiment in
May 1989. Wind tunnel roughness tests were conducted at CSU in September 1989. Wind turbinetests
were conductedover wind speeds rangingfrom5 m/sec (11.2 mph) to 30 m/sec (67.1 mph). Roughrotor
dataof 3.5 h were recorded. Electrical power,shaft torque,and nine prop-vaneanemometersignals were
the primarysignals used for the performancecomparisons;however, the active pressure,blade load, and
inflow signals were used to determine the aerodynamiceffects of roughness on the airfoil. Most of the
analysis and data reductiontechniques used follow the proceduresdescribedin the previous sections, but
some small changes were introduced for simplicity. The interested reader is referred to Musial,
Butterfield,and Jenks (1989) and Musial and Butterfield (1990).

8.4 Rough Performance Results

A fifth-order polynomial was fit through each data set of rough_d smooth data to obtain an accurate
evaluationof the rough rotorperformance effects. These curves arecomparedin Figure 8-3 fi'om5 m/sec
(11.2 mph) to 22 m/sec (49.2 mph). Both curves have approximatelythe same shape, but the rough data

62



TP-4655

25

_ __ Measured Rough Data ( Curve Fit )
Measured Smooth Data ( Curve Fit )
PROPPC( OSU Smooth WT Data )

20-
f

_, o .,p_, '' " "p

_15-v

t

o10-o_ /
t

5-

0 ' I"' I I I I I
0 5 10 15 20 25 30 35

Wind Speed (m/s)

Figure8-3. Combinedexperimentwindturbine performance

curve is about 10%lower than the smooth data curve for most of the low to moderatewind speeds. At
about 15 m/sex (33.6 mph), the two curves converge, andat 19 m/sex (42.5 mph), they cross.

Another way to look at this degradationis shown in Figure 8-4, where two normalizedpower curves are
plotted on the same graph. Both are plots of rough rotorperformance normalized against smooth rotor
performance for the rangeof wind speeds tested. A value of 1.0 on this curve would indicateno effective
change caused by roughness. The percent of degradationcaused by roughness is greatest at low wind
speeds for these curves. As indicated, one curve is _echanical power, and one curveis electrical power.
Because data for these two curves were measuredusing independent transducers,their agreement is
presentedhere to validate the accuracyof the measurement.

In Figure 8-3, the measured rough andsmooth mechanicalpower curves arealso comparedto a predicted
power curve that was generated using PROPPC performance code with 2D lift and drag data. Lift
coefficients fTom the OSU wind tunnel tests that were used to generate the predictedpower curve are
shown in Figure 8-5. The smooth measured data match the analytical predictions very closely until
approximately15 m/sex (33.6 mph),where the analytical power curves reach a maximumvalue at about
15 kW and _egin to roll off. The measuredsmeoth power curve continues to increase beyond 18 kW
without leveling off. At low wind speeds below 15 m/sec (33.6 mph), the smooth, predicted curves
exceed the rough data, as expected. As seen previouslyin Figure 8-4, the rotor experiences an average

63



TP-45S5

1.1

..,a
k...

1.0 - -"__'

0_
0.9- . __

c-

0
o 0.8-
E
(/3
_. 0.7-
¢)

o_ rll0_ 0.6-
'-,--,-, Generator Power.c:

o_ :::=, Mechanical Power
0.5-

0
n,"

0.4-

0.,3 I I I

5.00 10.00 'i 5.00 20.00 25.00

Windspeed M/S

Figure8-4. Normalizedpoweroutput-combined experiment

decline of 10%in power productionbecause of the leading edge roughness, but the rough and smooth
measured power curves diverge from the predicted curve andcontinue to increase without reaching an
upperlimit. This is a familiarproblemthat relates to the stall characteristicsof wind turbinesratherthan
a roughnessphenomenon.

The effects of roughness on the Combined Experiment wind turbinewere examined above by comparing
roughand smooth powercurves, lt is clear that roughnesshad a negative effect on performanceovermost
of the operating range, but this rotor did not experience the drop-off in peak power that is usually seen
on stall-controlled rotors, lt was not clear what caused this effect.

This wind turbine differs from _ost commercialstall conlrol wind turbinesbecause of its constantchord,
zero-twist rotor. Therefore, much of the inboard sections of the rotoroperate in the stall region even at
low to moderate wind speeds. Much of the peak power performance is dictated by the deep stall
characteristicsof the airfoil and not by the low AOA section properties (AOA = 0-I0 deg). In orderto
understandwhat is happeningon this rotor,it is necessary to look at the stalled airfoil properties.

e,.5 Rough $809 Airfoil Characteristios

To study the effect of roughnesson airfoil properties,aerodynamicpressure measurements taken at 80%
span were used. Figure 8-5 shows the rough and smooth C1 versus AOA curves for the rotating (wind
turbine)and non-rotating(wind tunnel) cases out to 25-deg AOA. Ali four curves are in good agreement
for very low AOA (0-3 (leg). At 3 deg the roughdatafor both the2D and 3D cases begin to drop off
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from the smooth airfoil curves. The two rough and the two smooth curves continueto maintainreasonable
agreement,respectively, until 11 deg, where the rough 2D datareach a peak of .73 anddrop to about .63,
but the rotatingdata flatten out at about .75.

Meanwhile, both of the smooth data curves continuously increase monotonically through about 15 deg.
The smooth wind tunnel data staffs abruptly at 17 deg _' 'r reaching a CL_,) of .96. This would be
expected from previous static tests. The rotating smooth datareached its peak at about the same AOA
but did not drop off, exhibiting delayed stall characteristics.

Although the smooth wind tunnel data stall sharply at 17 (leg, the rough wind tunnel data recover
unexpectedly from the drop-off measuredbetween 11 and 16 deg and increaseto a CL_mz)cf about .98
at an AOA of 18 deg. This secondarypeak is sustained until 20-deg AOA where it decreasesback to a
value of CL(mu)near 0.7. The secondary peak experienced by the rough wind tunnel data actually
exceeded the smooth airfoilperformancebut at a higher AOA. Oneprobableexplanationis that the added
boundarylayer turbulence,induced by the leading edge roughness,causedenergy from the outerflow to
be introduced into the boundary layer. This added energy modified the boundary layer velocity
dis_bution, resulting in a delayed separation. This would account for the higher CLvalues measurecL
lt should be noted that this secondaryrecovery peak in the rough wind tunnel data was only present at
a Reynolds numberof 650,000.
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At higher AOAs, near 20 deg, the smooth rotating CLvalues are sustained at levels about equal to the
rough rotating airfoil data. However, note that it is even more significant than the effect of roughness for
both the rough and smooth rotating data curves, where they exceed the smooth wind tunnel Cf data by
25% because of delayed stall.

The effects of roughness on maximum lift coefficient are seen in Figure 8-7. For both the rotating and
non-rotating cases, roughness on the leading edge of this airfoil lowered Cu==) by 22%. This decrease
in Ct(==) was greater than expected; however, when compared to data from other airfoils, the $809
roughness sensitivity effects were actually smaller. Figure 8-7 (Bragg and Gregorek, 1989) shows the
effect of standard NACA roughness on Ct.(==)as a function of the airfoil tldekness for the NACA 44XX
and the NACA 230XX airfoil families. The data point corresponding to the 22%change in Ct.(==)for the
$809 airfoil used on the Combined Experiment rotor is included on this plot for comparison, lt can be
seen that the $809 is a significant improvement over both NACA airfoils, lt should be pointed out that
the roughness used to generate the data for the NACA 'airfoils was the standard NACA roughness. The
roughness used to test the $809 was the simulated insect roughness. As discussed earlier, the simulated
insects have k/e values 2 to 4 times greater than the standard NACA roughness. On the NACA 0012
airfoil, l-Ioerner (1975) shows that this higher degree of roughness would have doubled the reduction in
Ctx==). Unfortunately, the magnitude of Ctx==)change because of increasing roughness size was not
available for the airfoils in Figure 8-7, but the trend established by Hoerner (1975) would indicate that
rough performance improvements experienced by the $809 over the 44XX and the 230XX airfoils are
probably conservative.
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The rough and smooth CL versus AOA curves for the LS(1)-0413 airfoil (unmodified) from Bragg and
Gregorek(1989) are shown in Figure 8-8. As with the NACA airfoils in Figure 8-7, these data show the
effect of NACA standard roughnesson the LS(1)-0413. From thesedataa 28%decreasein CL(max)can
be seen.

This result is contradicted by other wind tunnel test data that have been presented for the LS(1) airfoils
as well as for the NREL airfoils (Somers, 1991; Miley, 1982, McGhee and Beasley, 1981; McGhee,
Beasley, and Somers, 1977). These reports indicate very small changes in airfoil performance for the
LS(1) series and NREL airfoils when roughness was applied to the airfoil. However, all of these tests
were performed using only a small local disturbance at about .075 x/c to fix boundary layer transition near
the leading edge. This was much less severe than the wraparound roughness cases used at NREL and
OSU (NACA standard) and caused the roughness sensitivity characteristics to appear mild.

When comparing the data #om Bragg and Gregorek (1989) with the $809 curves in Figure 8-6, it can be
seen that there is a slight improvement in roughness sensitivity for the 8809 airfoil over the LS(1).
However, several cautions should be noted when comparing these two data sets. First, the LS(1) data
were taken at Reynolds number ffi3,000,000, but the S809 data were taken at Reynolds number ffi650,000.

In Hoerner (1975), a lowering of the Reynolds number was shown to lower CL(max). However, when
standard NACA roughness was applied to the NACA 4412 and NACA 64-418 airfoils, lthereduction in

CL(max)remained constant with a decreasing Reynolds number, lt is probable that the LS(1) series will
be affected in the same way. Second, NACA standard roughness was used on the LS(1) tests but lar_er-
sized, simulated insect roughness was used on the $809 tests. The effect of roughness size was discussed
earlier. Finally, the LS(1)-0413 has a t/c ratio of .13 compared to .21 for the $809. lt is not known if
this differencein the airfoilthicknessesis significant.
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Figure8-8. LS(1)0413smoothand roughairfoil performance

No wind tunnel testing has been done on the modified LS(1) airfoils using realistic wind tm'bine
roughness, so it is not knownhow those airfoils compareto the $809. '"

8.6 Wind Tunnel and Rotating Comparisons of Rough Airfoil Data

Studying section coefficients, such as CL in the above discussion, gives a more complete picture of how
roughness changes the airfoilproperties. In orderto understandthe specifics of what is happeningon the
airfoils, it is necessary to examine the pressure distributions acrossthe airfoil section. A complete
compilation of ali the wind tunnel test pressuredistributionsis contained in AppendixH.

In Figure 8-6, there were at least three AOAs wheredistinctly different and interesting phenomenawere
identified on the CLversusAOA curves. At 11 deg the two roughairfoil curves reachan initial maximum
value; at 14 (leg the roughcurves have droppedoff but the two smooth curves have reacheda maximum;
and at 18 deg the rough wind tunnel datahave recoveredbut the smooth wind tunnel datahave stalled.
At each of these AOA cases, airfoil pressuredistributiow:were plotted for each of the four curves in
Figure 8-6. These three pressure distributionplots are shown in Figures 8-9 through8-11.

In Figure 8-9, the pressuredistributionsare shown at about 11-deg AOA. At this angle, the rough wind
tunnel (solid circles in Figure 8-9) and rough wind turbine (solid triangles) data agree along the high
pressure or upwind side (lower curves in the figure). They also agree from the leading edge to .40 x/c
on the low-pressure side (upper curves). From .40 x/c on the low-pressureside to the tr_!in_ edge, the
pressure distribution is characterized by a flatregion thatis causedby separationof the flow fromthe
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airfoil. On close examination, one can see that the roughwind turbinepressuredata meet that flat region
about. 10 x/c furthertowardthe trailingedge thanthe non-rotatingcase. This implies that slightly delayed
separationmay result from blade rotation.

Both smooth curves (open symbols) in Figure 8-9 show significantly lower (i.e., higher negative)pressures
in the low-pressure, leading edge region. Again, the rotating wind turbine blade data show a delayed
separationwhen compared to the wind tunneldata. The lower pressures in the leading edge region on
the smooth airfoils caused higher smooth lift coefficients. Both smooth curves resulted in CLSthat were
25% higher than the rough cases (see legend in Figure 8-9 for values of CL).

Figure 8-10 shows pressure distributions for 14-deg AOA. Here, a larger difference in leading suction
peak and separationpoint can be seen. The smooth curves show a C_ of -4.3 and -4.8 for the rotatingP

blade and the wind tunnel, respectively. Both rough cases show a minimum negative peak Cp of -3.3.
Again, the separationpoint was delayed about. 10 x/c for the rotating blade cases over their respective
wind tunnel cases. As would be predicted from Figure 8-6, both smooth cases show higher negative
pressures over the first half of the low-pressureside of the airfo,. This difference is due to attached flow
extending furthertoward the trailing edge for the smooth cases. For the wind tunnel cases, this resulted
in a CL that was 40% greater for the smooth case than the rough case. For the rotating cases, the
difference between rough and smooth CL was only 25%.

At 18-deg AOA (Figure 8-11), the smooth wind tunnel datashow a complete loss of suction peak. The
distributionof pressures on Lhelow-pressureside of the airfoil is nearly flat from the _,_ding edge to the
trailing edge. This is caused by complete flow separationstarting at the leading edge.
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On the other three curves,high, negative pressuresassociated with high-velocity attached flow areevident.
The rough wind tunnel data still show a strong suction peak, explaining the lflgh Cu at 18 deg in
Figure 8-6. Now, Cu for the rough case is 49% higher than the smooth case. lt is probable that
turbulence resulting from roughness at the leading edge has caused energy from the outer flow to be
introduced into the inner boundary layer flow at this Reynolds number. This energy modified the
boundary layer velocity profile, making it similar to the effect of a vortex generator. The modified
velocity profile appearsto have delayed flow separationand maintained the pressure peak at the leading
edge well beyond the normal stall angle.

For the smooth rotatingblade, the separationpoint appearsto be furtheraft than the rough rotatingcase,
but no sharp transition from attached flow (decreasing pressures) to separated flow (flat pressures) is
visible in these curves. This may be an anomaly of the averaging process, or it may be caused by 3D
rotational effects. Furtherresearch is under way that is targeted at understanding the rotational and
unsteady effects of these pressure measurements and will be the subject of futurereports.

Furtherefforts to quantify the differences in roughness sensitivity between LS(1) and the NREL airfoils
should be made using the same roughness conditions under similar conditions. It is important that a
realistic roughness distribution,appropriatefor wind turbines,be used in these experiments.

71



TP-4655

9.0 References

Aidns, R. E., 1987, Evaluation of SERI/PSC Pressure System (Unpublished), NREL, Golden, CO.

APEX Systems, Inc., 1988, PCM Decoder Card Manual, APEX Systems, Inc., Boulder, CO.

Bendat, J. S., and Piersol, A. G., 1980, Engineering Applications of Correlation and Spectral Analysis,
A Wiley-Interscience Publication, John Wiley & Sons, New York.

Bragg, M. B., and Gregorek, G. M., 1989, "Environmentally Induced Surface Roughness Effects on
LaminarFlow Airfoils: Implications for Flight Safety," Proceedings of AIAA, Aircraft Design, Systems
and OperationsConference, Seattle, WA, July 31-Aug. 2, 1989, published by AI,nA, 370 L'Enfant
Promenade, S.W., Washington, D.C. 20004.

Butterfield, C. P., Scott, G. N., and Musial, W., 1990, Comparison of Wind Tunnel Airfoil Performance
Data with Wind Turbine Blade Data, TP-254-3799, NREL, Golden, CO.

Butterfield, C. P., 1989b, Three-Dimensional Airfoil Performance Measurements on a Rotating Wing,
TP-217-3505, NREL, Golden, CO.

But_t'field, C. P., Jenks, M. D., Simms, D. A., and Mnsial, W. P., 1990, Aerodynamic Pressure
Measurements on a Rotating Wind Turbine Blade, TP-257-3695, NREL, Golden, CO.

Butterfleld, C. P., 1989a, "Aerodynamic Pressure and Flow Visualization Measurements from a Rotating
Wind Turbine Blade," Proceedings of the Eighth ASME Wind Energy Symposium, Houston, TX,
January 22-25, 1989, Vol. 7, pp. 245-255.

Butm-field, C. P., and Nelson, E. N., 1990, Aerodynamic Testing of a Rotating Wind Turbine Blade,
TP-257-3490, NREL, Golden, CO.

Fairchild Weston Systems, Inc., 1985, PCM Data Collection and Reduction System for the Solar Energy
Research Institute: Operating Manual, Fairchild Weston Systems, Inc., Sarasota, FL.

Gregorek, G. M., Hoffman, M. J., and Mulh, K. E., 1991, Wind Tunnel Tests of the $809 Airfoil Model,
NREL, Golden, CO.

Hoerner, S. F., 1975, Fluid-Dynamic Lift, Hoerner Fluid Dynamics, Brick Town, NJ.

Holtz, R., 1988, "The Effect of Blade Surface Roughness on the _-Lag Bending Moments of a U.S.
Windpower 56-100 Wind Turbine," Proceedings of the Seventh ASME Wind Energy Symposium,
American Society of Mechanical Engineers, New Orleans, Louisiana, Jan. 10-13, 1988, pp. 95-99.

Irwin, H., Cooper, K. R., and Hirard, R., 1979, ;'Correction of Distortion Effects Caused by Tubing
Systems in Measurements of FluctuatingPressures," Journal of Industrial Aerodynamics 5, pp. 93-107.

Lenschow, D. H., 1971, "Vanes for Sensing Incidence Angles of the Air from an Aircraft," Journal of
Applied Meteorology, Vol. 10, No. 6, pp. 1339-1343.

72



TP-4655

Loral Instrumentation, D/PAD Mark I1 Manual, Loral Instrumentation, San Diego, CA.

Madsen, H. A., Rasmussen, F., and Pedersen, T. F., 1988, Aerodynamics of a Full-Scale HAWT Blade,
Riso National Laboratory, Roskilde, Denmark.

MeGhee, R. J., Beasley, W. D., and Somers, D. M., 1977, Low-Speed Aerodynamic Characteristics of a
13-Percent-Thick Airfoil Section Designed for General Aviation Applications, NASA TM X-72697,
Langley Research Center, Hampton, VA.

McGhee, R. J., and Beasley, W. D., 1981, Wind Tunnel Results for a Modified 17-Percent Thick Low-
Speed Airfoil Section, Technical Paper 1919, National Aeronautics and Space Administration, Houston,
TX.

Miley S. J., 1982,A Catalog of Low Reynolds Number Airfoil Datafor Wind Turbine Applications, RFP-
3387, U.S. Department of Energy, Washington, D.C.

Musial, W. D., Buliet'field C. P., and Jenks, M. D., 1989, Effects of Leading-edge Roughness on $809
Airfoil Rotor Performance, TP-217-3563, NREL, Golden, CO.

Musial, W., and Butterfield, C. P., 1990, A Comparison.of Two- and Three- Dimensional $809 Airfoil
Properties for Rough and Smooth HAWT Rotor Operation, TP-257-3603, NREL, Golden, CO.

Rae, H. W., and Pope, A., 1984, Low-Speed Wind Tunnel Testing, Second Edition, John Wiley & Sons,
New York.

Rae, W_ H., Jr., and Pope, A., 1984, Low-Speed Wind Tunnel Testing, Second Edition, John Wiley &
Sons, New York, p. 133.

Simms, D. A., and Bullet'field, C. P., 1990, Unsteady Aero Experiment Test Plan (Unpublished), NREL,
Golden, CO.

Simms, D. A., 1990, PC-Based PCM Telemetry Data Reduction System Software, TP-257-3663, NREL,
Golden, CO. . •

Simms, D. A., and Butterfield, C. P., 1990, PC-Based PCM Telemetry Data Reduction System Hardware,
TP-257-3662, NREL, Golden, CO.

Somers, D. M., 1989, Design and Experimental Results for the $809 Airfoil (Unpublished), NREL,
Golden, CO.

Somers, D. M., 1991, Design and Experimental Results for the $809 Airfoil, NREL report, to be
published.

Strock, O. J., 1983, Telemetry Computer Systems: An Introduction, Prentice-Hall, Inc., Englewood Cliffs,
NJ.

Tangler, J. L., 1983, Horizontal-Axis Wind System Rotor Performance Model Comparison - A
Compendium, RFP-3508_Rockwell International.

73



TP-4655

Viterna, L. A., and Corrigan, R. D., 1981, "Fixed Pitch RotorPerformance of Large Horizontal Axis Wind
Turbines," DOE/NASA Workshop on Large Horizontal Axis Wind Turbines, Cleveland, OH, July 28-
30.

Yekutieli, O., and Clark, R. N., 1987, "Influence of Blade Surface Rouglmesson the Performance of Wind
Turbines," Proceedings of the Sixth ASME Wind Energy Symposium, pp. 181-187, American Society
of Mechanical Engineers, Dallas TX, Feb. 15-18, 1987.

74



AppendixA

Combined/UnsteadyAero Experiment
High and Low Cal Setupsfor PCIVi600
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Combined/Unsteady Aere Exneriment

Hia h and Low Cal Setuos for PCM600

DataStream#1

Low Cad High Cii

PCM Input Input Output Input Output

Ch # Deacrtption Range Voltalie Counts Voltage Counts Gain Offset Fllter
1 20m Hot Rim (Not Used) 0-10 V 0 V 50 + 10 V 4049 1 -5 V 10 Hz

2 18m Sonio A (Net Used) +/-5 V 0 V 2050 + 5 V 4049 1 0 V 10 Hz

3 18m Sonio B (Not Used) +/-5 V 0 V 2050 + 5 V 4049 1 0 V 10 Hz

4 18m Sonio C (Net Used) +/-5 V 0 V 2050 + 5 V 4049 1 0 V 10 Hz
5 5m WD 0-5 V 0 V 50 + 5 V 4049 2 -5 V I Hz

6 5m WS 0-5 V 0 V 50 + 5 V 4049 2 -5 V 1 Hz
,.

7 1Ore WD 0-5 V 0 V 50 +5 V 4049 2 -5 V 1 Hz

8 1Ore WS 0-5 V 0 V 50 + 5 V 4049 2 -5 V 1 Hz

9 20m WD 0.5 V 0 V 50 + 5 V 4049 2 -5 V 1 Hz

10 20m WS 0-5 V 0 V 50 + 5 V 4049 2 -5 V 1 Hz ,

11 50m WD 0.5 V 0 V 50 + 5 V 4049 2 -5 V 1 Hz

12 50m WS 0.5 V 0 V 50 + 5 V 4049 2 -5 V 1 Hz

13 5m Air Temperature 0.5 V 0 V 50 + 5 V 4049 2 -5 V 1 Hz

14 Delta Temp(TSO-TS) 0-5 V 0 V 50 + 5 V 4049 2 -5 V 1 Hz

15 5m Dew Point (Not Used) +/-5 V 0 V 2050 + 5 V 4049 1 0 V 1 Hz

16 Bare Pressure 0-5 V 0 V 50 + 5 V 4049 2 -5 V 1 Hz

Note: Ali voltages are "DC" unlessotherwise stated.

Bit Rate - 7.5k biteleeoond (1.92MHz1256)

Sample Rate - 34.72 samplee/eeoond
BitsNVord - 12

Words/Frame -, 18 (16 data channels + 2 frame ayno)

FrameSync Code -000110101 110 010 100011 010
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Combined/Unsteady AQro Exz)eriment

Hiah and LOw Cal Setpos for PCM600

DataStream#2

Low Cal High Cal

PCM Input Input Output Input Output

Ch # Description Range Voltage Counts Voltaae Counts Gain Offset Rlter
1 PropvaneAnem. we1 O-10 V 0 V 50 + 10 V 4049 1 -5 V 2 Hz

2 PropvaneAnem. WS2 0-10 V 0 V 50 + 10 V 4049 1 -5 V 2 Hz
3 Propvene Anem. we3 0-10 V 0 V 50 + 10 V 4049 1 -5 V 2 Hz

4 Propvene Anem. we4 0-10 V 0 V 50 + _0 V 4049 1 -5 V 2 Hz

5 Propvana Anem. we5 0-10 V 0 V 50 + 10 V 4049 1 -5 V 2 Hz

6 Propvane Ansto. WS6 0-10 V . 0 V 50 + 10 V 4049 1 -5 V 2 Hz
7 Propvane Anem. we7 0-10 V 0 V 50 + 10 V 4049 1 -5 V 2 Hz

8 Propvane Ahem. we8 0-10 V 0 V 50 + 10 V 4049 1 -5 V 2 Hz

9 Propvane Anem. we9 0-10 V 0 V 50 + 10 V 4049 1 -5 V 2 Hz

10 Propvane Anom. WD9 0-10 V 0 V 50 + 10 V 4049 1 -5 V 2 Hz
11 Bivane WS12 0-10 V 0 V 50 + 10 V 4049 1 -5 V 2 Hz

12 Bivene WD1 2 0-2 V 0 V 50 + 2.5 V 4049 4 -5 V 2 Hz

13 Blvane WE12 0-2 V 0 V 50 + 2.5 V 4049 4 -5 V 2 Hz

14 Biven=WS1 3 0-10 V 0 V 50 + 10 V 4049 1 -5 V 2 Hz

15 BlveneW013 0-2 V 0 V 50 +2.5 V 4049 4 -5 V 2 Hz

16 BivaneWE13 0-2 V 0 V 50 + 2.5 V 4049 4 -5 V 2 Hz

Note: Ali voltages are "DC" unless otherwise stated.

Bit Rate ,, 15k bits/second (1.92MHz/128)

Sample Rate ,, 69.44 samples/second
Bits/_Nord - 12

Words/Frame = 18 (16 data channels + 2 frame sync)

Frame Syno Code - 000110101 110 010 100 011010



Combined/Unsteady Aero Exoeriment

High and Low Cal SetuDs for PCM600

DataStream#3

Low Cii High Cal

PCM Input Input Output Input Output

Ch # Description Range Voltage Counts Voltage Counts Gain Offset Filter
I Propvene Anem. WSIO 0-10 V O V 50 +10 V 4049 I -5 V 2 Hz

2 Propvene Anem. we11 0-10 V O V EO + 10 V 4049 _, -5 V 2 Hz

3 LSS Azimuth 0-5 V 0 V 50 +5 V 4049 2 -5 V* 130 Hz

4 Yew Bending + I- 24.75 mV -24,75 mV 50 + 24.75 mV 4049 202 0 V 40 Hz

5 Tower BendingN-S +/- 5.05 mV -5.05 mV 50 + 5.05 mV 4048 990 0 V 40 Hz

8 Tower Bending E-W + 5.03/-5 mV -5 mV _0 + 5.03 mV 4049 997 0 V 40 Hz,,

7 Yew Angle 0.10 V O V 50 +10 V 4049 1 -5 V 10 Hz
8 Generator Power +/- 5 V O V 2050 + 5 V 4049 1 O V 55 Hz

9 LSS Speed (Not Used) 0-10 V 0 V 50 +8 V 3277 1 -5 V 10 Hz

10 TSl X-RIm 1X (Not Used) 2.1-5.7 V 3.9 V 2048 +5.0 V 3277 2.778 -10.8 V 55 Hz

11 TSl X-RIm 1Y (Not Used) 2.1-5.7 V 3.9 V 2048 +5.0 V 3277 2.778 -10.8 V 55 Hz

12 TSl X-Film 2X (Not Used) 2.1-5.7 V 3.9 V 2048 +5.0 V 3277 2.778 -10.8 V 55 Hz
13 TSl X-Rim 2Y (Not Used) 2.1-5.7 V 3.9 V 2048 +5.0 V 3277 2.778 -10.8 V 55 Hz

14 Sonio U-Axis (Not Used) +/- 5 V O V 2048 + 3 V 3277 1 0 V 12 Hz

15 Santa V-Axis (Not Used) +/- § V 0 V 2048 + 3 V 3277 1 _ V 12 Hz

18 Sonio W-Axis (Not Used) +/- 5 V 0 V 2048 + 3 V 3277 1 0 V 12 Hz

Note: Ali voltages are "DC" unless otherwise stated.

There are only 8 of 16 ohannele installed in this PCM Stream (3) the signalconditioners are removed until there is a need for
channels 9-I 6.

Bit Rate ,. 60k bits/second {1.92MHz/32)

Sample Rate - 277.78 samples/second
Bits/Ward ,, 12

Words/Frame - 18 (16 data channels + 2 frame syno)

Frame Syno Code -0OO110101 110 010 100 011010
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Combined/Unsteady Aero Exoeriment

High and Low Cal Setuos for PCM600

Data Stream#4

Low Cal High Cal

PCM Input Input Output Input Output

C__h# Description Renwe Voltage Counts Voltage ,, Counts Gain Offset Filter
1 Root Flap "RTFBM-A" + 6.25 mV 0 V 2048 - - 800 0 V 40 Hz

2 Root Flap "RTFBM-r + 5.0 mV 0 V 2r_48 - - 1000 0 V 40 Hz
3 Root Fl Blade 2 "RTFBIVI-2= +5.0 mV 0 V 2048 - - 1000 0 V 40 Hz

4 Root Fl Blade 3 "RTFBM-3" + 6.25 mV 0 V 2048 - - 800 0 V 40 Hz

5 20% Flap "20FBM" +5.0 mV 0 V 2048 . 1000 0 V 40 Hz

8 40% Flap "40FBM= + 10.0 mV 0 V 2048 - - 500 0 V 40 Hz

7 50% Flap =50FBM" +7.0 mV 0 V 2048 - 700 0 V 40 Hz

8 60% Flap "60FBM" (Not Used) .......

9 70% Flap "70FBM= +5.0 mV 0 V 2048 - 1000 . 0 V 40 Hz

10 75% Flap "75FBM" (Not Used) .....

1'1 80% Flap "80FBM" (Not Used) .....

12 85% Flap "85FBM" (Not Used) .....

13 SO% Flap "90FBM= + 2.5 mV 0 V 2048 - - 2000 0 V 40 Hz

14 Root Edge "RTEBM-A" + 6.25 mV 0 V 2048 - 800 0 V 40 Hz

15 20% Edge =20EBM" +7.0 mV 0 V 2048 - 700 0 V 40 Hz

16 50% Edge "50EBM" +10.0 mV 0 V 2048 - - 500 0 V 40 Hz

17 70% Blade Torque "70TQ= + 2.5 mV 0 V 2048 - - 2000 0 V 40 Hz

18 85% Edge "85EBM= (Not Used) ......

19 Root Torque (Link) "RTTQ" + 2.5 mV 0 V 2048 - - 2000 0 V 40 Hz
20 50% Torsion "50TQ= +2.5 mV 0 V 2048 - - 2000 0 V 100 Hz

21 X-X LSS "LSSX-X" + 10.0 mV 0 V 2048 - - 500 0 V 40 Hz

22 Y-Y LSS "LSSY-Y= + 10.0 mV 0 V 2048 - 500 0 V 40 Hz

23 LSS Torque "LSSTQ-A" + 5.0 mV 0 V 2048 - 1000 0 V 40 Hz

24 LSS Torque =LSSTQ-B" +5.0 mV 0 V 2048 - 1OO0 O V 100 Hz

25 85% RTD (Not Used) ........

26 Load Cell for Blade PullTesting (Cal Only) .......

27-58 PressureTaps :Ii:5.0 V - - - I O V I e0 Hz
59 Absolute Pressure 0-5 V - - 2 -S V I .S kHz

80 Cld Pressure + 2.5 V - - - 2 0 V 1.S khz

61 Pit(:hAngle 0-5 V - - - I 0 V -

62 PCM Voltage Monitor 0-28 V - - - .2 0 V -

Note: Ali voltages are "DC" unless otherwise stated.

Bit Rate ,, 400k bitsleeoond

Sample Rate ,, 520.83 eamploe/eeoond
Bits/Word - 12

Words/Frame - 64 (62 data ohannele + 2 _'rameeyno)

FrameSyno Code - 111 110 10, 111 001 100 100000
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Combined/Unsteady Aere Experiment

Hiqh and LOw Cal SetuDs for P(_M600

DataStream#8

Low Cal High Cal

PCM Input Input Output Input Output

Oh # Dea©dption Range Voltage Counts VoltaHe Counts Gain Offset Rlter
1 Absolute Pressure 0-5 V - - - 2 -5 V 1.5 kHz

2 Cal Pressure ± 2.5 V - - - 2 0 V 1.5 kHz

3 Spare ....

4-62 PressureTaps + 5.0 V .... 1 0 V 100 Hz

Data Stream #9

tow Cal High Cal

PCM Input Input Output Input Output

Ch # Description Ran_e Voltage Counts VoltaHe Counts Gain Offset Filter
1-34 PressureTaps :1:5.0 V .... 1 0 V 100 Hz

35 86% AOA =1:10.0V .... 1 O V

36 Spare ......

37 67.3% AOA + 10.0 V .... 1 0 V

38 Spare ........

39 Spare .........

40 Spare ......

41 34% AOA :1:10.0 V .... 1 0 V

42-45 Spare .......

46 50.6% AOA :1:10.0 V - - - 1 0 V -

47-52 Spare ......

53 Absolut_ Pressure 0-5 V - - 2 -5 V 1.5 kHz

54 ColPressure + 2.5 V - - - 2 0 V 1.5 kHz
55-62 Spare .......

Note: Ali voltages are "DC" unless otherwise stated.

Bit Rate - 4OOkbitslseoond

Sample Rate - 520.83 samplea/saoond
Bits/Word ,, 12

Words/Frame -- 64 (62 data channels + 2 frame eyno)
FrameSync Code - 111 110101 111 001 100 100000
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Unsteady Aere ExperimentMeasurement Tolerances*

Quick _ Cal MeasurementRange Allowable Accuracy Max std
Look Description Procedure Max Calibrated Error Req'd error
Number # _EU) @U) (_) (±EU_ (_U_

PCMI: North Met Tower (7.5 Kb/s, 34.72 Hz, 28.8 ms):
101 20 M Hot Film (Not Used) ......
102 18 M Sonic ChannelA (Not Used) ......
103 18 M Sonic ChannelB (Not Used) ......
104 18 M Sonic ChannelC (Not Used) ......
105 5 M Wind Direction (Not Used) - - - - -
106 5 M Wind Speed (m/s) MI,El 0 to 90 0 to 25 1.1 .5 .25
107 10 M WindDirection (Not Used) ......
108 10 M Wind Speed (m/s) MI,El 0 to 90 0 to 25 1.1 .5 .25
109 20 M Wind Direction (Not Used) ......
110 20 M Wind Speed (m/s) Ml,El 0 to90 0 to 25 1.1 .5 .25
111 50 M Wind Direction (Not Used) ......
112 50 M Wind Speed (m/s) MI,El 0 to 90 0 to 25 1.1 .5 .25
113 5 M Air Temperature(C) Ml,E5 4-50 4-50 2.0 1.0 .5
114 Delta Temperature(C) M1,FA -4.4 to 6.7 -4.4 to 3.3 1.8 .1 .05
115 5 M DP (Not Used) .... . - -
116 Baro Pressure(mb) Ml,E3 700 to 930 711 to 914 1.7 2.0 1.5

PCM2: Vertical Plane Array (15.0 Kb/s, 69.44 Hz, 14.4 ms):
201 VPA Prop Vane WS-1 (m/s) AI,El 0 to 37 0 to 25 2.7 .5 .25
202 VPA Prop Vane WS-2 (m/s) AI,El 0 to 37 0 to 25 2.7 .5 .25
203 VPA Prop Vane WS-3 (m/s) Al,El 0 :o 37 0 to 25 2.7 .5 .25
204 VPA Prop Vane WS-4 (m/s) Al,El 0 to 37 0 to 25 2.7 .5 .25
205 VPA Prop Vane WS-5 (m/s) Al,El 0 to 37 0 to 25 2.7 .5 .25
206 VPA Prop Vane WS-6 (m/s) Al,El 0 to 37 0 to 25 2.7 .5 .25
207 VPA Prop Vane WS-7 (m/s) Al,El 0 to 37 0 to 25 2.7 .5 .25
208 VPA Prop Vane WS-8 (m/s) Al,El 0 to 37 0 to 25 2.7 .5 .25
209 VPA PV Hub Height WS-9 (m/s) AI,El 0 to 37 0 to 25 2.7 .5 .25
210 VPA PV Hub Height WD-9 (deg) AI,M6 0 to 360 112 to 292 .56 (f) 2.0 1.0
211 VPA Bi-Vane WS-12 (m/s) AI,_I 0 to 37 0 to 25 2.7 .5 .25
212 VPA Bi-Vane WD-12 (deg) AI,M6 0 to 360 112 to 292 .56 (f) 2.0 1.0
213 VPA Bi-Vane Wa-12 (deg) Al,M7 :t:50 +20 2.0 .5 .25
214 VPA Bi-Vane WS-13 (m/s) Al,El 0 to 37 0 to 25 2.7 .5 .25
215 VPA Bi-Vane WD-13 (deg) Al,M6 0 to 360 112 to 292 .56 (0 2.0 1.0
216 VPA Bi-Vane Wa-13 (deg) Al,M7 4-50 4-20 2.0 .5 .25

PCM3: VPA, Local Met, Tower, Turbine (60.0 Kb/s, 277.78 Hz, 3,6 ms):
301 VPA Prop Vane WS-10 (m/s) Al,El 0 to 37 0 to 25 2.7 .5 .25
302 VPA Prop Vane WS-11 (m/s) Al,El 0 to 37 0 to 25 2.7 .5 .25
303 LSS Azimuth Angle (deg) Al,M5 0 to 360 90 to 270 .28 (f) 1.0 .5
304 Yaw Moment (NT-m) AI,M10 +3500 5.0 175 88
305 Tower Bending E-W (N'T-m) Al,M9 4-55000 4-5200 5.0 2750 1375
306 Tower Bending N-S (NT-m) Al,M9 4-55000 +5200 5.0 2750 1375
307 Yaw Angle (deg) Al,M4 0 to 360 112 to 292 .56 (f) 2.0 1.0
308 GeneratorPower (Kw) Al,E6 4-40 ± 80 1.25 .5 .25
309 LSS Speed (Not Used) ......
310 TSI (South) X-Film U (Not Used) ......
311 TSI (South) X-Film W (Not Used) ......
312 TSI (North) X-Film U (Not Used) ......
313 TSI (North) X-Film W (Not Used) ......
314 Sonic AnemometerCn A (Not Used) ......
315 Sonic Anemometer Cn B (Not Used) ......
316 Sonic Anemometer Cn C (Not Used) ......
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Unsteady Aere Experiment Measurement Tolerances* (continued)

Quick C.al MeasurementRange Allowable Accuracy Max std
Look Deacfiption Procedure Max Calibrated Error Req'd error
Number # (EU) (ELI) (%) (±EU) (EU)
PCM4: Rotating Str.sin Gages, 80% Pressures (400.0 Kb/s, 520.83 Hz, 1.92 ms):
401 Root Flap Bending "RTFBM-A" (NT-m) A2 M8 4-3200 0 to 1800 5.0 160 80
402 Root Flap Bending "RTFBM-B" (Nl'-m) A2,M8 4-3200 0 to 1800 5.0 160 80
403 Root Flap Blade 2 "RTFBM-2"(NT-m) A2.M8 4-3200 0 to 1800 5.0 160 80
404 Root Flap Blade 3 "RTFBM-3"(lCI'-m) A2 M8 4-3200 0 to 1800 5.0 160 80
405 20% Flap Bending "20FBM",'NT-m) A2M8 4-3000 0 to 1555 5.0 150 75
406 40% Flap Bending "40FBM"(NT-m) A2.M8 4-2300 0 to 1150 5.0 115 58
407 50_ Flap Bending "50FBM"(NT-m) A2,M8 4-1400 0 to 950 5.0 70 35
408 60% Flap Bending "60FBM"(Not Used) ......
409 70_ Flap Bending "70FBM"(NT-m) A2,M8 +800 0 to 550 5.0 40 20
410 75 _ Flap Bending "75FBM" (Not Used) ......
411 80_ Flap Bending "80FBM"(Not Used) ......
412 85% Flap Bending "85FBM" (Not Used) ......
413 909t Flap Bending "90FBM"(NT-m) A2,M8 4-300 0 to 145 5.0 15 8
414 Root Edge Bending "RTEBM-A"(NT-m) A2,M8 4-3200 0 to 1800 5.0 160 80
415 20% Edge Bending "20EBM"(NT-m) A2,M8 4-3(XX) 0 to 1555 5.0 150 75
416 50_ Edge Bending "50EBM"(NT-m) A2,M8 :l:1400 0 to 950 5.0 70 35'
417 70_ Blade Torque "70TQ"(NT-m) A2,M8 4-1100 0 to 550 5.0 55 28
418 85% Edge Bending "85EBM"(Not Used) ......
419 Root Torque (Link) "RTrQ" (NT-m) A2,M8 +205 0 to 480 5.0 10 5
420 50% Torsion "50TQ"(NT-m) A2,M8 4-300 0 to 480 5.0 15 8
421 X-X LSS Bending "LSSX-X"(NT-m) A2,M8 + 13000 5.0 650 325
422 Y-Y LSS Bending "LSSY-Y"(NT-m) A2,M8 4-13000 5.0 650 325
423 LSSTorque "LSSTQ-A"(NT-m) A2,M8 4-6500 0 to 2000 5.0 325 163
424 LSS Torque "LSSTQ-B"(NT-m) A2,M8 +6500 0 to 2000 5.0 325 163
425 85% RTD (Not Used) ......
426 Load Cell for Blade Pull Testing (NT) A2,M8 0-900 0 to 900 2.0 (0 18 9
427 Pressure #1 StaPT10, 100_ trailing(psi) A3,A4 4-1.2 4-0.3 .579 .00695 .00347
428 Pressure#2 StaPT10, 92_ upper(psi) A3,A4 4-1.2 +0.3 .579 .00695 .00347
429 Pressure#4 StaPT10, 80% upper(psi) A3,A4 4-1.2 +0.3 .579 .00695 .00347
430 Pressure #6 StaPT10, 68% upper (psi) A3,A4 4-1.2 4-0.3 .579 .00695 .00347
431 Pressure#8 StaPTI0, 56_ upper (psi) A3,A4 4-1.2 4-0.3 .579 .00695 .00347
432 Pressure #10 StaPT10, 44% upper (psi) A3,A4 4-1.2 +0.3 .579 .00695 .00347
433 Pressure#11 $taPT10, 36_ upper(psi) A3,A4 + 1.2 4-0.3 .579 .00695 .00347
434 Pressure#12 StaPT10, 28% upper (psi) A3,A4 4-1.2 +0.3 .579 .00695 .00347
435 Pressure#13 StaPT10, 20% upper (psi) A3,A4 + 1.2 4-0.3 .579 .00695 .00347
436 Pressure #14 StaPT10, 14% upper(psi) A3,A4 4-1.2 4-0.3 .579 .00695 .00347
437 Pressure #15 StaPT10, 10% upper (psi) A3,A4 + 1.2 +0.3 .579 .00695 .00347
438 Pressure#16 StaPT10, 8_ upper(psi) A3,A4 4-1.2 4-0.3 .579 .00695 .00347
439 Pressure #17 StaPT10, 6% upper (psi) A3,A4 4-1.2 +0.3 .579 .00695 .00347
440 Pressure #18 StaPT10, 4% upper(psi) A3,A4 4-1.2 +0.3 .579 .00695 .00347
441 Pressure#19 $taPT10, 2% upper(psi) A3,A4 4-1.2 4-0.3 .579 .00695 .00347
442 Pressure#'20 StaPT10, 1% Upper(psi) A3,A4 4-1.2 +0.3 .579 .00695 .00347
443 Pressure #21 StaPTl0, 0.5_ upper (psi) A3,A4 + 1.2 +0.3 .579 .00695 .00347
444 Pressure#22 StaPT10, 0% leading(psi) A3,A4 4-1.2 4-0.3 .579 .00695 .00347
445 ?ressure #23 StaPT10, 0.5_ lbwer (psi) A3,A4 4-1.2 +0.3 .579 .00695 .00347
446 Pressure#24 StaPT10, 1% lower (psi) A3,A4 4-1.2 4-0.3 .579 .00695 .00347
447 Pressure#25 StaPT10, 2% lower (psi) A3,A4 + 1.2 +0.3 .579 .00695 .00347
448 Pressure#26 StaPTI0, 4_ lower (psi) A3,A4 4-1.2 +0.3 .579 .00695 .00347
449 Pressure#28 StaPTl0, 8% lower (psi) A3,A4 4-1.2 4-0.3 .579 .00695 .00347
450 Pressure#30 StaPT10, 14_ lower (psi) A3,A4 4-1.2 +0.3 .579 .00695 .00347
451 Pressure#32 StaPT10, 28% lower (psi) A3,A4 4-1.2 4-0.3 .579 .00695 .00347
452 Pressure#34 StaPT10, 44% lower (psi) A3,A4 4-1.2 +0.3 .579 .00695 .00347
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Unsteady Aero Experiment Measurement Tolerances* (continued)

Quick Cal Measurement Range Allowable A.ccuracy Max std
Look Description Procedure Max Calibrated Error Req'd error
Number # _LO _U) (%) (+EL 0 (ELF)
PCM4: Continued (400.0 Kb/s, 520.83 Hz, 1.92 ms)
453 Pressure#36 StaPT10, 68 % lower (psi) A3,A4 4-1.2 +0.3 .579 .00695 .00347
454 Pressure#38 StaPT10, 92% lower (psi) A3,A4 :1:1.2 +0.3 .579 .00695 .00347
455 Pressure#18 StaFIg, 4% upper (psi) A3,A4 4-1.2 :t:0.3 .500 .00600 .00300
456 Pressure#11 SttFIg, 36% upper(psi) A3,A4 4-1.2 +0.3 .500 .00600 .00300
457 Pressure#11 StaPTS, 36% upper(psi) A3,A4 +1.2 +0.3 .439 .00527 .00264
458 Total PressureProbe, 86% span (psi) A3,A4 :t:1.2 +0.3 .579 .00695 .00347
459 Absolute ReferencePressure(mb) E3 800-1100 711-914 2.0 3.0 1.5
460 CalibrationPressure(psi) (Cal Only) E2 :1:0.3 +0.5 .222 (f) .00133 .00044**
461 Pitch Angle (degrees) M3 -106 to 71 -10 to 20 1.0 1.0 .5
462 PCM Voltage Monitor (Quick-Look Only) - + 140 10 14 7

PCMS: Rotating 30% and 40% Pressures (400.0 Kb/s, 520.83 Hz, 1.92 ms):
801 Absolute ReferencePressure(Not Used) ......
802 CalibrationPressure(Cal Only) E2 4-0.3 :i:0.5 .222 (f) .00133 .00044**
803 Spare ......
804 Pressure#1 StaPT1, 100% trailing (psi) A2,A3 +0.43 4-0.3 .310 .00133 .00067
805 Pressure#4 StaPT1, 80% upper (psi) A2,A3 +0.4 _ 4-0.3 .310 .00133 .00067
806 Pre,.csure#6 StaPT1, 68% upper (psi) A2,A3 +0.43 +0.3 .310 .00133 .00067
807 Pressure#8 StaPT1, 56% upper (psi) A2.A3 +0.43 +0.3 .310 .00133 .00067
808 Pressure#10 StaPTI, 44% upper (psi) A2,A3 +0.43 +0.3 .310 .00133 .00067
809 Pressure#11 StaPT1, 36% upper (psi) A2,A3 4-0.43 +0.3 .310 .00133 .00067
810 Pressure#13 StaPT1,20% upper(psi) A2,A3 +0.43 :1:0.3 .310 .00133 .00067
811 Pressure#14 StaPT1, 14% upper (psi) A2,A3 :t:0.43 +0.3 .310 .00133 .00067
812 Pressure#15 StaPT1, 10% upper (psi) A2,A3 +0.43 4-0.3 .310 .00133 .00067
813 Pressure#16 StaPT1, 8% upper (psi) A2,A3 +0.43 4-0.3 .310 .00133 .00067
814 Pressure#17 StaPT1, 6% upper (psi) A2,A3 :/:0.43 +0.3 .310 .00133 .00067
815 Pressure#18 StaFT1, 4% upper (psi) A2,A3 4-0.43 :t:0.3 .310 .00133 .00067
816 Pressure#19 StaFT1, 2% upper (psi) A2,A3 +0.43 4-0.3 .310 .00133 .00067
817 Pressure#21 StaPT1, 0.5% upper (psi) A2,A3 +0.43 +0.3 .310 .00133 .00067
818 Pressure #22 StaPT1, 0% leading (psi) A2,A3 +0.43 +0.3 .310 .00133 .00067
819 Pressure#23 StaPTI, 0.5% lower (psi) A2,A3 :t:0.43 +0.3 .310 .00133 .00067
820 Pressure#24 StaPT1, 1% lower (psi) A2,A3 :t:0.43 +0.3 .310 .00133 .00067
821 Pressure#25 StaPT1, 2% lower (psi) A2,A3 5:0.43 4-0.3 .310 .00133 .00067
822 Pressure#26 StaPT1, 4% lower (psi) A2,A3 +0.43 +0.3 .310 .00133 .00067
823 Pressure#28 StaPTI, 8% lower (psi) A2,A3 +0.43 +0.3 .310 .00133 .00067
824 Pressur,;#30 StaPT1, 14% lower (psi) A2,A3 4-0.43 4-0.3 .310 .00133 .00067
825 Pressure#31 StaPT1, 20% lower (psi) A2,A3 +0.43 +0.3 .310 .00133 .00067
826 Pressure#34 StaPT1, 44% lower (psi) A2,A3 +0.43 +0.3 .310 .00133 .00067
827 Pressure#36 StaPT1, 68% lower (psi) A2,A3 +0.43 +0.3 .310 .00133 .00067
828 Pressure#38 St_I'l, 92% lower (psi) A2,A3 +0.43 --0.3 .310 .00133 .00067
829 Pressure#18 StaIrF2,4% upper (psi) A2,A3 5:0.43 5:0.3 .404 .00174 .(XX)87
830 Pressure#11 StaPT2, 36% upper (psi) A2,A3 5:0.43 :1:0.3 .404 .00174 .00087
831 Pressure#11 StaPT3, 36% upper (psi) A2,A3 4-0.43 +0.3 .495 .00213 .00106
832 Total PressureProbe, 34% span (psi) A2,A3 -t-0.43 +0.3 .310 .00133 .00067
833 Pressure#I StaPT4,100% trailing(psi) A2,A3 "*'0.43 :i:0.3 .620 .0G267 .00133
834 Pressure#2 StaPT4, 92% upper (psi) A2,A3 +0.43 +0.3 .620- .00267 .00133
835 Pressure#4 StaPT4, 80% upper (psi) A2,A3 4-0.43 +0.3 .620 .00267 .00133
836 Pressure#6 StaPT4, 68% upper (psi) A2,?_ +0.43 4-0.3 .620 .00267 .00133
837 Pressure#8 StaPT4, 56% upper(psi) A2,A3 -_.43 +0.3 .620 .00267 .00133
838 Pressure#10 StaPT4, 44% upper (psi) A2,A3 +0._3 +0.3 .620 .00267 .00133
839 Pressure#11 StaPT4, 36% upper (psi) A2,A3 +0.,;3 ±0.3 .620 .00267 .00133
840 Pressure#12StaPT4,28% upper(psi) A2,A3 +0.,_3 +0.3 .620 .00267 .00133
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Unsteady Aero Experiment Measurement Tolerances* (continued)

Quick C.al Measurement Range Allowable Accuracy Max std
Look Description Procedure Max Calibrated Error Req'd error
Number # _IJ) (ELI) (%) (:I:ELD (ELI)
PCM8: Continued(400.0Kb/s,520.83Hz, 1.92ms):
841 Pressure#13StaPT4,20% upper(psi) A2,A3 +0.43 +0.3 .620 .00267 .00133
842 Pressure#14StaPT4,14% upper(psi) A2,A3 :I:0.43 :1:0.3 .620 .00267 .00133
843 Pressure#15StJtPT4,10% upper(psi) A2,A3 :1:0.43 +0.3 .620 .00267 .00133
844 Pressure#16 StaPT4, 8% upper(psi) A2,A3 :1:0.43 -t-0.3 .620 .00267 .00133
845 Pressure#17 StaPT4, 6% upper(psi) A2,A3 +0.43 +0.3 .620 .00267 .00133
846 Pressure#18StaPT4,4% upper(psi) A2,A3 :1:0.43 -I-0.3 .620 .00267 .00133
847 Pressure#19 StaPT4, 2_ upper(psi) A2,A3 +0.43 +0.3 .620 .00267 .00133
848 Pressure#20 StaPT4, 1% upper (psi) A2,A3 ±0.43 :t:0.3 .620 .00267 .00133
849 Pressure#21 StaPT4, 0.5% upper (psi) A2,A3 :t:0.43 +0.3 .620 .00267 .00133
850 Pressure#22StaPT4,0% leading(psi) A2,A3 +0.43 :I:0.3 .620 .00267 .00133
851 Pressure#23 StaPT4, 0.5% lower (psi) A2,A3 +0.43 +0.3 .620 .00267 .00133
852 Pressure#25 StaPT4, 2% lower (psi) A2,A3 -1-0.43 +0.3 .620 .00267 .00133
853 Pressure#26 StaPT4, 4% lower (psi) A2,A3 +0.43 +0.3 .620 .00267 .00133
854 Pressure#27 StaPT4, 6% lower (psi) A2,A3 +0.43 +0.3 .620 :10267 .00133,
855 Pressure#28 StaFT4, 8% lower (psi) A2,A3 _0.43 +0.3 .620 .fX)267 .00133
856 Pressure#30 StaFF4, 14% lower (psi) A2,A3 +0.43 +0.3 .620 .00267 .00133
857 Pressure#32 StaPT4, 28% lower (psi) A2,A3 +0.43 +0.3 .620 .00267 .00133
858 Preasure#34 StaPT4, 44% lower (psi) A2,A3 +0.43 -1-0.3 .620 .00267 .00133
859 Pressure#36 StaPT4, 68% lower (psi) A2,A3 +0.43 -1-0.3 .620 .00267 .00133
860 Pressure#38 StaPT4, 92% lower (psi) A2,A3 -I-0.43 +0.3 .620 .00267 .00133
861 Pressure#18 StaFI3, 4% upper (psi) A2,A3 :t:0.43 +0.3 .495 .00213 .00106
862 Total PreasureProbe, 50.6% span (psi) A2,A3 +0.43 +0.3 .620 .00267 .00133

PCMg: Rotating 63% Pressures, Angle of Attack (400.0 Kb/s, 520.83 Hz, 1.92 ms):
901 Pressure#11 StaPT5, 36 % upper (psi) A2,A3 + 1.2 +0.3 .262 .00317 .00159
902 Pressure #18 StaPT5,4% upper (psi) A2,A3 + 1.2 5:0.3 .262 .00317 .00159
903 Pressure#IStaFf'7,100% trailing(psi) A2,A3 :/:1.2 +0.3 .372 .00447 .00223
904 Pressure#2 StaFI'/, 92% upper (psi) A2,A3 4-1.2 +0.3 .372 .00447 .00223
905 Pressure #4 StaPT7, 80% upper(psi) A2,A3 :1:1.2 4-0.3 .372 .00447 .00223
906 Pressure#6 StaFI'7, 68% upper(psi) A2,A3 ± 1.2 +0.3 .372 .00447 .00223
907 Pressure#8 StaPT7,56% upper(psi) A2,A3 +1.2 :1:0.3 .372 .00447 .00223
908 Pressure #10 StaPTT, 44% upper (psi) A2,A3 :t:1.2 +0.3 .372 .00447 .00223
909 Pressure #11 StaP'I'7, 36% upper (psi) A2,A3 :I:1.2 :1:0.3 .372 .00447 .00223
910 Pressure#12StaFf'7,28% upper(psi) A2,A3 :I:1.2 +0.3 .372 .00447 .00223
911 Pressure#13StaPT7,20% upper(psi) A2,A3 :i:1.2 +0.3 .372 .00447 .00223
912 Pressure #14 StaFF7, 14% upper (psi) A2,A3 ± 1.2 +0.3 .372 .00447 .00223
913 Pressure #15 StaPT7,10% upper (psi) A2,A3 4-1.2 +0.3 .372 .00447 .00223
914 Pressure#16 StaPT7, 8% upper (psi) A2,A3 4-1.2 :1:0.3 .372 .00447 .00223
915 Pressure#17 St_'YI'7,6% upper (psi) A2,A3 +1.2 +0.3 .372 .00447 .00223
916 Pressure #18 StaPT7, 4% upper (psi) A2,A3 +1.2 +0.3 .372 .00447 .00223
917 Pressure #19 StaPT7, 2% upper (psi) A2,A3 + 1.2 +0.3 .372 .00447 .00223
918 Pressure#20 StaPT7, 1% upper (psi) A2,A3 + 1.2 +0.3 .372 .00447 .00223
919 Pressure #21 StaFT7, 0.5% upper(psi) A2,A3 :1:1.2 +0.3 .372 .00447 .00223
920 Pressure #22StalrFT,0% leading(psi) A2,A3 4-_.2 +0.3 .372 .00447 .00223
921 Pressure #23 StaFF7, 0.5% lower (psi) A2,A3 + 1.2 +0.3 .372 .00447 .00223
922 Pressure#24StaFl'7, 1% lower (psi) A2,A3 ± 1.2 +0.3 .372 .00447 .00223
923 Pressure #25 StaPT7, 2% lower (psi) A2,A3 4-1.2 ±0.3 .372 .00447 .00223
924 Pressure #26 StaPT7, 4% lower (psi) A2,A3 + 1.2 :1:0.3 .372 .00447 .00223
925 Pressure #28 StaFl'7, 8% lower (psi) A2,A3 ±1.2 +0.3 .372 .00447 .00223
926 Pressure#30 StaPT7, 14% lower (psi) A2,A3 :t:1.2 :1:0.3 .372 .00447 .00223
927 Pressure#32 StaFT7, 28 % lower (psi) A2,A3 + 1.2 +0.3 .372 .00447 .00223
928 Pressure #34 StaPT7, 44% lower (psi) A2,A3 + 1.2 4-0.3 .372 .00447 .00223
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Unsteady Aero Experiment Measurement Tolerances* (continued)

Quick Cal Meuuroment Range Allowable Accuracy Max std
Look Description Procedure Max Calibrated Error Req'd error
Number # _U) (ELI) ....... _%) (+EU) _U) ,
PCM9: Continued (400.0 Kb/s, $20.83 Hz, 1.92 ms):
929 Pressure#36 StaFI'7, 6895 lower (psi) A2,A3 + 1.2 +0.3 .372 .00447 .00223
930 Pressure#38 StaFr7, 92_ lower (psi) A2,A3 + 1.2 4-0.3 .372 .00447 .00223
931 Pressure#18 StaPT6, 49$ upper(psi) A2,A3 + 1.2 +0.3 .321 .00386 .00192
932 Pressure#18 StaPTS, 4_ upperq,psi) A2,A3 4.1.2 +0.3 .439 .00527 .00264
933 Pressure#11 StaPT6, 36_ upper (psi) A2,A3 :l:1.2 +0.3 .321 .00386 .00192
934 Total PressureProbe, 67.3 _ span (psi) A2,A3 :t:1.2 +0.3 .372 .00447 .00223
935 Angle-of-Attack, 86_ span(degrees) M2 -22 to 55 -20 to 40 2.6 1.0 .5
936 Ground ......

937 Angle-of-Attack, 67.3 % span (degrees) M2 -22 to 55 -20 to 40 2.6 1.0 .5
938 Ground ......

939 Do Not Use (Bad channel) ......
940 Ground ......

941 Angle-of-Attack, 34% span(degrees) M2 -22 to 55 -20 to 40 2.6 1.0 .5
942 Ground ......

943 Nitrogen Pressure (psi) (Quick-Look Only) - +2000 10 200 100
944 + 15 Volt Power Monitor (V) (Quick-Look Only) - +20 10 1.5 .8
945 -15 Volt Power Monitor (V) (Quick-Look Only) - :t:20 10 1.5 .8
946 Angle-of-Attack, 50.6% span(degrees) M2 -22 to 55 -20 to 40 2.6 1.0 .5
947 DC GroundMonitor (counts) (Quick-Look Only) - 0 to 4095
948 Sp',,_ ......
949 Spare ......
950 Spare ......
951 Spare ......
952 Spare ......
953 Absolute ReferencePressme E3 800-1100 711-914 2.0 3.0 1.5
954 CalibrationPressure(CadOnly) E4 -1-0.3 +0.5 .222 (f) .00133 .00044"*
955 Spare ......
956 Spare - - ., - - -
957 Spare ......
958 Spare ......
959 Spare ......
960 Spare .......
961 Spare ......
962 Spare ......

Notes

* Ali measured channels and their corresponding calibration requirementsare listed here. The fi_'stcolumn
shows channel ID number as it is referenced by the Quick-Look system. The first digit is the PCM stream
numberand the next two digits are the PCM frame number. Column 2 contains channel descriptions and units.
Each channel has defined calibrationprocedures identified in column 3 which are performedto meastm) the end to
end accuracyof ali channels. The proceduresare identified by the letterA, E or M, followed by a number. The
letter designates 3 basic types of calibrations An "E"designates those channels in which the transducerrequires
an external calibration, such as anamometersin the wind tunnel. An "A"designates an automaticc_ibration in
which many incoming signals can be automatically placed in a known calibration state. ,An "M') designates
calibrations which require manual placement of transducersinto a position to enable calibrating. The number
which follows identifies a specific procedure to be followed in order to calibrate that channel. These are
described in detail in Appendix D. Channels with type "E" calibrations are done in two parts in which the
transducerand electronics are calibratedseparately, then RMS summed to determine overall chanmfl accuracy.
Ali otherchannels are end-to-endcalibratedto directlymeasurethe full channelresponse. Some chaauels (suchas
pressuresand strain-gages)requiretwo end-to-endcals, one to calculateslope, andanotherto ¢_culate,offset.
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The next two columns show the measurementrange. Column 4 shows the full datarangeby identifying estimated
dataextremesover which accuratemeasurementscan be made. Column 5 shows the rangeover which the channel
transduceris _ypicallycalibrated. Since all incoming signals are linear, calibration coefficients are theoretically
accurateover the full measurementrange. However, a higher level of confidence is associated with measm_ments
of demonstratedaccuracymade within the calibrationrange.

Channel measurement tolerances can be defined in term_ of required absolute measurementaccuracy. For
example, it could be specified thattemperaturemeasurementsmade over the range of Y.,,. to Y_,_ be accurate to
±Q,w degrees C. Column 7 shows the required oventll measurement accuracy ±Q,,, for each channel in
engineering units over the data range of c_lumn 4. The requirements are based on subsequent processed data
needs.

It may not always be desirable to express measurementtolerances in engineering units. It is often necessary to
quantify the accuracy of intermediate processes which occur prior to engineering unit conversion. For this
reason, measurementtolerances arealso specified in terms of percent acceptableerrorover a given measurement
range. For example, wind speed measurementerrors can be specified not to exceed +Q.,, percent of a given
measurementrange. Column 6 lists the maximumallowable error ±Q.,, for each channel. Q._ is specified as a
percentageof either half or full measurementrange.

Most channels are set up to provide data measurementsover a large range to cover ali possible conditions.
Typical values, however, occur only within a small portion of the full range. Excursions to range extremes can
be _, but seldom occur. It is therefore not practical to base calibration requirements on the full data
range. Rather, measurementerrors for these types of channels are defined not exc_ecl ± Q_ percent of half the

measurementrange of _'_(Y-..'YI,)" Examples are wind speed and blade pressure measurements. Most of the
channels in the table use the half-range error criteria. Some channels, however, require the specified accuracy
across the full measurementrange. For these, the requiredaccuracyis +Q_ percent of the _Ii range of Y._-
Y.,.. Examples of channels using the full-range criteria are azimuth angle and wind dire_tior,, and are identified
with by a (tj in column 6.

The relationshipbetween Q_ and Q,= is a functionof the measurementrange, and is defined as:

Q.= = Q.,, I_(Y_,x- Y,,_) for half-rangeac_urscy
Q,., = Q.,, CY,_. - Y.=,) for full-rangeaccuracy

To check acceptable channel drift tolerances, the error level in column 6 defines maximum allowable slope
difference between results of two successive slope calibrationsequences. Typically, for each data interval, a pre
and post calibration sequence is conducted. If the percent differencebetween slopes calculated at each time has
not ¢hang_ beyond the specified level, then the drift is not significant, and the data is considered valid.
Similarly, maximum allowable offset difference is defined by the maximum measurementaccuracy value in
column 7.

Ali calibrationmeasurementsshould be made within the requiredaccuracy to a 95 _ or greaterstatistical degree of
confidence. This means that there should be at least a 95 _ probability that calibrationmeasurementsfall within

the specified errorband. The 95.45% range is defined as ±2Sr, where Sr is the standarderror (also called the
sample standarddeviation). This identity is used to determine the acceptableerror range. Maximum allowable
standarderrors to achieve the 95 _ confidence level are shown for each channel in the last column, and were
calculatedfrom:

S,_ =2"_

The Unsteady Aero Experiment requires many calibrations to be quickly conducted in the field. To ensure
accuracyand verify calibration results, standarderrorvalues from column 8 are compared to those calculated in
the field duringQuick-Look calibrationsequences. This provides test eagineers with an immediateestimation of
calibration validity. A full rigorous statistical analysis could also be conducted in order to provide additional
useful calibration information, including confidence limits for the regression coefficients and individual mean
sample values. Due to limitations imposed by PC-based processing, this is not done in the field, but could be
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post-calculated if required. 95% confidence limits for least-squares regression slope value m are determined
from:

t._j
m + _-._ $,

where t.rn is the student t distribution for N samples at the .975 level (me 5 • significance / 2), and S, is the
standarddeviation of the measuredX values. Similarly, 95 % confidence limits for the mean sample values can be
determinedusing standardstatistical techniques:

t._ (Xe"X )2

,,'o± I+,

where X is the meanof the measuredX values and Y0 is the predictedvalue of Y at X : Xe using the resulting

calculatedregression slope m and offset b, le. Y0 - mX0 + b.

• * For calibrating pressures, the refrence transduceris calibrated to a 99% confidence level that measurements
can be made to a requiredaccuracy of +.00133 psi accros the full calibration range of +.3 psi. The 99.73

level is defined as +3Sr,, which is typically used when calibrating reference tnmsducers from which other
calibrations are derived. For pressure calibrations, requiredpressure measurementaccuracy is 10_ of the total
induced pressure.
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Appendix C

UnsteadyAero ExperimentChannelData Rates
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Unsteady Aero Experiment Channel Data Rates

Quick/EXP Filter Dec/BW Sample No. Per
Look/Tag Description Setting (Nth Seq/) Rate DT 144 msec
Number (Hz} (Hz) (Hz} (msec} record
PCMI: North Met Tower (7.5 Kb/s, 34.72 Hz, 28.8 ms):
101/1301 20 M Hot Film (Not Used) - 5/1 6.94 144.0 1
102/1302 18 M Sonic ChannelA (Not Used) - 5/1 6.94 144.0 1
103/1303 18 M Sonic Channel B (Not Used) - 5/1 6.94 144.0 1
104/1304 18 M Sonic Channel C (Not Used) - 5/1 6.94 144.0 1
105/1305 5 M WindDirection (Not Used) 1 5/1 6.94 144.0 1
106/1306 5 M WindSpeed 1 5/1 6.94 144.0 1

' 107/1307 10 M WindDirection (Not Used) 1 5/1 6.94 144.0 1
108/1308 10 M Wind Speed 1 5/1 6.94 144.0 1
109/1309 20 M WindDirection (Not Used) I 5/1 6.94 144.0 1
110/1310 20 M Wind Speed I 5/1 6.94 144.0 1
111/1311 50 M Wind Direction (Not Used) 1 5/1 6.94 144.0 1
112/1312 50 M Wind Speed 1 5/1 6.94 144.0 1
113/1313 5 M Air Temperature I 5/1 6.94 144.0 1
114/1314 Delta Temperature 1 5/1 6.94 144.0 1
115/1315 5 M DP (Not Used) - 5/1 6.94 144.0 1
116/1316 BaroPressure 1 5/I 6.94 144.0 I

PCM2: Vertical Plane Array (15.0 Kb/s, 69.44 Hz, 14.4 ms):
201/0201 VPA Prop Vane WS-1 2 5/2 13.9 72.0 2
202/0202 VPA Prop Vane WS-2 2 5/2 13.9 72.0 2
203/0203 VPA Prop Vane WS-3 2 5/2 13.9 72.0 2
204/0204 VPA Prop Vane WS-4 2 5/2 13.9 72.0 2
205/0205 VPA Prop Vane WS-Y, 2 5/2 13.9 72.0 2
206/0206 VPA Prop Vane WS-6 2 5/2 13.9 72.0 2
207/0207 VPA Prop Vane WS-7 2 5/2 13.9 72.0 2
208/0208 VPA Prop Vane WS-8 2 5/2 13.9 72.0 2
209/0209 VPA PV Hub Height WS-9 2 5/2 13.9 72.0 2
210/0210 VPA PV Hub Height WD-9 2 5/2 13.9 72.0 2
211/0211 VPA Bi-Vane WS-12 2 5/2 13.9 72.0 2
212/0212 VPA Bi-Vane WD-12 2 5/2 13.9 72.0 2
213/0213 VPA Bi-Vane Wa-12 2 5/2 13.9 72.0 2
214/0214 VPA Bi-VaneWS-13 2 5/2 13.9 72.0 2
215/0215 VPA Bi-Van_ WD-13 2 5/2 13.9 72.0 2
216/0216 VPA Bi-VaneWa-13 2 5/2 13.9 72.0 2

PCM3: VPA, Local Met, Tower, Turbine (60.0 Kb/s, 277.78 Hz, 3.6 ms):
301/0301 VPA PropVane WS-10 2 20/2 13.9 72.0 2
302/0302 VPA PropVane WS-11 2 20/2 13.9 72.0 2
303/0303 LSS Azimuth Angle 32 0/54 277.78 3.6 40
304/0304 Yaw Moment 40 0/54 277.78 3.6 40
305/0305 Tower Bending E-W 40 0/54 277.78 3.6 40
306/0306 Tower Bending N-S 40 0/54 277.78 3.6 40
307/0307 Yaw Angle 10 5/11 55.56 18.8 8
308/0308 GeneratorPower 54 0/54 277.78 3.6 40
309/0309 LSS Speed (Not Used) - 40/1 6.94 144.0 1
310/0310 TSI (South) X-Film U (Not Used) - 40/1 6.94 144.0 1
311/0311 TSI (South) X-Film W (Not Used) - 40/1 6.94 144.0 1
312/0312 TSI (North) X-Film U (Not Used) - 40/1 6.94 144.0 1
313/0313 TSI (North) X-Film W (Not Used) - 40/1 6.94 144.0 1
314/0314 Sonic Anemometer Ch A (Not Used) - 40/I 6.94 144.0 1
315/0315 Sonic AnemometerCh B (Not Used) - 40/1 6.94 144.0 1
316/0316 Sonic Anemometer Ch C (Not Used) - 40/1 6.94 144.0 1
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Unsteady Aero Experiment Channel Data Rates (Continued)

Quick/EXP Filter Dec/BW Sample No. Per
Look/Tag Description Setting (Nth Seq/) Rate DT 144 msec
Number (Hz) (Hz) (Hz) (msec) record
PCM4: Rotating Strain Gages, 80% Pressures (400.0 Kb/s, 520.83 Hz, 1.92 ms):
40111101 Root Flap Bending "RTFBM-A" 100 01104 520.83 1.92 75
402/1102 Root Flap Bending "RTFBM-B" 100 0/104 520.83 1.92 75
403/1103 Root Flap Blade 2 "RTFBM-2" 100 0/104 520.83 1.92 75
404/1104 Root Flap Blade 3 "RTFBM-3" 100 0/104 520.83 1.92 75
405/1105 20% Flap Bending "20FBM" 100 0/104 520.83 1.92 75
406/1106 40% Flap Bending "40FBM" 100 0/104 520.83 1.92 75
407/1107 50% Flap Bending "50FBM" 100 0/104 520.83 1.92 75
408/1108 60% Flap Bending "60FBM"(Not Used) - 75/1 6.94 144.0 1
409/1109 70% Flap Bending "70FBM" 100 0/104 5,'./0.83 1.92 75
410/1110 75% Flap Bending "75FBM"(Not Used) - 75/1 6.94 144.0 1
411/1111 80% Flap Bending "80FBM"(Not Used) - 75/1 6.94 144.0 1
412/1112 85% Flap Bending "85FBM"(N_ Used) - 75/1 6.94 144.0 1
413/1113 90% Flap Bending "90FBM" 100 0/104 520.83 1.92 75
414/1114 Root Edge Bending "RTEBM-A" 100 0/104 520.83 1.92 75
415/1115 20% Edge Bending "20EBM" 100 0/104 520.83 1.92 75
416/1116 50% Edge Bending "50EBM" 100 0/104 520.83 1.92 75
417/1117 70% Blade Torque "70TQ" 100 0/104 520.83 1.92 75
418/1118 85% Edge Bending "85EBM"(Not Used) - 75/1 6.94 144.0 1
419/1119 Root Torque (Link) "RTTQ" 100 0/104 520.83 1.92 75
420/1120 50% Torsion "50TQ" 100 0/104 520.83 1.92 75
421/1121 X-X LSS Bending "LSSX-X" 100 0/104 520.83 1.92 75
422/1122 Y-Y LSS Bending "LSSY-Y" 100 0/104 520.83 1.92 75
423/1123 LSS Torque "LSSTQ-A" 100 0/104 520.83 1.92 75
424/1124 LSSTorque'LSSTQ-B" 100 0/104 520.83 1.92 75
425/1125 85% RTD (Not Used) - 75/1 6.94 144.0 1
426/1126 Load Cell forBlade Pull Testing (C.alOnly) - 75/1 6.94 144.0 1
427/1127 Pressure#1 StaPTI0, 100% trailing 100 0/104 520.83 1.92 75
428/1128 Pressure#2 StaPT10, 92% upper 100 0/104 520.83 1.92 75
429/1129 Pressure#4 StaPT10, 80% upper 100 0/104 520.83 1.92 75
430/1130 Pressure#6 StaPT10, 68% upper 100 0/104 520.83 1.92 75
431/1131 Pressure#8 StaPT10, 56% upper 100 0/104 520.83 1.92 75
432/1132 Pressure#10 StaPT10, 44% upper 100 0/104 520.83 1.92 75
433/1133 Pressure#11 StaPT10, 36% upper 100 0/104 520.83 1.92 75
434/1134 Pressure #12 StaPT10, 28% upper I00 0/104 520.83 1.92 75
435/1135 Pressure#13 StaPT10, 20% upper 100 0/104 520.83 1.92 75
436/1136 Pressure#14 StaPT10, 14% upper 100 0/104 520.83 1.92 75
437/1137 Pressure#15 SIaPT10, 10% upper 100 0/104 520.83 1.92 75
438/1138 Pressure#16 StaPT10, 8% upper 100 0/104 520.83 1.92 75
439/1139 Pressure #17 StaPT10, 6% upper 100 0/104 520.83 1.92 75
440/1140 Pressure#18 StaPT10, 4% upper 100 0/104 520.83 1.92 75
441/1141 Pressure#19 StaPT10, 2% upper 100 0/104 520.83 1.92 75
442/1142 Pressure#20 StaPT10, 1% upper 100 0/104 520.83 1.92 75
443/1143 Pressure #21 StaPT10, 0.5% upper 100 0/104 520.83 1.92 75
444/1144 -__ #22 StaPT10, 0% leading' 100 0/104 520.83 1.92 75
445/1145 Pressure#23 StaPT10, 0.5% lower 100 0/104 520.83 1.92 75
446/1146 Pressure#24 StaPT10, 1% lower 100 0/104 520.83 1.92 75
447/1147 Pressure #25 StaPT10, 2% lower 100 0/104 520.83 1.92 75
448/1148 Pressure#26 StaPT10, 4% lower 100 0/104 520.83 1.92 75
449/1149 Pressure #28 StaPT10, 8% lower 100 0/104 520.83 1.92 75
450/1150 Pressure#30 StaPTI0, 14% lower 100 0/104 520.83 1.92 75
451/1151 Pressure#32 StaPT10, 28% lower 100 0/104 520.83 1.92 75
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Unsteady Aero Experiment Channel Data Rates (Continued)

Quick/EXP Filter Dec/BW Sample No. Per
Look/Tag Description SeOAng (Nth Seq/) Rate DT 144 msec
Number (Hz) (Hz) (Hz) (msec) record
PCM4: Continued (400.0 Kb/s, 520.83 Hz, 1.92 ms):
452/1152 Pressure #34 StaPT10, 44% lower 100 01104 520.83 1.92 75
453/1153 Pressure #36 StaPTI0, 68% lower 100 0/104 520.83 1.92 75
454/1154 Pressure#38 StaFT10, 92% lower 100 0/104 520.83 1.92 75
455/1155 Pressure #18 StaFf'9, 4% upper 100 0/104 520.83 1092 75
456/1156 Pressure#_l StaFIg, 36% upper 100 0/104 520.83 1.92 75
457/1157 Pressm_/11 StaPT8, 36% upper 100 0/104 520.83 1.92 75
458/1158 Total _'ressure Probe, 86% span 100 0/104 520.83 1.92 75
459/1159 Ab/_iute ReferencePressure 100 0/104 520.83 1.92 75

460/1160 C_ibration Pressure(Cal Only) - 75/1 6.94 144.0 1
461/1161 Pitch Angle 100 0/104 520.83 1.92 75
462/1162 PCM Voltage Monitor(Quick-Look Only) - 75/1 6.94 144.0 I

PCMS: Rotating 30% and 40% Pressures (400.0 Kb/s, 520.83 Hz, 1.92 ms):
801/1201 Absolute ReferencePressure(Not Used) - 75/1 6.94 144.0 1
802/1202 CalibrationPressure(Cal Only) - 75/1 6.94 144.0 1
803/1203 Spare - 75/1 6.94 144.0 1
804/1204 Pressure#1 $taPT1, 100% trailing 100 0/104 520.83 1.92 75
805/1205 Pressure#4 StaPTl, 80% upper 100 0/104 520.83 1.92 75
806/1206 Pressure#6 Statrl'l, 68% upper 100 0/104 520.83 1.92 75
807/1207 Pressure#8 StaPT1, 56% upper 100 0/104 520.83 1.92 75
808/1208 Pressure#10 StaPT1, 44% upper 100 0/104 520.83 1.92 75
80911209 Pressure #11 StaFtl, 36% upper 100 01104 520.83 1.92 75
810/1210 Pressure #13 Statrrl, 20% upper 100 0/104 520.83 1.92 75
811/1211 Pressure #14 StaPT1, 14% upper 100 0/104 520.83 1.92 75
812/1212 Pressure #15 StaPT1, 10% upper 100 0/104 520.83 1.92 75
813/1213 Pressure #16 StaFT1, 8% upper 100 0/104 520.83 1.92 75
814/1214 Pressure #17 StaPT1, 6% upper 100 0/104 520.83 1.92 75
815/1215 Pressure#18 StaPT1, 4% upper 100 0/104 . 520.83 1.92 75
816/1216 Pressure #19 StaPT1, 2% upper 100 0/104 520.83 1.92 75
817/1217 Pressure#21 StaPT1, 0.5% upper 100 0/104 520.83 1.92 75
818/1218 Pressure #22 StaPT1, 0% leading 100 0/104 520.83 1.92 75
819/1219 Pressure#23 StaPT1, 0.5% lower 100 0/104 520.83 1.92 75
820/1220 Pressure#24 StaPT1, 1% lower 100 0/104 520.83 1.92 75
821/1221 Pressure025 StaPT1, 2% lower 100 0/104 520.83 1.92 75
82211222 Pressure#26 StaPT1, 4% lower 100 0/104 520.83 1.92 75
823/1223 Pressure#28 StaPT1, 8% lower 100 0/104 520.83 1.92 75
824/1224 Pressure #30 StaPT1, t4% lower 100 0/104 520.83 1.92 75
825/1225 Pressure#31 StaPT1, 20% lower 100 0/104 520.83 1.92 75
826/1226 Pressure#34 StaPT1, 44% lower 100 0/104 520.83 1.92 75
827/1227 Pressure#36 StaIrI'l, 68% lower 100 0/104 520.83 1.92 75
828/1228 Pressure#38 StaFT1, 92% lower 100 0/104 520.83 1.92 75
829/1229 Pressure#18 StaFf'2, 4% upper 100 0/104 520.83 1.92 75
830/1230 Pressure#11 StaFF2, 36% upper 100 0/104 520.83 1.92 75
831/1231 Pressure#11 StaPT3, 36% upper 100 0/104 520.83 1.92 75
832/1232 Total Pressure Probe, 34% span 100 0/104 520.83 1.92 75
833/1233 Pre,_ure#1 StaFT4, 100% trailing 100 0/104 520.83 1.92 75
834/1234 Pressure#2 StaPT4, 92% upper 100 0/104 520.83 1.92 75
835/1235 Pressure#4 StaPT4, 80% upper 100 0/104 520.83 1.92 75
836/1236 Pressure#6 StaPT4, 68% upper 100 0/104 520.83 1.92 75
837/1237 Pressure #8 StaPT4, 56% upper 10O 0/104 520.83 1.92 75
838/1238 Pressure#10 StaPT4, 44% upper 100 0/104 520.83 1.92 75
839/1239 Pressure #11 StaPT4, 36% upper 100 0/104 520.83 1.92 75
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Unsteady Aero Experiment Channel Data Rates (Continued)

Quick/EXP Filter Dec/BW Sample No. Per
Look/Tag De_._iption Setting (Nth Seq/) Rate DT 144 msec
Number (Hz) (Hz) (Hz) (msec) record
PCM8: Continued (400.0 Kb/s, 520.83 Hz, 1.92 ms):
84011240 Pressure#12 StaPT4, 28% upper 100 01104 520.83 1.92 75
84111241 Pressure#13 StaPT4, 2095 upper 100 01104 520.83 1.92 75
84211242 Pressure#14 StaPT4, 1495upper I00 01104 520.83 1.92 75
84311243 Pressure#15 StaPT4, 1095upper 100 01104 520.83 1.92 75
844/1244 Pressure#16 StaPT4, 895 upper 100 0/104 520.83 1.92 75
845/1245 Pressure#17 StaPT4, 695 upper 100 0/104 520.83 1.92 75
846/1246 Pressure#18 staPT4, 495 upper 100 01104 520.83 1.92 75
847/1247 Pressure#19 StaPT4, 295 upper I00 0/104 520.83 1.92 75
848/1248 Pressure020 StaPT4, 195upper 100 01104 520.83 1.92 75
849/1249 Pressure021 StaPT4, 0.595 upper 100 0/104 520.83 1.92 75
85011250 Pressure#22 StaPT4, 095 leading 100 01104 520.83 1.92 75
851/1251 Pressure023 StaPT4, 0.595 lower 100 0/104 520.83 1.92 75
852/1252 Pressure#25 StaPT4, 295 lower 100 0/104 520.83 1.92 75
853/1253 Pressure026 StaPT4, 495 lower 100 0/104 520.83 1.92 75
85411254 Pressure027 StaPT4, 695 lower 100 01104 520.83 1.92 75
855/1255 Pressure#28 StaPT4, 895lower 100 0/104 520.83 1.92 75
856/1256 Pressure#30 StaPT4, 1495 lower 100 0/104 520.83 1.92 75
857/1257 Pressure#32 StaPT4, 2895 lower 100 0/104 520.83 1.92 75
858/1258 Pressure#34 StaPT4, 4495 lower 100 0/104 520.83 1.92 75
859/1259 Pressure#36 StaPT4, 6895 lower 100 0/104 520.83 1.92 75
860/1260 Pressure#38 StaPT4, 9295 lower 100 0/104 520.83 1.92 75
861/1261 Pressure #18 StaP'I3, 495 upper 100 0/104 520.83 1.92 75
862/1262 Total PressureProbe, 50.6% span 100 0/104 520.83 1.92 75

PCM9: Rotafing 63% Pressures, Angle of Attack (400.0 Kb/s, 520.83 Hz, 1.92 ms):
901/0101 Pressure#11 StaPTS, 3695 upper 100 0/104 520.83 1.92 75
90210102 Pressure#18 StaPT5, 495 upper 100 01104 520.83 1.92 75
90310103 Pressure #1 StaPT7, 10095 trailing 100 01104 520.83 1.92 75 ,
904/0104 Pressure02 StaFT7, 9295 upper 100 01104 520.83 1.92 75
905/0105 Pressure#4 StaFf'7, 8095 upper 100 0/104 520.83 1.92 75
90610106 Pressure#6 StaPT7, 68% upper 100 0/104 520.83 1.92 75
907/0107 Pressure#8 StaPT7, 5695 upper 100 0/104 520.83 1.92 75
908/0108 Pressure#10 StaPT7, 4495 upper 100 0/104 520.83 1.92 75
909/0109 Pressure #11 StaPT7, 3695upper 100 0/104 520.83 1.92 75
910/0110 Pressure #12 StaPT7, 2895 upper 100 01104 520.83 1.92 75
911/0111 Pressure#13 StaPT7, 2095 upper 100 0/104 520.83 1.92 75
912/0112 Pressure#14 StaFT7, 1495upper 100 0/104 520.83 1.92 75
913/0113 Pressure#15 StaPT7, 1095upper 100 0/104 520.83 1.92 75
914/0114 Pressure #16 StaPT7, 895upper 100 01104 520.83 1.92 75
915/0115 Pressure#17 StaFT7, 695 upper 100 01104 520.83 1.92 75
916/0116 Pressure#18 StaPT7, 495 upper 100 01104 520.83 1.92 75
917/0117 Pressure#19 StaPT7, 295 upper 1O0 01104 520.83 1.92 75
918/0118 Pressure 020 StaPT7, 195upper _00 01104 520.83 1.92 75
919/0119 Pressure 02! StaPT7, 0.595 upper 100 0/104 520.83 1.92 75
920/0120 Pressure022 StaPT7, 095 leading 100 0/104 520.83 1.92 75
921/0121 Pressure 023 StaPP, 0.595 lower 100 0/104 520.83 1.92 75
922/0122 Pressure024 StaPT7, 195 lower 100 0/104 520.83 1.92 75
923/0123 Pressure #25 StaPT7, 295 lower 100 01104 520.83 1.92 75
924/0124 Pressure026 StaPT7, 495 lower 100 01104 520.83 1.92 75
92510125 Pressure 028 $taPT7, 895 lower 100 01104 520.83 1.92 75
926/0126 Pressure#30 StaPT7, 1495 lower 100 0/104 520.83 1.92 75
927/0127 Pressure#32 StaPT7, 2895 lower 100 0/104 520.83 1.92 75
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Unsteady Aero Experiment Channel Data Rates (Continued)

Quick/EXP Filter D0c/BW Sample No. Per
Look/Tag Description Setting (Nth Seq/) Rate DT 144 msec
Number (Hz) (Hz) (Hz) (w.soc) record
PCM9: Continued (400.0 Kb/s, 520.83 Hz, 1.92 ms):
92810128 Pressure #34 StaPTT, 44% lower 100 01104 520.83 1.9'?. 75

92910129 Pressure #36 StaPT7, 68% lower 100 0/104 520.83 1.g2 75
930/0130 Pressure #38 StaPT7, 92% lower 100 0/104 520.83 t.92 75

931/0131 Pressure #18 StaPT6, 4% upper 100 0/104 520.83 1.92 75
932/0132 Pressure #18 StaPT8, 4% upper I00 0/104 520.83 1.92 75
933/0133 Pressure#II StaPT6, 36% upper 100 0/104 520.83 1.92 75
93410134 Total Pressure Probe, 67.3% span 100 0/104 520.83 1.92 75
935/0135 Angle-of-Attack, 86% span 100 0/104 520.83 1.92 75
936/0136 Not Used (Ground) - 75/1 6.94 144.0 1
937/0137 Angle-of-Attack, 67.3% span 100 01104 520.83 1.92 75
938/0138 Not Used (Ground) - 75/1 6.94 144.0 1
939/0139 RTD 50% span (Not Used) 100 0/104 520.83 1.92 75
940/0140 Not Used (Grouted) - 75/1 6.94 144.0 1

94110141 Angle-of-Att_k, 34% span 100 01104 520.83 1.92 75
942/0142 Not Used (Ground) - 75/1 6.94 144.0 1
943/0143 Nitrogen Pressure (Quick-Look Only) - 75/1 6.94 144.0 1

944/0144 + 15 Volt Power Monitor (Quick-Look Only) - 75/1 6.94 144.0 1
945/0145 -15 Volt Power Monitor (Quick-Look Only) - 75/1 6.94 144.0 1
946/0146 Angle-of-Attack, 50.6% span 100 0/104 520.83 1.92 75
947/0147 DC Ground Monitor #1 (V) (Quick-Look Only) - 75/1 6.94 144.0 1
948/0148 Spare - 75/1 6.94 144.0 1

949/0149 Spare - 75/1 6.94 144.0 1
950/0150 Spare - 75/1 6.94 144.0 1
951/0151 Spare - 75/1- 6.94 144.0 1
952/0152 Spare - 75/1 6.94 144.0 1
953/0153 Absolute Reference Pressure 100 0/104 520.83 1.92 75

954/0154 Calibration Pressure (Cal Only) - 75/1 6.94 144.0 1
955/0155 Spare - 75/1 6.94 144.0 1

956/0156 Spare - 75/1- 6.94 144.0 1
957/0157 Spare - 75/1 6.94 144.0 1
958/0158 Spare - 75/1 6.94 144.0 1
959/0159 Spare - 75/1 6.94 144.0 1

960/0160 Spare - 75/1 6.94 144.0 1
961/0161 SFare - 75/1 6.94 144.0 1
962/0162 Spare - 75/1 6.94 144.0 1
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AIRFOILS, I CO]tPOATED
011' WILIlI_W OAKS BOULEVARD

nAnp'ro,'v. VXRGXm'IA8O6OO

(so4) _m,n.8o,_nul

DESIGN AND EIPERIHENTAL RESULTS YORTHE $889 AIRFOIL

ABSTRACT
i, m

A XI--percent-thick, laminar-flow airfoil for horisontal-axis wind-
turbine applications, _he $889, has been designed and analysed
theoretically and verified experimentally in the low-turbulence wind tunnel
of the Delft University of Technology Low Speed Laboratory, The
Netherlands. The two primary objectives of restrained maximum lift,
insensitive to roughness, and low profile drag have been achieved. The
airfoil &lee eshibits a docile stall. Comparisons of the theoretical and
experimental results show good agreement. Comparisons with other airfoils
illustrate the restrained maximum _lft coefficient as well as the lower
profile-drag coefficients, thus confirming the achievement of the prlnary
ob:Sect lees.

INTRODUCTION
I mlUll I

The majority of the airfoils in use on horisontal-asis wind turbines
today were originally developed for airplanes. The design requirements for
those airfoils, primarily National Advisory Comtittoe for Aeronautics
(NACA) and National Aeronautics and Space Administration (NASA) airfoils
qrofs. I through 6)j are significantly different from those for wind-
turbine airfoils. Accordingly, two sets of thick airfoils were designed,

using the method of references 7 and 8, specifically for horisontal-asis
wind-turbine applications. (See ref. 9.) The major, distinguishing
feature between the two sets is the maximum lift coefficients of the
airfoils for the outboard portion of the wind-turbine blade. The first se't
produces relatively low (arestrained') maximum lift _oofficients outboard
whereas the second set produces maximum lift coefficients outboard which
are |.2 higher than those produced by the first set.

In conjunction with this effort, the primary air_oil (8.75 blade
radial station) of the first set was selected for experimental
verification. An investigation was conducted in the lowoturbulence wind
tunnel of the Delft University of Technology Low Speed Laboratory
(ref. 18), The Netherlands, to obtain the basle, low-speed, two-dimensional
aerodynamic characteristics of this airfoil. The results have been
compared with the _rodictlons from the method of rofermncss 7 and 8 and
also with data from another low-turbulence wind tunnel for other airfoils.

The specific tasks performed under this study art described in Solar
Energy Research Institute (SERI) Subcontract Kumber NK-6-86875-1.
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EZPERIHENTAL PROCEDURE

VIND TUNNEL

The low-turbulence wind tunnel (ref. 10) of the Delft University of
Technology Low Speed Laboratory, The Netherlands, ii i closed-throat,
single-return, atmospheric tunnel (fig. 3). The turbulence level in the
test section varies from.0.01 percent at 10 mis (33 ft./s) to 0.04 percent
at 60 nii (300 ft./s).

The octagonal test section Is ii0.0 cn (?0.87 in.) wide by 125.0 cs
(49.11 in.) high. Electrically actuated turntaf/_les provide positioning and
attachment for the two-dimensional model. The turntables are flush with
the top and bottom tunnel walls and rotate with the model. The axis of
rotation coincided with the quarter chord of the model which was mounted
vertically between the turntables. (See fig. 4.) The gaps between the
model and the turntables were sealed.

HODEL

The aluminum, wind-tunnel model was constructed by the Deutsche
Forschungs- und Versuchsanstalt fuer Luft- und Raufahrt e.V. (DYVLR),
|raunschweig, Federal Republic of Germany. The model had a chord of
600.00 nn (13.611 in.)"and a span of 1148 nn (49.13 lm.). Chordwi_e
orifices were located in the upper and lower surfacos to one side of the
nJdspan at the staggered positions listed In'table I11. Spanwise orifices
were located in the upper surface only in order tb monitor the two-
dtnenelonality of the flow at high angles of attack. Ali the orifices vera
0.40 stm (0.016 lm.) In diameter with their ases perpendicular to the
surface. The measured model contour was generally within 0.1 nx
(0.004 in.) of the prescribed shape.

V_KE RaKE

A total-pressure, & static-pressure, and an integrating wake rake
were mounted on a strut between the tunnel sidewalls (fi0s. 4 and 5). The
strut could be positioned spanwime and streameise in the test section.
H,resent sf the strut provided positioning of the wake rakes normal to the
sidewalls. The tips of the total-pressure tubes were located
downstream of the tral_lng edge of the model. The details of the wake
rakes are shown in figures 6 and ?. The integrating wake rake was not used
in this investigation.

INSTRIflSEMTATION

Measurements of _h, basic tunnel prewsures, the static pressures on
tk_ nodal surfaces, and the weke-r_e pressures were made by & multltube
nan.meter which was read automatically using photoelectric cells. Data
were obtained and recorded by in electronic data-acquisition system.
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METHODS

The static-pressure measurements on the node1 surface were reduced to
standard pressure coefficients and numerically integrated to obtain soctlon
nornal-force coefficients and section pinching-moment coefficients about
the quarterochord point. Section proflleodrag coefficients were computed
froa the wake-rake total and static pressures by the method of
reference 12. Standard, low-speed, wind-tunnel boundary corrections

(rea. 13) have been applied to the data. The following procedure was used.
The uncorrected force, moment, and pressure coefficients are referred to

the apparent dynamic pressure as measured tunnel empty at the node1
position. The Lift, profile-drag, pitching-moment, and airfoil pressure
coefficients and the angle of attack are then corrected by the method of
reference 13. The corrected values are plotted. Finally0 as a check, the

corrected airfoil pressure distribution ts nulerlcally intsgratea to obtain
the corrected normal-force (and pltchlng-nonent) coefficient which,
together with the corrected proflle-d_ag coefficient and angle of attack,
yields the corrected lift coefficient {and chord-force coefflcl®nt).

At high angles of attack, the wake becomes wider than the wake rake.
When this occurs, the drag is obtained from a parabolic extrapolation of
the neasured wake pressures. At even higher angles of attack, the total-
pressure coefficients measured in the wake become negative, making
calculation of the drag impossible. In these cases, an uncorrected
profile-drag coefficient of 0.3 (estimated from rea. 14) ts assumed.

TESTS

The nodal was tested at hynolds numbers based on airfoil chord from
1,000,000 to 3,000,000. The node1 was tested smooth (transition free) and
with transition fixed'by roughness at 0.02c on the upper surface and 0.03c
on the lower surface. The grit roughness was stsed by the method of

reference 15 and sparsely distribut_d along 3-nn (0.l-in.) wide strips
applied to the model with lacquer. (See table IV.)

Starting from zero degrees, the angle of attack was increased until
the entire upper surface was separated and then decreasQd in order to
determine hysteresis. The sine prscedure was followed for the negative
angles of attack. For the Reynolds numbers of 2,500,000 an_ 3,000,000_ the
static pressures on the upper surface could not be measured by the

manometer at high angles of attlck because the differences between those
pressures and the free-stream stifle pressure were too great.

For several test tuns, the node! s_rfaces were coated with oil to
determine the location, as well as the nature, of the boundaryolayer
t_ansitlon from laminar to turbulent flow (rea. 16). Transition was Kilo

located using a probe containing a microphone, which was positioned near
the leading edge and then moved slowly do_,mstrean along the node1 surface.
Two span stations, corresponding to the wake-rate position and the
chordwise orifice row, were surveyed. The beginning of the turbulent
boundary layer was detected as an Increase in noise level over that for the
laminar boundary layQr which was essentially silent. (S_e rea. 17.)
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Two turbulators, sis-sag tape (ref. 18), were placed on the nodal,
one between 0.43c and 0.45c on the upper surface and the other between

• 0.42c and 0.44c on the lower surface, in order to determine their effect on

laminar separation bubbles and section charletertstics. The details of the
0.25-nn (0.010-in.) thick tape are shown in the following sketch..

Ilmm, |, ,, ,,

Sketch 4

PRESENTATION OF RESULTS

The principal results of this investigation are prwsented in the

f oi lowing figures:

. Figure
Pressure distributions for R • 2,000.000. Arrows indicate direction

of _ng_e-of-attick change (for determination of hysteresis) . . . 8
Oil-flow photographs of upper surface for R = t,000,000 ...... 9
Oil-flow photographs of upper surface for R = 2,000,_00 ...... 10
Oil-flow photographs of upper surface for R • 3,000,000 ...... lt
Oil-flow photographs of lower surface for R • 1,000,000 ...... 12
Oil-flow photographs of lower surface for R • 2,000o000 ...... 13
Oil-flow photographs of lower surface for R • 3,000,000 ...... 14
Transition location. Bars estend from beginning to end of

tranwltlon .......................... . . . 15
Spanwtse drag coefficients for R • 2,000,000 ............ 16
Section characteristics ...................... 17

• .

Effect of roughness on section characteristics ........... 18
Effect of turbulators on drag coefficients ............. 19
Effect of turbulators on section characteristics for R • l,OOO,OOO . 20

Comparison of theoretical and experimental pressure distributions . 21
Comparison of theoretical and ezperinental sectien characteristics

with transition free ....................... 22

: Comparison of theoretical and experimental section ch&racteristics
with transition fissd ...................... 23

Comparison of section characteristics of SI09 and NACA 4421 airfoils
for R • 3,000,000 ........................ 24

Comparison of section characteristics el Sl09 and NACA 23021
airfoils for R • 3,000,000 .................... 25
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(a) a s o0.01, i.12, 1.05, 3.08, and 4.10 degrees.

Figure 8.0 Pressure distributions fer'R - 1,000,000. Arrows indicate direction
of tngleoefoittaek e_suge (for determination of hysteresis).
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Appendix E

Wind Tunnel Tests of the $809 Airfoil Model
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ABSTRACT

A wind tunnel test program to calibrate a vane-type angle of

attack sensor that is in use on the rotor of the HAWT undergoing

field tests at Rocky Flats was conducted in the 3°x 5' Subsonic

Wind Tunnel of The Ohio State University. The sensor was mounted

on a boom extending from the leading edge of an 18" chord, two-

dimensional model of the $809 airfoil. Static calibration of the

vane produced two distinct linear relationships between vane

angle and model angle of attack. Between a model angle of attack

from -5" to +7", this linear calibration is represented by:

amodel=0.590 * aprob e + 0.4";

while the model angle region from +7" to +15" is represented by:

amodel-0. - .799 * aprob e 2.0"

When the vane was disturbed from it's equilibrium position during.

tunnel tests with the model at a fixed angle of attack a damped

oscillation with period of 0.I0 seconds was recorded, with time

to damp to half amplitude of 0.073 seconds. Vane response was

also measured as the model was sinusoidally oscillated _3" about

a mean angle at frequencies of 0.2, 0.9, and 1.2 Hz. To extend

the data base on the $809 airfoil, surface pressures and wake

total pressure surveys were measured during the steady state

calibration of the vane. These pressures were integrated to

yield lift pitching moment and total drag coefflci_nts at the

test condition of Re-l.0xl06.



I. INTRODOCTION

The S809 airfoil is an airfoil tailored for Horizontal Axis

Wind Turbine (HAWT) rotors. It is presently being used on the

HAWT at Rocky Flats and is undergoing extensive field tests.

This rotor on the fleld test machine has a vane projecting from

the leading edge of the airfoil to be used as an angle of attack

measuring device. The upwash from the airfoil alters the flow

field of the vane, necessitating a calibration of the vane versus

model angle of attack. The purpose of the experimental program

conducted at the Aeronautical and Astronautical Research Labora-

tory (AARL) of The Ohio State University (OSU) reported here, is

to provide this calibration for both steady and unsteady flow

conditions. In addition, during the steady state tests, surface

pressures are obtained and wake pressure_ measured to supplement

the existing data base on the aerodynamic characteristics of the

S809 airfoil.

The OSU 3'x 5 ° Subsonic Wind Tunnel was used for the test

program. Test conditions were at a Reynolds number of Ixl06

based on an 18" model chord. Steady state pressures were meas-

ured at angles of attack from -8" to +15" and were reduced to

lift and pitching moment coefficients. A wake survey probe

provide_ total drag for the steady state test sequence. Unsteady

information was obtained by oscillating the model with a slnusol-

dal wave form of amplltude ±3". During the oscillations both

vane angle and model angle of attack were recorded. These data,

coupled with the steady state calibration of the vane versus

model angle of attack provide the needed callbration.



A description of the experimental program, wind tunnel and

model, fkbricated earlier from the same mold used to produce the

HAWr rotor being field tested, follows. Results of the test are

presented In both tabular and graphic form and Include a short

test sequence of the dynamic response of the vane. An Appendix

includes the airfoil coordinates and location of the pressure

taps on the model to complete the report.
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&. Test Program

The main purpose of the present test program was the calibra-

tion of the angle of attack vane relative to the airfoil angle of

attack. These calibrations were to be performed in steady state

and in an unsteady condition with the airfoil oscillating sinu-

soidally at a nominal ±3" angle of attack. During the steady

state tests, surface pressures were to be recorded as well as

airfoil and vane angle of attack to provide pressure distribu-

tions which could be integrated to lift, moment and pressure drag

coefficients. A wake survey would also be conducted to determine

the total drag of the airfoil. These steady state data were to

supplement data obtained from the model in an earlier test ser-

ies.

AI1 tests were conducted at a nominal Reynolds number of Ixi06

based on the 18" model chord.

B. Experimental Yacilitles

The Subsonic wina Tunnel at AARL is shown schematically in

Figure 1. It is an open-clrcuit, atmospheric wind tunnel of the

Eiffel type, powered by a 125 hp AC motor driving an 8' diameter,

6 blade fan. The blade angle can be set, manually, to produce

velocities from 20 to 200 ft/sec. Test section turbulence level

is low; four 40 mesh seamless stainless steel screens and a 4

inch thick honeycomb of I/4 inch cells upstream of the contrac-

tion maintains a turbulence level measured below 0.1%.

The test section geometry is rectangular, with filleted cor-

ners; dimensions of the test section are 55" wide and 39" high.

_9



Because of this orientation, two dimensional airfoil models are

mounted vertically in the facillty. A horizontally traversing

single total pressure probe is used to survey the wake behind the

airfoil to measure total airfoil drag. Wind tunnel test condi-

tions are monitored by a single total probe mounted off the wall

and by two static ports mounted in each side wall as shown in the

schematic.

Two pressure sensing systems can be used to measure alrfoil

pressure distributions. For steady state measurements a single

pressure transducer is coupled to a 48 port scanning system

located outside of the wind tunnel to make the surface measure-

ments. When unsteady pressure are required, two electronlcally

scanned pressure modules can be mounted inside the model to

reduce the length of pressure tubing and to provide the necessary

rapid response.

These unsteady airfoil tests are performed on pressure tapped

airfoil models mounted on the oscillating rig shown in Figure 2.
0

The rig is driven by a 5 hp AC motor that is controllable over a

wida range of frequencies. Because large airfoil models are

being studied, frequencies from 0.1 to 2 Hz are pertinent for the

wind turbine applications of interest. Amplitude and wave form

during the oscillatlon are controlled by _peclally designed face

cams. Sinusoldal wave forms and other more complex wave shapes

are available.

The two dimenslonal model of 18" chord studied in this experi-

mental series has the specially designed $809 contour. It's

coordinates are llsted in Table I of the appendix. Table II in

the appendix gives the locatlon of the 31 pressure taps used in

the steady state surface pressure measurements. A sketch of the

E-10
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model showing the location of the total pressure probe and the

angle of attack vane is presented in Figure 3.

C. Data &oquisition_nd Isduotion

As noted in Figure 4, the data from each test run was recorded

by an IBM PC-XT and processed by the AERL Harris Ha00 computer.

The output from the wind tunnel pressure transducers, vane and

model angle of attack sensors, electronically scanned pressure

module, and wake probe pressure and position were recorded on the

PC disc for each test run. Prior to the start of each run a

calibration of all the pressure instrumentation was also printed

on the disc. A test run for this test program consisted of one

of two modes; a steady state mode in which the surface pressures

and wake total pressure survey were obtained at a fixed model

angle of attack, and an unsteady mode during which the model was

oscillated _3" about a mean angle of attack at a specific fre-

quency and the angle of attack sensors measured as a function of

time. During the unsteady test mode, the surface pressures were

not measured.

As a series of test runs are completed and stored on disc, for

example, after 5 steady state angles of attack or frequencies of

oscillation, the electronic data was processed by the Harris Ha00

into engineering units to produce the required hard copy tables

and plots of the test results. These surface pressure distribu-

tions, lift, drag, and pitching moment coefficients as a function

of angle of attack for the steady case and vane and model angle

of attack _ime-histories were available within a few minutes of

completion of a test sequence.
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A. Steady State Test Bequence

Sixteen surface pressure distributions taken during an angle

of attack sweep from a nominal -8" to +19" are presented in

Figure 5. A legend accompanies each distribution to give the

angle of attack, test Reynolds number, lift coefficient, pressure

drag coefficient and pitching moment coefficient. Note that the

triangles with the vortex pointing up represent the upper surface

pressures while the triangular symbols withthe downward pointing

_ortex are the lower surface pressures.

The pressure distributions can provide insight into the aero-

dynamic behavior of the airfoil. For example, Run 558, the first

distribution presented is at a negative angle of attack (-8.1")

so the lower surface pressures are negative yieldlng a negative

lift coefficient (CI--0.57 } . Further, the alrfoll is near its

stall at this negative angle as determined by the constant pres-

sure plateau of Cp--0.3 representing flow separation for the aft

50% of chord. When the angle of attack increases 2" to -6.1",

the lower surface pressure is now attached, with the pressure

plateau eliminated and the traillng edge pressure becoming posi-

tive. As the angle of attack becomes more positive, the lower

surface leading edge pressure spike gradually decreases, disap-

pearing near -2" and providing smooth pressure distributions on

both upper and lower surfaces, favoring natural laminar boundary

layer development for the forward 45% of airfoil chord. The

favorable pressure gradients persist on both surfaces untll

nearing 5", where a pressure spike begins to develop in the upper

surface leading edge. This pressure peak increases with angle of

E-12
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attack. At 7.1" the flow is attached up to the trailing .edge,

but by 9.2" the fiow has separated past the 55% chord of the

upper surface. In spite of this flow separation the low pressure

spike continues to increase, with a corresponding modest increase

in lift coefficient until complete separation occurs on the upper

surface as shown at angle of attack 16.8", and the lift coeffi-

cient falls.

The integrated surface pressure distributions are presented in

Figures 6 to 9. Figures 6 and ? indicate the lift and pitching

moment coefficient versus angle of attack. The total drag coef-

ficient obtained from integration of the momentum deficit In the

wake is illustrated in Figure 8; the pressure drag coefficient

is not shown since the pressure taps on the model were not: felt

to be sufficient to determine a rellable value of pressure drag.

A drag polar is given in Figure 9. From this information, perti-

nent aerodynamic characteristics for this airfoil are summarized

in Table I below:

T_BLB 1

3809 Measured Aerodynamic Coefficients At Re- 1.05 x 106

Clmax 0.91 @ a-7", 1.03 @ a-15 °

dCl/da 0. 121

alo -I.0

CMo -0.035

Cdmin O. 0069 @ a-5"

(Cl/Cd)mx 107 @ a-5"

-elm x -0.57 @ ac-8"

0
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Table II lists the complete aerodynamic coefficients as a func-

tion of model angle of attack. The table includes the vane angle

attack.

TABLE IX

SERI Steady State Reduced Data

RUN # amode I Uvane C 1 Cdw Cm Rexl06
i

557 3.5 5.42 0. 545 0. 0078 -0. 0449 1.07
558 -8.1 -13.38 -0. 574 0. 0742 0. 0028 i. 06
559 -6.1 -I0.66 -0. 547 ...... 0. 0161 I. 06
560 -4.2 -7.75 -0. 416 0. 0117 -0. 0176 1.06
561 -2.6 -4.98 -0. 198 0. 0114 -0. 0266 I. 06
562 -0.5 -I. 45 0. 056 0. 0109 -0. 0341 I. 06
563 I. 5 1.70 0.286 0. 0102 -0o 0373 io06
564 3.6 5.33 0.535 0. 0091 -0.0426 1.06
565 5.1 7.87 0.737 0. 0069 -0.0510 I.05
566 7.1 11.41 0.914 0.0088 -0.0385 1.05
567 9°2 13.96 0.946 0.0525 -0.0396 1.05
568 ii.2 16.50 0.967 ....... 0° 0314 I. 04
569 12.7 18.34 1.000 ....... 0. 0279 1.04
570 14.9 21.17 1.029 ....... 0.0440 1.05
571 16.8 22.76 0.723 ....... 0. 1272 1.04
572 18.6 24.33 0.726 ....... 0. 1268 1.03

Vane Calibration

_,_]xState _alibration

From the steady state tests described above, the calibration

the sensed angle of the vane compared to the geometric angle

attack can be obtained. Figure I0 presents this data for the

angle of attack ranging from -8" to +19". It can be noted that

this curve appears to have two distinct linear portions, repre-

sented by the two equations below:

From -5°<a<+7 • amode I - .590*Uprob e + 0.4

From +7"<a<15 ° amode I - .799*aprob e - 2.0
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The two equations represent the experimental data with ±0.I" in

their range of applicability.

The two segment behavior of the vane calibration is related to

the loss of clrculatlon as the flow separates from the alrfoil.

Referring back to the pressure distributions, the angles of

attack between -5" and +7" all have positive pressures at the

traillng edge, indicating attached flow to the trailing edge and

a corresponding linear increase in lift with angle. At angles

above 7", up to 14.9", a low pressure plateau exists on the upper

aft alrfoll surface with a leading edge pressure spike increasing

with angle. The pressure spike collapses at 16.8" and, again,

the vane calibration reflects this flow behavior by departing

from the linear equation. A similar separation pattern exists at

the negative angles of attack when the angle exceeds -5", with

the vane calibrations again becoming non-llnear.

va-e E  mmn

A limited test sequence was performed to examine the response

of the vane. With the model fixed at an angle of attack and the

tunnel operating, a cllp restraining the vane was released,

allowing the vane to respond to the flow field about the airfoil.

Figures II and 12 illustrate the probe angle of attack as a

function of time. The vane responds with a damped oscillation as

shown. Two other trials at this wind tunnel test condition were

made, then two more such vane response checks were made at a

lower speed, corresponding to Re - 0.74x106. Table III summa-

rizes this response data.
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T/t_LE ZXX

VANE RESPONSE

RUN # PERIOD AMPLITUDE TIME TO 1/2 AMP.
(set) (deg) (set)

i rs ii |

574 0. 107 9.35 0. 072
575 0.100 9.25 0.075
576 0.097 7.0 0.073

579 0.120 9.5 0.103

The average of the three trials at Re- Ixl06 yields an oscil-

lation period of 0.I01 seconds; frequency of 9.9 Hz with 0.073

seconds and 0.72 cycles to damp to half amplitude. Only one of

the vane response tests at the lower speed was recovered (Run

579). This single vane test indicates a period of 0.120 seconds

with a frequency of 8033 Hz and 0.103 seconds and 0.85 cycles

required to damp to half amplitude.

The longer period and decreased damping of the vane found

during the lower speed tests are attributed to the decrease in

dynamic pressure. Although vane inertia about the near frlctlon-

less period remains the same, the restoring aerodynamic moment is

decreased. ....

C. Unsteady Vane Measurements

Four tests were made with the airfoil oscillatlng ±3" about a

7" mean angle of attack. The frequency of thls slnusoldal motion

was varied from 0.2, 0.6, 0.9 and 1.2 Hz. Those of the time

histories of model and v_ne angle of attack are shown in Figures

13, 14, and 15; the data for the 0.6 Hz test run could not be

recovered because of instrumentation problems.

In all three cases the vane angle lags the slnusoldal oscilla-
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tions of the models. Examination of the digital data for each

test case indicates a phase lag of approximately 0.28 seconds for

the 0.2 Hz test, 0.05 seconds for the 0.9 Hz test and 0.03 sec-

onds for the 1.2 Hz case. These values for phase shift of the

vane tlme-history lust be taken as approximate times; however,

since both angle of attack sensor outputs appear to have a siza-

ble noise level. The follower on the face cam that drives the

model angle of attack causes some Schatter w in the model angle of

attack signal. When that "chatter" is coupled with the motion of

the vane that has the damped oscillation noted earlier, the vane

and model outputs are difficult to interpret.

Attempts to use the steady state calibrations of Figure i0 to

predict the model angle of attack from the vane output met with

mixed success. By applying the phase shift, using the static

calibration and the vane measured angle, the model angle of

attack many times could be predicted within _0.2 ° of the measured

model angle. At other times, the predicted values were more than

1" off, usually due to noise in the digital output. It appears

that a smoothing routine must be applied to the vane output to

reduce the scatter in the vane output data. As of this writing

it does appear that the static calibrations may be used to pre-

dict the model angle of attack when the frequency dependent phase

lag of the vane is used to adjust prediction.

E-17

B



IV. 8UMXXR¥

A two dimensional model of the $809 airfoil has been tested in

the OSU 3'x 5 w Subsonic Wind Tunnel. The experimental program

was performed to calibrate an angle of attack vane mounted on the

model and to provide additional aerodynamic data on the $809

characteristics.

Under steady state conditions, the vane angle versus model

angle resolved into two linear regions. In the model angle of

attack range from -5" to +7 °,

Umode I- 0.590 * aprob e + 0.4

In the model angle of attack range from +7 ° to +15"

amode I- 0.799 * aprob e - 2.0

In terms of probe angle measurements, the first equation applies

from a probe angle of -9 ® to +11", the latter equation applies

when probe output is +11" to +21". Outside these angle of attack

ranges, the callbrations are non-linear.

Unsteady tests measured the dynamic response of the vane when

freed suddenly from a restraint while the tunnel was operating

and the model held at a fixed angle of attack. The period of the

damped oscillating response averaged 0.101 seconds for three

response trials at Re = Ixl06. Time to damp to half amplitude

averaged 0.073 seconds. At a lower Reynolds number {.74x106} a

single trial resulted in increase in both the period and half

amplitude time. A second unsteady series of tests put the model

in sinusoldal motion. The vane followed this motion, lagging the

model by approximately .28, .05 and .03 seconds for the three

recorded oscillation frequencies of 0.2, 0.9 and 1.2 Hz, respec-
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tively. Application of the steady state vane calibration using

these phase lags appeared to yield adequate predictions of model

angle of attack for selected trials. However, both sets of

sensed angle data0 vane and model, require smoothing and addi-

tional analysis to improve the calibrations.

The measured steady state pressure distributions verified the

favorable laminar flow pressure gradients and the limited maximum

lift designed into the $809 airfoil for H_ applications. The

minimum drag coefficient measured was Cd - 0.0069, producing a

maximum lift to drag ratio of 10? at a - 5". At a - 7" flow

separation occurred to initiate a limited maximum lift with full

separation from the upper surface at a - 14.9" holding the maxi-

mu= value of lift coefficient to C1 w 1.029.
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FIGURE 2. OSCILLATORYSYSTEM DESIGN
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FIGURE5: SURFACE PRESSURE DISTRIBUTIONS
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FIGURE5: SURFACEPRESSUREDISTRIBUTIONS(contd)
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TUMB Is 11809 ]LZR.IPOZL O001_DZMIT||

x (in) y :_.n) X (in) y (in)

0.006660 0.049500 0.025200 -0.089640
0.103500 0.209880 0.167940 -0.228960
0.292680 0.383940 0.417780 -0.389160
0.568440 0.564480 O. 760140 -0.565920
0.926460 0.745740 1.184220 -0.755820
1.362240 0.923760 1.678500 -0.954180
i .870200 1.094760 2.231460 -1.153440
2.444400 1.254960 2.835360 -1.344060
3.078540 1.401480 3.485160 -1.520460
3.765600 1.530900 4.171500 -1.678680
4.497660 1.640340 4.883220 -1.810800
5.266620 1.726920 5.613840 -1.906020
6.064020 1.787940 6.359040 -1.955880
6.880140 1.819620 7.117380 -1.951560
7.705620 1.81ez80 7.889760 -1.887120
8.529120 1.771740 8.682120 -1.756080
9.360900 1.662660 9.510660 -1.565460

't0 • 224180 1.504080 i0.379340 -1.33956 0
21 •ii4460 1.328220 11 •276820 -I .100160
12 •009240 1.152540 12 •187800 -4).862560
22.889080 0.983160 13.095360 -0.640440
13.736520 0.824040 ]3.980240 -0.443880
14.536080 0.676980 14.822640 -0.280620
15.2737 20 0.5431])60 25.601860 -0.154620
15 •93666 0 O.420300 16.2981O0 -0.0666O0
16 • 517340 0 •304920 16 • 89336 0 -0.013500
17 • O14140 0.198180 17.371620 0,009720
17.423 820 0.108000 27.720280 O. 011700
17 •735040 0 •044100 17 • 93016 0 O. 004320
17 •932140 0 • 009720 28.000000 O. 000000
28.000000 0.000000
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T_Z_ ZZS S809 T&P 7ZZ_

SERI $809 18 INCH CHORD MODEL FOR 3X5

PRESSURE TRANSDUCER MODEL TAP X/C Y/C
PORT NUMBER NUMBER

. , . ,. i ,, l..H __

1 1 1.0000000 -0. 0000400
2 2 0.9180000 0. 0167000
4 3 0.7970000 0.0395000
6 4 0.6789000 0.0616000
8 5 0.5588000 0.0854000
I0 6 0.4394000 0. 1006000
Ii 7 0. 3594000 0. 1004000
13 8 0. 1984000 0. 0831000
14 9 0. 1389000 0. 0705000
15 I0 0.0992000 0. 0595000
16 Ii 0.0792000 0. 0527000
17 12 0. 0589000 0. 0448000
18 13 0. 0398000 0. 0357000
19 14 O. 0189000 0. 0228000
20 15 O. 0089000 0. 0151000
21 16 O. 0027000 0 •0072000
22 17 0 •0000000 0. 0000000
23 18 0 •0040000 -0 •0091000
24 19 0 •0111000 -0. 0140000
25 20 0 .0210000 -0 •0200000
26 21 O. 042 I000 -0.0314000
27 22 O. 0613000 -0. 0400000
29 23 0. 1024000 -0. 0563030
30 24 0. 1425000 -0. 0700000
31 25 0 •2017000 -0 •0864000
32 26 0. 2809000 -0. 1019000
34 27 0.4416000 -0. 1044000
35 28 0.5611000 -0. 0783000
36 29 0. 6803000 -0 •0471000
37 30 0. 8009000 -0. 0198000
38 31 0 .9194000 -0 .0023000
39 32 I. 1000000 -0. 0001000
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Appendix F

Integrated Coefficients from ali Tests

Plots of Integrated Coefficients
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_ Colorado State University Environmental Wind Tunnel Test Results
SERI $809 Airfoil

ReynoldsNumber = 650,000

alpa Cn Ct CI Cdp LFA Tunnel Q Probe Q
deg deg psi psi

-0.25 0.151 -0.002 0.151 0.002 0.808 0.047 0.047
1.75 0.354 0.01 0.354 0.001 4.09 0.048 0.048
3.81 0.56 0.035 0.561 0.002 7.62 0.048 0.048
5.92 0.762 0.073 0.765 0.006 10.9 0.049 0.049-

_., , ....,

7.94 0.854 0.104 0.86 0.015 13.8 0.05 0.05
9.98 0.841 O.116 0.848 0.031 16.4 0.049 0.048

11 0.884 O.128 0.892 0.043 17.4 0.049 0.049
12 0.879 O.136 0.888 0.049 18.4 0.049 0.048
13 0.918 0.145 0.927 0.043 19.7 0.049 0.049
14 0.901 0.148 0.91 0.075 20.8 0.051 0.051
15 0.914 0.148 0.91 0.075 20.8 0.051 0.051.. ,,,, .

16 0.922 0.153 "0.928 0,107 22.9 0.049 0.049.,,

17 0.737 -0.066 0.686 0.278 23.3 0.048 0.047
18 0.693 -0.065 0.639 0.276 24.1 0.048 0.047,,

19 0.634 -0.07 0.576 0,273 25 0.047 0.046
, i

20 0.613 -0.07 0.552 0.275 26 0.048 0.046
22 0.673 -0.076 0.596 0.323 28.4 0.045 0.044

23.9 0.743 -0.075 0.649 0.37 31.2 0.046 0.044f'

26 0,794 -0.076 0.68 0.417 33.9 0.045 0.041
30 1.02 -0.073 0.85i 0.576 39.3 0.045 0.041

.,

35 1.28 -0.067 1.01 0.789 45.7 .0.042 0.035
40 1.52 -0.064 1.12 1.03 51.5 0.039 0.029
45 1.64 -0.05 1.12 1.19 57 0.037 0.021
50 1.75 -0.032 1.1 1.36 59.1 0.035 0.012

55'3 1.92 -0.018 1.08 i .58
60.2 1.87 0.002 0.931 1.62
65.2 2.22 0.038 0.968 2
70.2 2.18 0.039 0.776 2.04
75.2 2.22 0.062 0.63 2.13
80.2 2.37 0.082 0.485 2.32
85.1 2.15 0.107 0.289 2.14m

90.2 2.27 0.116 0.109 2.27
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Colorado State University EnvironmentalWind Tunnel Test Results
' SERI $809 Airfoil

Reynolds Number =500,000
Smooth

alpha, Cn !Ct Ci Cdp LFA
"Jeg deg

-2.23 -0.06 -0.004 -0.06 0.006 -2.34
, .

-0.161. 0.156 -0.005 0.156 0.004 0.8
, ,,

1.84 0.369 0.005 0.369 0.006 4.13
,,,,, __ ,.

3.88 0.571 0.031 0.571 0.008 7.44
,,,

5.89 0.752 0.068 0.755 0.009 10.5
7.89 0.854 0.101 0.86 0.017 13.7

8.95 0.88 0.115 0.887 0.024 14.5
9.91 0.862 0.115 0.869 0.035 15.7
10'9 0.86 0.126 0.868 0.039 16.9

12 0.885 0.138 0,894 0.048 17.9
:12.9 0,928 0.15 0.938 0.061 19.1

14 0.919 0,153 0.929 0.074 20
,,,,

14.9 0.9 0.151 0.908 0.08 21
16 0.906 0.15 0.912 0.106 22.5
17 0.705 -0.07 0.655 ......0.271 23
18 0.641 -0.07 0.588 0.265 23.6

. 19 0.646 -0.075 0.587 0.281 24.5
20 0.663 -0.076 0.597 0.299 25.7
22 0.681 -0.076 0.603 0.326 28
24 0.744 -0.079 0.647 0.375 30.5
26 0.798 -0.077 0.683 _'0.419 32.9

28' 1 0,884 -0.075 0.745 0.482 36.3
,,,

30 0,994 -0.073 0.824 0.56 38
35 1.33 -0.063 1.05 0,817 39.6
40 1.54 -0.058 1.14 1.03 39.6
45 1.74 -0,046 1.2 1.26 39.6
50 1.77 -0.031 1.12 1.38 39.6
55 2.07 -0.014 1.17 1.7 39.6

_ ,,

60 2.16 0.002 1.08 1.87 39.6
,,

65 2.19 0.012 0.94 1.98 39.6
70 2,35 0.056 0.857 2 19 39.6

74.9 2.27 0.078 0.666 2.17 39.6
79.9 2.26 0.076 0.472 2.21 39.6
84.8 2.34 0.146 0.356 2.32 39.6
89.9 2.09 0.139 0.142 2.09 39.6
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• Colorado State University EnvironmentalWind Tunnel Test Data
SERI $809 Airfoil

Reynolds Number = 300,_000
Smooth

alpha cn Ct CI Cdp LFA

de_ ideg
0 0.105 -0.0116 0.105 0.0117 1.13

1.99 0.308 0 0.307 0.0116 3.59
4.08 0.544 0.025 0.545 0.0139 8.42
6.11 0.745 0.066 0.748 0.0135 10.7
8.14 0.874 0.105 0.88 0.0198 14.6
10.2 0.87 0.119 0.878 0.036 16.9
11.2 0.862 0.129 0.87 0.0446 17.4
12.2 0.846 0.132 I_'.854 0.0496 17.9
13.1 0.868 0.139 0,877 0.0619 20.5
14.1 0.884 0.148 0.894 0.0731 21
15.2 0.882 0.15 0.891 0.0865 22.4

i

16.3 0.777 0.003 0.745 0.22 23
17.2 0.638 -0.062 0.591 0.248 23.3
18.1 0.645 -0.067 0.592 0.265 23.7

|

19.2 0.64 -0.073 0.58 0.279 24.5
, i

20,2 0.67 -0,071 0.60_ 0.298 26
22.1 0.666 --0.077 0,588 0.323 28.2
26.2 0,782 -0.075 0.669 0.412 34.3

, ,

30.2 1.14 -0.071 0.94_q 0.633 39.2
35.2 1.3 -0.063 ' 1.02 0.:799 46.1
40.3 1.46 -0.051 1.08 0.983 51.8
45.2 1.79 -0.05 1.23 1.31 56.7
45.1 1.66 -0.054 1,13 1.21 56.2

50 1.94 -0.047 1.21 1.51 59.1
60 2.14 -0.019 1.05 1.86 59.1

69.9 2.41 -0.024 0.805 2.27 59.1
80 2.2 0.076 0.456 2.16 59.1

,,

90 2.24 0.132 0.128 2.24 59.1
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Colorado State UniversityEnvironmental Wind Tunnel Test Data
SERI $809 Airfoil

ReynoldsNumber = 650,000
Wind Turbine Roughness(Very Rough, LE Wrap Around)

!alpha _Cn iCt CI Cdp LFA Pdyn Ptp
decj deg psi psi

0 0.115 -0.009 0.115 0.009 0.9'56 0.044 0.044
1.8' 0.291 -0.0001 0.291 0.009 3.8 0.045 0.046

- 3.98 0.483 0.022 0.483 0.012 7.52 0.046 0.046
,, ,,,,

6.01 0.603 0.043 0.604 0.02 10.6 0.046 0,046
8 0.672 0.058 0.674 0.036 13.1 0.045 0.046

..,.

10.1 0.696 0.075 0.699 0.047 15.7 0.046 0.046
11.1 0.724 0.082 0.726 0.059 17 0,047 0.047

,,,,,

12,2 0,709 0.08 0.71 0.071 17.9 0_047 0.047
13.1 0.681 0.063 0.677 0.092 18.7 0.047 0.047
14.1 0.647 0.041 0.638 0.119 19.8 0,046 0.048
15,2 ' 0.657 0.014 0.637 0.158 21 0,047 0.048

,,

16.2 0.852 0.019 0.823 0.219 22.7 0,047 0.048
,,

17.1 0.951 0.022 0.915 0.259 24 0,046 0.045
18.2 0.988 0.054 0.956 0.257 24.7 0.046 0.045, ,

19.2 0.957 0.035 0.915 0.262 25.6 0,045 0.042
20.2 0.784 -0.048 0.719 0.316 26.5 0.045 0.045
22.2 0.774 -0.049 0.698 0.338 29.1 0.044 0.042

;r ,,

24.2 0.736 -0.076 0.639 0.371 31.1 0.044 0.04_$,,
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Colorado State University Environmental Wind Tunnel Test Data
SERI $809 Airfoil

Reynolds Number = 500,000
Very Rough LE Wrap Around

alpha Cn Ct CI Cdp LFA

deg Ideg
0.17 0.113 -0.009 0.113 0.009 0.983
2.12 0.288 0.0001 0.288 0.01 3.73
,

4.16 0.473 0,021 0.473 0.013 7.54
I,m ,, ,

6.?.5 0.591 0.043 0.592 0.022 10.7
,,

8.2 0.667 0.058 0.668 0.037 13.2
10.2 0.705 0.076 0.707 0.049 15.7
il.3 0.705 0.083 (}.707 0.056 17
12.3 0.704 0.081 0.706 0.071 17.9
14.3 0.642 0.05 0.634 0.109 19.8
15.2 0.632 0.02 0.615 0.146 20.8

,11

16.3 0.698 0.02 0.676 0_175 22.5
17.2 0.786 -0.012 0.747 0.245 23.8
18.2 0.77 -0.045 0.717 0.283 25
19.2 0.726 -0.058 0.666 0.294 25.9

,

20.3 0.723 -0.075 0.653 0.321 27.1
22.2 0.676 -0.076 0.598 0.326 29.3
24.2 0.733 -0.078 0.636 0.372 30.9

[
t
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Colorado State U_niversityEnvironmentalWind Tunnel Test Data
SERI $809 Airfoil

Reynolds Number = 300,000
Very Rough LE Wrap Around

alpha Cn icr CI Cdp LFA
deg deg

-0.09 0,111 -0.007 0.111 0.007 0.905
1,87 0,295 0.003 0.295 0,006 3.42

..........3'.96 0,472 "0.019 0.473 0,013 9.01
6.04 0,618 0.047 0.62 0.017 11
7.98 0.696 0.061 0.698 0.036 13.6
10,1 .....0.715 0.08 0.716 0.046 15.9

..... i I 0,733 ' 0.0C6 0,736 0.056 17.4
,,

t2.1 0.75 0.091 0.753 0.068 18
,,

13.1 0.739 0.088 0.74 0.08i 18.8
, ,,

14.1 0.76 0.088 0.758 0,099 20.1
-- 15 0.719 0.068 0.712 0.121 21.7'

16.1 0.636 -0.071 0.591 "" 0.245 22.8
17,1 0.625 -0.065 0.578 - 0.247 23.8

,, ,, • ,,,

18.1 0,639 -0.074 0.584 0.27 24.6
,,,

19.2 0.719 -0.05 0.662 0.283 25.5
__ ,

20.1 0,668 -0.078 0.6 0.305 26.6
' 22,2 0,685 '-0.079 0.605 0,331 " 29.6

!i 24.2 0.771 -0.076 0.672 0.386 30.4....
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Appendix G

Pressure Distributions for
Reynolds Number 650,000 Smooth
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Appendix H

Pressure Distributions for Reynolds Number 650,000 Rough
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Appendix I

Pressure Distributions for
Reynolds Number 500,000 Smooth
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Appendix J

Pressure Distributions for Reynolds Number 500,000 Rough
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Appendix K

Pressure Distributions for
Reynolds Number 300,000 Smooth
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Appendix L

Pressure Distributions for Reynolds Number 300,000 Rough
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