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‘Seismic Velocity Structure and Microea.rthquake Source

Properties at The Geysers, California, Geothermal Area

. Daniel Robert ‘O"anne’l‘l

ABSTRACT

The metho& of progressive hypoceﬁter-velocity inve'mion Bas been exteﬁded to incorporate
S-wave arrival time data and to aﬁima.te S-wave velocities in a&ditioﬁ to P-wave veiocities.
Synthetic tests demonstrate that the joint use of P and S-wave arrival time data has the follow-
ing advantages over the use of P-wave data al@ue: (1) P-wave velocity and slowness gradient
structure are more accurately estimated; (2) hypocenter mislocation errors are substantially
reduced, especially hypocentral depth; (3) convergence of progressive inversions to local minima
is more detectable using RMS data misfits of P and S-wave data; (4) velocity model and hypo-
center estimates are more accurately determined when station corrections are used; (5) errors in
line.a.rized resolut;ion and error estimated are reduced; and (6) complete elastic properties are
estimated providing greater constraints for geologic interpretation of velocity structure. Adding
S-wave - data - to progressive - inversion does not completely eliminat.? hypocenter-velocity

tradeofls, but they are substantially.reduced..

Results of -a P and Swave »progressive’hypocenter-velécizy inversion at The Geysers show
that the top of the steam reservoir is clearly deﬁﬁed by a large decrease of V,/V, at the conden-
sation zone-production zone contact. The depth interval of maximum steam production coin-
cides with minimum observed V,/V,, and V,/V, increases below the shallow primary production

zone suggesting that reservoir rock becomes more fluid saturated.



The - moment tensor inversion: method: was applied to three microearthquakes at The-

Geysers. Estimated principal stress orientations were comparable to those estimated using P-
wave first motions as constraints. Well constrained principal stress orientations were obtained
for one event for which the 17 P-first motions could not distinguish between normal-slip and

strike-slip mechanisms. The moment tensor estimates of principal stress orientations were

obtained using far fewer stations than required for first-motion focal mechanism solutions. The.

three:focal mechanjsms’obtained here support'theshypothesis that focal mechanisms ‘are 2 func-

tion-of depth at The Geysers:

Progressive inversion as developed here and the moment tensor inversion method provide
a complete approach for determining earthquake locations, P and S-wave velocity structure, and

emliqua.ke source mechanisms.
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Daniel Edward O'Connell (1919-1981),
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Chapter 1
Introduction

A wealth of infermation about geologic structure and ongoing tectonic processes are con-
tained in seismic recordings of microearthquakes. Microearthquake locations can delineated the .
positions of active (fault‘s, microearthquake source ndechanisxns constrain the type and orienta-
tion of faulting; and «ti@tes of seismic velocity structure provide information about geologic-
structure. Eetimation of P and S-wave velocity structure provide strong constraints on material
prdpertiee o_f geologic structures.

Tl_:e problenis,ef estimating microearthquakeloca}.‘tions, source mechanisms, and seismic
velocity structure are coupled. In order to estimate seismic source properties, accurate estimates
of .earthquake locations and material: properties are-required to calculate the complete medium-
response. (Green functions) between sources and receivers. Accurate estimates .of earthquake
lqeationfequirethat,the assumed seismic.velocity structure is close.to. the. truth.. A recently
developed approach .to solving the coupled:hypocenter-velocity inversion problem in the. context
of local earthquake data is progressive inversion. Pavlis and Booker (1980) and Pavlis (1982)
developed the methdd of progressive inversion to locate earthquakes and estimate seismic velo-
city atmeg;xre yvhich explicitly; accounts for the coupling between earthquake ‘locatio;zs and
asdumed veloeit): stmctu;e. vProvgressive inversion was de.velo‘ped and te_sf.ed for the case of P-
wave amvel tune da.ta only ance complete charactenzatlon of the sex.sxmc propemes of a
medmm requxres tha.t Snwave velocxty structure be known, the method of progressxve mversxon is
extended to mclude S-wave amva.l tune dat.a. in Chapter 2

Progressive inversion requires a linearization of a nonlinear problem. Pavlis and Booker
(1983) conducted synthetic tests to determine the significance of nonlinearities on the problem of
estima‘t_ing seismic velocity structure. In‘Chaéter 3,Asynthetic tests of progressive inversion are
done to determide the effects of adding S-wave infordzation to the problem. The effects of errors

in starting velocity models on estimates of hypocenters, station corrections, and velocity



structure -are-also investigated.

A long standing question is whether The Geysers geothermal field has a distinctive seismic
signature. The results of Majer and McEvilly (1979) and Majer et al. (1986). suggest that the
ratio of P-wave velocity to S-wave velocity, V,/V,, may be anomalously low at The Geysers. In
Chapter 4 a progressive inversion with P and S-wave arrival time data from micl;oearthquakes
there ‘is done' to determine . microearthquake locations, P and S-wave velocity structure, and
V,/V, at The 'Geysers: Estimated microearthquake:locations - and V,/V, are ‘compared to the:
locations of zones of steam production.;

Studies of microearthquake source mechanisms have traditionally relied on P-wave first
motion methods to constrain focal mechanisms and principal stress orientations assoc’iated with
earthquake sources. These approaches require a large number of P-wave first motions to have
the potential to constrain seismic source mechanisms. Oppenheimer (1988) found that P-wave
first ‘motion-focal mechanism-estimates at The -Geysers were -highly ambiguous for ‘many earth--

quakes -even though numerous P-wave -first ‘motions-were available for all events considered.

The moment tensor-inversion-approach :developed by"Stump and Johnson (1877) provides an

alternative: means to characterize seismic source mechanisms with.a.smaller number of :data.
Their method has not been previously used to estimate seismic moment tensors of microearth-

quakes.

Results of a progressive inversion, as developed in Chapter 2 and as applied to The
Geysers in Chaﬁter 4, provide the information required for reliably estimating seismic source
properties; progressive inversion results can be used to generate the best estimate of Gfeen func-
tions. In- Chapter 5, Stump and Johnsonr’s (1977) method is used in conjunction Qith'the pro-
gressive inversion-results-of Chapter-4, to estimate seismic moment tensors for thrieekmicroeanh-
quakes at The Geysers. The results are compared to those obtained using a P-wave first motion

approach.

In addition to providing insights into geologic processes at The Geysers, this disse:tatibn is

intended to provide a complete approach for the utilization of three-component seismic
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recordings of microearthquakes. Taken together, the method of progressive inversion developed
in Chapter 2 using P and S-wave data, and Stump and Johnson’s (1877) method of moment
inversion, provide a comprehensive approach to utilize microe&tﬂquake data such that the most
complete and accurate information is obtained: microearthquake locations, P and S-wave velo-
city structure, and seismic source properties. This information in turn provides powerful con-

straints on ongoing tectonic processes and on material properties of geologic structures.



‘Chapter 2

Progressive Inversion with S-waves

2.1. Introduction

Two of the-oldest outstanding ‘problems-in-seismology ‘are determining the hypocenter of
an earthquake from seismic arrival-time data and determining seismic velocity structure from
seismic arrival-time data. Often, these problems have been considered separately. It is clear
however, that they are in fact coupled. Determination of an earthquake hypocenter from
arrival-time data requires knowledge of seismic velocity structure. Much of the Earth’s velocity
structure has been deduced using earthquakes.as:sources.. It is advantageous:to solve.these two
problems: together in. a systematic approach. A recently developed approach to solving the.cou-
pled hypocenter-velocity probiem in the context of local earthquake data is progressive inver-

sion.

Progressive inversion is an approach developed by Pavlis and Booker, (1980) and Pavlis -
(1982) to determine hypocentral parameters, station corrections, and velocity structure using
local event a.rrivai times. The goais of progressive inversion are to improve hypocenter determi-
nation and to estimate velocity structure. The method was developed and tested using P-wave
arrival time data:only (Pavlis and Booker, 1980, Pavlis, 1982; and Pavlis and Booker, 1983a).
The -goal: of -this-Chapter-is-to outline -how-to-extend -the-method of -progressive:inversion:to -
include.S-wave arrival-time data. In Chapter 3, the effects of adding S-wave data.to progressive:

inversion will be investigated using synthetic data.

There are several reasons to utilize S-wave information. Information contained in S-wave
arrival-time data can help provide better constraints on event origin time and depth than P-
wave data alone. In some cases, S-wave data will also help stabilize the process of progressive

inversion-for -hypocenters -and . velocity -structure.: Thus; S-wave-data.can-constitute a-valuable.
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addition to the joint problem of determining hypocenters and velocity structure.

~Knowledge of S-velocities when combined with P-velocities provides tighter constraints on
rock properties than does P-velocities alone. P-wave velocity‘,» V,, can be correlated with vari-
ous rock types. But, interpretation of V, in terms rock type can be highly ambiguous. In con-
trast, the ratio of P-velocity to S-velocity, V,/V,, ha; been found to help discriminate lithologies
(Tatham, 1982). Also, V,/V, has been found to correlate with fracture density (Moos and
Zoback, 1983), can be dlagnosnc of porosxty variations (Domemco, 1984), and is sensitive to

ﬁuxd and gas concentranon (Tatham and Stoﬁ'a, 1976)

Another reason to use S-nmval time data is that S-waveforms contain information about
the seismic source. One means of extractmg selsrmc source propemu is to use three-component
waveform data in a moment tensor inversion (Stump and Johnson, 1977). However, in order to

use: three-component data to obtain moment tensor solutxons, P and S-velocity structure is

‘needed to calculate complete Green functions. Progressive inversion’ which ‘includes S-arrival--

time data provides a means to estimate both the P and S-velocity models required to calculate -
Green functions:

To .summarize; motivations for.including ;Sawave»Aata -are-to improve hypocenter and velo-
city determination, obtain better constraints on rock properties, -and to facilitate calculation of
Green functions for moment tensor inversions. In this Chapter we cutline how to extend the
method of progressive inversion to include S-wave data. We begin with a review ‘of the problem
of -earthquake location. Next, we will review ;prc;gressive inversion as developed by Pavlis and
Booker-(1980), Pavlis (1982), and Pavlis and Booker (1983a). Then extensions and modifications
t.o‘invcl‘ude S-w#ve :data will be presented.  Some -aspects of our development-differ from ‘t.hoseof :
Pavlis and Booker.: These differences will be pointed out and explained. Discussion of practical
problems such as'determination of S-wave arrival times is deferred:to Chapm 4 which deals

with real data. -



2.2..Single-Event-Location

Determination of earthquake location from seismic-wave arrival time data is, in general, 2
nonlinear problem. The problem can be stated as follows; we wish to minimize the objective

function F (x) given by
F(x)=r"r ' ' (21)

where x is the space-ﬁme vector of dimension <4 which describes & poinl;. seisxixic source, and
r;=T' b“‘Tf “(x) is the residual vector.of observed.minus calculated travel times for § =-1 , m.
readings. The most common approach to the solntioﬁ of (2.1) is Geiger’s (1910) method of itera-
tive least squares. Applying Geiger’s method to local earthquakes requires a Taylor expansion

of (2.1) about an initial estimate, xo, which givés
F(xo+6x)=F(xo)+gT6x+-;-5xTH62 + e (22

where 6x are the adjustments to the initial hypocenter, g'is the gradient vector of F{x,), and H~
is the Hessian'matrix of F (x,).

In Geiger’s method, only first order terms in &x:are used in an iterative search for the
minimum of (2:1). Lee and Stewart (1981) point out that Geiger’s method is‘an example of the
Gauss-Newton method of optimization, which is known to be fallible. Thurber (1985) gives
examples of some situations where Geiger’s method fails. He shows that Newton’s method,
which retains the Hessian in (2.2), can give more stable results. For example, shallow earth-
quakes recorded‘only be nearby stations sometimes became *“airquakes”, that is, they locate
above: the - Earth’s - surface, when using-an- earthquake- location- program- based ‘on-Geiger’s-
method. In synthetic tests, Thurber showed that use of Newton's method eliminated “airquake’
location artifacts. It is widely known that linearized approaches to solving nonlinear problems
can be unstable and produce erronecus results. However, virtually all approaches to earthquake
location have used Geiger's methéd, usually with satisfactory success (Flinn, 1965; Bolt, 1960,
1970; Lee and Lahr, 1972, Buland, 1976; Klein, 1978). Other approachs are outlined by Lomnitz

(1977), Tarantola and Valette (1982), and Thurber (1985).
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In the context of local ea.r;hquake location, Geiger’s metygd generally works well when
locating earthquakes that occur inside seismic recording petworks. Lee and’ Stewart (1981)
review cases where the method performs poorly, for instince, when an earthquake is located well
outside a recording network. Geiger’s method will be used here, ‘not because ‘it is the best
method in general, but because its form permits the use of linear projection operators which
form the foundation for deyelopmeng of progressive inversion.

By keeping only first order terms in &x; equation (2.2) can be rewritten in a different form:

which is more conducive to discussions of linear projection operators
Abfx=r (2.3)

where A (related to (2.2) through g = ~2ATr) is the matrix of partial derivatives of calculated

travel time with respect to the Cartesian coordinates of the hypocenter and has the form

8T, O8T: 8T, 1'
oz dy Oz
aT, oT, 9T,
3z 9y 9z |
A= 1o \ (29
8T, 8T 3Tw |
| Oz dy oz ]

the partial derivatives being evaluated at the hypocenter for m data.

There are a vmety of ways to sclve (2 3) Our 1mplementa.txon, BERQLY wntten by L.R.

Johnson, utxhzes the Levenburg—Marqua.rdt inverse whxch is usually deﬁned as
A" = (ATA+x’I)"AT S (29

where-X is an adjustablé ‘constant referred to as therdamping parameter. The matrix A is caleu--
lated using finite differences. For a particular .’iteration, an appropriate value for- \ is found
using the method of forced descent. ‘This implementation has proven to be robust. Thurber
(1985) noted that a &amped version of Geiger's method was successful in avoiding the aforemen-
tioned “airquake” problem if ihe damping were chosen properly. .BERQLY only produces “air-

quakes” when there are serious blunders in the input arrival-time data, input velocity model, or



starting location.
The Levenburg-Marquardt inverse can be related to the method of singular value decom-
position as a means of forming a generalized inverse. Singular value decomposition (SVD) of A

can be written (Lawson and Hanson, 1974)
A=UAVT " (2.6)

- where U is an m Xm orthogonal matrix, V is an n'Xn orthogonal matrix, and A is an m Xn
diagonal matrix containing.the singular-values.of A: The.generalized iﬁverse"of A in terms of

its SVD is (Lanczos, 1961)
A*t=VA*UT (2.7)

where * denotes matrix inverse and A* contains ¥ <n nonzero reciprocal singular values. ‘An
alternative form for A™ that has a simple relation to the SVD of A is (La.wsoﬁ and Hax;sdn,

1974)
A" =VA™UT (2.8)
where the diagonal elements of A™ have the form

A;
AN
In spite of differences in their forms, A* and A™ share a fundamental property; Pavlis (1982)
showed that they use identical orthogonal projection operators V and UT. This result makes it
possible to use the separation technique developed by Pavlis and Booker (1980) to solve the
problem of progressive multiple-event location and slowness inversion, the topic of the next sec-

tion.

2.8. Multiple-Event Location and Slowness Inversion

The goal of progressive inversion is to determine hypocenters, station corrections, and
velocity structure using seismic arrival-time data from multiple events. Suppose we have a set of

arrival-time measurements for m, earthquakes recorded by n stations. Some or all of these
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statiqns provide S-wave a.mval times m addition to first P Jarriva.ls, The total number of sta-
tions in the context of station com;:tions isn,, 1the number of stations invthe network plus the
number of those stations that record S-waves (i.e., record on ‘three components). ' The total
number of discrete slowness variables is N; which corresponds to the combined totals from the
P-wave and S-wave models.. There are a total of M arrivals in the data set: The general prob--

lem has the form (Pavlis, 1982)

r=Abh + Sis +-<G |u> +-e- (2.9)

where
r € R¥*! == residual vector.
‘A € RM™**™ = matrix of ‘partial derivatives for all 'eve;xt;s (see (2.4); for single event form).
¢h e R*™ *! = vector ot; pgriurﬁations to the hy"pocen‘tés.
seRY*™ . " .o

== matrix of partial derivatives for stations corrections.
8s.€R X vector ‘of station.correction perturbations.

G € R**™ = matrix of discretized Ffechét*deri#atives (kernels).

Ny Xt — vector of perturbatxons to slowness model(s)

sueRY
e e RM "? = column vector of obqerygtional standard errors
Subsequent forms of (2.9) are implicitly welghted by e!. ' The notation <G | fu> indicates the

inner product (2.11). The term <G | §u> represents the component of r due to slowness model

errors. While G and §u are a discrete matrix and vect.or, respectively, during actual computa- .

txons, the notation <G | 6u> emphasizes t.he fa.ct. t.hat. G and fu are conceptually functions.

The term Géu is the discrete representation of a linearization based on Fermat’s principle
(Pavlis, 1982; Backus and Gilbert, 1968). Let an incremental travel time, §7, represent the com-
ponent of ¢, due to slowness model errors. ér is related to slowness perturbations along the ray

path between hypocenter, h, and station, &;, by
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55’,- = f b ds = f 5u (z,y,2)ds(z,y,2) (2.10)
h—4, h—A, ) v

where ds ' is incremental path length. In a general approach éu would be a function of three
dimensions. In our implementation we assume the velocity varies with depth, z, only. Then

(2.10) can be written
L ; .
br; = [G;(z)bu(z)dz (2.11)
]

where G;(z) depends on the source depth_z; and takes the form.

%

———% 0<:Z2z
(s?-p:%

G; (x) = sz—:‘ﬁr, 2y <z < depth of ray bottom (v ==p;) (2.12)

0 2z > depth of ray bottom
where-L is chosen in (2.11) as some depth below the bottom of the-deepest rays..

Adding-S-wave:data increases the number-of station corrections.and.the-dimension-of. fu.
The column.dimensions of S:and G increase-accordingly. The addition.of S-wave :data has:not

changed the basic problem. form from that derived for P-wave data by Pavlis (1882).

The most general problem form for progressive inversion is shown is (2.9). Situations may
arise where the use of station corrections is not required and the terms involving S and s can
be omitted. If the term <G | fu> is omitted, (2.9) takes the problem form for PMEL, the pro-

gressive multiple event location method of Pavlis and Booker (1983b).
A more compact form for (2.9) is
r= By ' (213)
where
B=[A|S8]|<G|]
y = [¢h |68 | bu>]T

One approach to solving (2.9) is to invert for all the unknowns (¢h, ds, and su>)
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simultaneously. For example, Crosson (1876) formulated a procedure that solved for hypocenter
perturbations and velocity perturbations simultaneously; that is, all parameter perturbations are
determined at once using a full matrix solution. He solved 2 matrix equation of the form of
(2.13) (excluding station correction terms), in an iterative least squares approach. There are two
reasons to avoid a simultaneous solution to (2.13). ‘On the practical side, the matrix B can
become.quite large even for a moderate number of events thereby limiting the amount of data
that can be used and.the number of parameters.that. can be solved: for.. More importantly,
Pavlis and Bookrerv(1980)r showgd t.hgtj’the partitioned fqrm of (2.9) could be exploited to parti-
tion the prqble}}mr mto indepeqdent_. parts using an"_‘a.nnulling transformation”.
The solution to (2.9) by progressive inversion involves five steps
1. - event location by the single event method described in Section (2.2), using the

. current estimate of the station corrections and slowness models,

2. calculation of an annulled version of the residuals unbiased by the hypocenter per-

turbations,
3. utilization of this annulled data to estimate a perturbation to the station corrections,

4. ca!éula’tion» of a second annulled version of the residuals unbiased by the station
correction perturbations,
5. utilization of this second annulled set of data to estimate perturbations for the slow-
ness model(s).
... The first step was outlined in Section (2.2). Subsequent steps require the use of special
properties of partitioned -matrices and orthogonal projections, the ‘‘annulling transfofmation’,’.
The ‘use . of ‘annulling transformations.on. partitioned matrix broblems was developed by Pavlis
and Booker (1980), Rodi et df. (1980); Spgnce; and Gubbins (1980), and Jordon and Sverdrup
(1981). Spencer (1985) gives an overview of the Qixse of partitioned matrices, and various projec-
tion opera.toi's‘ ﬁm@ produce lsnnulling'v trainéfox.'mat;ionélés ;pl;lied to géophysicd in.v>erse':‘ prob-

lems. What follows is a brief outline of the basis for the annulling transformation and how it is
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used in a progressive process leading to a solution of (2.9).
2.4. The Basis for Progressive Inversion:

2.4.1. Orthogonal Projection Operators and Overdetermined Least Squares.
We ‘will limit our discussion to two orthogonal projection operators.. A more complete dis-
cussion of orthogonal projection-operators is given by Spencer(1985) and Pavlis (1982).

Consider the problem defined by (2.3) where m > n. Let the range space of the matrix
A be represented by R(A) = {y€R™: y=A¥bx for some &x€R"}. Let the null space of the
matrix AT be represented by N ={AT) = {y€R™: ATy == 0}. Any vector in R (A) is perpen-
dicular to any other vector in N (AT): they are orthogonal compliments and together they gen-

erate all of R™ . Any vector yYER™ can always be decomposed into two orthogonal vectors
Y=yr +¥n ' (2.14)
where yz ER(A) and y, EN(AT) (Pavlis, 1982).

A generalized inverse solution (Penrose, 1955) of (2.3) will be.a minimum-norm (Euclidean
length) solution and will give a minimum sum of squares of residuals. One method of solution is
to use a generalized inverse defined in terms of the SVD of A (2.7). Another method of solution
could employ the QRK decomposition computed using Householder transformations (Lawson

and Hanson, 1974)

A = QRKT ‘(2.15)

R=149 o

here R, is a k X k nonsingular triangular matrix, and ¥ <n, is the rank of A. Q is an m Xm

where

orthogonal matrix and K is an n Xn orthogonal matrix. The generalized inverse in terms of

(2.15) which could be used to solve (2.3) is
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'A+==KR;1QT R O T TR S (2.16)

Deﬁot.e a generahzed’ inverse solutlon vector to (2 3) as Gx Let aA soluglon be obt.am‘ed.
using (2 7) or (2. 16) In either case, from (2 14) the ut.unate of the sohmon wnll have two pro-‘
pertles ﬁrstly, the solutxon vector w111 have no projectxon on (N(AT)) and secondly, the resi-
dual vector e=rp~ Ab'i wxll have no pto:ectxon on (R(A)) These results mean that n pleces-
of mformatxon are extracted {rom the mxduals in the least squares solution, and a linear combi-
nkiion of n pxeces of data are mapbéd into R(A) There are m—n pieces of information left
over in the residuals that are completely mdependent of the solutlon, and a linear combmatxon
of m -n pieces of data. are mapped into N(AT). TR

How are t.he m-n locally mdependent parts of t.he mxdual separa.ted from the mput. resi-
dual vector? If (2.7) is used, multaply (2 3) by UT where UT is pamtxoned as

; ug o
Ul |— ' (2.17)
Lif) ~
with UF € R**™ and UJ € RI=-)xm" UT is the orthogonal projector that projects data
into R(A); UT is the di'thogo'h'a;!“projecwl‘ that pi'éjei:t.s data into N(A"j; Operating on (2.3)

with (2.17) gives

B E23 7V P o
d=1=10 | [=] (218
where: ::
rkf.é'R9~'
ARGR.X'
and
ry ER™™

ry are the independent data we seek. It is clear from (2.18) that U annihilates A. UJ maps
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m —n . components of the-original-data into N(AT) ensuring their independence from'the n. com:
ponents of the data used in R(A) to constrain the solution. These two results, obtained by

Pavlis and Booker (1980) and. Pavlis (1982), form the basis for their separation procedure.

The same results can be had using the QRKT decomposition represented by (2.15). In‘this
case, QT takes the place of UT m (2.17), and &he sam;: partion forms for QT are obtained. The
two projectors, UT and QT are not identiqai, rbut they bo_th'vs;tisfy"the projection properties
required to achieve parameter séparation: a.nd data “ax»mluln‘xenl;”.’ Eit.her*projgctor;v uT, or’»Q‘T,
could be ‘used:in each step of the development of progressive inversion. We yvilliuse these two
projectors in the same manner given in the development by Pa,w;lis (1982). They will be ther only
projection operators used in the developmept of a solution to (2.9). The utility of orthogonal

projectors will now be related to the problem of progressive inversion.

2.4.2: Applying: Projection Operators. to-the:Partitioned Matrices of: the Multiple
Event-Slowness Inversion Problem:

To see -how the annulling: transformation works, we return:to (2.9). The-following deriva-
tion: closely follows that of Pavlis (1682). First, (2.9) is-expanded to show the-contributions:of”

individual events

l‘l A'l 0 ¢ 0 6h| Sl Gl

r; 0 A, - O b, S; G,

cl=1: : : s+ ] [58] + | [5u ] (2.19)
r 0O 0 --- A éh S G

m¢ m‘ mC mG mG

where the subscripts refer to the contribution of each event of the total § = 1, m, . Pavlis and
Booker (1980) showed that each of partitions, A;, has an inverse SVD decomposition- of the
form (2.7). By using the individual event matrices, U,.T, an orthogonal premultiplication matrix

of the form



LX)

(UF)y -0 -+ 0
0 (U --- o

(Ush 0o -+ 0
0 (Uf) -+ 0

is used to premultiply (2.19) which yields the result

[ (reh . (Arh 0 .- o [ (Seh |
(er )2 O (Ar) --- () (Sr )2
. . . : §h :

(r;&" 1= i ) 0 . - (A )m. ‘ Gh: + (Se )'"c

(eah o o 0. Gh: (Swh

(rv)e o o 0 Me (Sw)e

i | Lo 0 o ] e,
where

(e )i =(Uir; €RY
(Ag) = (UPA; €RY
(Se )i = (UF)S:; eR"";'
(Ya) = (UF):G; € RVM
| J=12...,m
and
(en ) = (OFNes € R™
(Sn) = (UJ);S; € R™*™

S (G ) = (UF):G; € R™ ™M

J=12...,m,

Lo o - U, |

| '[é] +

‘ '(Y.), .

(Ya)e

(G )

(e

m
e

(YA.),“’Y

(Gyh -

15

(220)

’ [ﬁf ] (2.21)

(2.22)
(2.23)

(2.24)

C (229)

(2:26)
" (2.27)

(2.28)
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Multiplication of (2.19) by (2.20) has produced a lower partition of (2.21) where the data,
rn, that are independent of the hypocenter perturbations. Condensing the lower partition of

(2.20) into compact form gives the new reduced problem form

ry = Sybs + <Gy | bu> (2.29)
where -
ry. €RYT™ | _ (2.30)
Sy € é"“"‘"“’ (2.31)
Gy € R¥™ M (2.32)

The next step involves solving for the station correction perturbations. We defer discus-
sion of ta, specific method to solve for the station correction perturbations. Here, we concenf.rate‘
on the-next-step in the process; which-is to reduce: (2.29) to the slowness inversion problem. As-
part of the station correction solution-process, an orthogonal projector is again-used, this time to
reduce (2.29) to the slowness inversion problem. Following Pavlis ~(1982); this:is done-by apply-

ing.the orthogonal:projector QT of the -QRKT decomposition (2.16) of Sy to(2.29), which-gives-

[‘: ]= [lt;] [“]f [‘;;] [5“] (2.33)

where
r, = Qfry € R™ (2.34)
R,.=QJSy e R™ ™ (2.35)-
Y, =QfGy eR'"™ M (2:36)
and |

M-4m, -n,

2= Qiry €R (2.37)

N =QfGy e R*™*™ ™% (2.38)

v
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Examination of the lower partition of (2.31) reveals that the data (2.37) are independent of
the earthquake hypocenter perturbations and the station correction perturbations as are the kér—.
nels (2.38). Now we have all the components needed to form the slowness inversion problem.

The slowness inversion problem can be written
a=<N| fa> B (239)

At this juncture we can see how adding S-arrival times has altered ihe slowness inversion
problem. One way to ascertain the aflect of adding ,S-gﬁyal times is to look at the form of the

kernels G in (2.9) for a single event before annulment and after annulment.

Let G? denote P-kernels and Gs denote S-kefnelé 'Each of these kernels is discretized in
depth z. The total number of discrete depths for G’ is N, and for G® is Ng. The slowness
pertnrbatxons for the P-model are 6up md t.hose l‘or the S-model are fug. Then
N, = Np + Ng. For the dlustranon of a: smgle event here, let there be. mp . P-arrival times
and mg S-arrival times thh the mp resxduals ordered above the mg residuals. Takmg a single

event from (2.21) we have

-ﬂ"x, . [Gf('o) Gf(z)) --- Gf(:n')

T3, Gi(zo) G(s) --- GE(an,)

'-.n, G-'.(J‘o) G."(Zl) .. G:(.lyp) 0 0 LR 0

—l=e] — _..._..______ S [:ur.-] (2.40)
iy °© o - o |GHsd) Gf(s) - Gi(an) |

r',s' 0 o weregn . (to) G‘(:;) Co -G’g(,”s')

) I R Gs"“’ atis) "-"-"G.i(:z:v,”

The-hypocenter and station correction terms are omitted to achieve a compact form. Now do
the annulling transformation by premultiplying (2.40) by (2.17) and then by QT of (2.33) which -

gives
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(k] [P (PP e (PP Naw,)
g,.)): (YPMzd) (YPMz) - (Y")an,)
R
kel I s Y2 R e VZR RO e Yo
. —_ —_ — —
, (NP)so) (NP )z - (N*)la,)
E (NP)dz0) (NP)lz)) --- (NP)2n,)
: P
S (NP )m(20) (NP )my(21) -« (NP)u,(2v,)
(columnS continued below)
(Yhlsa)  (Y(s) -+ (Y*)an,) |
(Y9)za) (Y521} -+ (Y*)an,)
(Y3 )Mz0) (V) z) --- (Y ) ang) s
— —_ - [au: ] (2.41)
(N%)f20) (N¥)(2)) --- (NS hzwy) )
(N*){z0) (N*)s) --- (N’)a(m,)
(N¥)ay (30 (N*)my(s0) = (V) (2n,)
where 3
(rz )i € R* == data that constrain the hypocenter. (2.42)
(YPXzn) € RYM — incremental ray paths used by P;component of (rg);. (2.43)
(YSXz)€ER *Ns — incremental ray paths used by S-component of (rg ); . (2.44)
1 =1,2,3,4¢
and
ri €R "4 = annulled data. : (2.45)
(NF)Yz)eR™ *NP = annulled P-component of data kernels. (2.46)
(NS)z,)eR™ *Ns — annulled S-component of data kernels. (2.47)

j = l,2,...,mA k = 1,2,...,(Np or Ns)
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my = mp + mg

The annulled data r; (2.45) are a linear combination of originally distinct P and S-
residuals, Similarly, the P and S-kernels that were originally block diagonal (Golub and Plem-

mons, 1981) in (2.40) are coupled in (2.41). Just as the block diagonal form of A in (2.9) (see

(2:19)) made it possible to treat each event separately, the elimination of block diagonal form in

(2.41) necessitates simultaneous inversion for P and S-slowness perturbations.

The annulled data in (2.45) can no longer be thought of as representing contributions from
one wave type. Rather, they assume the character of a mixed body wave phase such as ScP.
The use d‘ mixed wave kernels is new but does not pose significant problems.

- As witﬁ the station corrections, adding S-data has notp:ofoundly changed the problem of
estimating slowness perturbations. Some mpdiﬁcgtions_ are required in a P-only procedure to
solve jointly *‘fqr P and S-slowness~p¢;;urba§ions. ;I‘hesermodviﬁc‘ationsvwill be discussed as they
arise:

We have completed our discussion of how (2.9) is partitioned into three (locally) distinct
problems.>? The next step is to specify how we solve each of the three partitioned problems.
We have already discussed how we solve the ﬁ'rsrt»problgm, event location, in Section (2.2). Now,
we w@ll describe our particular approaches to solving for station corr?ctiﬁn pert.urbatiox.:s and

slowness perturbations.

2.5. Method of Solution .

For the sake.of clarity and simplicity several practical matrix operations were omitted -

from the discussion in Section (2.4.2). This was done to avoid obscuring the fundamental opera-

tions that are the essence of the separation process of progressive inversion. Since (2.9) is based
on a linearization of a nonlinear problem .its solution requires an iterative approach. The

sequence of iterations used is shown schematically as
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Begin
!
—‘ —— Event Location
. !
~- Station Correction Inversion

|
I i
| Event Location
' Slowness Inversion
!
Solution

where I

|

indicates a loop and | indicates loop convergence.

This diagram shows that iterative solut.ioknrbo (2.9) is beihg done on three levels: (1) event by
event location; (2) station correction estimation; and (3) slowness inversion. Iterative event by
event location is an implicit loop and it.s solution was described in Section (2.2). Now, we will _
outline how we solve for the station correction perturbations and slowness model perturbations

within each loop. We start with the station corrections.

2.5.1. Station Corrections:

Much of our approach towards solving for station corrections perturbations is essenﬁally
the same as PMEL, Progressive Multiple Event Location, developed by Pavlis and Booker
(1983b). They in turn, used ideas presented in Jordon and Sverdrup (1981), in the course of
their development of PMEL. The addition of S-arrival times to the problem does not require
significant changes in PMEL if only hypocenters-and station corrections are sought. If an-inver--
sion for slowness models is included, some modifications to PMEL are required.- We develop a
solution for station correction perturbations taking into consideration that a slowness inversion
will follow. As a result, the design philosophy differs somewhat from PMEL of Pavlis and
Booker (1983b). Here, we present the essential elements of a solution algorithm based on parts

of PMEL, highlighting significant differences as they arise.



L

»n

21

" Referring back to (2.21), the contributions of each event to the data and coefficient matrix

for the station correction problem are found in (2.26) and (2.27), respectively. ' The routine -

. SVDRS in Lawson and Hanson (1574) is used to form the products indicated in (2.26) and (2.27).

The final coeflicient matrix (2.31) would attain the size (M —4m, ) X n, if the contribu-
tions from each event (2.27) were accumulated. Pavlis and Booker (1983b) Qhowed that the
matrix R, in (2.35) could be formed from the individual event partions (2.27) instead of Sy of
(2.31) using sequential accumulation (algorithm SEQHT of Lawson and Hanson (1974)). The key
point is that SEQHT uses a QR decomposition (see (2.15)) to reduce Sy to the upper triangular
form R,. Instead of requiring (M —4m,) X 5, rows of storage to solve for station correction
perturbations, just 2n, rows are required. This is done by applying 2 QR decomposition to
each event in the manner outlined in Lawson and Hanson (1874). They show that the end result
is equivalent to doing 2 QR decomposition on Sy of (2.31). This is why the matrix QT comes
to be .‘used in (2.33) to produce-the annulled data and kernels for a subsequent slowness inver-
sion.

. From (2.33) the basic station correction perturbation problem becomes:

‘1, =R,0s . C (248)

Pavlis and Booker (1983b) solve (2.48) using a pseu&oinverse of R; , denoted R,* (vseeA (2.7));
obtained b)"tsin‘gula.r valu’é cle<:otnp¢:¢sit.i:oxi."3 They found that, in'geneArralA, R hasa ﬁseddorank
k of n,-1. The pseudorank £ = 5, -1 feﬂec’fs tlie'ainbigixigt.y produced by ‘the tradeoff b:etu}éei.x
eé.rt'hqﬁ’a.k’e ongxn times and tﬁe ;dé cbmbdnéni of the stlatiobﬁyr corrections. Thls ‘aﬁmbivguit); is 7
inherent when onlfr P—amva! times are used since _'P-'?arx:'ival:tinvx‘esidd not put strong éoﬁstrainis
on 'oﬁgixit ’tix'ne.'“lf only S-P ;t.imérwe're uséci thxs sburcé of ihbiguity wou'l‘ri‘” be removed !;ec#use
origin time is éﬁmiﬁaied from the ;;robleui;- Using S-P ‘tin‘xes»’d‘oes' not ensﬁre that R, will h#fe
nkp's'éudormkk of n, As ;péihted out in P;vlis and Booker (1’98351),* if one ‘triu: to jofntli locate a
set of earthquakes that occurred in a small cluster, one will gen§ﬂly find rank (R‘,‘)Sr n,-4 or
(k <n,-3 if S-P data are used). This reflects the ambiguity of the absolute location of the clus-

ter as well as the origin time. Often S-arrival times are only available for a subset of the
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stations with P-arrival times. In this case origin time must be included in'the problem and the
aforementioned origin time ambiguity persists. Consequently, as a practical matter, we expect
that rank (R,) <=, in general, whether or not S-arrival times are included with P-arrival

times, or S-P times are used.

- There is a case when the dc station correction component can be constrained. Arrival-
time data from explosions with known origin times can produce rank R, = n, thereby con-.
straining the dc component of the station corrections: However, we ‘prefer that the final station
corrections have zero mean, independent of ‘the constraints provided by the data. We will
present a ju;tiﬁcation for this point of view shortly. First, we discuss the modiﬁc#tions to

PMEL due to the addition of S-arrival times.

Since dc station corrections cannot be constrained in general, we impose the condition that
the sum of the station corrections equal zero. If S-arrival times are usedﬂﬁs condition. is
applied separately to each wave type’s station corrections. During tests with synthetic data (to
be discussed in Chapter 3), we found a tendency for errors in assumed V,/V, modeis to be com-
pensated by the station corrections unless the de- component was separately calculated and
yemoved from P-station corrections and S-station corrections. It is easy to see how this happens
by considering a simple example.

Let us assume that the true P-station corrections and true S-station corrections have zero
mean. Further, take the case when the assumed V,/V, model is in error and V,/V, is too large.
Let the de coméonent be determined using combined P and S-station corrections and then
remove this dc component from all P and S-station corrections. Since V,/V,'is too large in the
assumed model, S-P times will be too large. By adding a positive d¢ component to all the P-
station corrections and a negative . dc component :to all tbe S-station corrections, S-P. times -are
produced that satisfy the data. In addition, the sum of the de¢ P-station correction component
and the dc S-station correction component is. zero. The inversion process has produced an
erroneous result. But if the dc components are calculated independently for each wave type’s

station corrections and then removed from the P and S-station corrections separately, the
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erroneous V,/V, ratio will not be incorporated into the station corrections.

Removing the dc station correction component separately from P and S-station corrections
is essential to ensure the integrity of the annulled data (2.48) used to calculate perturbations to
the slowness models. Since 'solvixig for station corrections is just one step in an overall pro-
cedure to locate earthquakes and determine slowness models, it is important that implementa--
tion of a solution for station corrections be ‘consistent with the overall process. It may be
argued that incorporating whole -model -V, /V, errors into the .station:corrections is acceptable-
because station corrections are meant to correct for deviations of the assumed slowness model
from the true model. This point of view is unacceptable here because, in the context of our use,
station  corrections represent lateral velocity heterogeneity local to the station only. They
assume the role of static corrections in reflection seismology (ngrin, 1976). Consequently, we .
can place a bound on the largest possible station correction by specifying the maximum varia-

tion of near surface slowness ;nd» the ma.nmum depth that consti;utes the “near surface” zone.

In the next section we develop a slowness inversion that includes perturbations to the sur-
face slowness. Therefore, requiring the respective P and S-station corrections to have zero mean
is reasonable, since:we determine-the best least squares:-estimate of ‘the near surface and surface

slownesses. Station corrections should reflect the deviations from these mean surface slownesses.

- In light of these requirements, we specify an upper bound on the absolute value that any
single station correction can attain.” We found: this -bound was difficult: to satisfy using a
psuedoinverse Awl-xere 'the""rank was decreased until-the perturbations satisfied the bounds. How-
ever, a Levenburg-Marquardt solution (see (2.8)) was effective in satisfying our requirements. In
synthetic tests (described in Chapter 3), we ft_’aund,t.hatva damped solution ;etained the same
pattern of perturbations that‘.wo.uld be obtained .using-a pseudoinverse of pseudomk n,-1. By .
increasing the damping the magnitude of the perturbations was decreased, while preserving the
“correct’’ pattgrﬁ of perturbations. The drawback is that the generalized inverse with damping
does not satisfy the symmetry conditions of Penrose (1958). Consequently, the overall form of

the generalized inverse for PMEL will have a form slightly more complicated than found in
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Pavlis and Booker (1983b). The utility of the Levenburg-Marquardt solution outweights, this

minor drgwback.

For each iteration, a solution to (2.48) is obtained in the following way. First, a singular
value decomposition of R, is computed using routine SVDRS of Lawson and Hanson (1974).

Next, the psuedorank k is determined from the SVD of R, using a tolerance that requires that

the smallest singular value be no smaller than 10? the largest singular value, where n- is the
total -number of significant figures available to represent real numbers. - A modification of the
routine SVA from Lawson and Hanson (1874) is used to determine 21 values of damping A uni-
formly spaced in logjo A increments between 10X; and )\, /10. Candidate solutions for are deter-
mined using the 21 damping values. Candidate perturbations are added to the previous values
of the station corrections and the means are removed from each wave type's station corrections.

The minimum value of \ is used that satisfies the bound constraints on station corrections. -

As in PMEL of Pavlis and Booker (1883b), solution for station correction ﬁe'rturba.tionsis
part of an iterative process of solving (2.9). Once station correction perturbations are calcu-
lated, all events are relocated with the new station corrections. This process continues until: (1)
subsequent station correction perturbations become small, ie., when || 68| <e where-¢e:is a
small number, (2) the residual norm || r, || does not decrease significantly in successive itera-
tions, or (3) the residual norm || r, || becomes smaller than the a priori standard error of the
input data, in which case the solution to (2.9) is complete. Pavlis and Booker (1983b) give a
theoretical justification for criteria (1) and suggest the use of an F test (Hoel, 1971, pp. 285-295)

to detect case (2).

Pavlis and Booker (1983b) discuss the analysis of error through the resolution ' matrix,
covariance matrix, and information distribution' matrix. The basic results of their. resolution
analysis has been discussed in the context of station correction dc¢ component ambiguity. The
covariance matrix for the station corrections, C,, can be calculated from the SVD of R, by

the relation
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C =RRN T ay

where Rt is the generalized inverse of R,. The complete covariance matrix for hypocenters

and station corrections can now be written (Pavlis and Booker, 1983b)

H,HJ + HSC,STH] -HSC,
CC= | (2.50)

-C,sT™a" c,
where H, is the generalized inverse for all the events. They also show that when the number of
arrival time data is much larger than the number of parameters, 4m, +n,, the: covariance

matrix for the hypocenter and station corrections C has the form

H.HT 0©

A more complete discussion of resolution and errors for hypocenters and station corrections is

deferred until Section (2.6.2).
Having outlined a means to solve-for hypocenters and station corrections in a progressive
iterative approach, we are ready to discuss the final step in each iteration of & solution to (2.9),

solving for slowness perturbations.

| 24.’51.2. Slowness Models

All mfonna.txon constmnmg slowoas peetorbo.teons ns contamed in (2 39) We must‘
decxde how to utlhze xt We choose to use 8 Backus a.nd lebert. approach tha.t xs, we over-‘
parameteme the slownesa models Thu ensures t.wo thmgs ﬁrstly, the resultxng slowness_
mode!s wxll be free of artxfacts of course pa.rametenzatxon, and secondly, we can det.ermme the N
type ot a.vetagxng Iunctxon.s reqmred to obt,am acceptable sta.nda.rd errors m dnﬂ‘erent pomons of

t.he model u.smg well developed concepts of resolutxon a.nd error ana.lysxs
_ The kernels N in (2.39) are smgular at the bot.tommg points of rays. The sxngulanty pre-
cludes the application of a least squares approach because the error norms are not square integr-

able (Backus and Gilbert, 1969). As a practical matter, the kernels N are always finite due to
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finite discretization. Thus, a numerical least squares solution to (2.39) is possible: However;

least squares solutions to (2.39) tend to be highly oscillatory. Rewritting (2.39) we have
0
& = [N;(z)6u(z)dz i=12,..,M, - (2.52)
L

The singularities in N can be removed by integrating (2.52) by parts, a process Backus (1970b)

calls “quelling by integration”. Integration of (2.52) by parts gives

a;. =N(0); 6u.(0) '-:Z'ﬁ(z )i du(z) dz: (2:53)
where
N(z) z N(p)dp (2.54)
and we define
fu(z)= 7‘;(5.. (z)) (2.55)

The kernels-in {2.54) are the-total path lengths.from z to the ray bottom. They are calculated
using linear velocity (not slowness) gradients {see (A.18) of appendix-A).

The term N(0); éu (0) in (2.53) is always included in the problem for the following reasons.
Oldenburg '(1984) demonstrated that when (0) is incorrectly specified, profound errors are
introduced into gtimates of the model. Further, as stated in the previous section, we want to
determine « (0) in the best least squares sense so that station corrections will reflect local devia-
tions from least square surface slowness and consequently will have -zero means. Even if good -
estimates of surface slowness are available, the first term in (2.53) should be retaix;ea to allow -
adjustments to u (0) dictated by the overall surface slowness as sampled by all the recording sta-
tions. Good estimates of « (0) help ensure proper convergence to the true solution as shown iﬁ
Oldenburg (1984). Pavlis (1982) and Pavlis and Booker (1980) remove the term N(0); 51 (0)
from (2.53) by imposing a constraint that causes as estimate of the perturbations to the rest of

the model to be independent of u (0). As demonstrated in Oldenburg (1984), this approach is
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not valid unless the assigned surface slowness « (0) is the true value.

Following Pavlis and Booker {(1983a), Pavlis (1982), Kennett (1976), and Backus and Gil-

bert (1969), we choose to solve for the “flattest perturbation’. Thus we minimize
’ -;- [E%(2)P dz + %‘a« %0) | (2.56)
subject to the constraints (253)

Pavlis and Booker (1983a), Pavlis (1982), and Kennett (1876) used Johnson and Gilbert’s
(1872) variational approach to solve the problem. The resulting set of normal equations are
numerically ill-conditioned. In order to obtain a stable result, orthogonal transformations (Gil-
bert, 1971; Parker, 1977a) or damping (Pavlis, 1982) must be used.

~An a.lt,etnative approach is available that satisfies our requirements: a direct least squares

solution that minimizes the quantity (from (2.53)) .
e -(N(0)su (0)+ [N(z)8u(z) dz) || ® (2.57)
; e B L R

using & genera.lized’ inverse (Wiggins, 1872). Remember that N in (2.41) is discretized finely
enough (in‘ac?orgiance with a Backus-(_;illiertt:approach) that the problem defined by (2.57) is
qnderdetermined; f\f_ will always be rank deficient. If N is not rank deficient we have not
parameterized the model finely enough,. viol;ting .the stated requirements that the:slowness
model be free of artifacts of par#mcteti:ation. ..Thus, if the problem is formulated correctly,

(2.87) will be rank deﬁcient, .

A pseudoinverse solution to a rank. deficient problem has the property that the solution

~vector will be the (unique) minimum length solution (Lawson and Hanson, 1974). Consequently,

a pseudoinverse solution to (2.57) satisfies the minimization conditions in (2.56) and the sum of

the squares of the residuals defined by (2.57) will also be minimized. Since arrival time reading

-errors from local networks are best described by a Ga‘ussiavn‘probabfnlity density (Buland, 1976), -

minimization of the norm in (2.57) is appropriate... . .
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Lawson and Hanson (1974) show that the solution vector norm (2.58) is a nondecreasing
function of pseudorank while the squared squared residual norm (2.57) is a decreasing function
of pseudorank. Specifying a pseudorank involves a trade-off between minimizing (2.56) and
(2.57). A solution that neither overfits nor underfits the data is obtained by proper specification

of the pseudorank. .

One practical advantage of this approach is that formation of the normal equations is not 7
required.  Lawson and Hansoﬁ (1974) show that forming normal equations squares the condition
number of ‘the equivalent problem solved using a direct solution approach. A direct generalized
inverse least sqtiares solution is better conditioned and requires half the significant figures

required to obtain an equivalent solution of the normal equations.

A second consequence of a direct solution is that the kernels N in (2.57) can be sequen-
tially accumulated event by event using algorithm SEQHT of Lawson and Hanson (1874), thus
eliminating the need for large matrix storage of the size M, X N, . By using sequential accumu-

lation of the kernels N, storage requirements are reduced to (N, + n,)XN,.

Using synthetic data we solved (2.57) using singular value decomposition pseudoinverses
and found the resulting perturbations contained spurious oscillations and were very sensitive to
pseudorank. We found that a Levenburg-Marquardt solution to (2.57) was much more satisfac-
tory; oscillatory effects were greatly diminished and the pseudorank sensitivity was virtﬁally
eliminated. Since a Levenburg-Marquardt inverse (2.8) does not satisfy all the Penrose (1955)
conditions for a generalized inverse it will now be shown that a Levenburg-Marquardt solution

satisfies the minimization conditions on (2.56) and (2.57).

It has already be shown that a pseudoinverse with k< N satisfiés the minimization con--
ditions on (2.56) and (2.57). For a particular pseudorank k let a true pseudoinverse solution vec-
tor norm be || 8w, || . Marquardt (1970) showed that for a nonzero value of X the damped solu-
tion vector norm || 8w, [|,< || Su, |. The norm of a damped solution vector is always less
than the corresponding solution vector norm of a true pseudoinverse solution guaranteeing the

satisfication of the minimization condition (2.56). From Lawson and Hanson (1974, pp. 193)
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(modified for the notation used here) we have:

Theorem 2.1

vFor a ﬁxed nonnegatwe value of X, say, X, let 6'u be the solutxon for the problem (2. 57)

usmg the damped inverse of the form (2 8) for N Then t.he resxdual norm obtained is the :

, nunnnum value of (2. 57) for all vectors fu satxsfymg | b'u || < |[ 6' Tt || |
Theorem 21 guarantees t,he nnmmxzatxon of (2. 57)

Damped least squares is a robust approach to solving nonlinear least. squares problems.
This is due to its search properties that enable a reasonable descent direction to be found using
damping even wlzen 'Y paeudoinverse l‘aile to ﬁnd s properdescent path. A damped solution
allows us to bound the magnitude of perturbation aolutions. This ’bound represents a ‘bias ora

priori information about the maximum size the perturbations should attain. Since the problem

is nonlinear, placing bounds on perturbation size is sensible to provide reasonable step sizes,

In each iteration a solutxon is found as follows. First, a amgular value decomposxtxon of N
is ealculat.ed Then, 21 dampxng values are deteruuned usmg the met.hod outlined in Sectnon
(25.1). A solutxon is choeen that produces reasonable solutxon and resrdual norms. Slowness per-
turbatxons are obtained by mt.egratmg the slowness 5radxent perturbatxon solution. Inversion for
P-slownesses and S-elownesses is done separately, that i 13, various dampxng values are used to
ﬁnd aceeptable P-elownese perturbatxons, then vanous dampxng valuu are used to find accept-v
able S—slownas perturbatxons We do thxs beeause S-elownesses are larger than P slownesses s0
that d:ﬂ'erent solut.xon perturbatxou bounda are used for eaeh wave t.ype Consequently, dnﬂ'erent
values of dampmg wlll generally be needed to obtaxn solunons !or each wave type The value of

dampmg used is thnt wlneh produca opt.unal solutxon and resldual norms: the largest pro;ect.ed

‘decrease of residual norm that hae an acceptable solutxon norm. If the new slowness models’

exhibit fluctuations on scales smaller than resolving lengths, the new models are smoothed. The

new slowness models are used to start a new iteration.

Convergence is detected when either: (1) the root mean square (RMS) residual norm is <

the a priori standard error of the observed data, or (2) the RMS residual norm does not decrease
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significantly for-several iterations: Criteria (1) requires reliable estimates of the—standard erTors -
of the observed data. Criteria (2) may indicate convergence to a local minimum. If (1) is not

satisfied then the model is insufficiently parameterized to fit the data or the a priori standard

errors of the dﬁta are incorrect. Since we usé a slowness parameterization that varies only with

depth,,‘failure to satisly (1) may indicate that significant lateral slowness variations exlst Reli-

able estimates of data quality are required to ascertain wﬂether this is the case. Even then, only

by~ using several different starting models- can the -pmble;zx of "convergin@ktb?ilocd minima.'r-Be'/
investigated. As noted by Pavlis (1982), the -problem.of. deierminingYWhen" conirergenée has-
occurred is a difficult problem that has thus far defied rigorous solution.

Once it has been determined that convergence has occurred the results must be appraised.

This is the topic of the next section.

2.8 Resolution-Error-Analysis

- The analysis of resolution and error that will be presented in the next two sectionsis
based on linearized solutions.to nonlinear-problems. The pitfalls -of this-approach have-been
investigated by '?avlis and Booker (1983a), by studying-the problem using synthetic data.. They:
found that linearized estimates of resolution can be unreliable when nonlinear effects are
significant. However, they also found that solutions linea.rly; close to the truth are obtained
whenever the intrinsic resolution of the data is sufficient to resolve the structure of the true
model. It is difficult to know which assessment applies to resolution-error analysis of inversions
with real data. In Chapter 3 we address this problem by doing progressive inversions using}vari—
ous synthetic data sets. For the present, let it be kept in mind that the following discuséion; of

resolution-error -analysis are-only strictly valid for truly linear problems:
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2.6.1. Slowness Models . - . .

Backus and Gilbert (1967, 1963, and 1970) showed that estlmates of seismic velocity are
intrinsically oonunique. Constraints on model values are only determined from resolution-error
trade-off analysis. The objective of resolution-error analysis is to determine averaging functions
which  produce ‘model. values ‘with:acceptable uncertainties .and at the same -time-show what -

model features are resolvable.

We use methods outlined in Wiggins (1972) to assess resolution and error for slowness and
slowness gradient. Wiggins’ (1972) development is based on a discrete (matrix) representation of
the data kernels. As mentioned in Section (2.4.2) and Section (2.5.2), P and S-models are cou-
pled after data annulment because the kernels N consist of P and S-data kernels. We want to
determine the degree of interplay oet‘ween” P and S:tnodels.‘:'].‘he resolving kernels defined in
Wiggins (1972) facilitate direct determination of coupling between models. - Methods of Backus-
Gilbert model assessment as presented in Pavlis and 'Booker (1883a), Parker (1977a), and John-
son and Gilbert (1972) cannot be used because multiple models and parameter types indigenous

to the kernels-used here make specification of ‘a physical misfit-norm impossible. -

Slowness resolution and error is of obvious interest. Slowness gradient resolution and error
is also investigated because it is the quantity actually solved for in the course of estimating a
slownus model. Resolving kernels for slowness gradient can show how different parts of a model
trade-oﬁ thereby alemng us to features that are artxfacts of the lnversxon process Assessment
of slowness gradxent resolutxon and error is xmportant beca.use slowness gradlents have a more
prol'ound eﬂ'ect on the amplxtudes of propagatmg waves' than does slowness magmtude Later,
we wnll use estuna.ted slownus models to calculate Green functxons for source moment tensor‘/
inversion. Consequently, we want to assess resolvability and uncertainty of : the mput parame-w
ters that the Green functions are most sensitive to. Secondly, the slopes of earthquake travel
txme curves reflect slowness magmtudes while the changes in slope reﬂect slowness gradxent ma.g- ”
mtudes 1n a synthetxc test of Pa.vhs and Booker (19833), a trade-oﬂ' between velocxty magni-

tudes and origin times a.llowed the same earthqua.ke, pla.ced a dlﬁ'erent depths in two different
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velocity models, to produce similar travel-time curves. The two velocity models had similar
overall velocity gradients, only velocity magnitudes differed substantially. We suspect that

slowness gradient is better resolved by earthquake arrival-time data than slowness.
When estimating slowness resolution and error the data kernels N are used®!. The data -

kernels N are required to determine slowness gradient resolution ‘and error. Singular value

decompositions of N 'and N, are used in subsequent resolution and error computations. Let the
SVD of N be

N = UAVT C o (2.58)
where

A = diag (04,62, .. ., cN')

&; are the singular values and the dimensions of the orthogonal matﬁces, Uand VT are
M, XM, , and N, XN, , respectively. Let the SVD of N have the same form as (2.58) except
the orthogonal matrices, U, A, and V ‘'will be denoted as U, A, and V and the singular values as
%;. In the following discussion of slowness resolution and -error; the results for slowness gradient

can be-obtained by-substitution of overbar-equivalent quantities.

From (2.58) the resolution matrix R, for slowness is
R, =V,VJ (2.59)

where k is an expansion order. The expansion order of (2.58) refers to the number of eigenvec-
tors retained in_ the calculation of R, . These eigenvectors correspond to the k -largest singular
values of ‘N. The:eflect of ‘statistical errors:in-the data on-the variance:of slowness perturba-_

tions-is caleulated from
Iy
oi(be(z)) = Y Vif/sj? (2.60)
J=1

V and & are as defined in (2.58). A trade-off between width of resolving kernels in (2.59) and
variance in (2.60) exists as a function of k. Plots of standard error as a function of depth versus

expansion order-are “used -to determine  the -range of expansion-orders-that produce -acceptable-
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errors. Next, resolving kernels are plotted as a function of depth for each of the accebtable
expansion orders The optimal expansion order is chosen as the one that produces the “best”

combination of resolution and error. -

The j th column of the resolution matrix represents the least-squares solution for maximiz-
ing the jth parameter (Wiggins, 1972). Each column of R represents a particular target depth.
Each column of R is co’m‘pute‘d using the k that produces an acceptable standard error for that
target depth.  The expansion order is not, in 'géneral,‘ the same for all columns of R. Inspection
of the columns of R reveals the extent of parameter ‘averaging and what parts of ‘the model are
being averaged. Columns of R are displayed in two ways. Both ways of displaying the resolving .
kernel use plots which make it possible to display all target depths and model depths simultane-

ously.

' In one manner of presentation, each column of R is normalized to have unit area. An
example of this kind of plot is shown in Figure (4.8) of Chapter 4. The target depths with the
largest peaks represent the portions of the models that are best constrained by the data. These

depths-correspond to regions with the largest number of turning waves.

A second approach is to plot each column of R ’norma.hzed tortt.s maximum value A plot
of R of thxs type is shown if Figure (4 9) ol‘ Chapter 4. Thxs plot shows how a velocxty esti-
mates at particular target depths trade-off with 6ther'portidns of the velocity models. In this
way the amount of smearing and coupling can be seen thrbughodt the models. Sometimes the
averaging kefhél; of R'have significant side lobes. Side lobes i)rbvidé useful information about
inherent trade-offs in a.problem. Consequently we have not used alternative approachs to
attempt to minimize them. In fact, the interpretation of side lobes is essential in determixiing
the coupling within and between P and 'S models. This is due to the fact that the annulling
transformation produces mixed wave kernels for each annulled data point. Both sets of pa.r;ame-'
ters must be included in the resolution analysis to determine how much each model trades-off
with the other. A ‘more complete discussion of the interpretation of ‘the resolving kernels is

deferred to Chapters 3 and 4.
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The ‘methods just described are-demonstrated using.synthetic data in Chapter 3 and using-
real data in Chapter 4. Practical aspects and results will be described there. Having outlined
how to assess results of slowness inversions, our attention turns to the assessment of errors in

the hypocenters and station corrections.

2:8.2. Assessment of Hypocenter and Station.Correction Uncertainties

Pavlis'and Booker (1980) and Pavlis (1982) has presented the only ‘development, thus far,
of a systematic- means to estimate the combined effects of errors:in arriyal-time-data and uncers
tainties in slowness model on estimates of earthquake locations in a progressive or joint inver-
sion approach. Tarantola and Valette (1982) and Pavlis (1986) provide alternative approachs in
the context of single event location. In most cases, seismologists have chosen to ignore the effect.
of slowness or velocity uncertainties on hypocenter determination or -have at best, tried to
account for'these ‘uncertainties in an ad hoc approach. Pavlis and .Booker (1980) and ‘Pavlis
(1982) developed :a means-of making predictions about the magnitude of error in hypocenter-and
station.correction estimates caused by velocity model errors using:the Backus’ (1970a,b,1971)
method. .of: generalized - prediction. What :follows-is:a modified development of their approach.

Discussion of the method of Tarantola and Valette (1982) is contained in Appendix B.

Traditionally, seismologists have considered errors in observed arrival time data as the
only source of errors in hypocentral estimates. Pavlis and Booker (1980) and Pavlis (1982)
showed that there are two additional sources of error that must be considered: statistical errors
in the-assumed velocity model and model errors caused by unresolved velocity structure. These
two additional errors follow-naturally from Section (2.6.1) where they were discussed in the con-
text of ‘slowness model appraisal. Appraisal of errors in ‘the-discrete parameters, hypocenters
and station corrections, requires a different interpretation than that used for continuou? slowness

models.

Earthquake hypocenters are constrained by observed arrival times that correspond to pro-

pagating waves traveling between the focus and seismic recorders. We would like to make a
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prediction of the error in estimates of travel time along these wave paths. Here, the earthquake
location problem has been appro:dlﬁa.ted as a linear process. In Section (2.4.1) it was demon-
strated that n components ( Y} »of (2.25)) of the m wave patﬂs ;epmsenting the observed data,
are used to ééﬁstrﬁn's hypoéentér.' Consequently, we would like to have have an estimate of
errors, due to uncertainties in the asSumedﬁveIOcity model, in the travel times of these n wave
paths. The following discussion focuses on the problem of hypocenier’appraisal; Station correc-
tion appraisal is done in ‘the same manner by using the station correction kernels Y, (2.36) in
place of Y, .

At the outsét‘l it is impbrtaht to note what errors are neglecfed in bthAis ana.lysis. An obvi-
ous source of error is the inherent nonlinearity of the problem which is neglected here. Non-
linearity means that wave path constraints cannot be simply mapped into n components as in
(2.25). The matrix A (2.3) will be xn error due to two sources: (1) nonlinearity and (2) errors in
the partial derivatives tha.t. depend on the imperfectly known velocity model. Effects of model
predictioﬁ errors on Qolutioésobtain?d usiﬂélA can be boqnded (Lav?aon and Hmon, 1974, p.
41-52) But vue‘beyo‘m.;l' the ’séope of ché work here. | Pavlis (1688) has addressed the éroblem of
nonlinearity by investigating the contribution of Hessian (see (2.2)). -A full nonlinear appraisal is
done in Appendix B where model prédiét.ion errors in travel times for all m wave paths will be

considered.

The annulling transformations in (2.21) and (2.33) allow a simple outline of one way to
look at discrete barameter error estimation. Let the hypocenter and station correction parame-
ters be-grouped -together as x to allow a simpler and more compact presentation. After data

annulment (2.21 and 2.33), we have
rp =Agx+ <Y|fu>
Rearrangxng tern;js- nges | o ST
.rp = <Y |fu> =Apx e (281)

Although x is solved for using ry (see 2.3), it is clear that we can estimate x from <Y | fu>
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also. This peculiarity provided motivation to develop the annulling transformation to allow
independent estimation of slowness models (Pavlis and Booker, 1980). Unfortunately, x depends
onrp and <Y | _6u> reflecting the fundamental ambiguity of locating earthquakes. This form
emphasizes that there are two sources of error in x: observational errors in rp and theoretical

calculated travel time errors due to errors in the slowness models from the term <Y | fu>.

" _Let observational travel time reading errors be described by the covariance matrix C, and
theoretical travel time .errors be.described by the covariance matrix.Cyp . . Error-contributions
from C; are straightforward to estimate (see 2.50 or 2.51). We use the development by Pavlis
and Booker (1980) and Pavlis (1982) with several modifications to determine how to assess error

contributions from Cyp.
We start by rewritting (2.13) is a slightly expanded form
r=Bx + <G | fu> | ‘ - (2.62)
where B.is the partial derivative matrix for all discrete parameters,.r.and .G are-as.defined in.

(2.9). Let Hy € RV XM be the generalized inverse used to estimate a solution to.(2.62) for %. 28

A solution of (2.62) using Hp gives

Rpx =%+ <X |éu> (2.63)

where
X=HpGeRrR" Y (2.64)
Ry =HyB e RN*V (2.65)

N =4m, +n,

Rg is the resolving matrix for the discrete parameters x. The function <X.| contains informa- -
tion about the ray paths used to constrain the discrete parameters. If X consists of well con-
strained hypocenter parameters Ry == I. Pavlis (1982) showed that when st#tion corrections
are included in %, Rp 7 I due to the tradeoff between station correction means and hypo-

centers. Since Pavlis (1982) considered only P-data, adding S-data mitigates this problem but
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does not eliminate it. This éubject is addressed in :Chabter 3 using syhtl‘i'et\ic' data.
From (2.63) it is clear that estimates of 6x are depehdéiit on the .slowness model thmﬁgh |
the term <X | 6u>. Pavlis (1982) showed that (2.63) can be reduced to the form

éx = Xéu = (2.66)

using the substitution éx == Rjp x-%.

The N ”x;uinbers”&z,» ciﬁ be estimatéd from a linear conkzsinat‘i‘on‘of rﬁhe aﬁnulled data
usihé Baékﬁs’ genémiized p;eaictiohi pfo‘ce'd"t'xrev(ﬁacl:‘us,»lg’fo'a,b, 1671). To gét an estimate of
§x, we use (Pavlis, 1682) Ab ’ o

, ? u~
b2; = Ew,- 8 , (2.67)

-1

where w; are wexght.s to be determined and 6; are the annulled data. from (2 52) The kernels

<X | in (2.66) are quelled by integration to ensure a finite error norm
Xi(z)= { X; (p)dp (2.68)

The model predictibn error, <e|, is therdiﬁerencevbetween the kernels used to constrain the

discrete parameters and predictiohs of these'ker-nels using the annulled data;

<& | ==3E: - Ew, o - (269)

i=1
where <¢; | has a finite norm.

To determine the contribution of prediction error it is necessary to have a bound B on the

d?rivative of deviations of the estimated model from the true true model such that
e -] = | L) | < o
d éz R
wherg
Uy, = true but unknown slowness function.

4 == final estimate of u,,,, .
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Pavlis (1982) uses B to bound the error, Az, in-z; due to intrinsic slowness model nonunique-

ness. 'Using Schwartz’s inequality he specifies B such that
A% < lle || B - en

where [le]| = vV<e[e>.

We cannot estimate B from the observed data since information about B Ais contained in
a subspace orthogonal .to the model subsPace constrained by the data (Backus, 1970a). Thus B
can.represent a subjective-bias jabout'rche r;angé‘of ('ﬂ;xcyu#tions from"th?-estigatedz:model, that~
we consider to be plausible.

A difficulty with Pavlis’ (1982) approach is that B is also used as a damping parameter in
calculations of prediction error and statistical error. The use of damping in resolution-error
analysis causes overall errors to be underestimated. Nonzero values of damping overestimate
resolution' and underestimate slowness. model. statistical. errors. We: modify Pavlis® (1982)
development- to eliminate -the .use:of B- as:a:damping parameter.by using-an expansion-order
approach..

Pavlis (1982) .showed :that statistical errors-in the:annulled data used to-estimate-the slow-

ness model produce errors in the discrete parameters of the form
Cs = WWT (2.72)

where W is the same as in (2.67) and (2.69). Pavlis (1982) used B as a damping parameter in

the calculation of the weights W of the form

WT = (N + -'};1)-\l £ g (2.73)

where
N = NNT ¢ RY ! (2.74)
L =NXTepr*" (2.75)
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Here; the use of B as a damping parameter will be eliminated and an orthogonal expan--
sion using & singular value decomposition of N (2.58) will be substituted for N in (2.73). Now

(2.73) takes the form
W = (NNT)! NXT o (2.76)
=KUY ORVE
Now, using (2.76) ,Cs in(2.72) can be written
Cs = W; WS Do o (2.77)
= XVAVIXT
= Xor' XT
where C." is the Covariance matrix for model slowness gradients. Frém (2.64), (2.7&) can be
r§wﬁtten‘as \
| C; -v=4H, gosr ‘é;Tn,}‘ j N ) - | (2.78)
and we see that the term EC." GT corresponds to an estimate of calculated travel time errors

due to statistical errors in.thei slowness gradient models.
. Using W, (278) obtaining from the singular value decomposition of N, the model predic-
lf;iqn error in (2.69) can be written
< | =X-XV, VT
whe:e,ﬁ is the normalized resolving ?ung:tion for the slowness gra.dienﬁ. , |

. The last form of (2.79) helps to demonstrate what <e; | is. The term (I- R;) acts as a

projector on X and produces the component of X, X*, that is orthogonal to the range of N
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(2.54). As k- decreases (I - R} )—I and X" increases. Since X! maps from the subspace of the
model unconstrained by the data, an estimate of the magnitude of unresolved deviations of the
estimated model from the true model, such as B, must be specified to find the contributior of

X? to the total parameter error.

In terms of projection properties it is now clear why damping should not be ‘used to com-
pute <e| and Cg. Nonzero value of damping overestimate the dimension of the range space of
N and consequently underestimate <e¢|. Nonzero damping also causes Cs to be underes-

timated by eliminating large error contributions of small singular values.

The total error in the discrete parameters due to errors in the slowness gradient model,

Cyr, is the sum of the model prediction errors (2.79) and statistical errors (2.77) which gives
Cr=<¢ | >B%+ Cg (2.80)
Cr:='0f +Cs

where'o# ‘is the model prediction error component. The model prediction error ‘will always be
nonzero because the resolving function is never-a-unit'delta function and B is-always nonzero:
It'is clear that the contributions of the first-and second terms in (2.80) trade-off with expansion
order £ and B. At this point the the bound B must be invoked to determine the prediction

error contribution to Cy. We now specify how B is interpreted and used.

It would be relatively straightforward to make a guess at the maximum possible variation
of slowness. Tyl;ical values of slo;wnus range from 1.0 to 0.125 sec/km (1.0 to 8.0 km/sec) from
the Earth’s surface to the bottom of the crust. We could safely assume that slowness deviations -
from the estimated model are no larger than 0.1-0.2 sec/km. However, B is a bound on the
spatial derivative of slowness deviations (2.70). Consequently, it is difficult to confidently
specify small values for B because the derivative in (2.70) could be very lax;ge. For example,
take the common situation of two rocks with different slownesses in welded contact. Sloﬁness is
virtually discontinuous at the contact; the slowness changes rapidly over dimensions of the order

of centimeters. Since we can confidently specify the magnitude of the largest plausible slowness
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variations, AU, , We could investigate the error contribution in (2.80) as a function of length

scales As using (from 2.70)

Aﬁum,

| (o) | ~ =<8 (28)

This is essentxally the: approa.ch taken by Pavlis- (1982) One aspect that dxﬁ'ers here is that the
optimal expansion order must a.lso be determined. This suggwts that the following approach be

used to determme t.he optxmal combmat.xon of k and B

A range of k ‘are used to determxne Cs. Then, only those values of k that produce values
of Cg smaller than C. s the conventlona.! sta.t.xstxcal error, are conmdered further This condition
forces us to consxder nonzero vn.lues of B Next the rema.xmng values of l: are used to deter-
mine the expansion order tha.t allows the maximum value of B luch tha.t Cyr <Cs. By speclfy-
ing a value for Abu,py, , the resultmg maximum B is used to detertmne the minimum A: If
the minimum As is found to be very small, say'on the order of millimeters or less, we can

confidently conclude that model predxct.xon errors have s neghgxble eﬂ'ect If ‘the resulting

‘minimum As-is larger, then an appropnate smaller value of As must be specified. The resulting

larger-value of B could be-used to colcplat'e-;_ Cr, and added-po Cgs to Agive-lthej,eotal prediction
erTor eomponene of h&pocenter_error; However,-ii'T hao beeo odr e’d;perience that model error con-
tributions are overestimated using this aoproach. This is not surprising since Parker (1977b) has
noted that bounds, such as B, tend to produce overly pessimistic error estimates. We can

demonstrate that this is indeed the case here.

To determine the errors due to ‘unresolved slowness structure, travel times are calculated
for the two models shown in Figure (2.1). The “true” model has large fluctuations of slowness
and the “test” model represents a smooth gradient average to the true model. Travel times are
investigated because, inspection of the form of (2.64) shows that our predictions of model
induced errors are fundamentally related to the problem of predicting errors in travel times cal-
culated from the estimated model. Pavlis (1982) developed an expression for B that relates B

to slowness deviations and their length scales
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SYNTHETIC P-WAVE MODELS
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Figure 2.1 Contrast of a true synthetic model {solid line) and a smooth
model approximation to it (dashed line). The large velocity fiuctuations of the
true model are produced by (see (2.82)) Au = 0.05 sec/km, L == 0.2 km,
d ==0.05 km, and L = 5.0 km.
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~ Ag\/‘c.r (2.82)

B

where L is the depth dimension of the slowness model, Au is as defined above, T is the depth
duratioq of segments of unresolved slowness variations with amplitude Au, and d is distance
over véhich slowness changes from true model values to the amplitude v#ﬁaﬁon of Au. This
definition of B is used to estimate how ‘close bound estimates of travel tixﬁe errors are to true

errors..

The true travel Atime error is calculated as the difference between travel times calculated
for the true model and test modf.l.l These travel time errors are compared to estimates of the
travel time error obtained using B and an estimate of <e|. We use || 5,,,, ~ G || as an
estimate of <e| since ﬂyﬁ.m ~ Gy | is the norm of path length errors between the true
and tutrnrxodels. Results are shown'in Figure (2.2) for-a source at 2.2km depth with Au ;-‘-10.05,
E=0.2 km; d =0.05 km, and'L =5.0 km-corresponding to' B=2.5 (Figure (2.1)). The bound
estimates of ft.jra.vel time :Verrrox- have abe’gﬁ'divided by 100 to piot.‘?on the -ganie scale. It is clear
from-Figure (2.2) that for n&nveftiéally propagatixigfrays, the -bound estimate .of error is several
ordersofr.lvnagnitude,goqlargef Distances-of 10 to 12. km corresp_oﬁd to rays-that leave the
source almost hoﬁzont#ﬂy.f The bound estimate of travel _timé error hécomes increasingly overly
pessimistic as ray pat& begin to havek’ turnii:g points. While th? magnitude of bound errors is
much to large, the trend of errors with increasing distance (takeoff angle) is approximately
correct. It makes intuitive sense that the bound éstimate of travel time error ﬁill overestimate

the true error by the greatest amount for turning rays..

In light of these results, it is clear that absolute hypocenter error -due to model errors can- -
not: be reliably determinéd»using B. The fact-that B is. intrinsically unk’nowﬁr anyway has-
alreadjr precluded estimating abéohite errors. Howeirer, the relative importance of model etrors
can be assessed between individual hypocenters and station corrections. Our previous proposed
method of determining optimal values of k and B for each discrete parameter is undermined by
the gross overestimation of tﬁe contribution of prediction error, g2. Erroneously large values of

k. are required to produce the minimum sum of Cgs and of. Because the results:of this kind of
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Figure 2.2 Comparison of the absolute values of true travel time errors (solid
line) and bound estimates of the same travel time errors (dashed line). The.
bound error estimates have been divided by 100 to plot at this scale.
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approach defy mea.mngful lnterpretatxon, a dlﬂ'erent tack was taken.

It is desirable to be able to interpret hypocenter position with respect to features in the
slowness and slowness gradient models. This suggests that yalue of expa.usion order used for
dxscrete parameter error assessment be set to the expa.nsxon order used for the slownus gradient
model that produced the best combination of rcsolutxon and error.. In this way, hypocentcr pos:-
tlon can be asswsed in the context of rcsolva.ble features in the slowness gra.dxent models This is
the a.pproach we ﬁna.lly chose The value most representatwe value of k used in slowness gra-
dient resolutlon and error is used to calculate Cs Then, for each hypocenter parameter and
es.ch station comctxon, mmunum vslues of Az are calculated four wsys Four values of Az
are found such that: (l) 63 =g} (2) 63 = 0'3, (3) 0 = of+c§, s.ud (4) q} == constant. By
comparing the sizes of the resulting values of Az, for cases (1), (2), ‘a.nd (3) the relative unpor-
tance of mode] errors ean be sssessed between station corrections and between spatial purame-
ters l'or individual hypocenters.‘ ﬁcund test (4) is the most useful ‘forr ceusps.rlng the sensitivity
of baruxuetcrs from cliﬁ'érent'/hypoceuters since a constsnt' error‘magnitude‘is used for all events.
Parameters with large ‘tat‘(4) values of Az relative to other hypocenters are miore likely to be -
iullueuced by model errors. : . - ’

The t.ota.l dxscrete parameter covariance C is the sum ol‘ (2 80) and the contnbutnon of

statistical errors in data used to constrain the dxscrete parametcrs whxch gives
c, = c. + Cs + 0(6}) k ) - (283)
If the C, is dcmlnant in (2.83) then the conventional approach of ignoring model-induced errors-
is appropriate, If Cg is large, then model induce errors-are significant and we must be careful
to. include an estimate of model-induced errors in assessingdiscrete parameter:errors. The
important result is that (2.83) makes it possible to make an assessment of how different sources
of error effect the final estimate of the discrete parameters.
This concludes our discussion of parameter error assessment. We would lil:e to determine

how well the approach works in practice. Tests of the method are done in Chapter 3 using syn-

thetic data. In Appendix B the effects of nonlinearity on parameter error estimates are assessed
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by comparing ‘results.of the linearized approach-outlined here ‘against results:obtained -using a

full nonlinear approach provided by Tarantola and Va.letﬁe (1982)

2.7. Suinmary and Conclusions

A method of progressive‘ hypocehter;velqcitsr inversion has been developed to incofporate
S-wave arrival time data and esﬁina.te S-wave velocities in addition to P-wave velocities. The
ability to utiliz‘e" stavé \data‘fimprbves co&tfaints kon Ihypocen;§n and’ ﬁrovidés more complete
inférn‘rxation\ on" rsei.smicf struct.ure,fth#n;?-wave -data alone. "I’lie ‘growing” amount of three-.
cémpon?nt 4sei.r~.mic data being collected by the" seismoloéicai community ensures that immediate
begeﬁts will be realized by the new cai)ability to incorporate S-wave data in a progressive
hyi:ocenter-vélécity inversion. | |

The effect of slowness model errors on hypocenters and station comctiox;s can be calcu-
lated using a modification of Pavlis and Booker’s (1080) and Pavlis’ (1982) approach. Their
approa.;:hj has'been-modified to eliminate damping from' the error-appraisal process. Céntribu-
tions -of- model' prediction: errors-to hypocenter and station correction' errors ‘are assessed with.
respect to"a.priori-bounds on unresolved slowness model errors:. The relative importance-of ‘sta--
yistical errors and model prediction errors on discrete parameter error is determined with respect

to features in estimated slowness gradient models.

The one-dimensional velocity model assumption used here is not an inherent limitation of
the development:. The process developed here for estimating hypocenters, velocity models, and
estimating - their errors-can.be-generalized to solve-for three-dimensional velocity: models- if
resources are available to solve the three dimensional travel time and wave-path problems. The
three-dimensional velocity-hypocenter “inversion method with data annulment developed by
Thurber (1983) for P-wave data could be extended to include S-wave data using the ideas out-

lined here.
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Notes |

21 These results are only completely true for hnearproblems Multiole event - sbﬁhess invee-
sion is inhereoﬂy a non-iineor probleoxv Coosequeniiy, whxle the results here have proven useful
(Pavhs and Booker, 1983a; Pavhs 1982) this limitation should be kept. in mmd

22 The problems are all coupled by the mherent nonlmea.nty 1gnored in (2. 9) Further, Pavlis
(1982) and Pavlis and Booker (1983b) showed that while the station correction perturbations are
(locally) independent of the hypocenters, the hypocenters are xnherent]y coupled to estimates of "
the station corrections. Consequently, a solutxon to (2 9) must be iterative to reduce the effect
of coupling between hypocenters, station corrections, and slowness models.

23 From LaWson and Hanson (1974, pp 77478) \“theoseudoi'ank k of a matrix A is the rank of
the rank deﬁcxent matrix A that replaca A as the result of a speclﬁc computatlonal algonthm

Note that the pseudorank is not a. umque property of the matnx A but also depends on other
factors, such as the deta.tls of the eomputa.txona.l a.lgonthm, the value of tolerance parameters
used in the computation, and eflects of machine round-off errors.” For exainpie, deterxoining k

requires specifying which small singular values should be set to zero, an approach requiring some
degree of subjective judgement. Lawson and Hanson (1974, Pp. 180-208) outline approaches to

B

make the decisions as objective as possible.

24 The discrete data kernels N are finite at turning points only because N was approximated by
incremental path lengths for a velocities model paramet.en'zed by‘ linear velocity gradient layers
(see appendix A, equation (A.18)). Consequently, subsequent slowness (velocity ) resolution and
error is’dependent on-model parameterieation and the results are not expected to be completely
reliable in an absolute sense. Rather, this approach helps to indicate which portions of models
are- most sensitive to errors in .the data and shows‘patteens of trade-oﬂis within end oetween
models due to ioadequate constraints provide by the data. These results are not used to support
arguments that a particular feature exists and has acceptable error; they help to highlighe
features that should be viewed with skepticism due to inherent trade-offs or instabilities. This

approach has been used frequently (Crosson, 1976; Aki and Lee, 1976; Spencer and Gubbins,
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1980;- Thurber, 1983) and could-be-called “quelling by parameterization?, not- a-particularly-

rigorous approach, but one that has proved useful.

The data kernels for slowness gradient are finite (2.54) which makes them amenable for
resolution and error analysis. However, progressive inversion is a nonlinear process; resolution
and error estimates are only reliable if the final model estimate is linearly close to the true

xhodel.

5 Hp -is never explicitly formed. Solution-for ‘Vea;:h'hypocenter and for "the station corrections,
is-done -sepmtgly using annulling transformations. Pavlis (1982) showed that thg ﬁn@l result can-
be viewea as a single operation by Hg.

¢ The substitution of Az is made for B using (2.81). Since an estimate of Aduy, is used in
the a.nalygis, (2.81) allows us to solve for the minimum length scale, Az that produces a particu-
lar error magnitude. If we find that Az is indeed very small for a particular discrete parameter,
we can have some confidence that that parameter is not significantly effected by unknown slow-

ness gradient model errors.
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Chapter 3
Synthetic Tests of Progressive Inversion

3.1. Introduetion

Progressive inversion wasTexténdedft-o incorporated S-wave arrival time vdatarin:ChapterQ.
Since the approach required linearization of a nonlinear problem we need to determine how well
the method works in practice. ‘Pavlis and Booker (1983) investigated the problem of estimating
P-wave velocity structure using P-'wa;g -arrrivn‘l‘timer data from eartliqua.kes. Using synthetic
data they focused on determining the reliability of lineaﬁzed resolution and efror analysis of
estimated - P-wave velocity structure. Effects of ndnlinearit.y,on ‘hypocentral -estimates and sta-
tion corrections weére not presented. Here,.synthetic data is used to access effects of nonlinearity
on estimates of P and S-wave velocity structure, hypocenters, and station corrections. The
scope is broader in order to determine how strongly nonlinearities in the ;;roblem effect each set

of parameters in an absolute and relative sense.

In some situations, reliable earthquake locations are a primary objective, whereas estimat-
ing velocity structure is not as critical. A common example is the problem of determining fault
position and mode of faulting using earthquake locations and focal mechanisms. Of course accu-
rate .velocity models are necessary to accurately locate earthquakes, but we would like to know
what effect inaccurate.velocity models have-on-estimates of earthquake.locations.. A method
was_developed .in Section (2.6.2) of Chapter-2.to estimate the errors in hypocenters:due to
imperfect-velocity models. Since the approach required a linearized approximation and a rough
bound approach, tests with synthetic data are needed to investigate well how these approxima-

tions predict true hypocenter error.

Progressive inversion as developed in Chapter 2 is very similar to the methods of Pavlis

and Booker {1980) and Pa.ﬂi: (1982), except S-wave data and velocity structure are added. They



53

conducted a thorough study of the eflects of nonlinearity on inversions for P-velocxty structure.
They showed that linearized mversxons can produce incorrect models for whxch subsequent
resolution-error analysis overestlmate resolutlon and underesmﬁates erfors The same problem
can arise when S-wave arrival times are added. The results of Pavlis and Booker (1983a) will be
used.‘as. a starting point. Consequently, the present series.- of synthetic tes;‘.s will concentrate
more -on- determining the eflects of including S-waves in the problem than .focu.sing" solely on
studying the »ifnporta.nce of nonlinearity. on inversions for velocity structure, hypocenters, and
station corrections.

- Although velocity Astrﬁc'trure lsan end product of progressive ipversion, it is slowness gra-
dient structure that is directly solved for. Resolution and error are only rigorously defined for
slowness gradient kernels. Resolution and error can be estimated for velocity structure but the
results ‘are highly dependent on model parameterization. Consequently, we use slowness gra-
dient models to investigate the reliability of linearized resolution-error-analysis. The problem of
estimating velocity structure is considered first. Slowness gradient, station correction, and hypo--

center: assessment follow in subsequent sections.

3.2. Synthetic-Data -

A synthetic data set was constructed using earthquake locations and station distributions
from The Geysers, California. The locations of 39 earthquakes were estimated using P and S-
wave arrival times recorded by a temporary network of 9 three-component stations and the
USGS ‘permanent seismographic network. Earthquake locations  were estimated using an
assumed set of velocity: models and no attempt.was made to estimate station corrections or
invert for velocity ‘structure.. These ‘locations were used.to calculate synthetic travel tiﬁzes by
employing prescribed station corrections and velocity models. The velqcity models and spation
corrections used to generate the synthetic data are listed in Tables (3.1) and (3.2), respectively.
True earthquake epicenters and station locations are shown in Figure (3.1). Figure (3.2) shows

true earthquake elevations in cross section. Earthquake depths are shallow reflecting the
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Synthetic Model

Velocity (km/sec)

P-wave | S-wave | Depth (km)
3.08 1.65 0.0
3.11 1.87 0.4
3.50 2.20 . 0.6
3.80 - 2.28 0.7
4.80 2.43 0.9
4.94 2.90 15
5.30 3.20 3.0
6.00 .-3.60 6.0-

Table 3.1 Velocity models used to generate synthetic travel times. Linear velocity gradients
are used between each velocity-depth pair. The depth of 0.0 km corresponds to an elevation of
<0.379 km in Figure (3.2). Velocity values at 0.0 km depth are used to define the constant velo-
city elevation correction layer described in Appendix A.
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Synthetic Model

; Station Corrections (sec)
Station P-wave S-wave .|
GAX. - -0.10 -
GBO 0.15 -
GCM - 040 ] o
GCR -0.15 -
GDX. | . <005 - -
GGP 0.10 0.15
GMM: 010 = | - -
GSM -0.10 -
TRA -0.05 - 0,10
TSP 0.05 0.10
TOT: © <005 - <0.10 -
TPU 0.10 0.15
PSS ~ | 0,00 - - | -0.10
TPT <0.10 -0.20
L | - -0.10 , -<0.20
THR 0.10 0.15
™Z 010 - | 015
TPR <0.10 «0.20

Tnble 3.2 St.atxon correct:ons used to generate syuthetxc data. Station corrections were chosen
large ‘enough’ to reflect variations of near:surface velocities over a .range: of 1-4. km/sec and.
t.hxcknases of 0.1-0.5 km that have been observed at The Geysers '
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shallow geothermal reservoir at The Geysers. The regular pattern of epicenters in Figure (3.1) is
due to a formatting error when generating the input file to'the prpgram that calculated the syn-
thetic travel times. Decimal latitude and longitude coordinates fér the epiceﬁters wére_ rounded
to the nearest hundredth of a degree, producing the distribution in Figure (3.1). The net reéult
is a.decrease in distinct epicenters from 39 to 17. Since the depths are distinct (Figure (32)),
data from overlapping epicenters are not completely redundant. Still, this geometry prodrucesk._
data that 'contain less-information -than ‘more realistic- geometries: with more distinct epicenters,
because fewer station-receiver distances -are represented. Velocities from the ;urfa.ce down to 1.5
km depth were taken from a velocity inversion of VSP data described in Chapter 4. P-wave
velocities below 1.5 km depth were modified from Eberhart-Phillips and ijenheimér (1984). .
S-wave velocities below 1.5 km depth were obtained by assuming a slowlf' decreasing V,/V,
ratio with depth to simulate anticipated V,/V, decreases in the steam reservoir at The Gey’seyrs.
The reason The Geysers data were used to f6rﬁxulate synthetic data was to better asess results
of progressive inversions on real earthquake data from The Geysers. Also, this data set is typi-
cal of many microearthquake studies and aftershock studies-in terms of recording geometry-and .

event locations.

All data sets consist of error free (errors <0.0001 second) travel times calculated using a
method described in appendix A. We consider two types of data sets. One data set consists of
P-wave arrival times .only. This data set, dubbed P-only, is obtained by deleting all S-wave
arrival times frox‘n the synthetic data set. A second data set, dubbed joint P and S, consists of
the -same-P:iwave ‘arrival ‘times-plus- the original’ Siwave-arrival times: Since only-11 of 18
recording stations at The Geysers operated with three-component geophones, there are only
about half ‘as many S-wave arrival times. The second data set reflects the common situation
whereby S-wave arrival times are only available from a subset of stations; those that record

three components of ground motion.
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Figure 8.1 True epicenter positions of synthetic earthquakes are shown as
small circles. Stations that provide P and S-wave arrival times are denoted
by A and station that provide P-wave arrival times only are shown as ¥.
The dashed line from A to A' is the surface projection for the vertical cross

section shown in figure 3.2.
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Figure: 3.2: Vertical cross section showing-true-synthetic: earthquake- eleva--
tions. Positive elevations correspond to depths below mean sea level and zero-
elevation corresponds to mean sea level. The cross section ends, A and A/ are
the same as in figure 3.1. The top of the velocity models starts-at an elevation
of -0.37¢ km; the elevation of the lowest station. The highest elevation, ~1.28
km, corresponds to the elevation of the highest station. Differences in station
elevations were accounted for using methods described in Appendix A.
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- Figure 3.3 P-wave startmg models shown with the true model. The *‘cloge”

starting model, model 1, is shown as MODI1 and the “far” starting model,

model 2, is shown as MOD2.
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Figure 3.4 S-wave starting models shown with the true model. The ‘“‘close”
starting model, model 1, is shown as MOD1 and the “far” starting model,

model 2, is shown as MOD2.
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Figure 8.5 Vp/Vy sta.rtmg models shown with the true model. The “close”
starting model, model 1, is shown as MODI and the “far” starting model,

model 2, is shown as MOD2.
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Results of a nonlinear least-squares inversion can depend strongly on the starting model.
To study how strongly inversion results depend on initial models, two sets of starting models
were used. Both sets of models consiSte&n of a single linear velocity gradient from the surface to
maximum model depth of 3.0 km. One set of starting models was chosen:to be close-to true
surface velocities and to be “close” toqther tl;ue model. This model, designated ‘model (1), is
shown with' the true model in:Figures (3.3), (3.4), and (3.5); A-second set of starting. models-
was chosen- to- be “far’ from -the- tme*models;. surface --vel_ocities, velocity - magnitudes, and
Vp/Vs were much different than the true models. This model, designated model (2), is shown
with the true model in Figures (3.3), (3.4), and (3.5). By using quite different staring q:odels it
was hoped to quantify how stable progressive inversion results 'were with respect to different

starting models.

The two starting models are very different. Model (2) was chosen to reflect a standard
type of starting model: a homogeneous half-space. Model (1) correspond# to the tyrpe' of starting
model that could be obtained using Wadati - (1933) and Riznichenko- (1958) diagrams as
described by Nicholson' and Simpson:(1985). The advantages.of constructing.good starting
models, such as would be determined using Nicholson and Simpson’s (1985) approach, becomes

clearly apparent in subsequent sections.

3.3. Velocity aﬁucture

Estimating “seismic’ velocity structure using earthquake sources is inherently an inferior
experimental design. Seismic velocity determination is best done 'using seismic reflection, VSP,
and refraction experiments with controlled. sources. The reasons are obvious; neither travel
times or source locations are known for earthquakes, but are well determined in controlled

experiments.

Some situations dictate that earthquake data be used to estimate seismic velocity struc-

ture. Many times earthquake data are the only data available. In other cases earthquﬁke data
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sometimes . contain information -that is not. contained .in reflection and refraction .data.
Reflection and refraction -data represent virtual two-dimensional samples of seismic structure.
The use of overlapping profiles bro}iuca improved spatial sdinﬁlixig, but the extent of three-
dimensional sampling is limited. Earthquake data recorded by typical networks may sample over
a larger volume of a region because earthquake locations are distributed over a wide range of
depths a.ndfe‘picentral locations.  Consequently,.. overall three-dimensional seismic velocity infor-
mation may be contained in-in earthquake data that.is absent from reflection.and refraction

data. (Thurber, 1983; Eberhart-Phillips, 1986).

There are two objectives when inverting for seismic velocity structure. using earthquake
data. Obviously, precise determination of seismic velocity structure is one objective. It is
already clear that earthquake data are not ideal in this regard. It will be demonstrated that, in
general, absolute velocity magnitudes are not well constrained by earthquake data. Thus, a pri-
mary objective is to reduce the component of earthquake location errors due to errors in
assumed seismic velocity structure. This topic will be disussed in Section (3.6). In th; following

sections we investigate how well seismic velocity structure is constrained by earthquake data.

3.3.1. Factor Analysis

Progressive inversion involves iterative solutions on three levels; hypocenters, station
qo;'re;tiops, and vglocity: structure. Here, the primary interest is on how velocity estimates are
effected, by bemg required to eolve for. hypocenter; an‘d’ station corrections as a prelude to solv-
igghfor. ﬁrelocity structure. ,N°" only are more ﬁn!cnqwm added to the problem, but some infor-
:Exgzion_becomﬁes’, unairai!able for the velocity inversion due to data annulment.. The goal of this
factor analysis is to determine the effects on velocity, invetgiqns, of removing data through
annulment and adding hypoqeé;:fs and station corrections as variables. .

;Asséssment of .seismic velocity inversions -using eyntheticparthquake data is done in a
series of steps (Table 3.3). Each step is designed to isolate the effect of removing data through

annulment and/or adding more unknowns to the problem. In case (A), all parameters are fixed
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at their true values; inversion is done for velocity models only. Case (B) differs from case (A)
only in that data is removed from the subsequent velocity inversion through hypocenter annul-
ment. Next, in case (C), earthquake locations are estimated in addition to velocity models.
This case was investigated by Pavlis and Booker (1983a) and Pavlis (1982) in the case of P-wave
data only.  Case (D) investigates the effect of removing more data from the subsequent velocity
inversion by means of station correction annulment. Case (E) is similar to case (D) except that
hypocenters must:be solved for also. Finally, in-»»case~(F); station corrections and hypocenter are
solved for along with velocity structure. Specific cases will be discussed in'subsequent sections. -

All cases, (A-F), were only done for the combined P and S inversions with starting model
(1). A subset of cases were investigated with starting model (1) for P-only data and starting
model (2) data sets. This was done to reduce the overall computational burden and the fact
that case (F) was of primary interest.

In the synthetic tests that require event location, the Inglada (1928) method was used to
obtain a starting epicenter and origin time. Initial event elevation.waa set to the same value,
1.12 km, for all events. In the synthetic tests which required station corrections to be

estimated, all initial station corrections were set to zero.

3.3.1.1. Case (A)

This test provides insight into inherent strengths and weaknesses of the synthetic data's
source-receiver éeometris when inverting for velocity structure. Iterative velocity inversions
were done with both starting models for P- and S-wave velocity structure. In this case, the dat.a ,
set is like a combination of seismic refraction, reflection, and VSP data. Event location and -
annulment of data are not required. Results of this.inversion indicate fundamental strengths
and weaknesses of the data set. For instance, if convergence to true model values cannot be
obtained in some depth intervals, we can anticipate that hypocentral depths and velocity struc-

ture will be poorly constrained in those depth intervals.



Case Annulment Hypocenters | Station Corrections
A none | fixed at fixed at
true values true values
B hypocenters fixed at fixed at
| true values “true values
C hypocenters- solved for ﬁxed ;a.t.
' R true values
D hypocenters fixed at fixed at |
T station corrections | ‘true values " ‘true values
E hypocenters solved for fixed #t.
station corrections | - IR " trae values’
F hypocenters solved for solved for
station corrections

65

Table 3.3 List of progressive  inversion- mt -cases. The annulment column indicates what data
components were removed from the potentxal pool of data for velocity inversion using orthogo-
nal transformations. Do
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For this special case, P-wave and S-wave inver_siohs are completely independent so only
one inversion need be done to obtain complete P and S results for each starting model set. From
the results in Figures (3.6) and (3.7), it is clear that a slightly smoothed version of the true P
and S models can be recovered using starting model (1). Results with starting model (2) are not
as satisfactory (Figures (3.8) and (3.7)). Shalloﬁ (0-0.5 km) model (2) near-surface P-wave velo-.
cities ‘are too high and the position and. magnitude Qf the. large velocity gradient betweén 0.4
and 0.7 km 'are incorrect. The is due to the large-error-in the initial surface velocity of model
(2), (2:115 km/sec), and the lack of hypocen&rs shallower than 0.15 km model depth. Sin?e we
are inverting for the flattest mpdel, incorrect surface velocities produces an incorrect boundary
condition for the inversion which produc?s errors in other parts of the model (see Oldenburg
(1984) for some simple examples). This does not bode well for cases (C-F) with the starting

model (2), when hypocenters and station corrections are added as free variables to the problem.

3.3.1.2. Cases (B-E)

Sparse data are available to constrain near surface velocities and velocities near the bot-
tom of the models. Near surface velocities are poorly constrained because nearly all wayé paths
traverse the near surface at a small range of nearly vertical incidence angles. Model bottom
velocities are constrained by a small number of rays that bottom there. Consequently, we would
expect that data annulment would adversely effect estimates of velocities in these portions of

the model, relative to case (A).

Cases (B) and (D) reveal effects of data annulment on velocity estimates. P and S-wave
velocityAestimates for case (B) (Figures 3.8 and 3.9) reproduce the true models well except for
the near surface portions of the models. The deepét portion of the P-wave model is not faith-
fully reproduced for case (B). Since these portions of the models were recovered in case (A), lack
of convergence to the true model .in the deepest portion of the estimated model, indicates that
constraining data were removed during hypocenter annulment. Model misfit increase

throughout the velocity models in case (D) indicating that more data, fundamental to
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Figure 8.6 Results of P-wave velocity inversions for case A. Final estimates
‘of velocities for model one are identified by APS1 and those for model two

- correspond to APS2. The final RMS residual for model one was 0.001 sec after -
.7 iterations. Final RMS residual for model two was 0.014 sec after 18 itera-

tions.
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Figure 8.7 Results of S-wave velocity inversions for caseA. Final estimates:
of ‘velocities for model one are identified by APS1 and those for model two
correspond to APS2. The -final RMS residual for model-one was 0.007 sec after
7 iterations. Final RMS residual for model two was 0.008 sec after 18 itera-
tions.
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..Flgure 8,8 P-wave results for joint P and S velocity inversions with starting
.model one, cases B-E.. Case B (0.018 sec'RMS, § iterations) is designated by

. BPS1, case C (0.002 sec RMS, § iterations) by CPS1, case D (0.024 sec RMS,

3 iterations) by DPS1, and case E (0.010 sec RMS, 4 iterations) by EPSL. ..
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Figure 8.9 S-wave results for joint P and S velocity inversions with starting.
model one, cases 'B-E. Case B-(0.017 sec-RMS, 8:iterations) is- designated by
BPS1, case C (0.004 sec RMS, 5 iterations) by CPS1, case D (0.058 sec RMS,
3 iterations) by DPS1, and case E (0.020 sec RMS, 4 iterations) by EPSI1.
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constraining whole-model velocity stmctun, were removed during station correction annulment.
Results for case (B) bear out our expectations concerning patterns of near-surface model misfit.
However, case (D) results indicate that data with potential to éonstrain all portions of the velo-
city models is removed to constrain station c.tﬁmctibhs. S

Inversion? ;for cases (C) and (E) produce results similar to cases (B) and (D) (Figures (3.8)
and (3.9)). Thée results are not surprising; the hypocentral estimates at convergence in cases
(C) and (E), v@rere nearly identical to the true locations. Thls indicates that the determining
velocity structure along with hypocenter locations is a robust process when the starting model is -
not too far l'rox_.n the true modél. B | |

Case (C) corresponds to thev problem considered by Pavlis and Booker (1983a). Figure
(3.10) shows cases (C) results for P-wave structure from the joint P and § velocify-hypocenter
inversion and the P-only inversion. Despite doing 11 velocity inversion ite’r#tioﬁs for the P-only
case, versus just 5 iterations for the jqint P and S case, the P-only velocity model estimate does
not reproduce the true‘P mod?l as well a.s t.he joixit VP and ’Sriﬁversi.on estiniaﬁe; 'The high velo-
city gradient in Figure (3.10) has been systemat;iéailly ;xloved deeper in-the P-only case. This
result can be explamed by th'e_; o’rig'ivn; time-depth-de ;i‘elocitx‘ tradeoff’ discussed in Pavlis and
Booker (1983a). ' |

Inspeétion of Figﬁre (3.34) reveals that estimated hypocentral‘ depths for P-only case (C)
are systematically too deep. Estimated origin times for P-only case (C) were systematically
early. Thus, thef depth o&et of P-only velocity model and estimated hypocenters has been com-
pe&ated by a dec shift in origin times. The origin time«deptbdc‘velocity tradeoff was greatly
diminished using joint P and S data in ;:ase (C). Hypocentral depths errors are much smaller

(Figure (3.32)), and the P velocity model is closer to the true model (Figure (3.10)).
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Figure :8.10 P-wave case C velocity inversion results using starting -model.
one. The P-wave model estimate from the joint P and S inversion is denoted
as C1PS (0.002 sec RMS, 5 iterations), and the P-wave model estimated using.
P arrival data only is denoted as C1 P (0.005 sec RMS, 11 iterations).
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3.3.1.3. Case (F)

Since case (F) is the end product of primary practical interest, inversions were done for
both P-only and joint P and S data for starting models (1) and (2). Since case (F) involves solv-
ing for thg ,nmst.n‘variabla, enrorvsvdue to nonﬁnnaninj' arn more hkely to mnnifest tnemselvw in
this test.. Inirernion results are likely to be sensitive to starting models. These expectations are

confirmed.

Connergence problems were:pronounced in case (F) wnnn using staitiné andel (2). Satis-
factory convergence could not be “obtained for either the ls-only or joint P and S inversion with
model 2 (Fxgum (3. ll) and (3. 12)) ‘Lack of convergence was not readily apparent from the
RMS data misfit of 0028 sec for the P—only starting model (2) inversion. An RMS misfit of
0.028 sec would clearly be within the uncertainty of real data that had a.mval time errors on the
order 0.03-0.04 sec. What indicates & lack of proper convergence is the tendency for some shal-
low earthquakes to locate at or near the free surface (Fxgure (3.22)). If this where real data, one
would ha.ve to detect this problem t.o avoid erroneous results. This would requxre knowing that
very shallqw earthquake lo_ca.tions are vnnreasonablg,not a trivial n.ssumption if shallow seismi-
city is of intere-t.; ,

When S-wave a.mval tunes are 1ncorporated into the far model i mversxon, the lack of con-
vergence is more clearly a.pparent in the RMS data nnsﬁt P-wave RMS nusﬁt is 0.048 sec and
S-wave misfit is _0.118 sec in this case. The tendency for some shallow earthquakes to locate
near the free surface is still apparent (Figure (3.24)), but the iarge RMS S-wave data misfit helps
detect lack of proper convergence. Including S-wave information allowed detection of conver-- -
gence to a local rather than global minimum through inspection of RMS data misfit magnitude.
Convergence to a local minima was not clearly apparent when only P-wave arrival times were

used.

Large RMS misfit magnitudes, relative to uncertainties in the data, can be used reevaluate
the starting model. If too little information were utilized to construct the starting model, a

more comprehensive effort could be made to improve it and the new starting model used to
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Figure 8.11 P-wave case F velocity inversion results for both starting models
and P only and joint P and S inversions. Starting model one‘results for the-
joint P and S inversion are denoted as FPS1 (0.010 RMS, 3 iterations) and as
FP 1 (0.003 RMS, 5 iterations) for the P ecnly inversion. Starting model two
results for the joint P and inversion are shown as FPS2 (0.048 RMS, 3 itera-
tions) and as FP 2 (0.028 RMS, 2 iterations) for the P only inversion.
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- Figure 8.12 S-wave case F velocity inversion results for both starting models.
Starting model one results are denoted as FPS1 (0.025 RMS, 3 iterations).
" Starting model two results are shown as FPS2 (0.118 RMS, 3 iterations).’
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reinvert. Lack of convergence to acceptable RMS data misfit levels could also indicate that the
one-dimension model assumption is invalid. However, careful investigation of the raw data
(inspection of travel time curves, etc.) should reveal whether or not model assumptions are
appropriate. Consequently, given proper model assumptions, RMS data misfit levels from joint
P and S inversions help discriminatek befweén convergence to lécal versus global minima whereas

P-only RMS ‘misfit levels are not nearly as diagnostic.

Lack-of convergence in ihrfa.r model case has-another implication. It- points out the
danger of “arbitrarily specifying unrea.liStically high surface velocities and assuming that station
cofrections can compensate for the error. Station correction errors are about two Fimes larger
for model (2) ihversions than for model (1) inversions (Table (3.4)), indicating that larger com-
ponents of the Qelocity model errors have mapped into model (2) station corrections estiﬁatw.
It is clear from Figures (3.11) and (3.12), that errors in the surface velocities of Starﬁng model

(2) have contributed to errors throughout estimated P and S-wave models.

8.8.2. Velocity resolution and error-

Estimates of velocity structure should be ‘equivalent: to the true-model smoothed by the
resolving functions for the solution within predicted error bounds.®! Resolvihg functions and
standard efrors can be calculated from equations (2.59) and (2.60) of Chapter 2. Figure (3.13)
compares starting model (1) estimated P-wave velocities with the true P-wave velocity model
smoothed by resc'ﬁving kernels for the case (F) P-only inversion. The true model and smoothed
true-model-fall outside the estimated -model bounds virtually throughout-the entire ‘model depth
extent. Yet the RMS data residual for this inversion is very small (0.003 sec). In contrast, slow-
ness gradient for this example (Figure (3.17)) is very close to the true model for most of the
model depth extent. This example demonstrates that de velocities can be incomg_:tly predicted

using earthquake data whereas slowness gradients errors are much smaller.

The problem is most pronounced when only P-wave data are used. If is clear from Figure

(3.11) that estimated P-wave velocities are much closer to the true model when combined P and
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Figure 8.18 The true P-wave velocity model (solid line) filtered by the:
resolving kernels of the estimated model for the starting model (1) case (F)
inversion is denoted by 1F P. The estimated model is denoted by EST where-
-2 ¢ and + 2¢ are the minimum and maximum 2 standard error limit esti-
mates. .
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RMS -Station Correction Error (sec)
P only o Joint P and S
P P S Total
Model | True | Est. | True | Est. | True | Est. | True | Est.

1 0.023 0.(‘)24‘ 0.019 | 0.035 | 0.059 | 0.038 | 0.039 | 0.036
2 0059 | ™ | 0055 | — | 0.084 | ™ | 0067 | —

Table 8.4 All tests correspond to case (F) of Section (3.3.2). Models (1) and (2) are-the same as-
described in Section (3.3.1). True errors are the RMS differences between estimated station
corrections ‘and true station corrections: The column labeled Est., corresponds to the RMS of:
estimates of ‘station.correction error; Estimated ‘errors were only: calculated for starting model
(1) inversions. P-only ‘refers-to progressive inversions using only P ‘data and joint P and S refer
to simultaneous P and S inversions.
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S data were used in case (F). Since only a single ‘synthertic model could be considered here, it is
pot known whether this result will be true in general. However, we suspect that adding S-wave
data to progressive inversion will"reduce dc velocity errors in general.

Thie quantity V,/V, provides an important constraint 6?; material properties of rocks. Fig-
ure (3.14) show estimated V,/V, models for starting model (1) inversion cases (C) and (F). A
smwtized version of the shape of the true V,/V, modelyxi.s recow_rered except for the Vo/V,
minimum at 1.5 km depth. The V;/V, maximum is displaced with depth in a pattern similar to
that found for the P and S velocity model estimates. The absolﬁte V,/Vv,:l‘evel is not well deter-
mined?but overﬂl cﬁangesvof-v,r,‘/\f, with depth #re obtained. The inability to closely reproduce
the tm? V,/V, model indicates that the de¢ ﬁlocity ambiguity is -amplified in V,/V,. Conse-
quently, interpretation of Vj . estimates should concentrate more on relative variations of

V,/V, with depth than absolute V,/V, magnitude.

This concludes the velocity structure section. Next, slowness gradiexit will be used to
investigated how well linearized resolution and error predictions work. Also, estimates of slow-
ness 'gradient.: miéqmpmd asa funétion‘ of the number of unknowns inverted for and the types

of data used in inversions.
3.4. Slowness Gradient Structure

3.4.1; Effects of Adding S-waves, Station Corrections, and Hypocenters

There are two objectives here. The first is to determine what effect adding S-wave data to.
progressive inversion has on estimates of P and S-wave slowness gradient. The second is to

determine the effects of adding hypocenter and then station corrections as unknowns (cases (C)

* and (F) of Section 3.3.1) on estimates of slowness gradient.

P-wave slowness gradient is more accurately recovered in joint P and S inversions than P-
only inversions. Figure (3.15) shows the P?on!y inversion results for case (C) and Figure (3.16)

shows P-wave slowness gradient estimates for the case (C) joint P and S inversion. P-wave
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Figure 8.14 The true V,/V, model (solid line) is compared to:estimated
V,/V, for case (C) starting model (1) denoted as 1CPS, and case (F) starting
model (1) denoted.as 1FPS.
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‘ Figure 8.16°The true P-wave slowness gradient model (solid line) filtered by
the resolving kernels for the case (C) atartmg model (1) P-only inversion is
denoted as 1C P. The-estimated model is denoted by ‘EST where.-2'c and
'+2 ¢ are the minimum and maximum 2 standard error limit estimates.
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Figure:3.18.The true.P-wave slowness gradient model (solid line) filtered by
the resolving kernels for the case (C) starting model (1) joint P and S inver-
sion-is.denoted as.1CPS. The estimated model is denoted by EST where -2.0-
and +2 ¢ are the minimum and maximum 2 standard error limit estimates.
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slowness gradient is very acédrdtéiy estimated thmugﬁbut ‘most of the model depth extent in the
joint inversion whereas the large negative slowness gradient is underestimated and shifted in
deptﬁ in the P-only inversion. This is in spite of the fact that lﬁore than twice as many itera-
tions were done (11 versus 5) for the P-only inversion.

The same ‘pattern can be -séen in- the case:(F) mult?.' The P-only inversion for'slowness'
gradient (Figure (3.17)) underestimates the magnitude of the large negative slowness gradient |
and its depth position is-incorrect. These errors-are much smaller for the joint iﬁversion P-wave-
slowness gradient estimate shown in Figure (3.18). T:lierPéonlyA inversion misfit is larger even
though the final cstimate RMS réidual is oﬁe third that of the joint iﬁversion, and more itera-

tions were done (5 versus 3).

The addition of S-wave data substantially improved estimates of P-wave slowness gradient
structure over that estimated uang ‘P-wave data alone Smce case {C) requires hypocenter esti-
mation and case (F) requires hypocenter and station correction estimation, it is clear that the

S-wave data have help reduce errors in slowness structure estimates that arise from hypocenter

'and station correction errors.

Case (C) results can 'Se ;:oinbared to the results of Pavlis and Booker .(19835)'." They noted
difficulties with tradeoffs between hypocentral depth estimates and velocity model features. The
de shift of P-wave slowness gradient w.ith depth for the case (C) P-only inversion correlates with
systematic hypo.j:entral depth mislocations to deeper dgpths (Figure (3.34)).. The dc slowness
gradient depth shift is expected to positively correlate with hypocentral shifts. There are
numerous hypocenters ‘in. the depth interval corresponding to the large negative slowness gra-- -
dient (Figure 3.2). Estimates of hypocentral depth are shifted in the case (C) P-only inversion
to produce travel time:curves 'with‘a shape a close asi possible kto the true travel time curves. In
cont.rasﬁ, the hypocenter depth errors are much smaller for the case (C) joint inversion (Figure

(3.32)), and the correct slowness gradient model is almost completely recovered.

The fact that the case (F) joint inversion (Figure (3.18)) did not reproduce the true slow-

ness gradient model as well as the case (C) joint inversion did, indicates that estimating station
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Figyre 8:17 The true P-wave slowness gradient model(solid line) fltered by
the resolving kernels for the case (F) starting model (1) P-only inversion' is
denoted as-i1F P. The estimated model is denoted by EST where .-2.0 ‘and
+2 & are the minimum and maximum 2'standard error limit estimates.
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Figure 3.18 The triue P-wave slowness gradient model (solid line) filtered by
the resolving kernels for the case (F) starting model (1) joint P and S inver-

“sion”is denoted ‘as 1FPS. The estimated - model is denoted by EST where -2 -
and +2 o sre the minimum and maximum 2 standard error limit estimates.
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corrections has added another set- of ‘tradeoffs to .thetproblgm: The “extent of station correction
induced slowness gradient errors are reduced in the joint inversion (Figure (3.18)), relative to the
P-only inversion (Figure (3.17)), but are not eliminated. Errors in station correction estimates
(Table (3.4)) have induced errors in hypocenter estimates (Table (3.5)), which have in turn, pro-
duced errors in slowness gradient estimates. Since only 3 iterations were done in the case (F)
joint -inversion, conve;'genceclose to true model values, such as-in case (C), would probably
oceur in subsequent iterations.“The RMS -residual '-aﬁer‘—sl iterations for the-case (F) joint inver--
sion -was“0.01 se¢, indicating that further-improvements in:slowness padient. models rcoul'd be.

obtained.

The same cannot be s#id for the P-only case (F) inversion; the RMS residua) was only
0.003 Qec, much smaller than the joint inversion case. The variance reduction was és% for the
last P-only iteration whereas a variance reduction of 59% was had for the last joint inversion
iteration. Thus, the P-only inversion is much-closer to convergence than the joint inversion. In
fact, the P-only case.(F) RMS residual is smaller‘-’thaxx»‘thecase*(C) RMS residual (0.003 versus
0.005 sec). Yet; the estimates:of P-wave slowness gradient in case {C) are much more-accurate-
(Figure (3:15)). This indicates that the :case {F) P-only inversion converged to a local minimum: .

It appears that P-wave data alone do not provide encugh information to completely
recover slowness gradient structure and station corrections using earthquake data. However,
except for dc-depth shift, the true slowness gradient magnitude is well estimated in Figure
(3.17)). This contrasts sharply with analogous tests of estimated velocity structure {Figure
(3.13)), where estimated velocity magnitudes.are incorrect throughout virtually the entire.model.

depth-extent.
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RMS Hypocenter Error

Origin time Latitude Longitude Depth
(sec) (km) (km) (km)

Case | True | Est. | True | Est. | True | Est. | True | Est.
1ICP | 0034 | 0050 | 0.025 | 0.189 | 0.014 | 0.094 | 0.081 | 0.314
1CPS | 0.014 | 0.023 | 0.008 .} 0.072.| 0.005.| 0.046. | 0.031 | 0.130
1FP- | 0.043 | 0.054 | 0.071 | 0.240 | 0.069. | 0.115 | 0.226.| 0.342 '
1iFPC | 0.084 | ™ | 0.125 { —™ [.0.214 | ™ 1 0.328 | —
1FPS | 0.053 | 0.051 | 0.074 | 0.168 | 0.115 | 0.087 | 0.086 1 0.282
oFP | 0135 | —=|.0288 | —-|0.336 | ™ | 0514 | —
oFPS | 0.148 | ™1 0390 | ™ | 0415 | =™ | 0.544 | —
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Table 8.5 True and estimated RMS hypocenter errors as a function of inversion case. The

column labeled Est., contains the RMS estimated errors and the column labeled True, contains

the RMS misfit between true and estimated hypocenter parameters. The first number in the

column labeled case, corrésponds to the starting model used, the second character to the case

list in Table (3.3), and the last two characters indicate where a joint P and S inversion was done

(PS) or if only P data were used ( P). Case (1FPC) is the P-only inversion result with a RMS

data misfit comparable to case (1FPS).
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3.4.2. Resolution and Error

The data kernels for slowness Wient are / finite and square integrable faciiitating
resolution-error analysis using equations (2.59) and (2.60). Resolution and error were determined
using the RMS data misfit from the inversioﬁs to‘scale error estimates. Expimsion order in
equations (2.59) and (2.60) were chosen as the maximum ra.nk, below which, most model errors
flattened out. This approach uses true data misfit as an estimate of statistical errors in the data.
Since the data are error-free, model uncertainties calculated in this ‘manner ’shpula be close to

true misﬁt" errors.

In each of Figures (3:15—3.20), the true slowness 'gra;dient is shown along with the result of
filtering the true slowness gradient by the resolving functions calculated from the corx;esponding_
estimated model. The estimated model should fit the filtered true model to within its error
bounds. If it does not, this indicates that nonlinear effects are important; the estimated model is

not linearly close to the truth.

Figure (3.16) shows the only case were linearized resolution and error estimates make com-

pletely accurate predictions. Slowness gradient is recovered everywhere except near sharp
| discontinuities and close to the free surface where predicted resolution is poor. Predictions of
resolution and error are less accurate near slowness gradient discontinuities in the other cases.
Resolution errors are reduced in the case (C) joint inversion (Figure (3.18)) compared to the P-
only inversion (Flgure (3.17)). The case (C) S-wave slowness gradient estimates (Figure (3.19))
do not recover structure as well as the P-wave structure in the neighborhood of slowness gra-
dient discontinuities. Since there are only 294 S-wave arrival times versus 476 P-wave arrival
times, and S-wave arrivals are confined to a smaller distance range, poorer S structure resolution

is to be expected.

The problem of incorrect resolution and error predictions is more pronounced for the case
(F) S-wave inversion (Figure (3.20)), indicating that station corrections have had a more pro-
found eflect on S-wave structure than P-wave structure. The larger S-wave station correction

errors (Table (3.4)) bear this out. However, the amount of smearing out of slowness gradient
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Figure.3.19 The: true S-wave slowness gradient model (solid line) filtered by
.the resolving kernels for the case (C) starting model (1) joint P and S inver-
sion is.denoted :as-1CPS. . The estimated model is denoted:by EST where. -2 ¢
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Figure 3:20 The true S-wave slowness gradient model (solid:line) filtered by
the resolving kernels for the case (F) starting model (1) joint P and §-inver-
sion.is:denoted as'1FPS. The estimated model is denoted-by EST where -2.0-
and +2 ¢ are the minimum and maximum 2 standard error limit estimates.
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structure for P and S models for case (F) is ‘cdmpa'rablev; the S model Sim;)ly has mo'r‘e slowness
gradient discontinuities in its true model. |

" Linearized resolution a.nd error hhalysis tends to pro&uc:e overiy opt.iinistic estimates of
reﬁélutioﬁ; espéciény ﬁeai"modél'diécbnt'.inuities. Pavlis and Booker (1983) &emonstrated this in
a much more complete iﬁ#utigition of this problem than was considered here. The important
point is that the inclusion of SQwavé"diia has reduced errors ma.de‘ in iinearizecf resolution and
error analysis. These errors still exist when S-wave data are used. Probably the safest means to
determine what features are truly resolvable in model estimates is to do ;}nghetic tests similar

to those done here.

3.5. Statfon Corrections

Station cérrectiohs are ‘fequired to ‘account for lateral iie'locity fari#tions that are not
included in one-dimensional vélocity‘ model paraxﬁe&riiation;. Many times the inoétpronoﬁnced
lateral velocity variations are confined to the near surface. It would be preferable to determine
actual receiver-site velocity variations than to use station corrections to compenséte' for them.
Often ‘this in not feasible and station corre‘ctidns must be-employed. As was found in Section
(3.3), the price‘ paid is reduced resolution of overall velocity structure.

As with velocity inversions, assessment of station cbﬁécﬁion estimates with synthetic data
involves factor analysis, although the scope is reduced. “The error prediction approich developed
in Section (2.6.2) of Chapter 2 is also tested. Finally, station correction resolution is briefly

addressed.

3.5.1. Factor Analysis
Ounly two cases need be considered: '(1) invefsion for station corrections with true velocity
models, and (2) inversion for station corrections as a component of progressive inversion for

velocity structure. Case (1) corresponds to progressive multiple event location (PMEL) of Pavlis

and Booker (1983b). Case (2) corresponds to case (F) of Section (3.3.1.3). As in Section (3.3),
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the cases of joinf, P’and § inversion and P-only inversion are-also considered. =

The initial values for all station corrections were set to zero for all tests. This represents
the minimal starting model assumption and is a good test of the robustness of station correction
estimation. Considering the substantial trugwsynthetic stq.tion correction magnitudes‘('l‘able
(3.2)), the use of szero initial station corrections is a strong test. The tru; synthetic station

corrections for both P and S have zero mean as do the initial values.

3.5.1:1. Case (l)z*PMEL‘ Results:

Converggnce to true hypocenters and station corrections was obtained in all cases. Fewer
station comct;ion inversion iterations were required to attain convergence for joint P and S
PMEL inversions than with P-only PMEL inversions. The fastest convergence was obtained
using a synthetic data set which consisted of matched P and S arrival times at all recording sta-
tions used for each-event location. Overall, PMEL proved to'be robust; hypocenters and station
corrections wcre*accu;g;ely_ recovered -despite usix;g'stgrting”léca,tion; andjini_t{i;a_l_*sta‘.tion correc--

tions that were not particularly close to the true values.

3.5.1.2. Case (2): Progressive Inversion

Results of progressive inversions involving station correction estimation are summarized in
Table (3.4). The model numbers correspond to the same starting velocity models described in
Section (3.2.1). Errors in station corrections depended weakly on whether joint P and S data or
only P-data.were used. The -most significant factor. controlling station correction- errors was
starting velocity model. Station correction estimates obtained using starting model (2) had
much larger errors than those obtained using starting model (1) (Table (3.4)). This result serves
to emphasize the importance of using the best possible starting model when doipg progressive

inversions.
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3.5.2. Station Correction Error Estimates

Estimates of station corfeétiéq errors obtained using the method outlined in Section (2.6.2)
of Chapter 2 are shown for starting model (1) in Table (3.4). The observed data misfit of the
synthetic data was used to scale the error estimates. The error estimates in Table (3.4) are
within a factor of 2 of the true errors. The primary contribution to the ‘estimated errors comes
from the velocity model error contribution, Cs, of equation (2.83). The conventional statistical
error term, C,, of equation (2.83) is 2 to 3 orders of magnitude‘-smaller than Cg in all cases.
The estimated contribution of C, should be small since the data are error free. The entire sta-
tion correction error is due to velocity model induced errors since true station corrections are
recovered in PMEL tests.. Consequently, if only conventional statistical errors had been con-

sidered, station correction errors would be grossly underestimated.

The same expansion orders -wefe used to compute Cs as were used in slowness gradient
resolution and error appraisal of Section (3.4.2). What is a bit surprising, is that the estimates
of station correction errors are so close to the true errors. Station’ correction error estimates
may be:fairly accurate because station corrections are linear variables-in-progressive inversion.

It is not known whether-these synthetic error results would be-as:accurate in general.

8.5.8. Station Correction Resolution

In all the cases considered ianal.:le (3.4) the station correction matrix R, of equation
(2.48) had n, - 1 nonzero singular values and a corresponding null vector with elements equal to
one over the square root of the number of station' corrections-as yredicted'by _Pavlis and Booker
(1883b). :Even the matched P and S arrival time data set did not produce a full ‘rank station
correction’ inveréion. “A full rank station correction inversion might be -attained in only S-P:
times were used thereby eliminating origin time from progressive inversion. However, mean P
and S station eorrections v}ouldvst.ill ‘need to b§ constrained to zero to ensure the integrity of

subsequent velocity inversions.
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3.8. Hypocenters -

The accurate determinatiop of hypocenter position is critical to afford maximum possible
utility for geological interpretations. Th&ser Qnthetic tests of hypocénter _estimation are
designed to determine the sensitivity of hypocentral estimates errors in velocity models and sta-
tion corrections. The accuracy of hypocentral error estimates determined using the approach of

Section (2.6.2) are also investigated.

3.6.1, Factor Analysis
The cases considered here are listed in Table (3.5) and correspond to cases (C) and (F) of

Section (3.3.2). Starting model (2) results are only considered for case (F) inversions. -

The most significant factor controlling hypocentral errors is starting velocity model. Start-
ing model (2) mislocation errors are much larger than those for starting model (1) (Table (3.5)).
For case (F) starting model (2), this can be clearly seen in Figures (3.21) and (3.22) of the P-only
inversion, and Figures (3.23) and (3.24) of the joint inversion. Hypocentral errors are actually
. larger for the joint inversion than for the P-only inversion {Table (3.5)). This is due to the large
S-wave station.correction errors in the starting model (2) joint invlersion (Table (3.4)). In con-
trast, the case (F) starting model (1) joint inversion (Figures (3.27) and (3.28)) and P-only inver-

sion (Figures (3.29) and (3.30)) have much smaller mislocation errors (Table (3.5)).

An intemtiing feature of the mislocations in Figures (3.21-3.24) is their systematic nature.
Large epicentral errors are not expected for earthquakes located using well distributed recording
stations. . One-dimensional velocity model errors alone do not produce significant: epicentral
errors for the recording :geometry used here. The systematic epicentral mislocations in Figures
(3.21) and (3.23) are due to combined station correction and velocity model errors. This illus-
trates yet another deleterious effect of using an incorrect starting model with artificially high
near surface velocities and assuming that velocity model errors will be absorbed into the station
corrections. If these errors are undetected using real data (and they might well go undetected if

only P data are used (see Section (3.3.1.3))) the results can be misinterpretation of earthquake
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locations with respect to geologic features.

The second strongest factor affecting epicentral estimates is whether station corrections are
included as unknowns. This is not the case for hypocentral aepth where the joint P and S
inversion with station correction has an RMS misfit comparable to the P-only imfersion without
station corrections (cases (1FPS) and (1C P) of Table {3.5), respectively). RMS depth misfits are
a factor of 2.6 greater for P-only inversions (cases (1C P) and (1F P) of Table (3.5), respectively)
relative to joint P and S inversions of the same c’a$e~(cases (1CPS) and (1FPS) of Table (3.5),
respectively). This is in spite of the fact that the case (1F P) inversion has an RMSdata misﬁt
of only 0.003 sec, whereas the joint inversion (1FPS) has an RMS data misfit of 0.01 sec: When
a case (F) P-only inversion with coqpafable misfit, (case (IFPC), obtained by usirig results of an
iteration preceding convérgence), is compared to the joint P and S inversion (1FPS), the error
disparity increases substantially as can be seen in Figures (3.25) and (3.26) for case (1FPC)
versus Figures (3.27) and (3.28) for case (1FPS) (see also Table (3.5)). Similar results are

obtained for case (C) P-only versus joint P and S inversions (Table (3.5)).

3.6.2; Estimates of True Misfit-

Estimates of hypocenter misfits errors are shown in ._Table' (3.8) for starting model 1 cases
(C) and (F). Both station corréctiénvinduéed -errors, equation (2.50) (whiéh also include their
own coméonent of vél_@éity;model »induce:d',ér;ft;rs),\and veloc{:ity‘model inddced errors, Cs, of
equation (2.83), are added to the conventional statistical erx;or estimates, C, of equation (2.83), |
to produce the error estimates in Table (3.5). The same expansion orders were used to compute

C;s that were used in Sections (3.3.4) and (3.3.5).

For all events, the velocity model error-component was.dominant; followed by station
correction error contributions approximately a factor of 3-4 smaller, and conventional statistical

error approximately an order of magnitude smaller. Estimates of total hypocenter error tend to

be larger than true misfit errors indicating that velocity model contributions to total hypocen-

tral errors are overestimated. Total hypocenter misfit errors are especially overestimated in case



REECTY

MISLOCATIONS. CASE. 1F2. P- ONLY
38.85

v
\\\ .\
\\\\\ « ‘
\\\\ o
= N e
:" » % ‘\\\
- 38.80} T
- | \\
ﬁ N~
¥.
38.75° —
-122.85 -122.80 -122.75

LONGITUDE.

Figure 3.25 Epicenter mislocations for case (1FPC) of Table (3.5). Small cir-
cles show true epicentral locations and lines point from the circles to estimat-
ed epicenter locations. The circles with multiple lines correspond to multiple
events at the same true epicenter. The dashed line from A to A’ is the sur-
face projection of the accompanying cross section shown in Figure (3.26).
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Figure 8.20 Croes section for case:(1FPC). of Table (3.5) showing true:loca. -
tions as small circles. Lines from the. circles point to the estimated locations.
The top of the velocity models-corresponds: to: an’ elevation: of -0.379 km. .
Note the systematic mislocation of many of the shallowest events.
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Figure 3.27 Epicenter mislocations for case (1FPS) of Table (3.5). Small cir-
cles show true epicentral locations and lines point from the circles to estimat-
ed epicenter locations. The circles with multiple lines correspond to multiple
events at the same true epicenter. Two standard error confidence ellipses cal-
culated using all sources of error are also shown. The dashed line from A to
A' is the surface projection of the accompanying eross section shown in Fig-
ure (3.28).
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 Figure 8.28 Cross section for case (IFPS) of Table (3.5) showing true loca-. . -
tions as small circles. Lines from the circles point to the estimated locations.
; The-top of the velocity models corresponds to an elevation of -0.379 km. Two
" standard error limits estimated using all sources of error are plotted as small
_ bars about the estimated location. Note that all true locations lie between the
‘error limits. A ' o ‘ '
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(C) inversicﬁs as can be seen in Figures (3.31-3.34) and Table (3.5). ‘I'n_ all case (C) inversions,
true depth misfit errors are considerably overestimated. This suggests that the approach
developed in Section (2.6.2) of Chapier 2 will tend to produce overly pessimistic depth error

estimates if station corrections are not used.

Estimates of true hypocenter-errors are wrong by no more that-a factor\;)f -3.4 for starting
model (1) case (F) inversions (Table (3.5)). If only conventional statistical errors had been uﬁed,
true misfit errors would have been underestimated by anA order of ‘magnitude. It c#n be seen
from Figure (3.29) that epicenter errors tend to be"overestimated for the central group of events
of the P-only inversion. These events have the deepest locations (Fxgure (3.30)) and' their
corresponding depth misfits are overestimated. Depth misfit errors for shallower events are
underestimated in this case (Figure (3.30)). While epicenter error estimates are more representa-
tjve of true epicenter errors for the joint P and S inversion shown in Figure (3.27), the overesti-
mation of depth errors for the deepest events persists (Figure (3.28)). True hypocentral depth

errors are not & function of depth in either Figure (3.28) or Figure (3.30).

This discrepancy points out a fundamental weakness of the error appraisal approach
developed in Section (2.8.2) of Chapter 2 as applied to hypocenter mislocations. The incon-
sistency is the result of two causes. Firstly, ray path lengths to deeper events are longer than
those for shallow events (most ray paths are upgoing). Consequently, the estimated error of cal-
culated travel times will be correspondly higher.%® This tends to inflate hypocenter error esti-
mates as source 'dept.h increases. Secondly, the ray paths for shallow events have much larger
path percentages-in shallow less well resolved (and -estimated) portions of the -velocity models -
than do ray paths from deeper events. Shallow event hypocentral mislocation errors are underes-
ﬁmated (especially for the P-only inversions) because linearized error estimates are incorrect in

the shallow portions of the velocity models that are not linearly close to the true models.

The scale length comparisons of sensitivity of hypocenter estimates to unresolved slowness
gradient model features overestimated the sensitivity of hypocenter depth to potential unknown

errors in the model for all cases.
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Figure 8.29 Epicenter mxslocatxons for case (lF P) of Ta.ble (3. 5) Sma!l cir-

cles show true epicentral locations and lines point from the circles to estimat-
ed epicenter locations. The circles with multiple lines correspond to multiple
events at the same true epicenter. Two standard error confidence ellipses cal-
culated using all sources of error are also shown. The dashed line from A to
A’ is the surface projectzon of the accompanying cross section shown in Fig-
ure (3.30). :
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Figure 8.30 Cross section for case (1F P) of Table (3.5) showingvtruev loce-

tions as:smsll circles. Lines from the circles point to the.estimated locations.
The top-of the velocity models corresponds to an elevation of -0.370 km. Two
standard error limits estimated using all sources of error are plotted as small
bars about the estimated location. Note that some true locations lie cutside
the error limits for the shallow events.
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Figure 3.31 Epicenter mislocations for case (1CPS) of Table (3.5). Small cir-
cles show true epicentral locations and lines point from the circles to estimat-
ed epicenter locations. The circles with multiple lines correspond to muitiple
events at the same true epicenter. Two standard error confidence ellipses cal-
culated using all sources of error are also shown. The true mislocations are
much smaller the the circles. The dashed line from A to A’ is the surface
projection of the accompanying cross section shown in Figure (3.32).
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events at the same true epicenter. Two standard error confidence ellipses cal-
culated using all sources of error arc also shown. The true mislocations are
much smaller the the circles. The dashed line from A to A’ is the surface
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Figure 3.34 Cross section for case (1C P) of Table (3.5) showing true loca-
tions .as small circles. Lines from the circles point to the estimated locations.
The top of the velocity models corresponds to an elevation of 0.379 km: Two -
standard error limits estimated using all sources of error are plotted as small
bars about the estimated location. Note that mislocation errors are systematic
and larger than in Figure (3.32).
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Even with these problems, the linearized error estimation approach gave overall estimates
of true hypocenter mislocation that were much closer to the truth than the conventional statisti-
cal error-estimation approach.- Thus, the approach of Section (2.6.2) may be useful when

applied to real 'data to get a rough idea of ‘absolute error magnitudes, keeping the aforemen-

tioned caveats in mind.

3.7. Summary and Conclusions.

These synthetic. tests have clearly demonstrated the advantages of including ~S-wa.§e
arrival time data in progressive inversions for hypocenters, station corrections, and velocity
structure. Joint use of P and S wave arrival time data has the following advantages over the
use of P-wave data alone:

(1) P-wave velocity and slowness gradient structure are more accurately estimated;

(2) Hypocenter mislocation errors V;re substantially reduced, especially hypocedtral

depth;

(3) Convergence of progressive inversions to local minima is more detectable using RMS

data misfits of P and S wave data;

(4) ' 4velocity .model and ﬁypoeenier estimates a.re much more accura.tely' determined

| ivhen station corrections are used; 7 o | |

(5) Complete elastxc ompe;ties‘afe.est'irneated px;ovididg greate_i' conetrainoe foxe geologic -

interpretation of velocitf structure. . | | o

Slownesa gradxent is better resolved using earthquake dat.d than veloclty Interpretatxon of

progressxve mvetaxon for veloclty structure shou!d concentrate more on- spa.t,xal va.na.txons of velo— :

city by locking at slowness gradient resolut.xon a.nd error. It was clearly demonstrated that. velo— :

city magnitude is not nearly as well determined.

The dangers of using artificially high surface velocities to locate earthquakes and invert for

velocity structure are clearly demonstrated. High surface velocities are not harmlessly
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incorporated into station corrections but in fact produce substantial errors in estimated velocity

structure and earthquake locations.

The error prediction approach developed in Section (2.6.2) of Chapter 2 for station correc-
tions ‘and hypocenters provide somewhat pessimistic estimates of true errors. However, these
error estimates are much more realistic than conventional error estimates that ignore model.

induced errors.

Adding - S-waves to progressive inversion does not completely eliminated . hypocenter--
velocity tradeoffs, but they are substantially reduced. Linearized resolution and error analysis
will still yield unreliable results near strong discontinuities of slowness gradient. ‘The errors in
linearized resolution and error estimates are reduced when P and S data are used together. The
only way to ensure that model features are resolvable is to do synthetic tests using the
estimated model, as done here. While this may appear to involve too much effort, the informa-
tion obtained is of fundamental importance for reliably interpreting inversion results with real

data.

Notes:

31 Slowness is actually the quantity estimated in Chapter 2. Resolving functions are calculated
for slowness and used to smcoth the true slowness model. Velocity models are then taken by
inverting slowness at each discretized depth and assuming linear velocity gradients between
depth points. |

32 From .equation .(2.78) we.see that longer path lengths for a particular ray parameter mean.

that G will have ‘more nonzero elements. Therefore, the term, GC,* Er, the estimate of .calcu-

lated travel time error, will correspondingly increase.
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Chapter 4

Progressive Inversion for Hypocenters and P-wave and
S-wave Velocity Structure: Application to The Geysers

4.1. Introduction

The.Geysers-geothermal field .is the site of intense microseismicity. The rate of seismicity-
at The Geysers‘ is 45 times the regionalrrate (Ludwin et al., 19882). The Geysers is also the
world’s largest generator of electricity using geothermal energy. It has been- suggested that
seismicity in The Geysers is induced by some aspect of steam prodﬁction but the specific
ﬁechanism has ﬁot been determined (Oppenheimer, 1986; ESerh;rt-Phillips and Oppenheimer,
1984; Bufe et al., 1881). Of all the inducing mechanisms proposed to explain the seismicity, per-
turbation of the regional stress field by volumetric contraction of the reservoir due to a net mass
(water) withdrawal (Majer and McEvilly, 1979) and conversion of aseismic slip due to an-
increase in-frictional stength (Allis, 1982) remain-the-most plausible {Oppenheimer, 1986).

A long standing question is whether The Geysers geothermal field has a distinctive seismic
signature. Eberhart-Phillips and Oppenheimer (1884) and Eberhart-Phillips (1986) have done
the only formal inversions for velocity structure in The Geysers area. Eberhart-Phillips and
Oppenheimer (1584) used arrival times from earthquakes and explosions to derive a P-wave
velocity model for-a region of which the primary producing portion of The Geysers geothermal
reservoir comprised a small part (e.g. <1%) of the total area. Eberhart-Phillips (1986) inverted
for three-dimensional P-wave velocity structure on three scales. The smallest scale inversion
was at only twice the scale of Figure (4.1), but comprised only three depth samples, allowing
limited interpretation of velocity depth variations in the production zone. Eberhart-Phillips
(1986) and Majer and McEvilly (1879) found that P-wave velocities in The Geysers production

area between the Mercuryville fault to the southwest and the Collayomi fault to the northeast
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Figure 4.1 Temporary station names begin with a T and USGS station
names begin .with a G.. Three-component stations are plotted as A and single
vertical component stations are plotted as. 7. The dashed lines are 34.5 bar
contours (Lipman et al., 1978) enclosing areas of pressure decline for the year

' 1977 (not available for other years). These pressure decline contours roughly

~ define the region referred to as the primary production zone throughout

" 'Chapter 4. Faults are shown as solid lines. Small circles are earthquake loca-

‘tions estimated

from progressive inversion. Note that, with the exception of

" stations GGP ‘and GAX, all stations lie between the Collayomi and Mercury-
~ ville faults, inside or in close proximity to the primary production zone.
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were faster than regional P-wave velocities. Majer and McEvilly’s (1979) results from multiple
event Wadati plots indicated that V,/V, may be lé_wer in The Geysers production zone than in
the surrounding region. Gupta et al., (1982) obtained regional estimates of ha.lf-s;}ace P-wave
and S-wave velocities and used multiple event Wadati plots to estimate V,/V, for a region con-
taining The Geysers. However, their S-wave results are not reli_able because only vertical com-
ponent seismograms where used to determine S-wave arrival times, . a point that will be'dis-

~ cussed in more detail later.

The gqal here is to focus on the P and S-wave velocitf structure in the primary-production-
zone of The Geysers located between the Mercuryville and Collayomi faults (anure (4.1)). An
estimate of S-wave velocity structure is needed, in addition to P-wave velocities, in order to
make inferences about physical properties such as fracture density and fluid saturation in the

production zone.

Analysis of P-wave travel times to USGS permanent sta.tions from earthquakes in The
Geysers indicate significant lateral velocity variations outside the primary steam field.
Eberhart-Phillips (1986) finds that P-wave velocities northeast of the Collayomi fault and
southwest ‘of ‘the Mercuryville fault are lower than those found in the-primary production zone:
P-wave travel times from Geysers earthquakes to USGS stations located between the Collayomi
fault and Mercuryville fault exhibit very little scatter (<0.03 sec). For stations outside these
boundaries, travel times from earthquakes in The Geysers vary dramatically, with delays as
large as 0.4 seco;xds to stations located northeast of The Geysers near Clear Lake. Refraction
data-recorded by -stations-outside The Geysers from explosions in-The Geysers - show a similar:
travel time pattern (Eberhart-Phillips, 1988). Majer and McEvilly’s (1979) analysis of refraction

data from explosions outside The Geysers are consistent with these results.

Our goals were to determine P-wave and S-wave velocity structure in the primary produc-
tion zone of The Geysers and to locate microearthquakes there. The results of prospective
approachs to estimate velocity structure at The Geysers were required to meet the following set

of requirements: (1) velocity models must be estimated in a form suitable for calculation of
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synthetic seismograms; (2) S-wave velocity structure must be estimated along with P-wave velo-
city structure; (3) estimation of microearthquake locations must be carried out as part of the
process; (4) seismic sources and recording stations must be located primarily in the producing
steam field; and (5) recording stations must be distributed in a way that provides adequate
azimuthal and range:coverage to constrain earthquake locations and provide velocity informa-
tion.. The n';ethods used in Chapter 5 to calculate synthetic seismograms require laterally homo-.
geneous -velocity models, Consequently, seismic. velocity. models-vary with depth only. The .
assumption of lateral velocity homogeneity: is justified because, as discussed above, P-wave
trave] time data from stations within the steam field, exhibit very little scatter over a wide
range of azimuths. Requirement (4) follows from the desire to determine seismic ‘properties of
the steam field, but is also forced upon us by the obvious lateral velocity variations outside the

field. .-

No inversion approach ‘existeéd that satisfied the first' three requirements. - The results in
Majer and McEvilly (1979), Gupta, et al. (1682), Eberbart-Phillips and Oppenheimer (1984), and
Eberhart-Phillips - (1986) do not: satisfy the last two objectives. Eberhart-Phillips' and
Oppenheimer’s:(1084) ‘parameterization ‘of P-wave :velocities required:the use-of constant velo--
city layers. Layer thicknesses were determined to obtain acceptable resolution. Consequently,
velocity discontinuities at layer boundaries are somewhat artificial making their results unsuit-
able for calculating synthetic seismograms. Consequently, in “Chapter 2, a ‘progressive
hypocenter-velocity inversion method was developed to satisfy the first three requirements by
extending ‘an ,,appfoach developed rbnyiv!is +(1982) exclusiveli for P-waves, to incorporate ‘S-
wave arrival .time data to estimate -hypocenters; station .corrections, and P-wave and S-wave

velocity models. . -
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Although the USGS operates a permanent network of eight seismic stations in close prox-
imity to The Geysers, only one station records three components of ground motion. To provide
reliable S-wave arrival time data, a nine station temporary network of three-component digital
event recorders was deployed in The Geysers from-July 21, 1982 to August 15, 1882. Data were
recorded at 200 samples/sec. Requirement (4) placed constraints on station locations; all tem-
porary stations were deployed in the primary production zone. Temporary ‘station locations .are
shown in Figure (4.1) along with permanent USGS stations. It should be-noted that throughout-
this chapter the convention is adopted that negative elevations correspond to elevations above
mean sea level. Station elevations are listed in Table (4.1). Since station elevations variations
exceeded 1.0 km, a special travel time calculation procedure, described in Appendix A, was
developed to calculate travel times for stations.at varying elevations. Actual ray paths were
calculated ins,tead.%of-- using vertical path approximations. Proper-accounting for-station-eleva--
tion.differences is:important to obtain reliable hypocentral depth estimates, given that:station.
elevation differences are of the.same order as:source:depths. The ‘temporary ‘network had an
aperture of .approximately six kilometers.. This limited:the.resolution »of,,S-velociiyxinversiona at .
deeper.depths, due to restricted wave depth penetration at small offsets. Larger offsets provided
by USGS permanent stations helped provide somewhat better resolution of deeper P-wave velo-
city structure. However, more distant stations are generally outside the primary production
volume (Figure (4.1)), so portions of wave paths to these stations were outside the zone of pri-

mary -steam production..

Arrival time .data were obtained from the USGS ‘stations in one.of two ways. Due.to 2
change of ‘dubbing policy during the recording period by the USGS, waveform data were avail--

able only for earthquakes with coda magnitudes M, >1.5. P-wave arrival times for smaller

earthquakes were provided by the USGS P-picker. Impulsive P-wave arrival could be accurately
read to 0.01-0.02 sec on inkjet playbacks of USGS waveforms. Uncertainties of impulsive P-

picker readings are 0.01-0.04 sec (Oppenheimer, personal communicition, 1983). Since P-picker
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Station Corrections
P-wave ‘ S-wave

Station | Elevation | Estimate | Error 1 | Error 2 | Estimate | Error 1 | Error 2

name (km) (sec) (sec) (sec) (sec) (sec) (sec)
GAX -0.379 | -0.045 0.041 | 0.019 | —— — | —
GBO 087¢ | 0.173 0.028 0.011

GCM - -1.288 . |. -0.046 0.033 0.014

GCR -0.731 -0.142 0.042 0.019

GDX | -0931 .| -0.005 | 0.015 | 0.007 - | - ,
GGP -1.054 0.031 0.031 0.015 0.084 - 0.0456 0.023
GMM | -0963 | 0063 | 0022 | 0.010 |

GSM -1.017 -0.110 0.043 0.013

TRA .- <0.509 - 0.051 . 0.031. 0.011. | 0.000 .| 0.045 0.018
TSP -0.549 -0.001 0.035" 0.012 -0.085 : 0.042 0.017
.TOT -0.549 0.108 0,020 | 0.017 0.169- | 0.036. 0.027°
TPU -0.948 0.078 0.027 0.011 0.111 0.035 0.020
| TPS: <0.997 +0.054 0.087 | 0.087. | -0.117 .| 0.109 -0.087
TPT «1.020 -0.081 0.032 0.011 -0.188 0.069 0.015
TPL <0.908 -0.098 0.037 0.013 -0.243 0.045 0.017
THR «1.032 -0.038 0.039 0.013 -0.087 0.027 0.019
T™Z -0688 | 0046 | 0038 | o013 0050 | 0050 | 0.018
TPR 0.927 0.048 0.039 0.013 0.082 -0.057 0.018

Table 4.1 Station names that start with a G are -USGS permanent station and those that start-

with a T are temporary stations. The convection is adopted that negative elevations correspond
to elevations above sea level and positive elevations to distance below sea level. Standard error
estimate 1 includes an estimate of ‘velocity ‘model induced errors by adding those-error estimates
to standard error estimate 2, the conventional statistical errors calculated using equation (2.50).
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readings for ‘emergent arrivals are -highly ﬁnreliable, only the two highest quality P-picks were

used and were assigned uncertainties of 0.03 and 0.04 sec, respectively.

Noise levels atb the temporary stations were very low allowing a picking érécision éf 0.505-
0.01 sec for P-waves and 0.01-0.03 sec for S-wave§. Accuracy of arrival time readings from the
temporary digital stations were primarily limitgd by clock corrections. Clock drift uqcertaiﬁtigs
produce a lower bound on temporary statibp arrival time uncertainties of 0.01-0.03 sec. Arconk-
servative estimate-of the.combined clock drift’ uncertainties -vmd_pickingMuﬁc;HMﬁes for ‘the
most impulsive arrivals at ‘temporary?statiqns is 0.04 ;sec;*Consequefntly, the best USGS P-arrival .
times were ‘assigned uncertainties ‘of 0.02 sec and the best temporary station P-arrival tilm»es
assigned 0.04 sec uncertainties.

S-wave arrival times were read exclusively from horizontal component*séigmograms. 5
wave arrival times estimated from vertical compoﬁent seismograms at The Geysers are not reli-
able. Figure (4.2) shows the large errors that can result if first-S-arrival times are :picked from
vertical component seismograms. After analyzing over-500 three-componen; seismo@ams from:
The Geysers area, it ﬁu» clear that' S-wave. arrival. times- estima.tedlrom:vertri'cal component
seismograms are:-not ‘reliable; Similar results have-been observed in the stmssxppl embayment

near New Madrid (Andrews et al., 1985).

Of all events recorded, 39 earthquakes were recorded that had at least 10 P and S-arrival
time readings and located in the recording network (Figure (4.1) and Table (4.2)). These earth-
quakes were nsea as input for progressive inversion. Assigned pick uncertainties were used to
weight -arrival time -readings. The best quality picks had uncertainties of 0.02 sec. Therefore;
0.02 sec is used as the data standard error for x? tests of goodness of fit for progressive inver-
sion.

A total of 469 P-wave arrival times and 294 S-wave arrival times were used. Earthquake
coda magnitudes ranged from 1.0 to 3.0 for the data set. The relatively small number of earth-
quakes recorded over the three week period can be attributed to the low gains used at tem-

porary stations, and telemetry problems with the USGS network during the recording period.
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Figure 4.2 A threeocomponent. sexsmograms recorded at station TPU (anure'
(4.1)) from an earthquake in The Geysers that occurred on 8-5-82 (Table

(4:2)).. The vertical. component -is:labeled GPU1, the east-west. oriented hor-
izontal component is labeled GPU2, and the north-south oriented horizontal
component is labeled GPU3. The true S-P time (Sz-P) obtained using the
horizontal components to read S-wave arrival time, is 0.90 sec. If only the
vertical component were lvaxlable, the estimate of S-P time (S1-P) would be
0.57 sec. This would results in a total S-P time error of 0.33 sec whxch
represents 371% of the true S-P. mne ‘ § .
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Earthquake Locations
Date Origin | Time Latitude Longitude | Elevation | Magnitude
(MDY) | (HM) | (sec) (degrees) | (degrees) {km) (M, )
7-21-82 | 911 48.49 38.8533 -122.8368 0.80 16 -
7-22.82 | 22 2 52.96 38.8030 -122.7770 0.62 —
7-23-82 131 0.13 | 38.8202 -122.8035 3.40
7-23-82 | 19 30 3149 | 38.8034 | -122.8171 3.05 1.2
7-28-82 586 12.5¢ | 38.7969 | -122.8316 1.22 1.0
7-26-82 | 1259 19.57 38.7921 -122.7782 1.14 1.3
7-26-82 | 22 50 45.58 | 38.7842 -122.7800 2.49 1.1
7-28-82,]1 2333 16.42. 38.8315- | -122.8138" 1.06-

72982 | 116- 12,00 | 38.8057 | -122.7876 0.7 | e
7-29-82° | 641 21.16°| 38.8116~ | -122.8024 - 3.23: nmem——
7:30-82 | 1140 1573 | 38.8163 | -122.8108 335 | me———
7-31-82 | 11 38 37.85 38.8199 -122.8073 3.18
7-31-82 | 2121 56.06 38.8231 -122.7964 1.47 —
7-31-82 | 22 41 52.58 38.8201 -122.8074 3.21 1.0
8-1-82 | 18 38 51.19 38.7970 -122.7811 1.08 18 ¢
8- 2-82 814 39.69 38.8280 -122.7663 3.31 2.0
8- 3-82 | 16 27 52.48 38.8032 -122.8034 3.37
8-3-82 |19 8 44.45 | 38.8203 -122.8024 3.35
8-382 | 22 6 30.61 38.8024 -122.8040 3.19 0.9
8-3-82.| 226 38.63 | 38.8018 | -122.8034 3.06 0.9.
8482 | 76 4001 | 388064 | -122.7892 0.0 et
8-582 | 721 57.28 38.8382. | -122.7815 245 E——
8- 5-82 727 2880 | 38.8028 -122.7737 1:29 o
8-682 | 9 ¢ 14.77 | 38.8046 | -122.8148 2.57 1.3
8-6-82:. | 940 38.09 | 38.8148 | -122.8056 2.99 2.2
g-6-82. | 18 51 40.34 38.7887 -122.7752 0.88 1.5
8-6-82 | 18 55 465 | 38.7896 | -122.7759 0.92 ———
8- 6-82 | 18 §7 28.42 | 38.7889 -122.7779 0.72 ————
8-6-82 | 1859 51.00 | 38.7885 -122.7774 0.93 2.1
8-6-82 | 1938 27.90 | 38.7881 -122.7763 1.08 14
8- 8-82 | 1937 18.39 | 38.7876 { -122.7769 1.05 1.2
8-6-82 | 1937 20.55 38.7883 -122.7766 1.00
8- 8-82 | 1937 51.76 38.7888 -122.7775 1.28 1.8
8-6-82 | 19 48 20.49 38.7893 -122.7772 1.08
8- 6-82 | 2320 55.35 | 38.7889 -122.7767 0.94
8- 7-82 149 13.54 | 38.7868 | -122.7732 0.99 1.7
8§-8-82.| 9-8 54.15 | 38.8172 | --122.8005: 3.18 2.3
8-882 11122 31.5% 38.8171 -122.8035 " 2.85 1.0
8-11-827| 221 33.60°| 38.8144 -122.7998 3.50 1.8

122

Table 4.2 Earthquake locations estimated from progressive inversion. Positive elevation -

denotes distance below mean sea level. To convert to depth in the velocity and slowness gra-
dient models add 0.379 km. Latitude and longitude are in degrees north and west, respectively.
Coda wave magnitudes, A, , are USGS estimates for these events.

-
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Relatively low gains :were reouired to preveot clipping of wa#eformé,for M, =~1.5-2.5 earth-

qualces.

4.3. Apphca.tlon of Progrmwe Inveralon

| The met.hod of progresswe inversion developed in- Chapter 2 and tested in Chapter 3 with
synthenc data, is used to estimate ea.rthquake locanons, statxon correcttons, and P and S-wave
velocity stmct.ure Assurmng that arrival time data do not contain latge undetected errors, the
most. xmporta.nt espect aﬂ'ectmg the. success of pmgresswe inversion is the ‘use of good starting

models

4.3.1. Stmlng Models

The xmportance of usmg realxat.lc starting’ models for. velocxty-hypocencer inversions was
cleerly demon:trated in: Chapter 3. Good estimates:of near: surfaee velocxty structure -are -partic-
ularly unportant 10 a.chxeve accurat.e results Fortunately, VSP data from 3 nexghbonng pomon
of The Geyaexs geochermal ﬁeld were a.vulable to estimate shallow (0-1 5 km depth) P and S

wave velocxty stmcwre.

Velocmes for P and S-w;ve froxn the free surface to a dept.h of 1. 5 km were obtalned from
a one-dxmensnonal trial md error lnversxon o!' the multx-offset P and S-wave VSP data of Majer
et al., (1087). Models for P and S velocities in t.he VSP mversxon were developed by interac-
rtwely pemxrbmg velocxt.y models untxl they ﬁt the VSP ﬁrst.-amva.l travel time dat.a. P-wa.ve
emval mnes had uncertamues of 0.001 sec and S-wsve amval tunes had- uncerta.mtxes ol' 0.004
;sec The emall ptck uncertuntxes and small (30 Sm) receiver spaclng~1n the well provxded good
(eonstramte on: P and S velocxtxes The models ‘were:. construeted by mcludmg the sma.llest
"number of lmear velocny gradxent layers reqmred to ﬁt the date The multxng models are e the
elmplut pxeeewue—contxnuous velocxty mode!s that reproduce tlle observed travel times thhm

theu' etandard error.
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Majer-et»a.l, (1987) observed 2 11% 'velqcity,jasiation.forvsha.llvow& (0.3-0.08 km depth) wave:
paths between SH and SV waves genera.ted by rotating the vibrator orientation to two orthog-
onal polarizations for each survey level in the well. Shear wave splitting was not observéd at
the temporary recording stations used in The Geysgxs. The absence of shear wave splitting
could imply that shgar wave velocigy anisotropy is not significant in the primary production
zone. However; the surface tembo;ary station locations pi‘eclude feliable detection of shéaf wave -
splitting, even if anisotropy were present (Crgmpin, 1985). Consequently; the VSP S-wave
travel times used to estimate S-wave:velocities were:formed :from ‘the ‘.average; «of SH and: SV
tﬁve! times for the shallow wave paths. Only one polarization of S-waves were avﬂable for

deeper wave paths and those travel times were used directly.

The resulting estimates velocities are shown in Figures (4.3) and (4.4). The highly variable
velocities in the top 100 meters were excluded from these models. P-wave velocities in the near
surface layer'ranged:from:less than 1.0 Vkm/aecrto"moré-.than 4.0 km/sec. Ridley aﬁd,{thine<».
(1978) observed surface P-wave.velocities of 0.7-2.6 km/sec in\lanaslide@and:. hy&mthemi!ly
altered terrain at power plants 1.and '2’(Fisuxfe‘(4.5)). Denlinger and Kovach (1981) obtain aver- -
age P-wave velocities of 2.38-2.59 km/sec for-the top 200 meters in the ‘a.rea. near station GCR.
Given the wide range of near surface velocities, the surface values shown iﬁ Fxgures (4.3) and
(4.4) were chosen as appropriate a.vera;ges for the region. Local variations from these values can
be accounted for with station corrections. We wanted to be sure to use a representative average
of near surface velocities to avoid problems associated with the use of unrealistic near-surface
velocities in progressive inversion (see Chapter 3).

TheVSP data provided important information on near:surface velocitié. P;wave‘ veloci-
ties: below 1.5 km depth were taken from Eberhart-Phillips and- Oppenheimer'r(lss«t) and
corresponding S-wave ‘velocities calculated ‘assuming a constant V,/V, d‘ 1.65. k'I'he <:$tming,P
and S-wave velocities thus obtained are shown in Figures (4.3) and (4.4), xkispectively.» The VSP

velocity models were obtained for an area between the Mercuryville and Collayoxﬁi faults but

not in the primary production zone defined by the pressure decline contours shown in Figure
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Figure 4.8 The P-wave starting velocity is denoted by INIT and the model
estimated from- progressive:inversion is-denoted by EST. The portion of the:
starting model between 0.0 and 1.5 km depth was derived from VSP data. To
convert-from. model dépth™ to -elevation, subtract:0.379 km from. the: depth
values. A depth node spacing of 0.1 km was used for the progressive inver-

sion.
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Figure 4.4 The S-wave starting velocity is denoted by INIT "and the model
estimated from progressive inversion is denoted by EST. The: portion of the
starting: model ‘between 0.0'and 1.5 km depth-was derived from VSP data. To
convert from model depth to elevation, subtract 0.378 km from the depth
values: A:depth node -spacing of 0.1: km-was-used for the progressive inver-
sion.
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Figure 4.6 Earthquake -locations - are shown as small cu'cles m:xde one-
‘standard-error ellipses. ' The numbered ‘squares are power plants that were:
‘operating at the time of the experiment.. Three-component stations are shown:
‘as:Aand vertical ' component stations ‘as 7. “The solid trace.is Big Sulfur
Creek. Fine dashed lines are the 1977 pressure decline contours (Lipman et
, 1078) described in Figure (4.1). Dot-dash lines are faults. The medium-.
da.shed line labeled A and A' is the surface projectxon of the cross section in
‘Figure (4.10). : T L
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(4.1). Consequently, the starting ‘models.were:expected to be close-to-the true:structure in-the-

primary production zone.

Initial station corrections for both P and S-Qaves were set to zero. Eberhart-Phillips and
Oppenheimer (1984) computed P-wave station corrections for USGS stations at The Geysers.
They were not used as starting values for P-wave station'corfeétions. Because Eberhart-Phillips
and Oppenheimer (1984) used.a high ,surfue P-wave velocity of 4.43 km/sec, P-wave station

corrections for USGS stations were ‘set to zero to prevent biasing the present inversion.

4.3.2. Inversion Results.

Convergence was obtained in$ yeloqity inversion iterations of progressive inversion. An F
test at the 95% eonﬁdencg.level indicated insignificant reduction of variance after 5 iterations.
Estimated ‘P-wave and S-wave velmiﬁu are shownm Figures (4.3),and (4.4). Although thé
estimated models.do not differ-markedly from the:starting quels; a-variance reduction of a fac--
tor-of 12.8 ‘was obtained with respect to the starting velocity models.and station corrections. A.
reduced x? test was done to determine whether;t.herinversionmﬁt, overfit; or underfit-the.data..
Define reduced x? as ‘

=g B2 e wy

where M is the total number §f readings, ¥ is the number of degrees of freedom (= M in this
case), r; are thie travel time residuals, and o; are the estimated standard errors the data. When
X#<<1.0 the data have.been overfit-or If x.25>1.0 the data have been underfit. The.final
results-of- the progressive -inversion produced x 2 ==-1.02.for 663 data, .indica.ting that-the inver--
sion :neither overfit or underfit-the data.. This demonstrates that.a one-dimensidnalinodel with.
station corrections satisfactorily fits the arrival time data within the estimated st#nda.rd error of

0.02 sec.

Eberhart-Phillips (1986) finds that a one-dimensional P-wave velocity model with station

corrections produces earthquake locations in The Geysers steam field comparable to those found
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using a three-dimensional P-wave model for The Geysers-Clear Lake region. She concludes that

a laterally homogeneous P-wave model with station corrections can be used to obtain accurate

earthquake locations in The Ge};sex;;. The results here collaborate her findings for P-waves and

also show ﬂxat a one-dimensional S-waﬁre model with station corrections is adequate for The

;Gey,aers primary production zone as well,

The -fact that the earthquake locations, station corrections, and velocity models fit the

' data .does ‘not alone ensure that the estimated earthquake locations, station. corrections, and

“velocity ‘models are accurate. To determine what features of the veiocit.y*stmctures are ‘mean-

ingful, we turn to a discussion of resolution and error. Since velthiu models very similar to

' those estimate by progressive inversion, namely the starting mddels, were used in synthetic tests

- of progressive inversion, results of those synthetic tests help delineate what features are truly

resolvable. Results of the synthetic tests in Chapter 3 are also used to help assess uncertainties

in earthquake locations. We begin byi‘discussi‘ng velocity and slowness gradient estimates.

4.3.3. Apprtil;l of Velocity: ;ﬁd Slbwneu'cr;&ent R.uult- :

In Chapter 3 it was demomimted that slowness gridient (the quantity directly solved for
in progressive inversion) is better constrained by earthquake data than velocities. Linearized
resolution and error a.ﬁalysis was found to be accurate for appraising slowness gradient structure
with the exceptions that overall slowness gradient depth profiles may be shifted in depth and
sharp discontinuities are smoothed and smeared. The amount of depth offset of slowness gra-
dient structure was found to be quite cdmémble for both P and S-wave models, allowing mean-

ingful comparisons of relative changes between models as a function of depth.

" The estimated P-wave slowness gradient model with 95% error estimates is shown in Fig-

“ure (4.6) and the estimated S-wave slowness gradient model is shown-in Figure (4.7). To help

determine what features are significant, resolving kernels (calculated from equation (2.59) using
the same expansion orders used to estimate the errors in Figures (4.6) and (4.7)) are plotted in

Figures (4.8) and (4.9). The resolving kernels in Figure (4.8) show what portions of the slowness
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Figure 4.8 The estimated P-wave slowness gradient model, denoted as EST,
from:-progressive inversion is shown .with positive and negative 95% confidence.
limits, denoted as+2 ¢ and -2 o, respectively. To convert from model depth:
to elevation, subtract 0.379 km.
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Figure 4.7 The estxmated Swmre ulowness gradxent model denoted as EST,
from progressive inversion iis shown with positive:and negative -95% confidence:
limits, denoted as +2 o and <2 g, respectively. To convert from model depth
to elevation, subtract:0.370.km..



\\\\\

132

0.5

1.0 =
1.5 ==
(P) 2.0 =
g 25 =
) 3.5 T?;}:
2 . = .
Qe 0.614
15 0.5-= ‘Scale:
2o 1.0 —
S 1.5 ==

0 1.0 20 30 O

1.0 2.0 3.0

(P) Model Depth (km) (S)

Figure 4.8 Resolving kernels for estimated P and S-wave slowness gradient
models. All kernels are normalized to unit area. Each resolving kernel con-
tains both models because P and S models are coupled in progressive inver-
sion. The labels (P) and (S) plotted adjacent to the depth scales, denote
which model type corresponds to the model and target depths. There are two
resolving kernels at 0.0 km depth for each model; the first kernel corresponds
to surface slowness, and the second to surface slowness gradient. The largests
amplitude. peaks correspond to depths that where data provide strong con-

straints. Model depths can be converted to elevations by subtracting 0.379

km..
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g Figure 4.9 Resolving kernels for. P and S-wave slowness gradient are plotted
© " with each kernel’s maximum value at full scale. This plot helps show averag-
ing widths for small amplitude kernels in Figure (4.8). It also helps show
model tradeofls that are difficult to see in Figure (4.8). Model positions and
_kernels are the same as in Figure (4.8). Model depth can be converted to
-elevatlon by subtracting 0.379 km. i TR
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gradient models im;best cenStrained.By the;data:,, PA ’ahd'\S-slownessvr.gradienVc’ are-most-tightly-
constramed between 1.0 and 1.5 km depth Slowness gradient structure for both models are
poorly . constramed between 0.0 and 0.7 km depth Tlns is the resnlt of the lack of earthquake
sources in this depth interval (see anure (4.10)) Detaxls in the final slowness gradxent. model
estimates and velocnty models in th:s dept.h range pnmanly refiect features of the starting
models. P and S-slowness grad.lent. resolution between depths of 1. 6 and 2.0 km depth is lower
than between 0.8 and 1.5 km due w the pacity of earthquakes in this depth range (Figure
(4.10)). Below \2.0 km depth, P-slovﬁnesstgradient resolution: is'egooddt;e to bbtteming wa.\'re
paths recorded at more disemt USGS verﬁicel component stations. The price paid is thae a por-
tion of these wave paths lie outsxde the pnmary steam producuon zone. S-slowness gradient
resolution below 2.0 km depth is lower than for P-waves becmae dmost all S-wave paths con-
straining thm part of the model corrapond to upgoing wavepaths; turning S-waves are virtually

absent in this depth range.

Figure (4.9) shows the averaging widths of the resolving kernels more clearly and shows
how different portions of the models tradeoff. Slowness gradient features in the depth range of
1.0-1.5 km have very narrow resolving kernels and are very well resolved. P-wave slowness gra-
dient features have broader averaging widths in the depth range of 1.6-2.3 km, indicating that
the small increase in negative slowness gradient at 2.0 km depth is only marginall& significant.
Below 2.3 km depth, P-wave slowness gradient resolution is feiﬂy compact and has small errors.
S-wave slowness gradient resolving widths are almost 1.0 km wide between 1.6 and 2.5 km
depth indicating that the increase of negative slowness gradient between 1.5 and 2.5 km is mar-
ginally significant. S-wave slowness gradients between 2.5°and 3.0 km depth have-more -com--
pact resolving kernels indicating that the decrease of slowness gradient between 2.5 and 3.0 km
is significant. Below 3.0 km depth S-wave slownese gradient resolving widths are broad and

model values there refiect the starting model.

Tradeoffs between P and S models can be seen in Figure (4.9). The strongest tradeofls

between models are between both shallow, poorly resolved portions. While these tradeoffs do not
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Figure 4.10 Cross secuon showxng embquake eleutxons wnth respect to

" mean'sea level.” The cross section ends A and A’ correspond to the surface
- projection shown in Figure (4.5). Positive elevations correspond to distances

" -below sea level.  The ability to plot with respect to true elevation is provided
by calculating wave paths to stations at different elevations. This facilitates
- direct comparison of ‘earthquake positions with:features inferred from the well
logs and  cross sections of Stockton et al., (1984) and Heblein (1988). Inferred

A

- positions of the shallow condensation sone and shallow production zone are

denoted by labela stels sizes do not to imply vertical or honzontal extent
{see text). . ~ N : .
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significantly effect final model estimates -(these- portions of ‘ the model are- not. significantly -
changed in the inversion), they demonstrate the coupling between P and S models in progressive

inversion.

The resolution-error analysis just presented is supplemented with the results éf synthetic
tests of Chapter 3. Since the models estimated hgre are close to the models used m :s(yﬁ:hetic
tests; results of those tests are useful to determine if features in the estimated velocity and slow-
ness gradient -models - are:likely to represent true :structure.: The final. models «,estimate'd”&c_:"m ,
progressive inversion with:real.data are-much closer to the starting models than thev‘fclose"
starting model (1) of Chapter 3 was to the true synthetic model used in synthetic tests. Conse-
quently, usxns the synthetic test results for comparison might lead to somewhat pessimistic con-

clusions.

Comparing Figure (3.20) to Figure (4.7) we see that sharp changes in S-wave slowness gra-
dient.can be expected to be smoothed and smeared out in estimated models, but are still
representative of the true model. Comparison of Figure (3.12) with Figure (4.4) indicates that
the S-wave velocity variations between 0.8 and 3.0 km depth represent somewhat smeared out
properties of true velocity structure. Below 3.0 km depth, S-wave velocities' are '»poorly con-
strained. Comparison of Figure (3.18) and Figure (4.68) indicate that the large negative P-wave
slowness gradient between 0.4 and 0.7 km depth is probably a smoothed and smeared feature of
the true P-wave slowness gradient structure. The estimated P-wave velocity model érobably
representative of smoothed P-wave velocity structure between 0.8 and 3.5 km depth as indicated
by comparison of Figure (4.3) and Figure (3.11), although a small (0.1-0.3 km ) dc shift of velo-
city with depth is.2.good possibility. A similar dc velocity profile can be expected for estimated

S-wave velocity structure (Figure (3.12)).

Figure (4.11) show estimated V,/V, structure for The Geysers. The most striking feature
is the rapid decrease of V,/V, between 0.8 and 1.2 km depth. The key question is: Is this feature
real?. The answer is that it is the most tightly constrained feature in the entire V,/V, model

and is very well resolved. Inspection of Figures (4.8 ) and Figure (4.7) reveal that the sharp
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decrease in V,/V, is caused by combining a very small negative P-wave slowness gradient with 2

large negative S-wave slowness gradient over the same depth interval. Both slowness gradients

have excellent resolution in this depth interval (Figure (4.8)). While absolute n;agnitude of
V,/V, at any point is not tightly constrained, changes of Vy/V, with depth are well constrained

between 0.8 and 1.5 km depth. The reasons for this are clear from Chapter 3, where it was

demonstrated that slown’essvgra.dients are much more accurately determined than velocitigs.

Thus, interpretation of variations of V,/V, with depth should be done with respect:to regions of -
the slowness gradient models where resolution is:good. P and S-wave slowness -gradient resolu-

tion also fairly ‘good in the depth range of 2.5 to0 3.0 km. P and S-wave slowness gradients are

almost constant in this depth incerval; 80 meaﬁng. due to imperfect resolution will not

significantly change slowness gradients. Thus, the increase of V,/V, between 2.5 and 3.0 km
depth is significant.

To summarize, V,, V,, and V,/V, variations between depths of 0.7 and 1.5 km, and 2.5
and 3.0 km are significant and representative of smoothed true variations. In addition, resolution
of variations of V), is good between 3.0 km and the bottom of the model. However, variations.in
P-wave velocities in the deep model may be less representative of features in the ﬁroduction
tone because portions of constraining wave paths lie outside the immediate production zone.
Features b.etween 0.0 and 0.7 km depth are not well resolved and are basicaﬁy representative of
the starting models. Consequently, features in this depth interval such as the shailow steam ano-
maly near power plants 1 and 2 (see Figure (4.5)) are not discussed.

4.3.4. Assessment of Earthquake Locations.

Earthquake locations with estimated .error -ellipses are shown in l“igm'ev(d;.‘i)i along .with -
power plants that were producing during the recording period. Earthquake elevations with
estimated standard errors are shown in Figure (4.10). A complete list of hypocenters and their
dates in provided in Table (4.2). Estimates of velocity model induced location errox;s (see Sec-

tion (2.6.2)) were comparable to conventional statistical standard errors calculated using
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equatxon (2. 50) Smce esmnates of velocnty model xnduced hypocenter errors proved to be
overly pusixmanc for joint P a.nd S synthetxc inversion in Cha.pter 3, they were not included in
| Fxgures (4 5) ‘and (4. 10) Results of full nonlinear 8ynthet1c tests of earthqua.ke locations esti-
mates in ‘Appendix B indicate that nonlmear erTors are not sxgmﬁcant for earthquakes located

' msxde the recordxng network

Station correction errors are listed in Table (4.1). Bothfconveﬁiional estimates of ‘st.ation
correction errors obtained ;nsing»_equgtion ‘equation (2.50) and total error, which;includesj‘anesti-
mate of velocity. model induced errors, cdcuﬁted using equaﬁon (2.82) are included rin Table

(4. l) Synthetxc tests in Chapter 3 mdxcat.ed that lncludmg estimates of ve!ocxty mode) induced
errors produced the most realistic -tatzon ‘correction error etxmtes Consequent!y, the larger
estimates of station correctxon error in Table (4.1) were nsed as t.he station correction errors
mcluded in hypocent.er error estxmates nsmg equzmon (2 50) Tests of hypocent.er locations with

‘synthenc data in Chapter 3 mdxcated that est.unates of hypocentexs, partzcularly hypocentra.l
' depth are:robust when usxng P and S-w;ve arrival nme data in progressxve inversion. By

' mcludmg an estimate of t.he velocity model induced errors, via t.he station corrections, estimates

of hypocenter error in Figures (4.5) and (4.10) represent conservative estimates.

44 Ihterpret;tion of Estimated Station Corrections

Estxmated statton correctxons generally correlated well thh surﬁcxal geology However,
1 some mt.xon comcnons are too la.rge to be adequately explamed by near surface velocxty varia-
‘ ’nons alone Locamons of station wnh large negmve station correcnon.s (GCR GS‘M ‘I‘SP
TPT, AND TPL of Table. (4 1)), cortelate thh tbe hxgh velocxty P-wzve anomaly found by
Eberhart-Phxlhps (1986) in the sout.heastem portion o{ the steam. ﬁeld (see Figure (4 1)) The
same momaly xmght. have lngh S-wave velocnies a!ao since stations TSP TPT tnd TPL have

"~ large neganve S-wave station eorrections. Sta.txons with the largest. positive station corrections

(GBO, GMM, TOT, TPU, AND TPR) are located in the northwestern portion of the steam

-~ field. ‘A component of the northwest-southeast variation of station corrections ean be explained
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by the fact that the northwestern stations are sited on alluvial.landslides, graywackes, and .
cﬁem, ivhere#a, the southeastern Qtatiéns tend t.o be ;ited on bas#lt.s,kgvreenstong, and sex;pen-
tinites tha.tk have somewhat highéi velocities thm the sedimel;tary umts The overall pattern of
: station corrections is well explained by Dear surfa.ce velocxty heterogeneities combmed with a
high velocxty anomaly in the southeast portion of the productxon zone as seen in the result.s of

Eberhart-Phillips (1986).

4.5. 0vervlev of Geology at The Geyurl

The primary reserveir rock at The Geysers in eompnsed of Francnscan graywacke and
metagraywacke (Stockton et al., 1884, McLanghlm 1981). The reservoir rock is overlain by a
‘complex usembhge of melangea, greenstones, serpentuutes, gnywukes, a.nd metagraywackes
| (Mchughlm, 1981). Tht_: main reservoir graywacke unit may be underlain by extensive
intmsives (Heblein, 1986; Stockton et al., 1984). What lies below the intrusives is unknown.
There is seismic evidence (Majer et al., 1987; Denhnger and Kovach, 1981) for a ve!oc:ty discon-
tinuity at elevations of 3.0-4.0 km that may represent a change in hthology ora tectonic boun-
dary. ‘

Extensive folding and faulting are apparent in the primary production zone (Stockton et
al., 1984). Several northwest-trending fault zones are evident, the most prominent being the Big
Sulfur Creek fault zone which consists-of near vertical and steeply dipping faults (Stockton et
al, 1984). The Big Sulfur Creek fault zone may merge with the northwest-trending Squaw
Creek fault gone in the northwestern part of the field. Extensive thrust faults in the caprock are

not thought to be important in influencing hydrothermal circulation (McLaughlin, 1981). v

4.6. Interpretation of V,/V, Variations with Depth
The variations of V,/V, with depth in Figure (4.11) are well explained by variations in
degree of fluid saturation. ToksBz et al. (1976) and Gregory (1876) showed that V,/V, is propor-

tional to degree of fluid saturation. The peak of V,/V, at ~ 1.0 km depth in Figure (4.11)
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corresponds to the satﬁrated‘condensation zone observed to lie above the primary steam produc-
. - tion zone in many portions of ‘The Geysers (Mogen et al., 19\85;5Heblein, 1985). Due to the high
.degree of fluid saturation in the condensation zone, relative t.o other ' parts of the reservoir, a
ma.ximum of V,/V, is obse;véd. The minimum of V,/V; at depths between 1.0 to 2.5 km in
Figure (4.11) (elevations of 0.6 to 2.1 km) corresponds to the depth range of primary steam pro-
- duction ;(Stockton et al., 1984). Due :to undersaturated :conditions, V,/V, w lowest.in the pro-
duction zone, reflecting depletion of pore Ruids An‘d:dominance of vapor static conditions.
‘Observed V,/V, variations are not explained by variations in fracture density. Moos and
Zoback (1983) found that high fractures densities produce high V,/V, and decreased V, and
- V,. The highest fracture densities at The Geysers are expected to be found in the primary pro-
 duction zone at depths of 1.0-2.5 km in Figure (4.11). Yet, V,/V, is actually a minimum in this
‘depth interval. The caprock assemblage is certainly no more fractured than the reservoir rock.
‘In fact, Heblein (1985) proposes that fractures in the eaprock are sealed by sericitic alteration.
Thus, if -only fracture density jwhere considered, we would expect to find a'V,/V, variation oppo-
site of that actually observed. The fact-that observed variations of V,/V, with depth are the
-opposite of that predicted by fracture density alone, strengthens the interpretation that
. observed: variations of V,/V, between 0.5 and 2.5:'km depth are caused by variations of fluid
saturation. .
It is interesting to note that Majer et al., (1987) observed a sharp drop of V,/V, at an
elevation of 0.8 km where producing steam entries in the VSP well started. "Alzhough' the VSP
~was done several kilometers ﬁutside the primary production gone, the elevation of their observed
-V, [V, decline coincides with the elevstién of sharp V,/V, decline estimated here for the primary

. production zone. ' -
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4.7. Discussion of Models for The Geysers Geothermal Reservoir.

Condensation zones immediately 'abo;re the prima_ry production zone are found in many
parts of The Geysers (Stockton, et al., 1984, Mogen, et al., 1985, Heblein, 1985). These conden-
sation sones are the result of vapor upflow from the main Geysers reservoir (Mogen, et al.,
1985). The V,/V, maximum at an elevation of 0.5 km is the seismic signature of the condensa-

“tion:zone: Immediately bé!ow the .condensation zone, is the zone -of primary 'steam production.
.The vast majority of steam entries at- The Geysers (Stockton, et al., 1984) lie in the region of
lowest-V,/V,.. The minimum:of-V,/V, at:depth-of primary production: is due to maximum
. depletion of pore fluid there, due to long term production of the porous low permeabiiity rock
there (Pruess and Narasimhan, 1982). Pore fluid depletion decreases with depth (increasing
V,/V,). Seismicity in the most depleted portion of the production zone (depths of 1-2 km in
Figure (4.10)) could be caused by volume changes as fluid is extracted from the reservoir rock
{(Majer and McEvilly, 1978). Using seismic focal mechanisms and geodetic information,
Oppenbeimer (1986) has concluded that the shallow earthquakes are induced primarily by
volume changes in the reservoir. . This conclusion, is consistent with the findings here, which
indicate that the shallowest seismicity is located in the depth of maximum volume change (pore
fluid depletion). As the production zone (and thus pore fluid depletion) extends to greater
depths over time, the shallow seismicity should extend downward, filling the seismic gap evident
in the elevation range of 1.5 to 2.5 km in Figure (4.10) and in the more extensive data of

Eberhart-Phillips and Oppenheimer (1984).

Oppenheimer (19868) suggests that induced seismicity could be actively extending the verti-
cal fracture system thereby enlarging the source region of steam withdrawal. If the shallow
seismicity is primarily a result of volume contraction due to production of pore fluid, this has
the following implication. Production of steam induces earthquakes, which then expand the
potential volume of steam production by expanding fracture networks {steam production is pri-
marily controlled by fractures). Thus, steam production and induced earthquakes would act as

a feedback pair, helping to sustain each other as long as production could be sustained.
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- An alternative interpretation, is that the.increase of V,/V; and decrease.of seismicity in

the elevation interval between 1.5 and 2.5 km could be caused by a major change in rock type

_ or properties. Heblein (1‘986),,vpoetulatq che existence of an-extensive felsite intrusive lying

~ immediately below Qhe main. reservoir graywacke rock. The shallow seismicity is generally

confined to the depth range of the reservoir graywacke unit. Even though permeabilities are

rather low-in the :‘relervoie graywacke, the largest volume of steam production could be confined

to the graywacke, with much smaller amounts being removed from the felsite intrusive, due to
‘its mueh lourer met‘rix'pe‘rmeabilityk and less extensive fracturins' Then, most of the -volume
A cha.nge usoc:ated with producnon of pore ﬂuxd would be conﬁned to the graywacke unit. Lower
lemmcxty would then be expeeted in the depth range of the felsite intrusive due to much lower

A voiume ehansee &here The deeper leummty (st 8 km elevation) eould be related to tectonic

processes. For instance, The Geysers might be in a pull-apart basin between to strike-slip fault
systems (the Maacama and Collayomi faults), but this interpretation is not well supported by
evailable data (Oppenheimer, 1988). Steatu eu;:ies that are obeerved in’the intrusive (Stockton,

et al., 1684) could correspond to extensive fracture gones.

Earthquake locatious appear to be confined to two distinct depth intervals. Shallow

seismicity at elevations of 0.60 to 1.5-km are associated with production of steam in the main

reservoir graywacke. The deeper seismicity at elevations of 3.0 to 3.5 km may be associated

with the depletion of fluid from & second reservoir associated with a change of rock type or tec-

. tonic boundary. Seismicity is low in the elevation interval of 1.5 to 3.0 km between these two
__feservoirs. This pattern can be seen in the.extensive earthquake data of Eberhart-Phillips and

~ Oppenbeimer {(1984), but is-partially obscured by scatter .of their hypocentral depths,. particu-

larly mislocation of shallow seismicity. ‘Their earthquake locations between the free surface and

an e!eveuon of 0 5 km are suspect, due w errors m assumed shallow P-wave ve!oclty structure,

Iaek ol' nceountmg for larxe vanatxons of stat.ion elevmons, and the fact that only P-wave data

were used As demonstrat.ed in Chapter 3 thh synt.heue data, t.he combuumon of these factors

producee hypocentral errors of up to l 0 km thh error Iree data for challow earthquakes at The
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* Geysers. Thus, the earthquakes located between:0.0 and 1.0-1.5 km depth by Eberhart-Phillips
and Oppenheimer (1984) are probably mislocated and instead lie over a fairly narrow elevation
interval of d.5-1.5 km. The deep cloud of hypocenters of Eberhart-Phillips and Oppenheimer

“(1984) are also probably more diffuse than the true seismicity in that depth interval due to lim-
ited earthquake depth resolution of P-wave data.

The following model is proposed for The Geysers which satisfies-all curréntly ‘available -
seismic, gravity, geodetic, ;nd ‘geologic data. The Geysers is charaéterized.b'y two distinct }eseru
voirs separated by a more fluid: saturated; unit of v;ri"hﬁ ‘permeability; possibly an extensive
intrusive, hydrothermally sealed unit, or unfractured unit of low permeability. Hydrothermal
fluid circulates from the ;ieep"reservoir though vertical fmtﬁm into the sha.ll@w reservoir. Low
V,/V. indicates that steam is also being produced from the pore fluid of shallow reservéir rock
as proposed by Pruess and Narasimhan (1982). The depletion of fluid in both reservoir ho&om
and resulting volume change have induced seismicity due to iubsidence, coﬁtmt.ion. a.nﬁ possis
bly conversion of aseismic dip to stick-slip due to deposition of silica‘on froducing fractures
(Allis, 1082). Shallow seismicity is primarily confined to the elevation interval of the shallow
productions zone due to mass withdrawal amplification of contraction and subsidence effects
there. Since lithostatic stresses are proportionally small compared to horizontal contraction and
regional stresses for these shallow elevations, resulting earthquakes have reverse and strike-slip
mechanisms as proposed by Oppenheimer (1988).' The masa withdrawal and resulting sub-
sidence in the -deep reservoir induces earthquakes immediately above and inside it. Normal
faulting is observed here because subsidence. is localized and lithostatic stresses are much larger
at these depths (Oppenheimer, 1986). The deep earthquakes appear to cluster about a possible

tectonic or lithological boundary suggested by seismic reflection data.

The .mechanism proposed by Allis (1982) could also cxpl_a.in,the’ correlation of earthquake.
locations with zones of fluid depletion. In his model, dehydration of the reservoir is associated

with movement of fluid to fractures. Silici is deposited on producing fracture surfaces and clay

and fault gauge are hardened due to dehydration. The resulting increase is the coefficient of
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friction would convert -aseismic creep to stick-slip movement. -

~ The deep earthquakes are confined to a much smaller area of the field than the shallow

seismicity (Eberhart-Phillips an}:l Oppenheimer, 1984 and Figglvrei,(-i.lﬂ)). This is due to the fact

that deep reservoir depletion is dependent on extensive vertical fracture systems to allow migra-

. tion of fluid up to the shallow production zone. The location of the deep earthquakes suggests

th‘atvhydrothermalk fluid migration -is :a;sociated-with a fault zone between »the Big Sulfur Creek

and Squaw Creek fault systems. It appears that the extent of these vertical fractures is limited.

‘Thus, .a smaller volume of the deep reservoir is being depleted due to restrictions on flow and a

smaller volume of deep seismicityria observed.

. This model of The Geysers is obviously much simplified because of the limited data avail-

__able, especially tbon; lateral variations of gmteria! properties of the steam field. The elevation

and extent of the condensation zone are likely to vary laterally. This model resembles that pro-

posed by White et al., (1871) in that it"igvpln_s.:migratiqn of fuid from.a deep reservoir. Pro-

_ duction in the shallow reservoir'is probably the result of hydrothermal circulation of fluid from
the deep reservoir combined with the production of steam from the shallow reservoir rock as

_described by Pruess and Narasimhan (1882) resulting in pore fluid depletion in the shallow field

gnd low V,/V, there.

- The proposed model is quite speculative, Determination of the rock pfoperties immedi-

ately below the zone of primary production will reveal how realistic this model is.. The most

_ speculative aspect of the model is the postulation of & second deep reservoir that is located
N ;igxqedigte'lyr ,5_0!0‘? a sgiﬁmig »di;cpntin‘uity;:the exzstence of which is far from conclusively pro-
_ven at this point. There are indications bf a post-critical feﬂeﬁﬁon arriving several seconds after

-  the first S-wave arrival at epicentral distance of more than 5.0 km from earthquakes recorded at
the -edges \ot:, the.temporary. anetwork. W&vé{orm »mog!?ling:ot these .phases ma‘yAprpvide.som_e

._constraints on seismic properties of the structure between 3.0 to 4.0 km elevation in the steam

field.
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4.8, Summary and Conclusions

The top of the steam reservoir is clearly defined by a large decreases of V,/V; at the con-
densation zone-production zone contact. The depth interval of maximum steam productioh
coincides with minimum observed V,/V,, and V,/V, increases below the shallow primary pro-
duction zone suggesting that reservoir rock becomes more fluid saturated. These results suggest
" that VSP-and crosshole combined P and S-wave surveys could be used to ‘ma;p hydi‘bthermal

convections celh-by delineating steam-condensation zone boundaries..

If the model proposed above proves to be ivalid, it t;.éuld have profound ‘éons'equences for
determining the potential to expand production to gr;ater depths. If the graywacke uﬁit has
considerable unproduced portions at greater depths, thé prospects for eﬁ:pandihg”prodixction are
good, especially if the production-earthquake feedback mechanisms is actually occuring. If, how-
ever, the graywacke unit is substantially depleted and increasing production requires producing
steam from an intrusive unit or impermeable graywacke unit, the prospect are not as good.
Producing steam entries are much rarer below the main production gone than in the main pro-
ducing graywacke and metagraywacke (Stockton, et al., 1984) and seem to reqmre large inter-
secting fracture systems. Obtaining production from the underlying units would seem to entail
the difficult task of delineating zones of extensive fractures. While this might become feasable
to some extent using multi-ofiset P and polarized S VSP surveys (Majer, et al., 1987), it would

be difficult.

The delineation of condensation zones is critical in terms of deciding where to drill produc-
tion wells. Heblein (1985) emphasized the importance of determining the horizontal and vertical
boundaries of hydrothermal cells which define the maximum volume dimensions of pmductibn in
specific ;portions of the reservoir. These boundaries may be characterized by condensation zones
that have prominent V,/V, signatures. This suggests-that high resolution P and S VSP ‘and
crosshole surveys may prove very useful for finding the horizontal and vertical bonnda.ﬁes of

hydrothermal cells.
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Finally, this study highlights the practical benefits of doing. progressive inversion using
both P and S-wave data. Careful accounting for station elevation differences and low near sur-
face velocities resulted in well constrained earthquake Iocatiépg.; Improved earthquake locations
‘and estimated V,/V, structure allowed more definitive correlation of seismicity with specific
features in The Geysers geothermal field than would have been possible using P-wave data

alone.’
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Chapter 5

Inversion for the First Degree Moment Tensor of
Microearthquakes at The Geysers Geothermal Field

5.1. Introduction’

‘Estimates of seismic source properties-are-one of the -most-important pieces of information:
extracted from recordings of microemhqpaka. Source #tudiu using micrbea.rthqﬁﬁkes can con-
strain the mechaﬁism and orient.aﬁion of faﬂ‘ing in an area and provide esfimates of principal
stress orientations. These estimates form the basis for interpretations about ongoing deforma-
tion associated with the earthquakes and possible relations between seismiéity and tectonic
stresses. At The Geysers the relationship between seismicity, tectonic and flocall)" iﬁduced
stresses is unclear.  Based on alignment of the extensional principal stress direction estimated
from the seismicity as a whole with that cbtained from regional geodetic data (Prescott and Yu,
1988), Oppenheimer (1988) concludes that regional tectonic stresses are much larger than the
stresses induced locally through geothermal activities. His ability to drawn firm conclusions is
hampered by frequent ambiguities in fault plane solutions used to infer principal stress direc-

tions.

Oppenheimer (1986) has demonstrated that understanding of the relationship between
seismicity and steam production at The Geysers requires determining the source properties of
microearthquakes there. Bufe et al., (1881) inferred that the wide variations of fault plane solu-
tions found at The Geysers using P-wave first motion data were .a function of time. Oppenhei-
mer (1986) estimated the stress field orientation at The Geysers from 210 fault plane solutions.
He concludes that focal mechanisms of earthquakes at The Geysers geothermal feld are a funec-
tion of focal depth. He suggests that shallow earthquake focal mechanisms are dominantly

strike-slip and reverse whereas deeper focal mechanisms predominantly exhibit normal faulting.
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His estimation of stress ﬁe!d onent.at.xon and vammon of focal mechamsms with depth are ham-

pered by the common problem of nonunique fa.ult plane sohmons For many shallow events

A there is an ambxgmty between pure stnke-shp and pure dlp-shp mechamsms. These :mbxgumes

are not due to a paucity of P-wave first motion data. Numerous P-wave first motions are avail-

able for earthquakes ‘at The Geysers owing to the extensive seismic recording network operated

" “in The Geysers area by the USGS. Often however, P-wave first ‘motions are absent from the

central ‘portions -of ‘the focal :sphere for shallow -events -because none of the stations are close -

enough to the epicenter.” Observations fro@n distant stations that sample the central portion of

"the focal sphere are absent due to attenuation of mxcroearthqua.ke signals, vOppenheimer (l§86)

noted that for iome events, fault plane 'solutiona'\v.ere' completely zmbiguous; strike-slip,

" reverse-slip, and ﬁoﬁnal_-aliﬁ solutions could fit the same ﬁrst:mbtion data. An alternative

approach to estimate source mechanisms and principal stress orientations is to invert for the

seismic moment tensors of ‘microearthquakes at The Geysers. The ‘method of Stump ‘and John-

son (1977) is used :to estimate ‘first order seismic moment tensors for several ‘microearthquakes at

- The Geysers geothermal field. -

8§.2. Source Characterisation

The moment tensor formulation is used to represent the seismic source in space and time.

: Assuming a seismic source can be représented as a set of equivalent body forces, the source can

" be written as a series of moments. For small sources or large wavelengths, only the first term of

-
N .

the series is retained (point source spproximation), and the displacement at any point and time

- can be written as

U.(z'l')-=0...,(z'tQ.0)®M.s(Q.!') o (s.x)

where U, is che dzsplacement in t.he k dxrect.xon, G..- is zhe Greeu functxon, M,,~ is the moment
tensor, i mdxcatu demntxve Wlth rupect to z;, and @ tepresents tempoml couvohmon A

~ more complete demratxon of (5 1) is ngen in Stump a.nd Johnson (1977)
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In the frequency domain, equation (5.1) reduces to
Ur(2".)) = Gu,j (z',/:Q 0) Mi; (O, f) (5-2)

If the propagation paths effects (Gy,; ) are known, one can determine the source (M;;) from a

set of observational data (U, ) by solving this set of linear equation;.

In the implementation t;sed here, Fourier trmform of the data and Green functions are
calculated, and the moment rate tensor (M.-,-) is solved for in the frequency domain. An inverse
 Fourier transform: is-used. to obt.ainf-ll:f.v;; in the time.domain. Then M., is detrended to elim--

inate spurious de offsets. The resulting estimates of M.,- are integrated to yield M;;. Detrending
-of A;l;, is physically justified because the moment rate texisor elements cannot have a pernianent
v dc offset. If perfect data were available, detrending would not be required but all seismic data
are intrinsically bandlimited, and the instruments used here (4.5 Hz velocity transducers) have

_limited low frequency responses. Consequently, detrending of M., is used.

Since the complex frequency dependence is obtained for-each moment tensor-element,
moment tensor elements are not required to have a common time function. This allows inver-
sion for complex sources that could have several physical source components with different time
histories. An alternative approach is to solve for the moment tensor ‘element time functions
using the multichannel vector decomposition (MVD) method developed by Oldenburg (1982), as
presented by Sipkin (1986). Allowing all moment tensor elements to have their own time func-
tions eliminates errors in moment tensor estimates, in cases with source multiplicity, that are
inherent in time domain approachs that assume a common time function for all moment tensor

elements (see Sipkin (1986) fox_;.some examl;les).

The moment tensor characterization of seismic sources provides a means for estimating -
~ source properties of microemhquakes. Stump and Johnson’s (1977) approach is completely gen--
eral; no restrictive assumptions are required about physical source types or the time dependence
of moment tensor elements. All physical source types can be iﬁciudéd; isotropic (volume)
sources, compensa.ted linear vector dipole (CLVD) soufces, and double-couple sources; One prac-

tical advantage of the moment tensor approach over ﬁrst motion methods is that it does not
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require nearly as many recording stations to constrain seismic source properties. Only 6 com-

‘ponents of ground motion (tw’ov thrée-ddmpohent Vst.ations) are required in iheofy, although in

practice about 15 components of ground motion are recommended to ensure reliable results.

'Another advantage is that azimuth and takeoff angle coverage need not be as comprehensive as

for P-wave first mocionxa.pproachésv. Consequently, it is possible to estimate source properties of
earihqu;kes that ‘are not completely surrounded by- fémrding;stations,;som&hing that is-not

possible when using only P-wave first motion data.

This ‘method of moment tensor estimation has mot been applied to microearthquakes

" before. Stump and Johnson (1984) have used the method to characterize nuclear explosion

sources using nmear-field data. Moment tensor inversions with restrictions on physical source
type (pure deviatoric) and moment tensor time dependence have been applied to microearth-

quake data by Saikia and Herrmann (1986). However, their approach requires assuming that all

- ‘moment tensor elements have the same time-function and that the time function is known. The

result of this type of inversion is simply a static estimate of the moment tensor elements. Since
the source time function is intrisically unknown, any errors in the assumed time function will

produce errors in the static moment tensor estimate. Further, if all moment tensor elements do

" not actually have the same time function, another ‘cpt:nponent of error will be added to the
‘static moment tensor estimate. The approach used here allows each moment tensot to have an

" independent time function. This requires more data than the time domain approach of Saikia
" and Herrmann (1986), Langston (1981), and ngst,on and 'Helmb'eiger (1‘977'),"but4 yields more

" complete information about source properties.

Estimated moment tensors can be dect\ampbséddinto isbtroi:ic ahd deviatoric cbmponents.
The relations are |
. . 1

- Mrg (isotropic) = =M;; §;; (5.3)

D (deviatoric) = My ~-Mmp &;. . (5.4)

If prior knowledge is available about the source, then appropriate constraints can be placed on
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equation (5.2). Constraints on equation (5.2) were .not used when inverting for microearthquake
n:ioment tensors. We wanted to investigate if unconstraingd moment tensor inversions would
produce moment tensor estimates consistent with the common assumption for earthquakes of a
single double-couple source. The frequency domain approach was used to avoid errors due to
_possible source multiplicity. Thg point source assumption is valid for the microearthquakes used
here, since source dimensions are small compared to the wavelengths represented in the observe'd

data.

In:general, .D;;. is: comprised of ‘three double-couples. The-eigenvalues and corresponding -
eigenvectors of D;; describe the magnitude and orientation, respectively, of the principal stress
., axes acting at the source. These principal stress axes represent the quantity that is uniquely
» de;ermined (within a range of uncertainties due to errors in U, and Gy ;) by moment tensor
inversion. Decomposition of D;; into physical source components is fundamentally nonunique
(unless D;; happens to consist of a single double couple) (Geller, 1976). Julian (1986) uses
linear-programming methods to investigate the range of possible physical source' mechanisms
that & particular moment tensor solution is consistent with. The common approach of decom-
posing Dy; into double couple and compensated linear vector dipole (CLVD) components is not
particularly meaningful due to its intrinsic nonuniqueness unless it is believed that both com-
ponents are truly contained in the seismic source. A simple shear dislocation earthquake source
can have nonzero isotropic and CLVD components if the rupturing fault plane has nonzero cur-
vature (Backus and Mulcahy, 1876). The decomposition of D;; into CLVD and double couple
components does give a measure of the departure of the estimated source from a planar faulting
single double-couple earthquake model. A simple measure of the departure of D;; from a single

double couple is the ratio of the smallest and largest eigenvalues of D;; .
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§.3. Data Analysis:

A 9 station network was deployed in The Geysers as described in Chapter 4 (see Fig-
" ure(4.1)). Data were ‘recorded at 200.32 samples/sec using three-component 4.5 Hz velocity-
transducer geophones. The data were anti-alias lowpass-filtered usihg a 5-pole Butterworth flter
" at 50 Hz and high-pass fltered at 0.2 Hz with two 1-pole Butterworth flters before sampling.
. ‘The-rapid decrease of displaeement' ni#gniﬁcation of ‘the velocity transducers below 4.5 Hz, com--
bined with the 12 bit resolution of the recording systexﬁ, liini‘t.ed the frequenci band -of good sig-

nal to noise to the range of 1.0 to 50 Hz. -

" Electrical problems with some of the recorders resulted in increased noise at low (<1 Hz)
frequencies, so moment tensor estimates below 1 Hz are ¢onsidered to l.';eprimarily noise. This
does not significantly eﬁeet the results of the moment tensor inversions because source corner
frequencies for the 'microea}thq“aku used here} are in the range of 8 to iOv Hz. It does liowever,
necessitate detrendmg of the moment rate tensor in- the time domam as dxscussed earher

Tbe Green functions were- ea!culatedAusmg a spectral wavenumber»l‘requency eppmach
similar to zhe reﬂectmt.y method of Fuchs nnd Mﬁller (1971) An xxnportance difference is that
the entire model between the free surface and the model bottom is the reflectivity zone; all
reverberations, including free mﬁee reflections, are included. 'The’vféulting' Green functions
represent the eompiete medium response. Since the 'ivalvenumber‘ 'tesponse 'is‘rcemputed as a
function of frequency, the l'req'ueney‘"dohaih‘creehl functions used in equation (5.2) are had

" directly.” | . |

To rednce problems assocxated with" statzon sxte vmatxons o{ corner frequency, the data
‘were lowpass filtered usmg a 2-pole Butterwcrth ﬁlr.er at 10 Hz Tlus a!so uut.xgated the prob-~-
lems of P-wave and S-wave corner frequency dxﬂ'erences observed at some stations. It also
decreased the burden of Green function computations by reducing.the maximum  frequency
required. The price paid is that moment tensor time functions will represent lowpass-filtered

versions of true source time function(s).
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TheP‘ and S-wave velocity models estimated for The Geysers in Chapter 4 are used to
specify the velocity structure for Green function calculations. Ane%utic attenuation was
~ included by specifying a Q model for The Geyser; consistent with the results of Majer and
‘McEvilly (1979). Values: of 50-100 were us_gd for Qp, and values of 40-80 were qsed,for Qs.
The low Q values were used near the free surface and thg higher values used in the production
zone. These low Q values were used because attenuation at The Ggyselg is not realistically
represented by Q values larger than 100. -

Proper. pha.se»niatching of observed S-P times . with Green function S-P times is important.
to ensure the success of the moment tensor inversions. Earthquake lpcggions estimated in
Chapter 4 were used to define initial hypocenter-receiver azimuths and distances. Since record-
ing station were located at different elevations, the predicted S-P times for initial ‘hypocenter-
_ receiver distance did not always match observed S-P times. Hypocenter-receiver distances were
modified 3o as to produce correct Grgen function S-P times. Hypogenter-receiver azimpths are
preserved but takeofl angles are slightly different. For a few stations take-off-angles were altered
by as much as 30°, but for-most stations take-off-angles were not changed by more than §° -
10°.

Since a frequency domain inversion is used, it would be difficult to use windows about cer~
tain phases in the inversion. Small time windows about the first P and S-wave pulses would not
provide the freéuency bandwidth or resolution that help to produce reliable estimates of the
moment tensor. Truncation effects due to windowing are accentuated for short time windows.
Consequently, complete seismograms were used for all components in inverting for the moment
tensor. Ten seconds of data were used in the inversions. For stations that had shorter records

zeros were added to give total lengths of 10 seconds.
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‘8.4. Inversion Results

. Moment tensor inversions were done for three earthquakes at The Geysers. Two of the
events were shallow, approximately 2 km below stationelévations, and the third event was
deeper, approximately 4 km below station elevations. The shallow events correspond to the
depth interval where the strike-slip, normal-slip, reverse-slip ambiguity is most pronounced.
-Oppenheimer (1986) found that most events in.this.depth range had strike-slip solutions with a
“smaller number of events having reverse-slip ﬁechgnisms. ‘The deeper event corresponds to the
‘depth interval where predominantly normal faulting mechanisms “are found - (Oppenheimer,
.~ 1988).

Results of moment tensor inversion are displayed in the following manner. The orienta-
~tions of the eigenvectors of D;; are plotted on stereographic lower hemisphere projections along
with available P-wave first motion data. The P-wave first motion data come from the temporary
network and USGS stations. In order to obtgin as many first motions as possible, USGS stations
outsi.de the primary production sone at The Geysers were used.. The P-wave velocity model
v egstimued in Chapter 4, is not adequate to accurately determine azimuth and takeoff angles for

stations outside The Geysers for tﬁo reasons. Firstly, P-wave velocities are only estimated to a

- depth of 4.0 km and more distant station arrivals correspond to rays bottoming below this
depth, in a part of the model that is only a guess at the true velocity structure. Secondly,

‘Eberhan-Phxllxps (1986) has found ngmﬁcant latera! variations of P-wnve velocxty structure out-
sxde The Geysers s0 a.zunutha.l est.xmat.es may be in error due to out—of-vemcal-plane propaga-

tion paths The attmated poaxt.xon of ﬁrst motaons on the focal sphere of the dxsta.nt USGS read-

ings may have substantial uncertainties.:

While record lengthévof 10 seconds were used in the moment tensor:inversions, moment
 tensor rgsult.s_ are plotted for times less tha.p one second. Thxs was done begausc source dura--
tions are short, approximately 0.1 sec and the fact that the Green functions do not contain coda
| w#es g!u;'ations as long as seen in thg qksewed data. Also, sbpe_gomponeg;s of the observed

data had small noise glitches approximately two seconds after the primary S-wave arrival and
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these glitches contaminate the moment tensor-time functions after:several seconds. Windows of '
less that one second were used to detrend the moment rate tensor. Since source durations were

short for these microearthquakes, this approach is reasonable.

5.4.1. Event 2131638

The location of this event is shown in Figure-(5.1) along with the 7 stations used in the
moment tensor il;version. Three-component seismograms were available at all stations yielding
21 components of ground ‘motion for the -inversion. This event had a USGS M, of 1.6 and the
inversion yielded a scalar moment estimate of == 2.0%10'® dyne-cm. The ﬁm 0.5 seconds of
the principal stress axes orientations, estimated from the moment tensor inversion, are displayed
in Figure (5.2). It can be seen that the orientations of the principal stress axes show only small

variations with time except for the intermediate axis at early times.

The fault plane solution shown in Figure (5.2) is well constrained by the distributiqn of P-
wave first motions. Note that the P and T principal stress directions predicted by the P—wave
first motions agree with the moment tensor estimates (Table (5.1)). The magnitude of the inter-
mediate stress axis was about 0.25 that of the maximum stress for much of the time interval
shown in Figure (5.2). Since the intermediate stress is nonzero, the intermediate axis is not

required to coincide with the intersection of the nodal planes.

If the north-most and west-most dilatations were unavailable in Figure (5.2), 2 normal
faulting mechanism would be compatible with the remaining P-wave first motions. The moment

tensor solution precludes this mechanism as being significant for this event.

5.4.2. Event 2181937

The location of this event is shown in Figure (5.3) along with the 6 stations used in the
moment tensor inversion. A total of 17 components, consisting of 6 vertical and 11 horizontal
components, were used in the inversion. This event had a USGS M, of 1.8 and the inversion

yielded a moment estimate of == 8.0X 10" dyne-cm. The first 0.5 seconds of the vprinrcipa! stress
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Figure 5.1 Map showing relmon of eanhquake 2131638 epicenter (sma!l cir-
cle) to stations {A) used in moment tensor inversion. The hypocentral depth
is 2.34 km below an elevation of 1.28 km above sea level, representing a == 2

km depth .below the recording station elevations. Note the epicenter-station-

recording geometry has an azimuthal gap of =2 180°.. The range of ep:center—
station distances provxdes 5ood takeoﬂ’-arigle coverage ' .
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DATE=~— 213183

ORIGIN TIME = s81.1887
LATITUDE 38.7970
LONGITUDE -122,781 1
DEPTH = 2,3384
N

Figure 5.2 Lower-hemisphere equal-area-stereographic plot of P-wave first
motions, time varying principal stress axes estimated from the moment tensor

inversion, and double-couple fault plane solution for event 2131638. Compres-.

sional and dilatational P-wave first motions are plotted as (C) and (D), respec-
tively. The tension axis starting time point is denoted by ‘the large (T) and
the .fine-dashed line is its time history, where the arrow heads point toward

the :next point in time.. Broken lines spanning the plot represent excursions re-
quired to plot stress axes points solely on the lower hemisphere.. The compres-.

sion axis starting-time is denote by a large (P) and its time history by a
medium-dashed line. The intermediate stress axis start time is denoted by a
large (1), and its time history by a dot-dash line. The solid lines are nodal
planes drawn to satisfy the first motion data. The inconsistent compression in
the upper right quadrant corresponds to a distant station and its position is
subject to errors as described in the text.
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Figure 5.3 Map showmg relatlon of emhquake 2181937 cplcenter (small cir-
cle) to stations (A) used in moment tensor inversion. The hypocentral depth
is 2.42 km below an elevation of 1.28 km above sea level, representing a = 2
km depth below the recordmg station elevatwm Note the epicenter-station
recording geometry has an azimuthal gap of == 250°. The range of epicenter-
station distances provides good takeofl-angle coverage.
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ORIGIN TIME = 81.767¢
LATITUDE 38.7872
LONGITUDE -122.7797
DEPTH = 2.42183
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Figure 5.4 Lower-hemisphere equal-area-stereographic plot of P-wave first
motions, time varying principal stress axes estimated from the moment tensor
inversion, and double-couple fault plane solution for event 2181937. Compres-
sional first motions are plotted as (C) for impulsive arrivals and (+) for emer-
gent arrivals. Dilatational P-wave first motions are shown as (D). Convention
for principal stress axes is the same as in Figure (5.2). Broken lines spanning
the -plot represent excursions required to plot-stress axes points solely on the
lower hemisphere. The solid lines are-nodal planes drawn-to satisfy the first
motion:data -and the moment tensor estimates of principal stress orientations.-
The long-dashed line nodal planes represent a solution compatible with the
first ‘motions.-Note that a wide range of -fault ‘plane solutions, ranging from al-
most pure normal faulting (dashed nodal lines) to pure strike-slip faulting
(solid nodal lines) are compatible with the P-wave first motions.
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axes orientations, estimated from the moment tensor inversion, are displayed in Figure (5.4). It
can be seen that the orientations of the priﬁcipﬂ ’Stressf axufsho;\i only small variations with
time. This is in spite of thé f#ct. tha.t theré isa large‘ azimuthal gap in station coverage.

The fault plane sclutions shown in Figure (5.4) demonstrate that a wide range of focal
mechanisms are. consistent with the P-wave first motion data. Solutions ranging from nearly
pure normal-slip to pure strike-slip are consistent with the first motion data (Table(5.1)). The
moment tensor inversion solution has a intermediate axis tha£ ‘is small indicating that a single -
double couple is domiﬁmt. Consequently, the intersection of the nodal planes should coincide
closely with intermediate axis position for any fault plane solution consistent with the first
motion data. Thus, the moment tensor solution constrains the solution to be dominantly strike-
slip.

This is the type of event that made Oppenheimer’s (1986) reduction of his fault plane
solution data difficult. The P-wave first motions are consistent with b.oth strike-slip mechanisms
(postulated shallow event mechanism) and: noimal—slip mechanisms (postul;ted deep event
mechanism), He would have ‘been forcedfo dxscard this event since it contains no constraints
wit.h.' respect to t._lge deéthgdependenbfocgkmeckanism bypothesis. Here, the moment tensor esti-
mate constrains the focal mechanism to be dominantly strikeslip, consistent with

Oppenheimer’s (1986) predictions for shallow events.

5.4.3. Evenf. 2200908

The locatibn of t.lns eﬁnﬁ is shov;v'x;‘-“in‘»FiAguieA ‘1(5.5) aiox;g witﬂth?? étgtio;xé Qsed in the
moment tensor inversion. A total of 17 components, consisting of 7 vertical and 10 horizontal
components, were used in the inversion. This event had a USGS M, of 2.3 and the inversion
yielded a moment estimate of =~ 3.0%10% dyne-cm. The first 6.8 seconds of the principal stress
aies orientations, estimated from .the moment tensor inversion, are displayed in Figure (5.8). It
can be seen that the orientations of the principal stress axes show only small variations with

time. This is spite of the fact that there is a very limited range of takeoff angles represented in
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Figure 5.5 Map showing relation of earthquake 2200908 epicenter (small cir-
cle) to stations (A) used in moment tensor inversion. The hypocentral depth
is 4.48 km below an elevation of 1.28 km above sea level, representing a
= 4.1 km depth below the recording station elevations. Note that the azimu-
thal coverage is good (== 90° azimuthal gap), but a smaller range of takeoff

angles are represented due to the deeper event depth and the small range of

epicenter-station distances.
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DATE=—~— 2200908
ORIGIN TIME = 54.1840
LATITUDE . 38.8174
LONGITUDE -122.8003
DEPTH ‘= T 4.4607

D

s
Figure 5.8 Lower-hemisphere equal-area-stereographic plot of P-wave first
motions, time varying principal stress axes estimated from the moment tensor
inversion, and double-couple fault plane solution for event 2181937. Compres-
sional first motions are plotted as (C) for impulsive arrivals and (+) for emer-
gent arrivals. - Dilatational ‘P-wave first motions are shown as (D) for:impul-

sive arrivals and (-) for emergent arrivals. Convention for principal stress axes .
¢ is.the same- as in Figure (5.2). ‘Fine-dashed lines spanning the plot represent

excursions required to plot stress axes points solely on the lower hemisphere.

" ‘The solid lines are nodal planes drawn to satisfy the first motion data and the

moment tensor estimates of principal stress orientations. The inconsistent

“ecompression in the upper dilatational quadrant corresponds to a distant sta-

tion and its position is subject to errors as described in the text.
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the data.

The fault plane solution shown in Figure (5.6) is well constrained by the distribution of P-
wave first motions. The P and T principal stress directions predicted by the fault plane solution
agree well with the moment tensor estimates (Table(5.1)). The size of the moment tensor
estimated intermediate stress axis was small, so the fault plane solution nodal planes should

coincide closely with the moment tensor intermediate stress axis.

The fault plane solution_‘in‘Figure" (5.6) is constrained by three ‘first' motions, the two"
west-most dilatations, and the northeast compression shown as (+). If these 3 first motions were
unavailable, an almest pure strike-slip mechanisms would fit the first motion data. These three
first motions would not be available for a USGS solution, since the dilatations represent tem-
porary station readings, and the (+) is an ambiguous reading from a distant station.k The
moment tensof solution confirms that the dominantly normal-slip solution is appropriate fr.;r this
event. This is another example where P-wave first motion focal mechanisms could be com-
pletely ambiguous with respect to the depth-dependent-focal-mechanism hypothesis, but the
moment tensor: inversion places strong constraints on the range of possible focal mechanisms.
Since this event is located in the deep portion of The Geysers, Oppenheimer’s (1988) hypothesis
would predict that it would have a dominantly normal-slip focal mechanism. The moment ten-

sor inversion confirms that this is indeed the case for this event.

6.4.4. Physical Source Component Decomposition

For event 2131638, the isotropic component (equation (5:3)) of ‘the moment -ténsor was
much smaller (< 5%) than the deviatoric component (equation (5.4)) for the first 0.1 :sec, which
corresponds to the rise time of the dominant moment tensor element. After 0.1 sec, £hé.isotr&
pic component was as large as 25% of the deviatoric component. The size of the intermediate
principal stress varied be.t.ween 10% and 25% bof the maximum principal stress. For event
2181937, the size of the isotropic component was about 25% to 30% of the size of the deviatoric

component. The size of the intermediate principal stress varied between 10% to 15% of the
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‘ Principal Stress Orientations’
First Motion Moment Tensor
P —T P - — T
Event | strike dip | strike - dip strike o dipea strike dip

2131638 | 47° 2° | 133° 14" | 50°62°  0°,10° | 145°,150° -10°,20°
2181937 | 59° o0° | 149° 5 | 53°64° 2°3° | 142°154°  4°,11°
| 1872 |12t 11 T

2200008 | 3s5* 52° | e2* ~5° [338°,358° 40°,50° | 80°,88°

1°,14°

Table 5.1 Comparison of maximum compressional (P) and tensile (T) axes orientations
estimated from first-motion fault plane solutions and moment tensor inversions. The range of
time variations of orientations of the stress axes are listed for the moment tensor estimates.
Event 2181937 has an ambiguous fault plane solution so two possible first motion solutions are

listed.



168

maximum principal stress. For event 2200908, the size of- the»isotropic component ,was*-about’
40% to 55% of the size of the devna.tonc component The size of the intermediate pnnclpa.l'

stress vaned between 0% and 20% of the maximum pnncxpal stress.

The estimated principal stress o‘rienta:tions for these three Geysers éa.rt.hquakes proved to
be qmte st.able and provided results consistent wn.h observed P-wave first motion dxstnbutlons
The decomposxclons of the estimated moment tensors into isotropic and denatonc componentsv
were -not - as -satisfactory. None..of - the .estimated moment - tensors -corresponded .to a-single
doublg-c,ouplé'source; The widely observed quadrapole radiation pattern observed for numerous
eaﬁhqua’kes at The Geysers precludes a substantial isotropic component in the moment tensors
of earthquakes there.

These results could be due to the rather unfavorable recording geometries used in all three
moment tensor inversions. Event 2200908 had the moment tensor inversion with the largest
condition number-due to the small range of takeoff angles represented in the data. It'is-also the
event with the:largest-isotropic component. The nonzero intermediate stress axis values are
small enough that they could be explained by shear faulting on curved or bumpy:fault surfaces
(Backus and Muleahy, 1878). Further investigations of moment tensor inversions with more
advantageous station geometries should help clarify whether the non single-double-couple com-
ponents of the moment tensor inversion estimates obtained are representative of true source

complexity or are merely inversion artifacts.

5.4.6. Comparison of Observed and Predicted Seismograms

Excellent agreement - between - relative P -and - S-wave amplitudes- were obtained for all-
inversions. In large part, this probably reflects the fact that good estimates of seismic velocity
structure (obtained by progressive inversion in Chapter 4) were used. Efforts to invert for
moment tensors during a feasibility study using data from a 4 station three-component network
at The Geysers (conducted prior to collecting the data used here and in Chapter 4) failed to pro-

duce the correct amplitude pattern of P and S-wave phases on any components of ground
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- Vg=Vp/1.73 THROUGHOUT THE MODEL

0.0 x
+Z
Vo(2)=-0.74 z + 3.2 kw/sEC
pens1ty="0,10 z + 2,40 sn/cu3
2.5 Kt
o Vp(2)= 0,41 (2-2,5) + 5.05 kw/sec
DENSITY= 0,10 (2-2.5) + 2.65 ew/ci>

VP=5.501KM/SEC nsustrch.?GleM/cn3

Figure 5.7 Velocity models used for a feasibility study of moment tensor
inversions at The Geysers. Results of this feasibility study were used to
design the experiment at The Geysers that ultimately provided the data for
Chapter 4 and the moment tensor inversions done in this chapter. -
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motion. A course three-layer P-wave velocity model (Figure (5.7)), consisting of two linear gra-
dient velocity layers over a half-space, was used and S-wave velocities were estimated by assum-
ing a constant V,/V, of 1.73. It is clear from Chapter 4 that this velocity model was not
correct. The results obtained after estimating the velocity structure were very satisfactory. This
points out the critical importance of using realistic velocity models for moment tensor inver-
sions.

The model shown in Figure (5.7) is.incorrect for The Geysers-but it would be :much closer
to the -estimated models of Chapter-4 than a small set of constant velocity layers, a parameteri-
zation commonly employed to calculate Green functions- for waveform studies of local events.
The assumption made in Figure (5.7) of constant V,/V, was wrong for The Geysers (see Figure

{(4.11), but also reflects an assumption sometimes made in waveform studies.

5.5. Summary and Conclusions -

Moment tensor inversions were ‘successfully done for three-earthquakes-from The Geysers
geothermal field. Estimated principal stress orientations were comparable to those estimated
using P-wave first. motions as constraints. In the.case of one event, P-wave.first motions-could
not constrain the focal mechanism to the degree that almost pure normal-slip and pure strike-
slip focal mechanisms were consistent with the first-motion data. The estimated moment tensor
principal stresses constrained the focal mechanism to be almost purely strike-slip. The moment
tensor estimates of principal stress orientations were obtained using far fewer stations than
required for first-motion focal mechanisms. solutions.. Seven stations were -used for two inver-
sions and 6 stations for the other. In contrast, an ambiguous first-motion focal mechanism was:

obtained for event 2181937, even though first motions were used from 17 stations.

The three focal mechanisms obtained here support Oppenheimer’s (1986) hypothesis that
focal mechanisms are a function of depth at The Geysers. Specifically, strike-slip focal mechan-
isms were obtained for the two shallow events and a predominantly normal-slip focal mechanism

was obtained for the deep event, as his model predicts. The orientation of the minimum
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compressive stress axes for the shallow events (events 2131638 and 2181937 in Table (5.1)) is
rotated 40° to 50° clockwise, with respect to his estimate of 105° as the azimuth of least
compressive stress for The Geyders. Since only two event.sare available for compe.rison the
differences may not be significant. The potential of moment tensor inversions to provide well
constrained principal stress orientations for individual events may make it possiblé to map local

variations of stress by using earthquakes distributed throughout ':'I‘he Geysers geotherma! field.

The results obtained here were critically dependent on good estimates of velocity structure
80 as to minimize errors in calculated Green functions. The velocity model determined in
Chapter 4, when used in the moment tensor inversiorre, produced the correct ratio of P and S-
wave amplitudes on all components of ground motion, which strengthens the arguments. in
Chapter 4 that the estimated models'e‘re good one-dimensionalrepresentations‘ of the velocity

structure at The Geysers.

The good results obtained: here are-a direct  consequence of using-P'.and:S-wsve data

together to estimate velocity structure, hypocenter locanons, and moment tensors. A.lthough

' moment. tensor. inversions were not- done ‘to compare :the effects of ‘using: just P-wave data to

those using both P and S-wave data, Stump-and:Johnson (1977) found that mvemons that just
used P-wave maximum e.mpht.udes were not as well condxt.xoned as mversxons usxng complete
sewmograms. It. was clear from the synthetx-c ﬁts,.,&o the data, that the S-wave phases

significantly const.rained the moment tensor.est.imates. .

A ﬁnal note is that. The Geysers represents 8 dxﬁicult area to do moment’ tensor mversxons
Topograplncs variations are large, reflected in the 0.6 km variation of station elevatxons, and
near surface velocity vanatrons are profound These fa.ctors were 1gnored in t.he moment. tensor
mversxons, and good resnlt.s were obtmned despite rather unfavorable stat.lon recordmg'
geomemes for all three events consxdered This shows that, with the proper attention to deter-
mining realistic velocity structure and event locations, moment tensor estimates for microearth-

quake sources can be very robust.
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Chapter 6

~Summary and Conclusions

The- method of progresswe inversion has been modxﬁed to mclude S-wave data. By
extendmg the method of progresswe inversion to include S-wa.ve mforma.txon, improved esti-
mates of emhquake locations a.nd seismic velocxty structure are obtaxned The synthet,nc tests
in Chapt.er 3 showed that the )oxnt use of P and S-wave smval t.une data has the followmg
a.dvsnt.agu over the use of P-wuve dats alone: (1) P-ws.ve velocxty and slowness gradient struc-
ture are more aceurately estunsted (2) Hypoceuter mislocation errors are substsntxally reduced ‘
especxslly hypoeentra! depth; (3) Converaence of progresswe mversxons to Jocal minima is more
detectable using RMS dat.s misfits of P snd S-wave data; (4) Veloclty model and hypocenter
estimates are much more sccurat.ely determmed when statxon correctxons are used (5) Com-
plete elastic propemes are estxmst.ed prondxng greater constmnts for geologxc lnterpretatlon of

velocxty ‘structure.

The success of urogressrve inversion is dependeht on t.he use of reasonable sterblng veloclty
models md syntheuc tests showed thar. usunnng unreasonably lugh surface velocnt.y produces
subst.antxal errors in est.unated velocxty structure and earthquake Iocstxons Addmg S-wave data
to progresswe mversxons does not. completely ehmmste hypocenter-velocxty tra.deoll's but they

are substantxally reduced

Prosressrve mversxcn‘ was. used to del'.ermme mxcroesrt.hduake locs.t.lons a.nd P and S-wsve
velocity structure at The Geysers geothermal ﬁeld The top of the st.eam reservoir is clearly
defined by a large decrease ol‘ » /V, st. the condensazxon zone- producnon zone contsct The
dept.h mtervsl of maximum steam productxon eomcxdes wrth minimum observed /V,, and

,/V, increases below the shallow pnmsry producnon zone suggestrng that reservonr rock
becomes more ﬂuxd saturated “The correlstlon of V,/V, vammons thh the upper condensanon

zone suggests that determmmg /V, vmatlons using P and S-wave VSP and crosshole surveys
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may delineate hydrothermal convection cell boundaries.’

Most earthquakes appear to occur in two 'depthr intervals. The majority of events occur in
the depth interval (0.5-2.5 km elevation) of primary steam production. A gap in seismicity
between the primary production zone and an elevation of == 3.0 km is evident here and in the
results of Eberhart-Phillips and Oppenheimer (1984). The second largest concentration of
seismicity is found in an areally restricted region at elevations >3.0 km. Both regions of seismi-
city  appear-to be associated: with .zones of ‘fluid ‘depletion. Seisthicity could be induced by
volume contraction due to fiuid withdrawal orconversion'of aseismic slip to stick—slip‘due to
deposition of silica at fractures or a combination of these mechanisms. The apparent
confinement of earthquakes to regions of fluid withdrawal favor the increase of friction mechan-
isms of Alhs (198?) over the volumer contraction mechanism of Majer and McEvilly (1978). The
relatively short; time period of the present data set precludes definite conclusiohs concerning long
term-patterns of ‘seismicity. A much larger data set needs:to-be - investigated ‘to &et-ermine»if '
longer term- seismicity  is- confined to zones of steam production. The data. sét used by
Eberharté?ﬂillips and Oppenheimer (1984) is suited for this purpose. However, ,ﬁfoper account~
ing for differences in station elevations and realistic near-surface -velocities must be used to

obtain reliable estimates of earthquake locations.

One-dixhensiona.l P and S-wave velocity models with station corrections satisfactorily fit
arrival time data to within a standard error of 0.02 sec. This supports Eberhart-Phillips’ (1986)
conclusion that a one-dimensional P-wave model with station corrections is adequabe to locate
earthquakes in-the primary production zone. at The Geysers and also indicates that a one-

dimensional S-wave velocity model with station corrections is adequate as-well.

Moment “tensor;utix_nata were obtained for three earthquakes from The Geysers geother-
mal field. Estimated principal stress directions were comparable to those estimated using P-
wave first motionsk as constraints. The moment tensor estimates were consistent with the P-
wave first motion data and constrained the focal mechanism of an event where the P-wave first

motion data could mot. The moment tensor estimates of principal stress orientations were
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obtained using far fewer station than required for first-motion focal mechanism solutions.

The three focal mecha.msms obtamed here support Oppenheuners (1986) hypothesxs that
focal mechamsms are a functlon of depth at The Geysers. Foca.l mechanisms for the shallow
ea.rthquakes were almost pure atrike~slip and the focal mecha.nism for the deep earthquake was
predommantly normal-shp, as- predxcted by his model. The potentla.l of moment tensor inver--
sions to provnde well constmned pnncxpal stress onentatlons for mdnndual events may make it
possible to map local variations of stress by using fearthquakee distributed in different portions of
The Geysers geothermal field.

" The satisfactory results of mbment tehsoi' infersidns u.sihg micmemhqueke data from The
Geysers was critically depehdent on “the good estimates of velocity structure and earthquake
locations provided by the progressive inversion. This. ensured that Green function errors would
bemihimized.’ The synthetic seismograms produced using the estimated moment tensors and
Green functions matchied the observed data well, particularly the ratio of P and S-wave empli-
tudes on-all components of ground motion. This strengthens the argument that the estimated
velocity models are good one-dimensional representations of the true velocity structure at The
Geysers.

The Geysers represents a daﬂicult area to do a péog.res.eive inversion and moment tensor
inversions. Topographnc variations are large and nea.r surface veloc:ty variations are profouhd.
By properly a.ccountmg for differences in statxon elevatxons a.nd usmg reahstlc near surface velo-
cities comhmed thh station correctxons; p:;egresswe inversion results clearly delmeated
slgmﬁcant featur& at The Geysers These fa,ctors were lgnored in the moment tensor inversions
a.nd good results were ohtamed d&p:te rather unfavorable sta.txon recordmg geometnes for all-
three earthquake considered. This shows that moment tensor estimates l’or mxeroearthquake

sources can be very robust.
Progressive inversion as developed here and the moment tensor inversion method of Stump
and Johnson (1977) provide a complete approach to determine earthquake locations, P and S-

wave velocity structure, and earthquake source mechanisms. The entire process is internally
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consistent; earthquake locations and.velocity structure are-estimated. using progressive-inversion
without making any assumptions about source properties. Results of progressive inversion are
then used to calculate Green functions-for moment tensor ‘iﬁvergions. Because progressive inver-
sion was extended to include S-wave ‘da»tzr;, complete thfee-component data can Be' used in
moment tensor ipvetsions. Since the joint t;se of P and Swave data minimizes earthquake loca-
tion errors indvelocity structure errors, the best estimate of Green fqnctions Vare obtained and

moment tensor inversion errors are minimized.

The importance of using S-wave information. cannot be over- emphasized. Not only ‘does
including S-wave data reduce errors in progressive inversion, but it facilitates reliable moment
tensor inversions whgn using data from l relatively smﬂl number of thrce—comp@nent recording
stations. |

The one-dimensional velocity model assumptions used throughout this dissertation is not
an inherent limitation of the development. The method of Thurber (1983) for three-dimensional
velqcity-hygocenter inversion can be simply extended to include S-wave data.. In contrast to the
one-dimensional case, Green function calculations for:three-dimensional :velog:ity structures. must
be approximate:or very time: consuming if finite difference-approaches-are used. Thus, while-
moment tensor igversions can be done in cases of three-dimensional velocity variations, the most
profound problems are accurate determination of three-dimensional velocity variations and accu-
rate calculation of Green functions in three-dimensional inhomogeneous media. The satisfactory
moment tensor inversion results obtained at The Geysers using one-dimensional assumptions
indicates.that three-dimensional velocity modeling and Green function calculations will probably
not-be required in many regions:that ‘thefapproach ‘of ‘progressive :inversion-and moment "tensor'

inversion, outlined here; may potentially ‘be-applied.:
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Appendix A

Travel Time Calculations

Hypocenter location and velocity inversion require determining travel times for first P and
S-wave arrivals as a function of distance between sources and receivers. Accurate calculated
travel times are required for reliable hypocenter location and velocity inversion. Errors in calcu-
lated travel times must be small in relatiopAto errors in observed arrival times. Travel time cal-
culations must be computatibnaliy ’eﬂ'xcient since progressive hfpocenter-velocity inversion
involves many travel time evaluations. Buland and Chapman (1983) developed a method of
travel time determination based on interpolation of r— p curves that combines accuracy with
computational efficiency. Their metl_zod eliminates the computational burden involved with
shooting methods of ray tracing and has reduced storage requirements relative to table lookup
approaches. In addition, r~ p interpolation provides the flexibility to satisf} special require-
ments concerning elevation corrections. Their approach forms the basis for the 7~p interpolation

method outlined here.

The basic problem is: given sourc§ and receiver distances we need to calculate travel times
for first P and S-wave phases and their associated wavepaths. We start by briefly outlining the
relatjons between travel time, distance, ray parameter, tau, and the theta function (Buland and
Chapman, 1983). Distances considered here are small, less than 100 km, 80 ihe Eaﬁh’s sphericity
is xgnored Let z define honzontal dxstance and z deﬁne depth (posmve downwax-d) Velocnty,
v(z), varies as a functxon of depth only Deﬁne the ray pnrameter or horizontal ray slowness

R :'.'.‘;.((:z.()i)). - f..'n"(."(: )ju'(é‘) (A1)

where « (z) is medium slowness, i(z) is the angle the direction of ray propagation makes with

the vertical, and vertical ray slowness is given by. =

q(p.z) = (v¥z)-p?)"? (A2)
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Travel.time is.given by

T(p)=§ Ll (A3)

q(p.z)

where § indicates the integral over the complete ray path. All ray segment contributions are

taken as positive. The range integral is given by

X(p) =§ .;(1;_:!5:_)_ (A4)

The delay-time function, 7(p ), is related to T(X) and is given by

r2)=T(p)-pX(p) (A%)
and
= 3T
X
X = -:—; (A.8)
Define the theta function as
fp.z)=r1(p)+pz (A7)
or substituting (A.5)
Hp.z)=T(p)+p(z -X(p)) (A8)

where.z is a.distance of interest.

Stationary-points:of the-theta-function correspond to geometrical wave-group -arrivals:

db(p.z) _ drlp)

+z=2z-X(p) (A.9)

ap dp
80
p.z) | g (A.10)

ap Po
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when -
s=XGd (A1)
Froﬁ (A.8), tiz?vaiue ot; the tlixet.# fugqtion at éhe vsta.tion:a.‘r/y:' point is jt;st th‘e’ travel time |
T(po) =b8(paX(po)) ; (A.12)

" Bula.nd and éhabma'.n :(1983) showed that “giv'exi r(p) axid a distance z at which a tr'avel
time - of 'a ‘suite. of phases. is desired, it is sufficient to examine the-stationary pbints of the
comspohdiﬁg theta function: Neither X (p ) nor T (p ) are required. Caustics produce multiple
statioﬁary points allowing all geometrical arrivals to be determined.  The ray parameter
corresponding to each arrival is determined as a byproduct of the travel time calculation
through (A.lb).‘ The estimated ray ‘ﬁMeier" is needed to -calculate ‘the ray-path kernels
required for velocity inversion and to determine take-off angles at the ‘source'.

" Inthe absence of low velocity zones {LVZ), only downgoing transmitted and refracted-
wave ‘tau branches ‘and upgoing ‘direct-wave tahzbraﬁches are required to determine first-arrival
travel times for any distance. When a velocity model contains a LVZ, a transmitted wave sha-
dow-occurs over a range of distances: If.only transmitted and refracted path tau branches are
used, no geometrical arrivals Qill be found in the shadow, and ‘observed data in the LVZ shadow
zone'imust.‘ be discarded. A solution to this problem fs to include reflected-wave tau branches
corresponding to reflections ‘from velocity model -discontinuities in ‘and below the LVZ.
Geémezrical reflected phases from t.hesé tau branches provide travel times Tor stations in the
shadow gome. - - oo

It is difficult to determine the magnitude of velocity model discontinuities required to pro-
duce observable reflected phases ,W'!"h°¥‘t calculating synthetic seismograms appropriate for the
problem Smce tlns was not fca.sxble, t.he Iollomng approa.ch was used Reﬂected ta.u branches
were constmcted for a.ll velocxty or velocnty gradxenz dxscontmmtxa in or nmmedxately below the
botcom of each LVZ Tlm gumnteed zhat reﬂected geomcmca! pbases 6l the transmmed and

refracted path shadow zone. It is likely that pha.ses from some of the reflected tau branches used
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would not:be.observable, but the-approach was used for. the following reasons. Firstly, we were"
concerned that if data were discarded from LVZ shadows, the removal of the data misfit associ-
ated with the deleted data may result in erroneous convergence of the velocity inversion. This
might occur Vif the removed data had cbﬁtﬁbuted signiﬁca.ﬁtly to the total jda.ta. xmsﬁt
Secondly, the fact that waves are observed in apparent shadow zones implies that these arrivals
correspond to reflected, diffracted, qr'scattered waves. We simply choose to model them as
reflected waves.-.

. A possible side effect of ‘this approach is that estimated LVZs from:a velocity. inversion
could have smaller depth extent and larger velocity contrast than true LVZs. This would oceur
when travel times for data constraining the presence of a LVZ were calculated from an errone-
ous reflected branch originating just below the LVZ lid, when the observed arrivals actually
corresponded to a much deeper reflected phase.

It:may appear that we ‘are implying that we can solve for the-velocity structure-within a-
LVZ. This'is not the case. Genref and Markushevitch (1968) showed that only the maximum
thickness of the LVZ can be constrained from travel time data..Our approach will tend to esti-
mate that & LVZ has a.thickness less than the maximum bound provided.by the travel time
data. With these caveats it was decided that using reflected tau branches was preferable to the
elimination of perfectly good data. If a LVZ were found in a velocity inversion, a more rigorous

criteria could be developed to decide what (if any) reflected branches should be included.

Given the aforementioned choices of tau branches, we must find an -appropriate ray
parameter sampling to construct their-discrete representation. Buland and Chapman (1983) sug--

gest a quadratic ray parameter spacing -
Pi =Puma-Jdt-bp J=12..k T (A13)

where p .4 and p, are critical points. We found that (A.13) works well to produce r (»;) poinfs

approximately equally spacedv in range for downgoing branches. A cubic ray parameter spacing

Pi = Pend — js * 6’ J = 1721-"rk' : (A~l4)
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was found to produce more evenly spaced 7(p;) in range fér upgoing branches from the shallow
source depths (0-5 km) coﬁsidercd here.

In the neiéhbbrlﬁood 6! ciu;tié; 8? was fixed at a sma.llva.lue to ensure mbnotbhic vva.ria.-
tion of range within dxscrete tau ‘interv‘als {(between f(p,-) and 7(p;+1))- For very shallow
sbl;rces 6p"f6r upgoing Sranc!iés waS made a function of source depﬁh to ensure proper distance -
spﬁ:iné. Ray‘ b&rainetek spacing for a veldcitihbdel need be deternﬁned only oncé for doﬁgo-
iig : branches ‘between crrviticavlupékints.v‘ H:;wever,v when ‘a source - does. n’otr reside at a depth

corresponding to a critical point, optimal ray parameter spacing is determined anew for each

" pew source depth between the source critical ray pﬁameter and the next critical point below it.

The same approach is used to determine optimal ray parameter spacing for the upgoing direct
wave branch at a new source depth. Thus, only incremental layer (p ) and X(p ) values (to be
discussed below) for a range of ray parameters corresponding to all downgoing pa.ti:s of interest

are stored in a table. For upgoing:tau branches, the optimal ray parameter spacing, r(p), and

- X(p) are computed specifically for each new source ‘dep_th.

The velocity models were discretized using-plane layers consisting of linear velocity gra-

dients.  Travel time, range, and tau contributions for the i th layer with ray parameter p; are

given by
Ay | w +(w?-p7)N
ATii Av; n [.'.‘H + ('l'?i'l - piz)l/‘ﬂ- (A-ls)
T VIR (ot gl e N, i
/] Av; % p; L7 S
Ary = ATy -p; 8% . L (An)

wherﬁ the layer is- bounded by ‘the depths z and gz, with corresponding slownesses
v o= u(xy )‘.>.fv(=¢+n)—== Yoty 8% = | Zi=z;41|,’'a0d &g; = ;' = w3h. Tau branches are
calculated by *summing-appmpriate‘incremental layer contributions. The incremental ray path
distances, G (%) {2.12), needed for the slowness inversion are approximated using arcs of circles

produced by linear velocity gradients given by
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Avy; . . ; .
G(zx)= Azp; [sm Y(p; vi41) - sin”(p; v.-)] (A.18)

The velocity models used here are piecewise gontinuous; velocity is continuous, velocity
gradient ﬁay be discontinuous at layer boundaries. Consequently, head-wave tau branches are
not included in_ this parameterization. Initial dizcrgtiza.tion was chosen to sgtisfy requirgments
for slrownusr"- inversions; normally 0.1 km layer spacing. was us_ed. For interpolation of tau
brancixa, only velocity-depth points »a.sSociated with velocity gra&ient discontiﬁuitie; were
retained to define —the velocity models critical ray pMetem;

Now, a means to interpolate the theta function must be specified. Actually, the theta func-
tion never has to be formed; only 7(p) need be interpolated to find stationary points of the
theta function (Buland and Chapman, 1983). They introduce piecewise r splines to interpolate

7(p;) of the form

7(p)=6; + b;(Ppena=P) + €i(PpeaaP ) + di(Pieac—p % 2i <P S<Piv1  (A19)

This interpolant is preferable to piecewise cubic splines because it incorporates the square root
singularity in the derivative of range, X/ (r), at the _la.rgest. ray parameter, p ,.qq, of each tau seg-

ment: The range(A.6) is given by

X(p) =10 +2¢;(Ppeaa=P ) + 3/2; (P peas—p )'/*, #: <P SPis1 (A-20)
Theta will have an extremum when
26 (P peatP )+3/24; (P pune=p )/ + (8 - 7) =0 (A-21)
which is-quadratic-in (p pegq—p )V/%.

Either H splines (Hermite splines fit both the function and its first -derivative exactly at
each discrete point) or B splines (smooth splines fit the function exactly at each.discrete point,
the first derivative exactly at the first and last discrete point, and have continuous first and
second derivatives everywhere) could be used. Buland and Chapman (1983) choose B splines

because ‘they perform better in the neighborhood of broad caustics such as point B of PKP.

Here, we are primarily interested in travel times for first arrivals, so evaluation of 7(p;) near
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caustics does nnt present a significant problem. The potential p_rblrlem of H splines prodncing
numerical caustics over several ray pmnieber intervals was mitigated by using high precision
for ray parameter and small ra"}"jpa"rameter intervals near theﬁcai:ixstic. This ensured that range
was monotoni¢ in each ray parameter interval, guaranteeing a single contribution for each inter-

val, except in an interval containing an actual caustic.

H spline interpolation of (A.19) is much faster than for the B spline analog; H splines are
local and .solving;for the .coefficients is eimplerand fast. Only the spline coefficients for range
intervals 'correepnnding to distances of interest need be calculated ‘f’or the H spline approach. B
spline interpolation requires solving a system of equationsr for all the coeflicients, although
Buland and Cha.pman (1983) present an approach usxng basis functions that reduce the compu-
tation burden somewhat. wace as much information must be stored when using H eplmes,
7(p;) and X(p;), than when using B splines where just r(p; ), X (P yend), 80d X (p; ) are needed.
However,; only a small number of t.au branches need be retained to determine first arrival travel
times so the addition storage requirements are not ‘excessive. Computational speed was deemed
. more:important than keeping storage"requirements to-an’ absolute minimum. Computational

speed is the limiting factor for doing hjfpocentehve!oeity inversions with large amounts of data
given the modest ‘st.ér'age requires of the progressive inversion 'aléorithm of Chapter 2.

" We performed extensive test.s to determme optxmal Sp spacmg for tau branch mterpola-

tion and to rnvutngnt,e “the magnitude ot errors in est.unat.es o!' t.rnvel time and P We were

, unable to uncover any problems mocxnted with usxng H splmes in the nexghborhood of caustxes

This could be because we used a much ﬁner ray parameter spaclng than Buland and Chapman

(1983) or the fact that the geometry ‘used here (small distance and plane layers) is less lrkely to

produce problema at caustxcs than for the earth flattened. models they used

Due to the stat.xonanty of the sheta funct.xon, est.unated travel times are more accurate
t.han tau or dmta.nce Consequently, estunated ray parameters used to detenmne ray paths pro-
duce est.una.tes of total range that have relatwely larger errors than errors in correspondmg

travel time estimates. The absolute range estimate errors were small, ranging from .1 to 10
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meters. Thus, when we used the ray parameter estimates.to trace rays-to.check the travel time.
estimates we found that we were required to use a ;hooting approach to vary the interpolated

ray parameter estimate to produce the correct range. As the range estimate converged to the

correct distance the ray traced travel time tended to converge to the interpolation estimate

_travel time. Consequently, we used the ray traced travel time, estimated using the interpolation

estimate .of ray parimeter,v as an upperbound' on the-interpolation estimating travel time error.

It is-ironic that the interpolation estimates of travel time are ‘more accurate thavnu corresponding
ray~ traced ‘estimates; but follows fpatura.lly"from'- the-stationarity “of the-theta function: We:
found that using a §p spacing that produced range intervals of 2-3 kmr (excgpt. near ;austigs

where much smaller ép s were used), prodgced travel time errors no larger than 1 millisecond.

Integration estimates of range using interpolation ray parameter estimates had errors no larger

than 10 meters.

The . H spline approach afférded (us an addition degree -of flexibility that was essential-to:
accurately and efficiently determine travel times to recording stations at widely differing eleva-
tions. This was done in the following way. The ;elevat.it.an at t.he‘top‘of the velocity models was-
defined by the elevation of the-lowest station used. When a station was at a-higher elevation,
an additional layer was added between the top of the velocity model and that station. The
layer thickness was defined by the elevation difference between the station and the elevation of
the top of the model. The layer was ;ssumed to have a constant velocity defined by the velo-
city at the top of the velocity model. Incremental r(p;) and X (p;) contributions of this extra
layer were added to all tau curves. Then, only the spline ;‘coeﬂ'iéients of _@ge intervals contain-
ingj‘ ;he station distance-are:calculated:and these-intervals-used to determine travel times:to the -
station. A B:spline interpolatironrwould:mquire solving for splinescoeflitients:for all range inter«
vals of all pertinent tau branchs. It is clear that the local nature of H splines is crucial to the
efficient implementation of this method. Layer thickness is adjusted to appropriate values for
subsequent stations by adding or ﬁmovhg appropriate incremental r(p;) and X(p;) Vcontribu-

tions.
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This approach allows accurate determination of travel times in regions with large varia-
tions of station elevations by determining the geometrical paths to stations at differing eleva-
tions instead of using vertical ;;ath approximations. If somét.hihg is known about velocities

under each station, then determined velocities could be used to define the velocities in the eleva--

tion correction layer beneath each station.

Further computational savings are realized if certain tau branches can be excluded from
consideration. If all recording station are located at distances less ;th#n the critical distance for
upgoing rays, only the upgoing tau branch and spline coefficients need be calculated to deter-
mine first arrivals. If all recording stations are beyond the critical distance for upgoing rays,

only downgoing tau branch contributions must be considered.

To provide a rough estimate of the time required to calculate travel times with this
approach the {pnow example is provided. Velocity models consisted of 9 layers for P-waves and
8 layers for S-waves. For a source at fixed depth, it took 50 CPU seconds to compute 2500 trav-

els times using a Digital VMS/VAX 780 computer.
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Appendix B
Nonlinear Earthquake Error Appraisal

B.I. Introduction

Earthquake loca.t.xon is m general a-nonlinear problem One goal of any ea.rthqua.ke loca-
t.xon scheme isto deterlmne t.he maximum hkelxhood location; the spam.l coordinates with the
greatut probability of eorrespondxng to the actual position of the hypocenter. A second goal is
to detertmne the slgmﬁcanee of the maximum hkehhood locatxon relatxve to other prospective
spanal Iocatxons The seeond goal arises because detenmmns an emhquake s location is a sta-
tistical problem All mfonnmon nsed to const.mn an earthquake s loeatxon eontaxn errors. We
know eomethmg about the nature ol ervors in seismic arrival t.unes, station loeutxons, velocity
szmcture, md travel txme ealculanons By speexfymg the statlstxcal properties of mput. data

emrs, t.heu- eﬁ'ect on estimates of an emhquake s locaexon ‘¢can be ea.!culated

The most common approaeh used to loeate emhquakes is Gexgers method (see Chapter
2) While Gelgen method can auccusfully determme an ea.rthquakes ma.xunum hkehhood
locatxon, estunaces of eﬁ‘ects of mput. dat.a errors on locatxon solutxon stausucs are not as reh-
able. Geiger’s method uses only one term in a Ta.ylor series expansion to estxmat.e hypocentral
position. Consequently, effects of nonlinearities in the problem are completely xgnored. Thurber
(1985) improves on’ Gexgere method by lncludmg the next lngher order term in the Ta.ylor
senes, the Hessian (Newtons method) when- solvmg for hypocenter posmon and hypocenter
uncemnnty Inelusxon of t.he Hessxan maku it powble to appmxlmately meorporate t.he eﬂ'ects
of mt.nnslc nonhneanty Tarantola md Valet.te (1982) pruent an altematxve to Taylor series

expansxon approaches to earthquake locatmn

-

Tarantola and Valette (1982) used methoda of proba.bllxt.y caleulus to demre a seneral non-

lmear earthqua.ke locat.xon met.lxod devoid of linearizations. The result of their approa.ch (called
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PDFLOC here) is a probability density function, p.d.f., for the spatial position of an earthquake
hypocenter. PDFLOC satisfies both goals stated at the outset; maximum likelihood position is
determined and the shape of the p.d.f. provides all information about the importance of the
maximum likelihoed position relative to other possible candidate hypocenter positions. Results
provided by PDFLOC are ideal for doing statistical hypothesis testing of absolute or relative
positions of différent events. For instance, an apparent decrease in focalrdeptl; with time of
seismicity may. be -associated .with rising magma-in a.volcanic-region.. Using p.d.f.s for indivi-
dual events determined by PDFLOC the ?statisticalvsigniﬁcanc‘e»of foca.l depth-changes can be-

evaluated.

in order to use PDFLOC, the nature of errors in the input information to the problem
must be determined. We begin with a discussion o!; errors in input information. | Then the
development of PDFLOC is préenf.ed. The ﬁneaﬁzed method presented in chapter 2 ’is
currently the only other method that systematically accounts for velocity ‘model errors in hypo-
center error estimation.! Since hypocenter location is inherently a nonlinear problem, estimates:
of hypécent.er errors .using linearized approaches are only approximate. We would like-to deter-
mine how reliable linearized hypocenter error estimates are. In particular, we want to determine
the reliability of hypocenter error estimates obtain using the method of progressive inversion in
Chapter 2. Using synthetic data, PDFLOC is used to investigate the significance of nonlineari-
ties with respect to standard error levels in the input information and earthquake-station record-

ing geometries.

B.2.. Sources and Classification.of Errors for:Earthquake Location:

Errors-in_ event location"m<attﬁbut§d/Aw two* general “sources: data@erfbrs; and'rﬁod;l '
errors.? Da.ia errors consist of arrival time errors, clock errors, and station locatic;n .errors; Da;a
ex;rors are confined to the observed information that constrain the problem. Model errors consist
of errors in calculated travel times due to velocity model errors and numéﬁcal iimitations of

digital computations. Model errors produces errors in the forward problem, calculating
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theoretical travel times.. The distinction between the two classes of errors is useful when consid-
ering sources of errors in the earthquake location problem. In Chapter 2 a similar classification
of errors was used. There, data errors were referred to as sta:tjisﬁiégl errors follqwing the conven-
tion of Pavlis (1982). Since all classes of errors ha;re statistical properties the term, data error,
is used here in place of the term statistical error. | Data ex;rors‘c.a.ﬁ be eéiimated for arrival times,

clock errors, and station location errors..

Proper appraisal of hypocentral estimates requires considering the effects of model errors in
calculated travel times. Etrérs,inrg:alcnlated travel times arise primarily from ignorance of the
true vglocity structure. All methods of earthquake Jocation require travel times calculated from
earth models. This includes the distance residual approach of Lomnitz (1977). Consequently, we
need a means to estimate the component of errors in calculated travel times due to imprecise
knéwledge of velocity structure. This m tufns rgqﬁires an estimate of the errors in assumed

velocity ‘structure.

In the approach developed in Secﬁon»(2,6.2), it ﬁmtséqn‘fmm equation (2.61), that model
errors contribute-to the total errors in the.residuals used to estimate earthquake locations in a
lineari;ed«prgcess.-lg Gaussian error distribution was assumed for all errors in Chapter 2.and all
error estimates thexfe rhave a Gaussian distribution. !

Tarantola and Valette (1982). derived expressions for estimating hypocenter p.d.f.’s by
explicitly assuming a Ga.ngsian distribution of data errors and model errors. Since the same
Gaussian assumi:tiong are made m Chapter 2, results ‘pf nonlinqar tests can be directly compared

* with the linearized predictions of Chapter 2.

B.3.: Hypocenter Location from Probability Calculus, (PDFLOC)
" The following derivation is from Tarantola a’nd'Valetrte‘(rly982); Let there be n parameters

-p. The 2 posterior p.d.[. for the parameters, v,(p), can be calculated from the expression

wlp) = pylpr [T L )
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where:
pp(p) = a priori p.d.f. for the parameters.
pa(d) = a priori p.d.f. for the data.
#(d | p) = éonditional pd.f. forrcyl’ giv?n P
#4(d) = null information d.f. for the parameters.
All information about the parameters:is contained in vp(p). If vy(p) is unimodal the max-
imum of vy(p) corresponds to the maximum likelihood solution for the parameters. In most

applications, we are interested in information about particular parameters. All information

about a single parameter, p, is contained in its marginal d.f. defined as
vip1) = [vplp ) dpadps - - - dpa. i (B.2)

Hypocenter position-is specified ‘by X, Y, Z7 corresponding: to longitude; latitude; and -
depth; respectively; and T corresponds to origin time. Let:

t =£(X,Y.2,T) (B3)

be theinexact theoretical relationship between arrival times and the spatio-temporal coordinates
of the focus, which depends on assumptions about wave propagation theory and the velocity
model. Let Cy be the covariance matrix for model errors. Then the theoretical relationship

between data and parameters is
Bt|X,Y.2,T) = exp{-1/20-0X.Y 2, T)T-Ci* [t-6(X,Y,Z,T)]}  (B4)

Let .the:observed .arrival time-data have -mean-tg-and covariance -matrix>C,.. Then the-a-priori

d.f. for the data.is.

ot) = exp{-1/2(t-t™-Ci{t-to)) B

Since all data and parameters are specified in Cartesian coordinates the null information func-

tion is constant and need not be considered further.
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The a posteriori density function for the paraxizeters obtained by analytical intergration is

nX,Y,2,T)= p(X,Y,Z,T)-exp{—i/2[£o—i(X,'Y,Z,Tr)]r (C¢ +Cr S\ [tef(X,Y,Z,T)|XB.6)

The spatial location of an,earthqua.ke‘c'an be obtained by determining the marginal density

function

+00

UX,Y,Z) = [ AX,Y,Z,T)dT

(B.7)

byfidtegration ofrborigin' time - T'. In general, we do not have abpriori information: about origin

time, the a priori d.f. for origin time can be assumed constant. The a priori d.f. for the spatial

position of the event remains the same: v
AX,Y,Z,T)=p(T)po(X,Y,Z2) == p(X,Y,Z)
The computed arrival time at a station s, £;{X,Y,Z,T) can be written:

‘where &; is the travel time between the point (X,Y,Z) and the station .

The a posteriori d.f. for spatial location is

UX,Y,Z) = K -o(X,Y,Z yexp{-1/2[t°>-R(X,Y,Z )F-P-&°-i(x,r,zm

where

. P=(C +Cq*
is a ‘“‘weight matrix” -

i ‘=2st -
b

are “weights”, and

oK '=2p.= ;;P‘i;

times,

(B.8)

(B.9)

(B.10)

(B.11)

" (B.12)

(B.13)

The quantity, ¢, is the observed arrival time minus the weighted mean of observed arrival
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DY s
40 =0 - —— B.14
t; .:. BT | o (B.14)
)

and &; is the computed travel time minus the weighted mean of computed travel times

) Zj}'?i hj
h; =k - Y7 (B.15)

i
It-should be noted thatac-i-rmayfxdependfon (XY ,Z) and therefore Py, p;, and K- will also..
The »ma.x;ginal .densit.y:fdnct\ion for epicenter is
2 max
nX,Y)= { uX,Y,z)z ” ~ (B.16)
and the marginal density function for depth is
+00 4o

UZ)= [ X dYUX,Y,Z) (B.17)

From the marginal density functions the maximum likelihood point(s) are determined as well as

the form of the likelihood function.

B.4. Synthetic Tests with PDFLOC

Equation (B.6) shows that the total error is just the sum of the data errors and model
errors and that each error type makes contributions to the overall error in the same manner.
Rather than investigate how varying proportions of data error and model error contributions to
total hypocenter uncertainty, it is sufficient to investigate how total input error magnitudes
influences hypocenter marginal density functions, In fact, the distinction between data error.and.
model error iéessentia.lly meaningless in this context because only the total error is used to esti-
mate marginal density functions. This fact points out. why reducing picking uncertainties of
arrival time phases may not reduce uncertainties in hypocenters. If calculated travel time errors
due to incorrect velocity models are larger than picking errérs, the reduct.ic;m in pickiﬁg error

uncertainties does not further reduce hypocenter uncertainties. The method of progressive



193

inversion déveloped in Chapter 2 allows maximum utilization of data picking accuracy by
improving velocity models as earthquakes are located. In this way, the minimum total error is
obtained, and hypocenter uncerféihﬁe; are minimized.

Two cases were investigated. Case (1) was chosen to reflect the situation where an earth-
quake is located on ;the edge of a recording network and is shown in Figure (B.1). Case (2) was
chosen to correspond to an earthquake located inside a recording network and is shown in Fig-
ure (B.1). Event depths were 2.0 km in both cases. ~All station elevations-correspond to zero
model depth to simplify calculations. Since relative variations of uncertainty estimates are the
goal, accounting for station elevation differences is not critical.

Two standard error sizes were investigated. A standard error of 0.02 sec was used in one
set of tests because it corresponds to the standard error reference for tye data in Chapter 4.
The second standard size considered was 0.05 sec. This represent a conservative estimate of the

total error due to data errors (0.02 sec) and model errors.

The synthetic P and S-wave velocity models of Chapter 3 were used to calculate synthetic
travel times and when atim#ting UX,Y,Z). The synthetic data were error free. Investigating
effects of using inco‘mcz"velocity models and data are outside the scope of inquiry. We only
want to invatigau‘ the effects of nonlinearity on hypoqgnzer uncertainty estimates. Conse-
quently, the maxunnm likelihood éqinf.; 7esytimate»s: f«varvlll‘l cases corre'spon&‘to“ the true hypo-
center position. |

Nonhnear eﬁ’ect.s mamfest themselves as asymmetnes m thek margxﬁal den.;.xty }unctxons for
epicenter and. depth and in the nonlmear scaling of dxﬂ'erent. input ‘errors sizes on’ conﬁdence
bounds. When asymmetries are not particularly large, the lxneanzed error estimates in Chapter
4 can be safely assumed to be repﬂsentative of true uncertainties. ~Hypocentré.l depth is used to

quantify the results because it is most effected by nonlinearities.

The a posteriori d.f. in equation (B.10) is calculated on a three-dimensional grid and then
numerically integrated using equations (B.16) and (B.17) to obtain marginal density functions

for epicenter and depth, respectively. Once the marginal density function has been computed
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for depth, it is normaliied_ to unit grea; - Confidence 'limigs are ,déterinined by integration from
infinity to the limits that prodixce the desired probabilitigg. A At.?vqfsided confidence interval is
determined by integrating inward from the extreme values of 3dépth to the depths that produce
the desired confidence vilué. For example,‘ if the two-sided 95% cdnﬁdence bounds on depth are
needed, the minimum depth limit is obtained by integrating from the minimum depth down to
‘the depth 'liu_iit thtproduces 2.5% of thg area, and the maximum depth limit is obtained by
Ain;egriting fmin maximum‘dve‘p.th upward,'tj.o,thé depth ‘lix'nit that produces 2.5%/01' the area. |
Results of the synthetic tests are summarized in Table (Bl) The most prominenf. results
is the asymmetry of depth uncertainties for computations that used a standard error estimate of
0.05 sec. The effect is most pronounced in case (1) and 1{Z) is shown for this case in Figure
(B.2) and {X,Y) is shown in Figure (B.3). As can be seen from Figures (B.2) and (B.3), non-
linear effects on epicenter uncertainties are much smaller than for depth, indicating that linear-
ized error ellipses are adequate for epicentral epicenter uncertainties. Figure (B.2) shows that
hypocenter depth uncertainties are underestimated for:events on: the  edge and outside the
recording vnetwork in Chapter-4:if 'model error.contributions -are 2.5 times larger than arrival
time standard errors. If model errors are not significant with respect to arrival time uncertain-
ties, it can be seen from Figure (B.4) and Table (B.1) that linearized error estimates are ade-
quate, although the tendency for a larger uncertainty with respect to shallow locations, will be
underestimated. Nonlinear effects cannot be seen in the epicenter marginal density function

when a standard error of 0.02 sec is used (Figure (B.5),) indicating negligible nonlinear effects.

Nonlinear effects for.case (2) are -much smaller than in case (1) (Table (B.1)). Even when
the 0.05 sec standard error is used, nonlinear effects are almost negligible. Figure (B.6) shows
nZ ) and Figure (B.7) shows 1{X,Y’) for 0.05 sec standard error. It is interesting to note that in
case (2), depth uncertainty asymmetries are opposite those of case (1). This reflects the funda-
mental differences in recording geomeiﬂes for the two cases. The nonlinearity of error scaling in
case (2) is small indicating that linearized error estimates are adequate for earthquakes located

inside the recording network in Chapter 4 for all plausible error levels.
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95% Confidence Deviations
Standard error (sec)
0.02 0.05
1 Case | Shallow | Deep | Shallow | Deep

1 0.53 0.45 1.58 1.08
2 0.28 0.31 0.68 0.81

Table B.1 Differences between. the :maximum. likelihood .depth.and two-sided 95% confidence
level depths in kilometers as a function of standard errors for the two locations cases considered.
The columns labeled shallow are the differences with respect to shallower (minimum Z) 95%
confidence -locations :depths and the-columns:labeled -deep are the-différences with .respect to
deeper {maximum Z) 95% confidence-depths.
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Notes

! Pavlis (1988) has outlined a method of hypocenter error analysis that incorporates the Hessian
to estimate bounds on nonlinear efrors.

2 Modél error is u;e& here m place 6!’ th? more ééﬁef&l ‘crlassiﬁcat.ion “thébretﬁé#l'érrdr" in
Tarantola and Valette (1982). This serves to emphasize that the primary. source of error in cal-
culated travel times is due to errors in the si)eciﬁed vélociiy x'nodcl; ‘nbt errors in humériéal solu-
tion of the eikonal (edﬁﬁtions.i Becatse we use 2 qhe dime,nsim;ai veloéitj' structﬁr‘ek,’ the forward
problem of calculating travel times is solved with «negl_igible_numerrical integration errors (see
Appendix A). The forward problem of calculating travel times in two and three-dimensional
velocity models is more likely to contain significant errors due to numerical methods employed
to solve the eikonal equations. In this case the term *‘theoretical error’’ is appropriate because
the forward problem of solving the eikonal equations is difficult; the theoretical problem of solv-

ing for the travel time between two points cannot always be solved with negligible error.
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