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Persistent spectral hole burning is applied to the reaction center, P700, and the 

light harvesting chlorophyll protein complexes of Photosystem I. A theory for solid 

state spectral hole burning is developed that is valid for arbitrarily strong linear 

electron-phonon coupling within the Condon approximation. Persistent 

photochemical hole burning of the reaction center P700, reveals that a broad (~300 
cm'*) hole can be burned into the absorption profile. The hole profile and its 

maximum position and intensity dependence on bum wavelength are adequately fit 

by the electron-phonon coupling theory. The results indicate that the absorption and 

hole profile are dominated by phonon transitions with a Huang-Rhys factor of ~8.

A dimer structure for P700 is supported. The similarities to the primary electron 

donor states of other reaction centers are examined.

Nonphotochemical hole burning spectra for the Qy transitions associated with 

the light harvesting antenna complex of Photosystem I are presented. The 

frequencies and Franck-Condon factors are determined for 41 chlorophyll aand 12 

chlorophyll b intramolecular modes. The linear electron-vibration coupling for all 

modes is very weak with the maximum Franck-Condon factor observed being 

-0.04. The linear electron-phonon coupling for protein modes of mean frequency



22 cm-* is weak with Huang-Rhys factor of 0.8. The electron-phonon coupling of 

the antenna system is compared with that for P700. The intramolecular modes, 

phonon frequencies, and Franck-Condon factors are used with multiphonon 

excitation transport theories to analyze the available temperature-dependent data on 

the kinetics of transport within the core antenna complex. Phonons (not 

intramolecular modes) mediate excitation transport within the antenna and from 

antenna to reaction center. The results also indicate that a subunit or cluster model 

for the antenna provide a more accurate picture than the regular array model for 

excitation transport.
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EXPLANATION OF DISSERTATION FORMAT

This dissertation contains the candidate’s original work on spectral hole 
burning of Photosystem I. Section I contains two published papers which describe 
a linear electron-phonon coupling theory that was developed to model the spectral 
properties of the primary electron donor states of photosynthetic systems and 
application of the theory to P700 of Photosystem I. Section II contains two 
published papers which report hole burning experiments performed on the light 
harvesting chlorophyll complex of Photosystem I and application of multiphonon 
excitation energy transport theory to these results. Each section contains an 
introduction, two papers, and additional results. The references for the introduction 
and additional results of each section are located at the end of that section. The 
references for each paper are found at the end of that paper.
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GENERAL INTRODUCTION

Photosynthesis is one of the many fascinating biophysical energy conversion 

processes that occur in nature. It is unique, however, since the energy source for the 

basic photosynthetic equation

C02 + H20 + 478 kJ -> [CH20] + 02

is sunlight. That is, photosynthesis utilizes solar energy to reduce carbon dioxide to 

carbohydrates. One einstein (one mole of photons) at 680 nm contains only ~ 175 

kJ. It is recognized then, that nature had to constmct sophisticated systems to 

collect and convert solar energy. The first evidence for such systems was provided 

by Emerson and Arnold [1] when they demonstrated that large numbers of 

chlorophylls (Chi) cooperated to produce oxygen via photosynthesis. Although the 

basic photosynthesis equation is simple, the processes occurring in the thylakoid 

membranes are complicated. The primary events of light harvesting and charge 

separation are the concern of this work.

The thylakoid membrane of green plant chloroplast contains hundreds of 

protein bound pigments arranged into two functional groups: i) the reaction centers 

and ii) the light harvesting complexes. The physical organization of the thylakoid 

membranes has been extensively reviewed [2 and refs, therein] and is shown in Fig. 

1. The thylakoid membrane consist of two photosynthetic units (PSU), Photosystem 

I (PSI) and Photosystem II (PSII), which function cooperatively in photosynthesis. 

The reaction centers (RC) are labeled P700 (for PSI) and P680 (for PSII) to indicate 

the position, 700 nm and 680 nm, of the maximum of the light induced absorption 

decrease.

The light harvesting chlorophyll protein complexes (LHCI and LHCII) contain
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Figure 1. The physical organization of the Photosystem I, cytochrome b6/f, and Photosystem II protein complexes 
within the thylakoid membrane. The cyt b6/f complex transfers an e'from PSII to PSI via 
plastocyanine (PC) (reprinted from ref. 3).
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protein bound chlorophyll a (Chi a) and chlorophyll b (Chi b). These protein 

complexes and the core Chi a protein complexes serve the RCs as antenna 

complexes to collect and transfer solar energy to the RC. For PSI, there are about 

200 Oils per reaction center. The antenna complexes serve to increase the amount 

of the solar spectram that is employed by broadening the photosystem’s absorption 

(different spectral forms of Oils) [4-7] and by increasing the absorptivity (additive 

in number of molecules) over the isolated RC absorption profile.

Since the quantum yield for photosynthesis is ~1 [8], it is interesting to consider 

how energy can be transferred over large spatial distances in the antenna in a manner 

that competes successfully with other radiative and non-radiative decay channels. 

The orientation of the proteins with respect to the RC, the organization of the Chls 

within the proteins, the dynamical role of the proteins and the electronic states of the 

Chls are important components of any answer to this question.

The energy delivered by the antenna complex is photoconverted at the RC to a 

stabilized charge separation. In PSII, excitation of the primary electron donor 

(PED), P680, leads to electron transfer to a pheophytin (Pheo) acceptor [9-11] and 

subsequent transfer to a quinone where the charge is stabilized [12]. The P680 

Pheo e' transfer occurs in ~3 psec [13,14]. The charge separation in PSI occurs 

within ~3 psec [15] at room temperature with production of the charge separated 

state P700+Aq (A0 is the primary acceptor) within ~14 psec [16]. Overall, the RCs 

produce an energy change of 1.22V.

The e' necessary for reducing P680+ is provided by sphtting H2O. Eight 

photons are required to produce one molecule of oxygen. The e”produced in charge 

stabilized P680 reaction center is passed into the cytochrome b6/f (cyt b^/f) complex 

where it is ultimately used to reduced P700+. This process translocates a proton
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across the membrane thereby producing a pH and electric field gradient which is 

used for generating ATP. The electron available from P700 excitation is passed to 

the ferredoxin (Fd) and reduces NADP+to NADPH. It is NADPH and ATP which 

the dark reactions (Calvin cycle) use to reduce CC^to carbohydrates. As in the 

antenna complex, acceptor orientation, protein dynamics, and electronic states play 

important roles in efficient charge separation and stabilization.

The PSI protein complex is shown schematically in Fig. 2 [see refs. 3,17-20 for 

reviews]. The structure has not yet been determined by X-ray crystallography so 

this represents a proposal based on a large volume of biochemical evidence [3,17]. 

CPI, the P700 chlorophyll a-protein, contains the core antenna complex, active 

P700 and AQ, and Aj. It is a subset of the core protein which includes, along with 

CPI, the e' acceptors Aj and Fx and the high molecular weight (82 and 83 kDa) 

polypeptides. The enriched PSI core complex is the smallest fully functional RC 

particle. It contains P700, the e'acceptors A0, Aj, Fx, Fa/F^and ~7 polypeptides 

including the core antenna complex. The identity of the acceptors is given in Table 

I. The PSI core complex is enriched to ~30 Chi aper reaction center. The "native" 

PSI particle contains, in addition to the core complex, LHCI and is the most 

physiologically intact particle. The LHCI complex contains ~170 Chi with a Chi a 

/Chi b ratio of ~6 [21,22]. The overall Chi a/Chl b ratio in PSI-200 is ~3.5 

[21,23,24].

A proposed structure for P700 is shown in Fig. 3. It is based on biochemical 

evidence and reflects the structure determined for the purple photosynthetic bacteria 

Rhodopseudomonas viridis (Rps. viridis) [25-28] and Rhodobacter sphaeroides (Rb. 

sphaeroides) [29,30]. It maintains the pseudo-symmetry (C2) found in the purple 

bacteria and suggested for PSII. The precise structural arrangement awaits X-ray
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Figure 2. A schematic of the Photosystem I protein complex indicating the 

polypeptide composition of the isolatable particles. The shaded 

polypeptides represented chlorophyll-bearing proteins (reprinted from 

ref. 3).
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Table I. Donor/acceptor indentity of the Photosystem I polypeptides

Donor/Acceptor Identity

P700 Chlorophyll dimer

Ao

A1

Fx
fb

fa

fd

FNR

Chlorophyll monomer

Vitamin Kj

[XFe - XS]Cluster (X=2,4)

[4Fe - 4S]Cluster

[4Fe - 4S]Cluster

Ferredoxin

Ferredoxin:NADP+oxidoreductase



Figure 3. A proposed structure for the Photosystem I reaction center. It reflects biochemical evidence and the 
structure determined for the reaction center of purple photosynthetic bacteria (reprinted from ref. 3).
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structure analysis of the recently crystallized PSI complex from cyanobacteria 

[31,32].

The absorption spectrum of PSI at room temperature is shown in Fig. 4. The 

dominant absorption feature is the lowest excited singlet state (S S0) transition, 

the Qy transition, of the protein bound Chi a antenna complex at 670 nm. The Qy 

transition for Chi b is at 650 nm. The $2 S0 or Qx transition lies at about 575 nm 

for Chi a. The primary electron donor state, P700, has its maximum absorption at 
~700 nm, a shift of ~750 cnT^ from monomer Chi a. To a first approximation, the 

shift is a result of excitonic interactions between pigment pairs. The carotenoids 

associated with PSI absorb in the 450-500 nm range and the Chi S0 and higher 

transitions, the Soret transitions, he at <450 nm.

The absorption spectrum sharpens only slightly in cooling the sample to 4.2 K, 
and it is still dominated by the broad (350 cnT^ width) profile of the Chi aQy 

transition. At this temperature it is possible to distinguish the Chi babsorption at 

650 nm and the P700 absorption (in enriched particles). The broad profile hides 

important information - homogeneous line widths, intramolecular vibrational 

frequencies, and low energy lattice vibration (phonon) frequencies - about the 

excited state of the system. The broad low temperature absorption character is 

similar to that observed for molecules doped into amorphous (glassy) materials. In 

this case, site selective spectroscopies, spectral hole burning and fluorescence line 

narrowing, are employed to "trick" the system into mimicking a perfect crystal.

Molecules doped into amorphous materials, e.g., ionic dyes in organic glasses, 
exhibit a broad absorption spectrum (typically several hundred cm'*) even after 

cooling to near 0 K. In contrast, molecules doped into perfect crystals exhibit sharp 
absorption lines (typically <1 cm'*) which correspond to the various electronic
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Figure 4. The room temperature absorption spectrum of PSI. The inset shows the conventional axis assignment 
for Chi a.
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(vibronic) transitions of the molecule. The different behaviors are a result of the 

impurity’s microenvironment. For a perfect crystal each impurity molecule has the 

same environmental interactions and hence the electronic transitions overlap 

producing the observed homogeneously broadened lines. One important 

characteristic of amorphous materials is the variation in microscopic site-impurity 

interactions. Each impurity molecule experiences slightly different environmental 

interactions which cause the electronic transitions to be distributed around a center 

frequency. The resulting spectrum is said to be inhomogeneously broadened and 

consist of the convolution of the homogeneously broadened absorption profile of the 

individual impurity molecule. This is illustrated in Fig. 5a.

Site selection spectroscopies utilize narrow band (preferably less than the 

homogeneous linewidth) light sources such as lasers to select a narrow energy 

window (isochromat) for excitation. The number of molecules excited represents 

just a small fraction of the total number of molecules in the system and the resulting 

spectral features are narrow mimicking that of a perfect crystal. The inhomogeniety 

has been circumvented.

An impurity molecule in a glass can undergo two types of transformations, one 

photochemical the other photophysical, while in its excited state. In either case, the 

dopant loses memory of its initial state which results in a depletion of the number of 

absorbers coincident with the the excitation frequency. This is manifested by a dip 

or "hole" in the impurity’s absorption spectrum, hence the term spectral hole 

burning. As long as the sample is kept cold (near 0 K), the spectral holes are 

persistent (transient hole burning via a population bottleneck is also possible).

There are two processes that result in spectral holes. Photochemical hole burning, as 

the name implies, occurs in systems that undergo photochemistry, e.g., proton



(a) Btfon burning

11

PHB (b) Aftar burning

Figure 5. The inhomogeneously broadened absorption spectrum (a)of an impurity 
in a glass- (homogeneous line width)< 1 cm"*; F^ (inhomogeneous 
line width) ~a few hundred cm'^ for organic molecules in glasses. The 
absorption profile after (b) photochemical hole burning and (c) 
nonphotochemical hole burning.
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tautomerization of I^-phthalocyanine during irradiation with a laser [33]. As 

shown in Fig. 5b the products from photochemical hole burning (PHB) typically 
absorb several hundred cm'* away from the spectral hole. Nonphotochemical hole 

burning is a result of host configuration changes that occur while the impurity is in 

its excited state. The host-impurity interaction changes are small so typically the 
anti-hole (product absorption) is displaced <100 cm'* from the spectral hole, Fig. 

5c. Hayes and Small [34,35] proposed that the mechanism for nonphotochemical 

hole production is phonon assisted tunneling between the glassy states two level 

systems. Two level systems had already been proposed to explain other glassy state 

anomalous behavior [36,37].

The spectral linewidth of the hole is related to the time domain by the equation 
T2=(tt Av^)' * where T2, the total dephasing time, is given by lA^ l/2Tj + l/T^.

T j processes are those that lead to depopulation of initially prepared excited states 

and include fluorescence, intersystem crossing, and internal conversion. When a 

system of molecules is irradiated with a coherent source, they begin to oscillate in 

phase with themselves and with the radiation field. When the coherent source is 

removed, the molecules, through their interactions with low energy lattice phonons, 

begin to lose phase coherence. This process is termed pure dephasing and has a
;fc

characteristic lifetime T2 T j processes occur even at 0 K whereas pure dephasing 

processes should cease at 0 K. Because of the frequency-time domain relation 

interesting glassy state properties, e.g. spectral diffusion and dephasing, can be 

probed with spectral hole burning. A large number of different impurities and host 

matrices have been shown to produce spectral holes. The science and application of 

hole burning has been extensively discussed [35,38-40]. Of particular interest here 

is spectral hole burning of biological pigments hosted in their natural proteins.
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Phonons resulting from the displacement of the excited nuclear coordinates of 

the impurity, relative to its ground state, induce low energy lattice distortions. The 

strength of the coupling of the excited state potential to the lattice is measured by 

the Huang-Rhys factor defined as

where A is the displacement of the normal coordinates. The phonon transitions 

build on the "pure" zero-phonon transition and are reflected in the absorption profile 

as broad bands at higher energy, relative to the zero-phonon transition, by a mean 
phonon frequency (typically 10-50 cm'*). The relative intensities of the r-phonon 

process is given by the Poisson distribution e'^Sr/r! [41 and refs, therein] with S 

defined as above. For large electron-phonon coupling strengths, the phonon 

absorption will dominate the spectrum.

The absorption cross-section of the impurity at any particular frequency consist 

of the overlap of zero-phonon transitions, phonon transitions and vibronic 

transitions. Spectral hole burning can occur through any of these features. For 

example, if one chooses a bum frequency on the low energy side of the absorption 

profile it is possible to produce a zero-phonon hole coincident with the laser. At 

higher energies in the absorption profile, there is significant overlap of zero-phonon 

and phonon transitions. A zero-phonon hole coincident with the bum frequency and 

a pseudo-phonon sideband hole (pseudo-PSBH) to lower energy are produced by 

irradiation. The pseudo-PSBH is the convolution of zero-phonon transitions that 

have absorbed radiation through their phonon wings. The mean phonon frequency 

can be measured from the displacement of the pseudo-PSBH from the zero-phonon
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hole. If the sample is irradiated in the congested vibronic regions, vibronic satellite 

hole structure can be burned into the origin bands. That is, excitation occurs though 

vibronic transitions and results in the depletion of the number of zero-phonon 

absorbers in the origin band. The displacement of the satellite holes from the bum 

frequency gives the excited state vibrational frequencies. By tuning the bum 

frequency, it is possible to determine all the Franck-Condon active modes.

A number of phenomena affect hole burning. Spectral diffusion and dephasing 

processes alter the zero-phonon linewidth. The extent to which these processes alter 

the observed linewidths is much debated [38,39,42-45]. It is an important limitation 

to the calculation of Tj lifetimes. Spontaneous hole filling (SPHF) and laser 

induced hole filling (LIHF) also affect the hole burning. The mechanisms for these 

phenomena have been investigated for ionic dyes doped in organic glasses [46,47]. 

Spontaneous hole filling defines the time frame of the hole burning experiment, i.e., 

one would want to probe the hole before significant hole filling occurs. SPHF has 

not been observed in the pigment-protein complexes of PSI at 1.6 K.

Application of spectral hole burning to pigment-protein systems is a recent and 

exciting development. The only requirement is that the pigments absorb in a region 

accessible to lasers. Probing the primary events of photosynthesis, reaction center 

and antenna dynamics, with spectral hole burning is the subject of this dissertation.
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EXPERIMENTAL METHODS

Samples

The Photosystem I particles with various P700 enrichment levels (actually, 

antenna chlorophyll depleted) are generously supplied to us by John Golbeck. The 

particles are prepared following the procedure of Mullet and coworkers [48] and 

Golbeck [49]. Fragmented thylakoid membranes of spinach chloroplast are 

obtained by homogenizing leaf spinach with a high speed blender in a buffered (pH 

7.8) solution. The freed chloroplast are osmotically shocked, suspended in EDTA to 

remove loosely bound proteins, and sonicated to produce the fragmented thylakoid 

membranes. The thylakoid membranes are washed with a non-ionic detergent 

(Triton X-100) in a buffered solution to produce the "native" PSI-200 particle. 

Subsequent washing with Triton X-100 results in depletion of the Chi antenna 

proteins. The Chi to P700 ratio is assayed by photo-oxidizing P700. The extinction 
coefficient for P700 is EyoOnnT^ mM"* cm'*.

The particles, suspended in a buffered glycerol/water mixture (pH 8.0) 

containing 0.1% Triton X-100, are stored at 77 K until needed. The optical density 

of the samples was adjusted by dilution to the appropriate value with a buffered (pH 

8.3) glycerol/water (70:30) solution containing 100 mM Tris [tris(hydroxymethyl) 

aminomethane] and 0.1% triton X-100. 1 mM ascorbic acid is added to pre-reduce 

P700.

The samples were held in the dark for a few minutes before being quickly 

cooled (< 10 minutes) to 4.2 K. This procedure is required to aid pre-reduction of 

P700. Subsequent exposure to light is held to a minimum.
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Cryogenic Equipment

All liquid samples were placed in a 1 cm diameter polystyrene tube chosen 

because it minimized sample cracking at low temperatures. The sample tube is held 

in a brass container of local design which allowed for optical access of the sample. 

The samples were cooled to 4.2 K in a Janis Model 8-DT Super Vari-Temp liquid 

Helium cryostat. By pumping with an auxiliary vacuum pump it is possible to take 

helium past its lambda point (2.25 K) and achieve a temperature of 1.6 K. The 

sample temperature was monitored using a silicon diode thermometer (Lake Shore 

Cryogenic model DT-500K) calibrated over the range from 1.4 K to 300 K.

Experimental Apparatus

Figure 6 shows the configuration of the apparatus used for hole burning and 

subsequent reading. The laser system consist of a 5W argon ion laser (Coherent 

Innova 90-5) which was used to pump a single frequency passively stabilized ring 

dye laser (Coherent 699-21). A three plate birefringent filter provides wavelength 
selection. Narrow laser linewidths (0.002 cm"^) are accomplished with two low 

finesse intra-cavity etalons having free spectral ranges of 10 GHz and 100 Ghz 

which combined with the birefringent filter (~380 MHz) forces single longitudinal 

mode operation. The laser dyes used were DCM and LD688 (Exciton).

The output of the ring laser was monitored for single frequency operation by 

directing, by means of a beamsplitter, a portion of the laser beam to a confocal 

spectrum analyzer (Spectra-Physics model 470-40, FSR= 8 GHz). The output of the 

spectrum analyzer was displayed on an oscilloscope. The laser wavelength was 

determined by sending a portion of the beam to a 1/3 meter monochromator 

(McPherson model 218). Laser powers were set using a variable attenuator
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Sample

Ring Dye

X Meter

PDF 11/23

Figure 6. Experimental absorption/hole burning apparatus. Ar+-argon ion laser, 
M -mirror, BS -beamsplitter, SA -spectrum analyzer, Xmeter 
wavemeter, P -polarizer, A -attenuator, C -chopper; PD -photodiode; 
LIA -lock-in amplifier, S -shutter, PMT -photomultiplier tube; INT 
integrator, MC - monochromator.
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(Newport Corporation model 935-3) and neutral density filters. Part of the 

attenuated beam was extracted, modulated with a mechanical chopper (PAR model 

125), and monitored for intensity with a photodiode detector (Molectron 4P-141) 

and lock-in amplifier (PAR model 124 with a model 118 preamplifier). The laser 

beam was then directed by mirrors to a home built double beam spectrometer 

[50,51]. There are two sources available for scanning the holes. The ring dye laser 
can be scanned through 30 GHz (1 cm'*) by an intra-cavity angle tuned brewster 

plate. Resolution is 0.002 cm"*. Low resolution (~ 0.2 cm'*) spectra were taken 

using light from a 500 W short-arc Xenon lamp (Canrad-Hanovia model 959C1980) 

dispersed by a 1.5 M monochromator (Jobin-Yvon HR1500). The monochromator 

has a linear dispersion of 0.19 nm/mm (2400 groves/mm grating). Either source 

could be utilized for hole scanning by retraction of a mirror. In either case, the ring 

dye laser is employed for burning.

The light incoming onto the double apparatus is split into a reference leg and a 

sample leg by a beamsplitter. Each leg contains identical optics. The reference leg 

intensity can be attenuated (Newport Corporation model 925B) to match optical 

losses on the sample leg caused by scattering from the cryostat and sample. Each 

leg is modulated at different frequencies with mechanical choppers (Laser Precision 

CTX-534). The beams are recombined and sent to a cooled photomultiplier tube 

(RCA C31034 in a PER PR-1400-RF thermoelectrically cooled housing). The 

signal is then detected by two lock-in amplifiers (Ithaco model 97EO) referenced to 

the mechanical choppers. The output from the lock-in amplifiers is integrated (at 

multiples of 1/60 second) and digitized with an integrator/coupler (Ithaco model 

385EO-2) and sent to a microcomputer (Digital Equipment Corporation Micro PDP- 

11/23+ with RT11 operating system) where it is converted into absorbance and



stored. The computer also drives the scanning of the monochromator and ring dye 

laser.

Stark Apparatus

The Stark cell was built from polystyrene. A round polystyrene tube was cut to 

provide a center section about 3 mm thick with parallel sides. Thin polystyrene 

sheets (0.0015 inches) onto which gold had been vapor deposited were attached to 

the parallel sides of the tube section with model cement (Tester). Electrical 

connection is made by means of small screws. The Stark cell is placed in a teflon 

holder with optical and electrical access and provides electrical insulation. The 

holder is attached to a sample rod and lowered into the cryostat. DC voltage is 

supplied by a high voltage supply (Sorenson 1030-20) and measured using a high 

voltage probe (Fluke 80F-15).
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SECTION I. PHOTOCHEMICAL HOLE BURNING OF P700

INTRODUCTION

The determination of the structure of the reaction center (RC) of 

Rhodopseudomonas viridis [1-4] and subsequently Rhodobactersphaeroides [5,6] 

has given new impetus to the debate concerning the description of the excited 

electronic states of the RC pigment complex. That is, the debate has turned from a 

discussion of which pigments comprise the RC and their arrangement to how the 

pigments interact to efficiently stabilize the electron in the charge transfer process 

[7-10].

The structure of the RC is shown in Fig. 1. It is comprised of a special pair 

bacteriochlorophyll dimer [P], two accessory bacteriochlorophylls [B], two 

bacteriopheophytins [H], a quinone, and an nonheme iron. The RC complex 

possesses an approximate C2 symmetry with the two arms labeled L and M for light 

weight and medium weight protein structures. The center to center distances 

between pigments are given in A Upon excitation of the special pair (the primary 

electron donor [PED]), an electron is transported down the the L branch and is 

stabilized at the quinone [7-9]. This is the source of the transmembrane charge 

separation that drives photosynthesis.

Several remarkable photophysical features present themselves. The first 

important feature is that the absorption band of the PED is displaced to the red 
~2200 cm'l for Rps. viridis from the monomer absorption in solution [10]. A 

similar shift is observed for Rb. sphaeroides [7]. The cause of the shift is best 

associated with excitonic interactions and this led to the hypothesis of the special
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Figure 1. An overview of the structure of the reaction center of
Rhodopseudomonas viridis. The center-to-center distances are given in 
A. P - special bacteriochlorophyll dimer, B - accessory 
bacteriochlorophyll; H - bacteriopheophytin; MQ - menaquinone; Fe 
non-heme iron.
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pair [11,12]. The pigment interactions are now believed to be more complicated and 

current models generally mix charge transfer characteristics into the exciton 

manifold [13] or extend the dipole interaction to include all the RC pigments [14- 

16].

A second interesting feature is the observation that the e'transfer occurs only 

along the L branch of the RC [7-9]. Currently, research here is focused on the role 

of the RC proteins. Fortuitous placement of point charges from amino residues of 

the surrounding protein complex can alter the relative energetic positions of 

electronic states [4,8,17-19]. Protein vibrations may also be important in the events 

leading to stabilized charge separation [20-23].

A third feature is that the transfer of the e'from the special pair to the BPh 

occurs in about 3 psec [24] at room temperature apparently without the involvement 

of the accessory BChl molecule [7,8]. By 1986,-experiments monitoring the BChl 

and BPh absorption with a few psec resolution had confirmed, at least on this time 

scale, no involvement of the accessory BChl in the e" transport process [26, 27 and 

refs, therein]. It is interesting from a dynamical viewpoint how an e"could transfer 

over 17A at such rates (the rate is generally thought to depend on exp(-2ocR) with 
a~0.7 A’* and R the intermolecular distance [8,28]) without accessory BChl 

involvement.

Several proposals have been forwarded to address the role of the accessory 

BChl. The most straightforward proposal is that the time scale of the special pair 

BChl electron transfer is faster than the time resolution of the picosecond absorption 

experiments. In this case the charge separated state involving the BChl monomer is 

a real intermediate state in the e'transfer. Recent experiments with 100 

femtosecond time resolution did not find evidence for direct BChl participation in e*
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transfer [7,8,24,25]. A second proposal is that the e'reaction occurs via a 

superexchange mechanism. In this case the state involving the BChl monomer is 

considered a virtual state and is not observed because it lies at an energy higher than 

P [9,29-33], The description of the states (charge transfer character, excitonic 

character) and their relative energetic ordering is much debated [31,32],

Spectral hole burning is a frequency domain technique and as such circumvents 

the time domain problems of producing ultrafast light pulses (in the required 

wavelength range) and detecting ultrafast absorption changes. Using transient 

spectral hole burning , Boxer et al. [34,35] and Meech et al. [36,37] recorded the 

hole burned spectrum of the PED for Rb. sphaeroides and Rps. viridis. The holes 
produced were ~400 cm"^ broad which gives,, if the hole is homogeneously 

broadened, an excitation depopulation lifetime of the initial excited state of ~ 25 

fsec. There are, however, two important observations. The first is that the hole 

maximum is not necessarily coincident with the bum frequency, and secondly the 

hole position remains invariant (or slightly varying) to changes in the bum 

wavelength. Boxer et al. [34,35] suggested that the hole may be dominated by 

phonon bands that result from very large displacement of the PED excited state 

potential surface thereby suppressing a narrow zero-phonon line. One possible 

mechanism for the large displacement would be direct excitation of a charge transfer 

state with significant charge transfer character [35,37].

Hayes and coworkers [38,39] explored the effect a highly displaced excited 

state would have on the observed absorption and hole profile of the PED. The 

spectra were modeled in terms of an arbitrarily strong electron-phonon coupling . 

This approach is consistent with the displacement of the excited state in a charge 

transfer complex. The theory is fully developed in Paper II of this section. The
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absorption and hole profiles are calculated using the electron-phonon coupling 

strength S, the phonon frequency and phonon linewidth, the homogeneous line width 

of the zero-phonon transition, and the inhomogeneous linewidth of the profile. The 

zero-phonon hole (ZPH) width corresponds to the e" transfer rate for the special pair 

-> BPh process [40,41]. The temperature dependence of the absorption and 

fluorescence, and the Stokes shift (between absorption and fluorescence maximum) 

are used to verify the values of the parameters used to fit the profiles. It is found 

that the magnitude of the electron-phonon coupling combined with the 

inhomogeneous broadening causes the broad holes and apparent lack of sharp zero- 

phonon holes. That is, for large S, multiphonon transitions dominate the spectrum. 

The holewidths are not a manifestation of an ultrafast charge separation process.

The theory presents a unified description of the absorption profile, the hole profile, 

and the wavelength behavior of the holes for the PED for Rps. viridis. Rb. 

sphaeroides. Photosystem I, and Photosystem n.
An alternate proposal to model the spectral features is suggested by Won and 

Friesner [42-44], The WF theory includes a set of low frequency inter- and 

intramolecular vibrational modes strongly coupled into the excitonic manifold. 

Lattice phonons and inhomogeneous broadening are treated phenomenologically. 

The crucial theoretical conjecture is the resonant coupling of a charge transfer state 

to the vibrationally coupled excitonic state. Once the exchange coupling strength (J 

in WF’s notation) is "turned on" the broad absorption and hole profile results from 

chaotic spreading of oscillator strength caused by a breakdown of the Bom- 

Oppenheimer approximation. Coupling to the CT state suppresses the zero-phonon 

line. In this picture the PED profiles are homogeneously broadened. By setting the 

energy gap between the special pair excited state and the CT state to A=2000 cm'^
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(the internal CT state of the special pair is higher in energy than the excited state) 
and the coupling strength to J=240 cm'*, WF successfully models the hole burning 

data of Boxer and coworkers [34,35] and Meech and coworkers [36,37].

Both theories (Hayes and coworkers and WF) share certain features, e.g., 

inhomogeneous broadening and linear-electron vibration coupling. However, weak 

electron-mode coupling (i.e., S < 1) is assumed in the WF model for all modes (low 

frequency monomer intramolecular and phonons). The ultra-fast chaotic electronic 

decay due to strong coupling with some type of close lying charge-transfer is 

eliminates sharp features in the hole spectra for the WF model. The ZPHs include 

the one coincident with cog and the vibronic satellite holes [45]. Based on the 

recently obtained data for the antenna Chi aand Chi b of PSI [46,47], however, one 

would not expect to observe sharp vibronic satellite holes of any significant 

intensity since the intramolecular vibronic Franck-Condon factors are very small (< 
0.04) and no excited state vibrations with a frequency less than 260 cm-*are active. 

The Franck-Condon factors for the low frequency intramolecular vibronic modes (< 
200 cm- *) of BChl a in a glass at 5 K are estimated at <0.02 based on fluorescence 

excitation spectra [48].

A critical test of the linear electron-phonon coupling theory is the observation 

of a narrow zero-phonon hole coincident with the laser frequency. Both models for 

calculating the hole profiles for PEDs allow for such an observation. However, the 
conditions for this observation (J=0 and/or A> 2000 cm-*) in the WF model causes 

the absorption profile to become highly structured, contrary to observation. Maslov 

et al. [49] had reported a sharp hole (no broad hole) coincident with the laser 

frequency in the PED absorption profile of the PSI reaction center from the bacteria 

Chlamydomonas reinhardii. If this is taken as evidence to support the linear
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electron-phonon coupling model, it suggests that the excited state is radically 

different for green photosynthetic systems. The dynamics of charge separation and 

stabilization would be different for green and purple photosynthetic systems.

Paper I of this section reports spectral hole burning studies of the PSI reaction 

center complex P700 obtained from spinach chloroplasts. A persistent hole burned 
spectrum is reported that is comprised of both a broad (350 cm'^) hole and a narrow 

zero-phonon hole. The hole shapes are modeled using the linear electron-phonon 

coupling theory. Paper II outlines the linear electron-phonon theory which is shown 

to model the absorption profiles, hole profiles, and the temperature dependent line 

broadening data for the PED of purple photosynthetic bacteria and the hole profiles 

of PHB and NPHB experiments performed on the antenna and P700 complex of 

PSI. Chemical bleaching and white light bleaching of P700 followed by laser 

* irradiation of the PED produced only narrow hole coincident with the laser 

frequency. Thus, the possibility exists that the narrow hole is not associated with 

P700 that is photoactive at liquid helium temperatures. Finally, new results of 

spectral hole burning on P700 are presented which show production of only a broad 

hole. The theory of Hayes and coworkers is used to fit the profiles.
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ADDITIONAL RESULTS

The application of spectral hole burning to the photosynthetic reaction centers 

of green plant and purple bacteria has provided new information about the primary 

electron donor (PED) states. For example, structured transient hole burned spectra 

exhibiting four holes are obtained for the PED state P960 [40,41] and P870 [50] of 

Rps. viridis and Rb. sphaeroides, respectively. The hole spectrum for P960 and 

P870 is comprised of several relatively broad holes including a vibronic hole of 
~130 cm"l that builds on the lowest energy hole denoted as X. Hole X and its 

associated ZPH (coincident with Xg) can be confidently assigned to the origin 

transition of the PED state of Rps. viridis and Rb. sphaeroides . The widths of the
3|e

ZPH yield decay times that correlate well with those determined for P870 and 

P960 at 10 K by ultra-fast spectroscopy [24,51]. Observation of a zero-phonon 

hole supports the theory of Hayes and coworkers [38,39] since the theory of Won 

and Friesner [42-44] does not allow such observation.

The hole spectra for P680 [52], the primary electron donor of PSII, is also 
stractured and consist of a zero-phonon hole (5 cm"* width) and a broad (~130 cm"* 

width) hole. It bears resemblance to the hole burned spectrum of IX^ for P960.

The zero-phonon width yields a decay time of 1.9 psec at 4.2 K, consistent with 3 

psec determined using femtosecond transient absorption at room temperature [53].
A zero-phonon hole (width ~0.29 cm'^) superimposed on a broad hole (~300 

cnT*) was reported for P700 of PSI [54]. The zero-phonon hole width corrected for 

instrument resolution yielded a decay time of ~90 psec and 1.6 K. This is 

inconsistent with the room temperature value of <10 psec [55-58] (assuming that the 

T-dependence for PSI is similar to that for P960 and P870), since the low
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temperature decay time for P960 and P870 is known to decrease by 2X when cooled 

to cryogenic temperatures [51]. It has already been suggested on the basis of 

chemical and white light bleaching of P700 that the narrow hole is not associated 

with P700 that is active at liquid He temperatures [46],

This section reports new persistent photochemical hole bum profiles for P700 

of PSI. The hole profiles at 1.6 K for a wide range of bum wavelengths (A,g) are 
broad (FWHM ~ 310 cnT*) and for the 45:1 enriched particles studied exhibit no 

sharp zero-phonon hole feature coincident with A,g. The -dependent hole profiles 

are analyzed using the theory of Hayes and Small [38] for hole burning in the 

presence of arbitrarily strong linear electron-phonon coupling. A Huang-Rhys 

factor S in the range 4-6 and a corresponding mean phonon frequency in the range 
35-40 cm-* together with an inhomogeneous line broadening of ~ 100 cm'* are

sfc
found to provide good agreement with experiment. The zero-point level of P700 is 

determined to lie at ~ 710 nm at 1.6 K while the absorption maximum lies at ~ 702 

nm.

The hole burning was performed using a Ar+pumped ring dye laser with the 
laser dye LD688. The laser linewidth is ~0.002 cm~*. The enriched (~45:1 Chi 

a:P700) Photosystem I particle from spinach chloroplast is dissolved in a glycerol: 

water mixture to which 1 mM ascorbic acid has been added. The solvent is buffered 

to pH~8.3. A computer controlled double beam spectrometer operating at resolution 
of ~0.2 cm'l was used for hole reading. The samples were held in the dark at room 

temperature for a few minutes before being quickly cooled (<10 minutes) to 4.2 K. 

All the experiments were done at 1.6 K.

At 1.6 K the 45:1 PSI particles exhibit a principal absorption maximum near 

670 nm due to Chi a of the core antenna complex and a distinct but weak shoulder
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located near 700 nm, which represents P700, upper curve of Fig. 1. The three lower 
absorbance spectra correspond to bums of 1, 5 and 10 min with Ig= 5 pW/cm^ and 

A,b = 701.8 nm. No ZPH could be observed coincident with this Xg-value or 

several other values in the range between 701 and 715 nm. Under comparable 

burning conditions and read resolution, the earlier studied 35:1 particles exhibited a 

readily discernible, albeit weak, ZPH coincident with Xg. From Fig. 2 it is apparent 

that the P700 hole is broad (A OD spectra are shown later).

The increase in absorption to higher energy of ~ 700 nm seen in the upper 

spectrum of Fig. 1 is due to the onset of the Chi aantenna absorption. Figure 2 

shows a series of hole burned spectra obtained with Xg= 693.2 nm (the upper 

spectrum is the pre-bum spectrum). At this wavelength absorption by the core 

antenna complex is dominant but there is some absorption due to the high energy 

* side of the P700 absorption profile. The second and third curves of Fig. 2 are the 

hole burned spectra obtained with Ig = 5 (J.W/cm for bum times of 1 and 10 min. 

Although not apparent from the figure, a weak ZPH is observed for the 10 min bum. 

The lowest spectrum of Fig. 2 was obtained after an additional 5 min bum with Ig= 

2 W/cmz and clearly shows a ZPH coincident with Xg. The ZPH is ascribed to 

NPHB of the antenna Chi a [46,47] and not P700 since the ZPH could not be 

observed for Xg-values selective for P700. Although excitation transport within the 

core antenna complex is significantly slower at 1.6 K than at room T, the quantum 

efficiency for excitation trapping by P700 is still close to unity [47]. On the other 

hand, the NPHB quantum efficiency for the antenna Chi a is significantly less than 

unity [59,60]. This explains why the ZPH develops at higher bum fluences than the 

P700 hole.
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The top curve is the prebum spectrum. Bum times (second to fourth) are 1,5, 10 min with bum 
intensity Ig = 5 pW/cm^.
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Figure 2. Bum time dependence of the P700 bleaching for 45:1 particles, A,g= 693.2 nm, T= 1.6 K. The upper 
spectrum is the prebum spectrum. Bum times for the second and third spectra are 1 and 10 min, 
respectively, with Ig = 5 pW/cm^. The lowest spectrum was obtained by an additional 5 min bum with 
Ig = 2 W/cm^. The ZPH is ascribed to NPHB of the antenna Chi a, see text.
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Figure 3 shows the AOD hole burned spectrum obtained with A,g= 680.5 nm, 

which is close to the maximum of the antenna Chi a absorption at 670 nm. At 680.5 

nm the P700 absorption is negligible. The saturated ZPH at Xg, due to NPHB of 

antenna Chi a, is intense and accompanied by the real- and pseudo-PSBH (displaced 
by com ~ 20 cm'l) [46,47]. The broad positive going feature at ~ 675 nm is the anti­

hole associated with NPHB [47]. The increase in noise in the vicinity of the anti­

hole is due to the high O.D. near the absorption maximum. The broad P700 hole, 

produced by trapping of the antenna excitation, is also evident in the figure with a 

maximum near 702 nm.

The P700 AOD hole profiles obtained for Xg = 715.0 and 706.5 nm are shown 

in Fig. 4 and the profile for Xg = 702.6 nm in Fig. 5. The absorption by the antenna 

Chi a at these wavelengths is weak in comparison to P700. The maxima of the P700 

holes for Xg = 715.0, 706.5 and 702.6 nm are located at 705, 703 and 702 nm, 

respectively, and again, no sharp ZPH is observed coincident with Xg. The solid 

curves are fits to the spectra obtained using the theory of Hayes and Small [38] (see 

also Paper II of this section).

Application of the theory to the hole profiles of P700 is more difficult than for 

the other PED states, e.g., P680, since resolved phonon structure and the ZPH are 

not observed. Futhermore, the Stokes shift associated with the P700 emission (~ 

2So)m) is not known. However, we can determine that S >4.5. Otherwise, a ZPH 

coincident with cog should have been observed (given the signal/noise ratio of our 
spectra) for y= 1 cm"*. This value of ycorresponds to the lifetime of P700 

determined at ice temperature [58]. If this lifetime were to decrease by a factor of 

about 2 in the low temperature limit, which is a possibility given the data for P870 

[24,51], P960 [51] and P680 [52,53], a value of S closer to 4 would preclude
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pW/cm^. The solid lines are computed fits with S = 4.5, G)m= 45 cm'*, Fj = 1 cm'*, y= 1 cm"*, and 
vm = 14085 cm"*. The calculated spectrum for Xg= 715 nm exhibits a very weak ZPH which could 
not be expected to be observable given the signal to noise ratio of the experimental spectrum. The top 
ordinate scale is wavelength (nm).
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for other parameter values. The top ordinate scale is wavelength (nm).
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observation of the ZPH in our spectra for PSI-45. In our earlier work with PSI-35 

particles [54] a value of S = 5.5 was used to fit the hole spectra of P700 because the 
observed ZPH with a width of only ~ 0.05 cm"^ was assumed to be due to P700.

The present and other [39,46] studies indicate that it is not, vide infra.

The modest -dependence of the P700 hole profile maxima shown here, as 

well as that measured from 708.2, 701.8 and 693.2 nm spectra, indicate that Fj 

< Scom. The hole maxima for these three Xg values are located at 703, 702 and 701 

nm, respectively. One is constrained in the choice of the center (vm) of the zero- 

phonon transition frequency by the observed Xg-dependence [38,39] and the 

requirement that the calculated absorption spectmm must provide agreement with 

the observed spectrum. The calculated hole profiles in Figs. 4 and 5 for S = 4.5, (0m 
= 45 cm'*, Fj = 100 cm'*, F= 60 cm'* and vm = 14085 cm"* (710 nm) provide 

reasonable agreement with the observed profiles. The deviations on the high energy 

side of the hole maxima are the result of the appearance of an increase in absorption 

(with a maximum near 690 nm [54,61,62]) which has been attributed to an 

electrochromic shift of the Chi ain the near proximity of the RC [61,62]. Thus, the 

quality of fit of the theoretical profiles can only be judged on the basis of the region 

of the experimental profiles in the vicinity of the hole maximum and to lower 

energy of the maximum. The P700 absorption spectrum calculated with the above 

parameter values is shown in Fig. 6. The calculated profile exhibits a maximum at 
701.5 nm and a width of 350 cm"*. From the theory one expects [39] that the 

calculated absorption width should be given roughly by Scom+ Fj (300 cm"* in this 

case).

Chemical and white light bleaching experiments on PSI-35 particles discussed 

by Gillie and coworkers [46] and Hayes and coworkers [39] had indicated that the
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sharp ZPH reported earlier [54] for P700 of PSI-35 particles is not due to 

photoactive P700. The present results for PSI-45 particles confirm this. With the 

enrichment procedure described by Golbeck [63] we have found that an enrichment 

of ~ 35:1 is more difficult to attain than an enrichment of ~ 45:1. This suggests, 

perhaps, that the 35:1 particles could be subject to a higher probability for damage 

than the 45:1 particles. The sharp but weak ZPH reported for the 35:1 particles 

could be due to inactive P700 or antenna Chi aperturbed by the isolation procedure. 
In any event, a hole width of 0.05 cnT^ [46] translates to a minimum depopulation 

decay time for P700 at 1.6 K of 210 psec, which is difficult to reconcile in view of 

the measured decay times at room T [58,64,65] and the fact that the decay rates for 
P870* [24,51], P960 [51] and P680* [52,53] increase as the temperature is 

decreased from room T.

Turning now to the application of the theory to the AOD spectra shown in Figs. 
4 and 5 it can be seen that the parameter values S= 4.5, com= 45 cm"*, F = 60 cm"*, 

Fj = 100 cm'* and vm = 14085 cm'* provide reasonable fits to the observed 

profiles. In fitting to the spectra, Fwas held constant at 60 cm'*, a value that is 

about twice that observed for the antenna Chi a [47]. The increase in F was scaled 

according to the ratio of the com value utilized for P700 to that observed for the 

antenna Chi a. We hasten to add that the comparable theoretical fits to the P700 

hole profiles could be achieved using two or more mean phonon frequencies. 

However "multi-phonon" fits are not justified at this time since the underlying 

structure for P700 has not been observed. It was found that the ?ig-dependence of 

the hole maximum could not be accounted for if vm (^ = 710 nm) was varied by 

more than ±2 nm from 710 nm. The fitting of the A,g-dependence also depends 

quite sensitively on the ratio Scom/Fjas one would expect since in the limit Scom»
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Fj there should be no X,g-dependence [39]. Comparable fits to the hole spectra can 
be obtained by increasing Fj somewhat (e.g, to 120 cm'* as determined for P680 

[52]) provided S(0m is appropriately increased. This is also true if S is increased 

and o)m decreased proportionately (for a fixed Fj). However, it was found that the 

goodness of fit to the low energy side of the hole profiles worsens if S is increased 

too much above 4.5, e.g., to 8 (Fig. 5). Our many calculations (only a few of which 
are shown here) indicate that S and (0mvalues in the ranges 4-6 and 50-35 cm"* and 

Fj ~ 100 cm'* can adequately account for the observed hole profiles. The 

calculated absorption spectrum in Fig. 6 is difficult to compare with experiment 

because of the interference by the low energy tail of the antenna Chi a, see upper 

curve of Fig. 1. However, since the linear electron-phonon coupling is strong (i.e., 

the homogeneous contribution to the P700 absorption is large) the photochemical 

hole burning can produce a bleach that essentially encompasses the entire absorption 

profile. In particular, for A,g significantly to the blue of 710 nm (center of the zero- 

phonon excitation frequency distribution), e.g., 702.6 nm as in Fig. 5, or located in 

the antenna Chi a absorption origin (Fig. 3) the hole should be a faithful 

representation of the P700 absorption profile at 1.6 K. The calculated absorption 

spectrum is in good agreement with the two hole burned spectra just mentioned. 

Thus, we conclude that P700 exhibits a maximum at ~ 702 nm and a FWHM of 350 
cm'* at 1.6 K. Approximately 30 and 70% of this width is due to inhomogeneous 

broadening (from linear electron-phonon coupling), respectively.

From the results presented here for P700 it is apparent that the P700 hole 

spectra are significantly different from those for the other PED states P680, P870 

and P960. Although here appear to be significant differences [20,66] between the 

interactions of the special pair and amino acid residues in Rps.viridis and Rb.
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sphaeroides the similarity in their cofactor structures [67] is sufficient to yield very 

similar hole spectra for P960 and P870. The hole spectra for P700 show no 
evidence of any structure (akin to that associated with the ~ 130 cm" ^ mode of P870 

and P960) even though the P700 hole profile and calculated absorption profile are 
about 100 cm"l narrower than the overall hole widths and absorption widths of 

P870 and P960. This, together with the fact that Fj~ 100 cm'* for P700, is telling 

in the sense that if a mode analogous to the 130 cm"* is active in the P700 hole 

profile, the fact that it cannot be resolved means that its frequency is considerably 

reduced. We cannot distinguished between this possibility or the possibility that 

such a progression forming mode does not exist. The existence of the special pair 

for P700 is still being debated but evidence for its existence appears to be mounting. 

Assuming that it does exist, the above remarks and the absence of the ZPH for P700 

indicate that its geometric and electronic structure of its excited state may be quite 

different from those for the purple bacteria. The absence of the ZPH for P700 

indicates that S > 4.5 and, therefore, that the coupling of P700 with low frequency 

phonons is stronger than for P870 , P960 and P680 whose S-values are close to 2. 

The strong linear electron-phonon coupling for P700 suggests that it may possess
•fc )|c

significant charge-transfer character as is the case for P870 [69-71] and P960 

[69,71,72].
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CONCLUSIONS

Spectral hole burning studies performed by this group have demonstrated that 

the hole burning characteristics for the PED states P960, P870, P680, and P700 are 

similar and defined by strong electron-phonon coupling and significant site 

inhomogeneous broadening. The exact description of the PED states, neutral
jfe

exciton with significant intra-dimer charge transfer character or admixtures of P 

and a charge transfer between P and other reaction center pigments, is left 

unresolved. A dimer structure for P700 is indicated.
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SECTION n.

NONPHOTOCHEMICAL HOLE BURNING OF THE ANTENNA 

COMPLEXES OF PHOTOSYSTEM I
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SECTION II: NONPHOTOCHEMICAL HOLE BURNING OF THE 

ANTENNA COMPLEXES OF PHOTOSYSTEM I

INTRODUCTION

The majority of the chlorophyll in the photosynthetic thylakoid membrane act 

to collect, harvest, solar energy and transport that energy to the reaction center. 

Because of its overlap with the solar irradiance spectrum, limited at high energy by 

O2 absorption and at low energy by H2O overtone absorption, the first excited state 

Qy transition of chlorophyll plays an important role in efficient solar energy 

collection. How energy deposited in the Qy transition is transferred from spatially 

distant Chi to the reaction center has been extensively studied using fluorescence fi­

ll], picosecond absorption recovery [12-15], singlet-singlet annihilation [16-20], 

and spectral hole burning [21-25]. This subject has been extensively reviewed [26- 

31].

This section will discuss the dynamics of excitation energy transport (EET) in 

the light harvesting chlorophyll protein complex (LHCPI) associated with 

Photosystem I. In particular, results from nonphotochemical hole burning (NPHB) 

on the core antenna complex and LHCPI are presented to explore these questions: 

How are the pigments arranged in their protein environment? Is the excitation 

localized or delocalized within LHCPI? What roles .do intramolecular vibrations 

and low frequency protein vibrations (phonons) play in mediating EET?

Discussions on the nature of EET in photosynthetic units (PSU) began in 1938 

when Franck and Teller drew analogies to EET in crystals. "The coupling between 

particles in the crystals and the resonance caused by the identity of the crystal cells
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has the consequence that excitation energy will be transferred from one cell to 

another" [32], Franck and Teller outlined the work of Frenkel [33] and Peierls [34] 

that suggested the concept of excitation waves, called excitons, within crystals. 

Franck and Teller concluded, however, that "the existence of a PSU is improbable." 

The existence of the PSU has been demonstrated [35-38]. Robinson [39] gave a 

succinct review of the progress made in understanding EET and trapping in 

photosynthesis up to 1966.

Franck and Teller [32] assumed a one-dimensional PSU which is probably the 

main source of the error in their analysis [39]. This assumption leads to a transfer 

time of t=0.01 psec which is too fast for efficient trapping at the RC [32]. Bay and 

Pearlstein [40,41] extended the theories to two dimensional arrays. In either case, 

the theories have assumed that the Chls in the antenna proteins are arranged in a 

regular lattice array and the exciton migration is believed to be diffusive, i.e., a 

noncoherent random walk through the lattice. The Chls interact in the conventional 

Forster dipole-dipole mechanism. It is important to understand the conditions by 

which exciton motion becomes incoherent, i.e., a random walk.

Mathematically, a delocalized exciton is described when the eigenfunctions for 

the excited state are written as superposition of excitations on the individual crystal 

cells [33,34]. The coefficients are made to vary sinusiodally as a function of the 

coordinate of the cell [33,34], For one-dimensional excitons, the stationary states of 

the system Hamiltonian are

lk> = N-1/2 Ze~rn ln> 
n

where N is the number of independent identical molecules. The states are 

characterized by the exciton wavevector k[42].

(1)
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In large molecules the electronic transitions are coupled to intramolecular 

vibrations and lattice vibrations (phonons). If the exciton-phonon interaction (or 

lattice coupling energy) is comparable with or larger than the exciton bandwidth, the 

system is said to be a strong exciton scatterer [33,34]. If we consider propagation of 

an exciton wavepacket with a well-defined k, the scattering processes act to change 

the k-state directionality, hence the exciton loses memory of the initially prepared k- 

state. For band transport, phonons scatter the exciton (labeled by the wavevector k) 

between different k-states. For hopping transport, phonons scatter the nearly 

localized exciton states (labeled by the site index n) [43]. The exciton wavepacket 

is said to take a random walk.

However, if the exciton-phonon coupling is weak, no change in the k-state 

description occurs and the exciton moves as a perfect wave through the system [43], 

This is often referred to as "coherent" transport.

The coherent process only applies on the time scale in which the k-states have 

a well defined relationship. A criterion for coherent exciton migration (CEM) 

relates the k-state lifetime, x(k0), to the exciton mean free path, l(k0), and the group 

velocity, Vg(t) by [42,44]

l(k0) = T(k0) Vg(t). (2)

The exciton defined by a wavevector with a mean value about kQis coherent if x(k0) 

is greater than the intramolecular transfer time given by <X> = a/< V„(t) > with aO
being the lattice spacing [42]. The group velocity can be calculated from the 

nearest-neighbor interaction and distance. Physically, we see that the exciton 

remains in a particular k-state (wavelike) for x(k0) until it is modulated sufficiently 

via scattering processes to alter the k-state description [43]. The mean free path is
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the distance traveled before the k-state description is altered. Prerequisites for CEM 

in organic crystals are low temperatures and high quality strain-free crystals [45]. 
For 1,2,4,5- tetrachlorobenzene, l(k) = 300 to 10^ A and T(k) = 10'^ sec [44,46]. 

Determining l(k) and x(k) for photosynthetic systems is difficult. Recent NPHB 

experiments on the antenna system of P. aestuariishow that the exciton-phonon 

coupling is weak [47] which could suggest that CEM might occur in the light 

harvesting complexes of PSUs. Other descriptions of EET can be envisioned, i.e., 

polariton formation and migration [45,48] (the reader is referred to a special issue of 

Chemical Physics [see ref. 45] for discussions of EET in solids).

When discussing the problems of EET, one must be careful of the 

terminology. The coherent or noncoherent transfer limit is defined as above. If the 

excitation is localized, it is associated with a particular site. Excitation into a 

strongly excitonic system is necessarily delocalized since the exciton wavefunction 

is a superposition of the wavefunctions of the interacting molecules. No spatial 

transfer is needed within a subunit, in this case, since the prepared state involves all 

the molecules in the subunit.

Our understanding of EET in antenna systems has been greatly enhanced with 

the mathematical descriptions given by Knox [26,49-51], Paillotin [52-55], and 

Pearlstein [31,40,41,56]. These models describe the nature of the EET as random 

hops between Chls arranged in a regular lattice array. The conditions for this 

description were described earlier. This description of EET is preferred because the 

mathematics is simplified. In the Pearlstein model the excitation executes a random 

walk until it reaches a trap, a reaction center in this case. At this point it may 

undergo photochemical conversion or reenter the antenna to continue its random 

walk. The interaction between Chls is described by the Faster [57] dipole-dipole
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interaction mechanism and falls off as l/R^ where R is the distance between 

molecules. The Chls are weakly interacting. References [26,28,29,39,41,58] are 

good reviews of the details of the theories.

The random walk is said to be be "diffusion limited" if the photoconversion 

rate at the trap is faster than the time required for the excitation to reach the trap for 

the first time (first passage time). If the photoconversion is slower then the kinetics 

are "trap limited" [41].

Pearlstein [41] proposed a means of experimentally determining the first 

passage time. The mean lifetime of the excitation, M0, is given by

M0= [l+(FD/FT)(N-l)]k^ + {[l-po(0)]<N-l)[(qFT)-1-(qFA)-1]

+[-foo+FoiPi(0)]NFA1> (3)

where N is the Chi array size; Fnp.Fj^are the Forster rate constants for trapping and 

detrapping; F^ is the reversible Forster rate constant for hopping between nearest- 

neighboring antenna Chi; kp is the photoconversion rate constant; p j is the 

probability of finding the excitation on molecule i, with p0the probability that it 

resides on the reaction center; q is the lattice coordination number; fjj’s are lattice 

parameters that depend on N and the lattice structure.

In the case where the probability of exciting the RC and antenna is unknown, 

Eqn. 3 becomes

Mc=[ 1+(Fd/Ft)(N- 1 )]kj)1 + (1/Fa){(Fa/Ft) + [qaN2)/(N-l)2]-l} 

* (N-1)(1-Prc) (4)
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where po(0)=pp£ and Pj(0)= (l-p^)/(N-l) for all i/=0 and a = -f00. Excitation of 

the reaction center at various wavelengths should selectively excite different 

fractions of reaction centers. MQcould be measured using time resolved 

fluorescence providing the excitation is at wavelengths at which no accessory 

pigments are excited. (Pearlstein defines proximal pigments as all antenna pigments 

which have the lowest SG- S ^ transition energy and therefore the excitons migrate 

directly to the RC’s. All other pigments are accessory pigments.) At each 

excitation wavelength the fractional optical density, Pr^, due to RC absorbance 

must be determined [41], A plot of MQ vs. (1-Prc) should be linear and the slope 

gives tppj (first passage time) from which a single site transfer time (SST) can be 

calculated. The estimate of the SST is only as good as the calculated Foster rate 

constants.

If it is assumed that all sites, individual antenna Chl’s and RC’s, are equally 

likely to be excited at t=0, then the rate equation is written [41]

Mc= [l+(FD/FTKN-l)]kp1 + [l/qFT- l/qFA][(N-l)2/N]

+ aN/FA. (5)

If only the RC is excited the rate equation becomes

M0= [1+ (FjyFjHN-nikp1. (6)

Owens et al. [4,5] took the approach outlined in Eqn. 5 to test the predictions of 

Pearlstein’s model. Their experiments monitored the temporal characteristics of the 

fluorescence from PSI particles with varying sizes of antennas. For excitation
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between 630 and 670 nm the fluorescence lifetime varied linearly with the size of 

the antenna. The analysis yielded a first passage time of ~20 psec with a SST of 

0.21 psec. The excitation makes an average 2.4 reaction centerwisits before 

photoconversion and the excitation migration is diffusion limited.

Other researchers [26,31,49-54,59-63] have expanded the random walk model 

to test a variety of effects which might influence the efficiency of light harvesting. 

Seely [60] showed that spectral variety (spectral forms of Chi proteins that absorb at 

successively lower energy ) can increase the trapping rate 4 to 5 times over that 

expected for a single wavelength absorbing Chi protein. This is achieved by 

enhancing the Forster overlap integral. Proper orientation of the electronic 

transition dipoles may introduce a similar factor of 4 to 5 times. It had already been 

suggested that if the longest wavelength absorbing form surrounds the RC, the 

trapping would be faster than if the surrounding Chls consist of a homogeneously 

absorbing protein complex [64,65]. This is the basis for the "funnel" model for the 

antenna.

Altmann and coworkers performed Monte Carlo calculations to study the effect 

of chlorophyll concentration and chlorophyll-trap ratio on the trapping rate in a two- 

dimensional random lattice [66]. They assumed the excitation undergoes a Faster 

type random walk migration. The calculated chlorophyll fluorescence lifetime 

agrees with in vivo results and is consistent with trapping upon first arrival at the 

trapping center.

Paillotin [52-53] used a Pauli master equation to describe the fluorescence 

quantum yield and fluorescence temporal decay of photosynthetic systems. Paillotin 

showed that the rate determining step in exciton capture is charge separation at the 

RC and that pigment heterogeneity promotes trapping at the RC (funnel effect).



135

Shipmann [61] using a Pauli master equation approach, incorporated Monte Carlo 

techniques to vary Chi position and orientation within regions determined by freeze- 

fractured photosynthetic membranes. Shipmann included variables such as Chi 

concentration, depth of trap, and the R0 Forster parameter to study antenna 

fluorescence lifetime, detrapping rates, and other factors. Two important 

conclusions are: 1) the fluorescence polarization is lost in <30 psec, and 2) the 

funnel effect is not required for efficient trapping of excitation at the RC since this 

would enhance both trapping and detrapping. He explains that the real purpose of 

absorption heterogeneity is to regulate the excitation flow from one photosystem to 

another within the thylakoid membrane [61]. Absorption and time resolved 

excitation and emission spectra of the core antenna complex of PSI show that the 

excitation in homogeneously distributed among all the spectral forms [5]. On this 

basis, Owens and coworkers [5] recently concluded that the funnel model does not 

apply to the core antenna protein of PSI.

Den Hollander et al. [16,17] expanded the master equation approach of Paillotin 

to discuss energy transfer, trapping, loss, and annihilation in a photosynthetic 

system. Their Monte Carlo calculations support the use of the random walk master 

equation model provided the densities of the excitations and RCs in a particular 

domain are small. They calculated the total fluorescence yields and the total 

fraction of RCs closed after the light pulse. These formulations were applied to data 

obtained by picosecond laser excitation of the purple bacteria Rhodospirillium 

rubrum and Rhodopseudomonas capsulata at various excitation intensities. The 

random walk approach is consistent with the data and yields a ratio of energy 
transfer between neighboring antenna molecules of k^= (l-2)x lO^s"^ for R. 

rubrum and k^ = 4x10^ ^ s"^ for Rps. capsulata.



136

Kubzmauskas et al. [63] suggested that in some bacterial photosynthetic cases 

the approximation of infinitely high rate constant for trapping at the RC [41,60,62] 

is invalid and added a time limit of energy capture by the RCs. Their analysis 

incorporates a globular (subunit) structure of photosynthetic systems [63] into the 

master equation. In this approach the energy transfer within subunits is by coherent 

excitons and by incoherent excitons between subunits. Scherz and Parson [67] used 
a model involving strong (~ 730 cm'*) exciton interactions within BChl dimers and 

weak (~ 35 cm“^ ) between dimers to explain absorption and circular dichroism 

spectra obtained by Rafferty for the B800-850 complex of Rb. sphaeroides[68].

Other experimental evidence suggest that the Chls (BChls) in antenna systems 

are not arranged in a regular array lattice. The pigment-protein antenna complex for 

purple bacteria is postulated to be organized in large lakes which surround a 

network of B875 antenna that connect the RCs [69-71]. For the antenna pigments 

B800-850 of purple bacteria a "supramolecular" organization is proposed [71]. The 

Zuber model for B850 consist of "cyclic unit structure" of antenna BChl pairs in Cg 

symmetry or possibly groups of 4 BChl in C3 symmetry [72]. The model is 

consistent with the Scherz and Parsons model described earher. The Kramer model 

[73] gives a basic structural unit consisting of four BChl 850, two BChl 800, and 

three carotenoid molecules. Although not perfect, the three models all give 

reasonable agreement with the available spectral data. Pearlstein [31] gives a 

current review.

The crystal structure of the antenna protein of P. aestuarii, a green 

photosynthetic bacteria, defines the basic stracture to be a trimer of subunits [74,75]. 

Each subunit contains seven BChl a molecules. Analysis of the absorption and 

circular dichroism spectmm by Pearlstein [76] shows that the system possesses
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strong excitonic coupling (~250 cm'^) for BChl within the subunit. Recently, the 

time dependent absorption depolarization of the Qx electronic transition in the P. 

aestuarii antenna protein complex at a time resolution of 1.5 psec was obtained [15]. 

Causgrove et al. [15] found that substantial residual polarization persist at long 

times. This is a consequence of the nonrandom orientation of the protein 

chromophores. Their interpretation is that excitons created within the tightly 

coupled BChls of a subunit hop (random walk) by a Forster mechanism between 

subunits.

Long time residual fluorescence polarization reported by Fetisova and 

coworkers for the green bacteria Chlorobium limicola and Chloroflexus aurantiacus, 

suggest that there is local ordering of the transition dipoles [6], possibly similar to P. 

aestuarii. "In this case the excitation energy transfer within BChl cantenna may be 

described as that between those clusters with parallel transition moments: each 

cluster may be considered as a single large ’molecule’ which (as a whole) may serve 

as a donor or acceptor molecule in hopping-type excitation transfer" [6]. The 

proteins function to hold the BChl in precise alignment to optimize EET.

The three dimensional structure of the light harvesting chlorophyll a/bprotein 

complex determined at 30 A resolution using electron microscopy in negative stain 

gives a trimer of monomer Chls as the basic unit [77,78]. Pump-probe 

depolarization studies on the Chi a antenna complex of Photosystem I also gave a 

substantial residual polarization similar to that obtained on P. aestuarii [15]. This 

suggest that some form of local ordering also exist for this protein complex. The 

hop time between subunits is ~10 psec. This data is important since the crystal 

structure for green plant photosynthetic antenna systems has yet to be determined.
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The discussion so far has centered on whether or not a subunit structure or 

regular array structure gives the best description of the photosynthetic antenna 

pigment-protein complexes. Final answer to this question awaits stmcture 

determination.

One final point to be mentioned before discussing multiphonon excitation 

energy transport theories, concerns the flow of excitation between PSI and PSII in 

green thylakoid membranes. The puddle model describes a PSU in which a given 

RC and its associated antenna system constitute a isolated PSU. Excitation created 

within a PSU cannot be transferred to another PSU. In the lake model [28], the RC 

resides in a lake of antenna pigment complexes and the excitations can migrate from 

RC to RC via antenna pigment complexes until it is captured or decays. The 

connected PSU model proposed by Johot and Joliot [79] allows for partial 

connectivity between PSUs so that the excitation can migrate from a PSU with a 

closed RC to a neighboring PSU. The bipartate and tripartate models of Butler [80] 

attempt to account for energy distribution and fluorescence in PSII. Since these are 

kinetic models, the structural details of the antenna are not considered.

Recall that the analysis of Owens and coworkers [4,5] for the lifetime 

dependence of the fluorescence yielded a single site transfer time of ~ 0.2 psec at 

room temperature. NPHB experiments on C670 and PS1-200 antenna complexes 

indicate that the excitation depopulation lifetime at 1.6 K is ~300 psec. If these two 

values represent the same process, then nearly three orders of magnitude change 

occurs in going from room temperature down to 1.6 K. A tenfold decrease in EET 

between room temperature and 4 K is found for the B800-850 of Rb. sphaeroides 

using singlet-singlet annihilation techniques [19]. We turn now to multiphonon 

EET theory because the Forster rate equations does not explicitly describe the
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temperature dependence of the rate. The temperature dependence is implied for the 

Forster expressions in the overlap integral, i.e. the overlap of the absorption 

spectmm of the acceptor and fluorescence spectmm of the donor changes as the 

temperamre changes. Multiphonon EET theory also enjoys the freedom to address 

the subunit or regular array question since no assumptions about the antenna 

stmcture are made during the derivation.

Multiphonon excitation energy transport theory has its historical development 

in understanding non-radiative decay processes of ions and molecules in solids 

[56,81-86]. The classical limits (high temperature) were first developed to describe 

electron transfer reactions in solution at an electrode surface [87-89]. Semiclassical 

[90] and quantum calculations were applied by researchers [91-93] studying the 

temperature behavior of the DeVault and Chance cytochrome c reaction [94,95] and 

photosynthetic antenna systems [96]. Currently, the effort in this area has focussed 

on the nature of the excited states, and electron transfer processes in the reaction 

centers of purple photosynthetic bacteria [97-100].

The nonadiabatic microscopic rate equation for energy transport can be written 

in terms of the Fermi Golden Rule expression [101,102] :

Conceptually, this is written as a nonradiative decay process between a donor and 

acceptor. The summation is over all available system phonon and intramolecular 

modes. V is the matrix coupling element that includes the electron energy, lattice 

vibrations and the interaction between the electron and the lattice [84,85]. The 6
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function insures the overlap of the initial and final states. This is the starting point 

for the classical and quantum mechanical treatment. We have assumed at this point 

that the microscopic rate Wav ^ for energy transport is slow compared to medium- 

induced vibrational relaxation (VR) and vibrational excitation [102]. The VR time 

scale for optical phonons have been experimentally determined with typical values 
being ~ 5x10'^ sec [103,104].

In the Condon approximation, the purely electronic coupling term can be 

separated from the vibrational term so that the matrix coupling element can be 

written

lvav,bw'2 = v2 l<avlbw>l2 (8)

which upon substitution into Eqn. 7 yields

wav.b = V2 £ kavlbw>l2 S(Ebw- Eav). (9)
•ti w

We have assumed in the Condon approximation a separation of time scales so that 

the transition is vertical, i.e. the coordinates of the system do not change as quickly 

as the rate of the transfer process.

The macroscopic rate for energy transport can be written as the thermal average 

of the microscopic rates [95,102] so that

Wa_b = ^ Py^av-b (* 0)

where the thermal occupation pv is
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Pv= exp (-Eav/ kbT) / Zj (11)

and

L exp(-Eav/ kbT) (12)

is the partition function of the donor manifold. The rate constant is then given as

Wa_b = 2k_ V2 F (13)
df

where F is the thermally averaged Franck-Condon factor

F=ZLpvkavlbw>l28(Ebw-Eav). (14)

It is this term that contains the thermal dependence.

The major problem in obtaining a tractable and physically understandable rate 

equation is performing the double summation in the F term. The problem is more 

difficult than presented in Eqns. 13 and 14 if one considers diagonal energy disorder 

[85,105,106]. Equation 14 was originally solved for the case in which all the modes 

available to the system have a common frequency by Huang and Rhys in 1950 

[107]. A solution to the multi-frequency problem was first outlined by Kubo [83] 

and expanded by Kubo and Toyozawa [84]. Dogonadze et al. calculated the 

probability of the transitions between two multi-dimensional parabolic terms [108]. 

A simplified derivation of Kubo’s result is given by DeVault [95] and Englman [81] 

and will not be given here.

The expressions written in terms of generating functions are
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wa_b= 2|LV2
fl

/•CO
1 / f(t) exp(-iAEt/fi) dt (15)

with

f(t)=exp{ -G + G+(t) + G_(t)} (16)

G+(t)= Z Sk (hk + 1) exp(icokt) 
k

(17)

G_(t) = Z Sk hk exp(-i(Okt) 
k

(18)

G = G+(0) + G_(0). (19)

F(t) describes the time evolution of the system and the summation is over all k 

system modes. G+ and G_ represent the absorption and emission , respectively, of 

one quantum of vibrational energy. G gives the initial condition of the system. 

is the coupling strength ( electron-phonon or electron-vibrational) and is generally 

written in reduced coordinates

Sk= I (20)
2

with A being the dimensionless nuclear coordinate [81,102]. is the thermal 

occupation

hk = [exp(ficok/ kbT)-l]_1 (21)
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withlioo^ the mode frequency.

The term exp{G+(t) + G_(t)} can be written as

explZ Sjc[hjc(hjc+l)]1^jyhjc+l^^ exp(i(Ojct) h^ ^^expC-ioc^t)
l k

L\nk

which can be expressed as [95,102]

Uk+1,

(22)

n
k

CD

Z
mk=-

mk/2

fik+1\ W 2Sk[\(hk+l)]|^^ expCm^ico^t)

nk

(23)

where I^is the modified Bessel function and mk is the net change in quantum

number for the oscillator mode k.

If we consider just the single mode case the rate equation becomes

p/2

Wa.b=27T V^_L^exp(-G) (2hfl)^n±ij Ip{2S[h(n+l)]}1/2 x

/'* exp {i(pco-AE/h)t} (24)

which simplifies to

Wa.b=27r V2 exp[-S(2h+l)]/n+l\P/2 U2S[h(h+l)]1/2 
•ho) \h /

(25)
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where p=AE/fia> with AE the energy difference between the donor and acceptor and 

hcos the frequency of the relevant mode. In this case, p is the number of quanta that 

will be necessary to account for the energy mismatch and thus assures energy 

overlap of the donor and acceptor states.

In the low temperature limit h-> 0 so that

(26)

In the high temperature limit Lean be expressed as a asymptotic expression [109]

Ip = (2jtZ)’1/2 exp (Z - p2/2Z). (27)

Substituting Eqn. 27 and

h+1 = expffico/k^T) (28)
h

into Eqn. 25 with the appropriate high temperature limiting values [95]

2S[h(h+l)]1/2 - S(2h+1) ^ -Sha)/kbT (29)

and

2S[h(n+l)]1/2 2SkbT/fico (30)

gives the exact expression
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W= 2k V2 / 1 \1/2 exp-(AE-Sfifa))2 (31)
H \47cSficokbT/ 4SficokbT

for the single mode case. An alternate derivation of this result is given by Jortner 

[91]. If we let ?i=Shco then the high temperature result is written as

W = 2k V2/ 1 \1/2 exp-(AE-X)2 (32)
fi \4JcXkbT / 4XkbT

which is Marcus’s result [88,89] with A,defined as the reorganization energy.

The multi-frequency equations can be calculated by carrying the summation 

terms of Eqns. 22 and 23. Both Jortner [91] and Sarai [92] have utilized a two mode 

formulation for inclusion of a low frequency protein mode (soft mode) and 

intramolecular vibration (hard mode) to explain the temperature dependence of the 

cytochrome c electron transfer reaction.

This section includes two papers that report results of NPHB on the light 

harvesting chlorophyll complex of PSI. The first paper gives results for the core 

antenna complex C670 in which a pseudo-phonon sideband hole and vibronic 

satellite holes are reported for the first time in a pigment-protein complex. The 

second paper reports a more in depth study done on the "native" PSI particle that 

contains its natural complement of Chi proteins. Multiphonon EET theory is used to 

account for the temperature dependence of the EET and explore possible structure 

models for the antenna complex.
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ADDITIONAL RESULTS

It is interesting to consider how dispersion in phonon frequencies can alter the 

values of AE/hc, V, and R obtained in Paper II. Table I and II present results for 

regular monomer array and subunit model, respectively, with delocalized phonons 
of frequenciesyhtom= 10 cm-* and 30 cnT^. Comparing Table I and II with Tables 

III and IV of Paper II reveals that a phonon frequency of'h(om= 10 cm"* gives 

results similar to that forhcom~ 20 cm"*. In the regular array model AE/hc values 

for'h(Orn = 10cm"* are less than the corresponding values withficom~ 20 cm"*. 

Lower frequency phonons could serve to enhance EET in a regular monomer array 

model. Determination of the structure of the antenna protein would aid 
interpretation. The values of AE/hc forficom= 30 cm"* appear not to be physically 

reasonable since the inhomogeneous line width for Chi a is 300 cm"* (see Paper II) 

[HO].

Noticeably absent from Table II are the values for S=0.1 for subunit model with 
ficom= 30 cm"*. It was not possible to account for the temperature dependence of 

EET using a value of S=0.1 (the best calculated value is T£)a=37 psec). This 
behavior is hinted at for S=0.1 in Table I fortia)m= 30 cm"*and is common to all 

the calculations if S is made small enough. Remember that the corrected energy 

term is given by

e = (AE + Sfi©m)2/4Sficom

with Shcom being the reorganization strength. For the calculations presented here, if 
e > 1000 cm"* then, it is not possible to account for the temperature dependence of
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Table I. Regular monomer array model and delocalized phononsa

s |AE|/hc x 105/Fh x 102 V(cmf b/RCA)

hcom= 10 cm'*

0.1 32 8.8 6.4 11 35

0.2 39 8.7 6.2 12 35

0.5 54 6.8 5.0 13 34

1icom = 30 cm"*

0.1 148 0.009 0.007 584 10

0.2 135 1.1 0.85 54 21

0.5 171 2.8 0.022 34.3 25

^DA (l°w temperature) = 750 psec, Tj)^(high temperature) = 1 psec. Fj and 

Fjj are Xf,^/A (see Eqns. 1, 2, 3 of Paper II) for low and high temperature, 

respectively.
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Table II. Subunit model and delocalized phononsa

S I AE| /he Fj x 105/Fh x 102 VCcm-^/RCA)

bcom= 10 cm'l

0.1 40 0.38 3.1 5.2 46

0.2 47 0.59 4.1 4.5 48

0.5 64 0.47 3.8 4.7 47

ficom = 30 cm'*

0.2 180 0.007 0.06 67 20

0.5 210 0.094 0.71 18.8 30

^DA ^ow temPerature) = 300 psec, a (high temperature) = 10 psec. Fj 

and F^ are X5^/A (see Eqns. 1, 2, 3 of Paper II) for low and high temperature, 

respectively.
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the EET using S=0.1. Physically, this suggest that at some point the energy 

separation between chromophores (AE) overwhelms the ability of the phonons to 

mediate EET. This is similar to the problem of direct large energy transport 

between C670 and P700 discussed in Paper II. No Franck-Condon active excited 

state vibrational modes have been observed in the AE/hc range presented in Tables I 
and II. Phonons must therefore mediate EET withfi(Om~ 30 cm" ^ being an upper 

energy limit.

Spectral diffusion and dephasing processes in glasses manifest themselves in 

spectral hole burning by broadening the hole profile [111-113]. The excitation 

depopulation lifetime T« is calculated by

Tl=_I_
^^hole

if spectral diffusion and dephasing processes (T2processes) are ignored. In this 

case, excitation depopulation lifetimes calculated from Avj10jeare shorter than the 

actual value. For this reason we report a lower limit of 300 psec.

The maximum rate for EET can be calculated by setting -AE=Sficom[89]. The 

rate constant at low temperature is readily calculated from

xfj^low T)= Tf^high T) x e"SSP/p!

(h(om/47tSkT)1/2

with p=AE/hcom = S. Table III gives (low T) and Av^^ for delocalized 

phonons within the regular monomer array and subunit model for the antenna, x^^ 

(low T) is much shorter than observed experimentally. The hole profiles are not
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Table III. Optimum Low Temperature Transfer Time

S tda (psec) Avhole (cm*1)

Regular Arraya

0.1 0.38 28

0.2 0.32 24

Subunit Model*5

0.1
. •* 3.8 1.4

0.2 3.2 1.7

^DA T)= 1 Psec-
Nad T)= 10 psec.
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dominated by the broadening which would have been suspected if the calculated

tDA was greater than 300 psec. For example, if the maximum rate for EET was
-600 psec (Av^0je = 0.02 cm'^), then since the experimental holewidths are - 0.03 

cm'* (Tqa = 300 psec) other processes such as spectral diffusion and dephasing that

broaden the holes could be dominating the relaxation process being measured. 

Further experiments are needed, however, to define the influence of spectral 

diffusion and dephasing in the antenna complex. It is not necessarily to be expected 

that the rate of EET is at its maximum because this could lead to a inefficient 

bottleneck of the excitation waiting to be photoconverted at the RC.

The Stark effect is a general term used to label the influence of electric fields on 

atomic or molecular spectroscopy. A molecule placed in an electric field m=v+ oF, 

undergoes a change in potential energy caused by work done on the dipole. The 

potential change, V, is [114]

where p is the permanent dipole moment and a is the polarizibility tensor. If 0 is 

the angle between the dipole and electric field, then

V(F) = -ApFcosG - 1/2 AaF2

with A|i= [ie-Pg is the difference of the electric dipole moment of the excited (e) and

ground (g) state and Aathe polarizibility difference. F= fE with E being the 

externally applied field and f=(e0+2)/3, the Lorentz local-field correction for a 

dielectric constant e0. The field induced changes allows one to probe the molecular
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dipole and polarizibility and intermolecular interactions. For example, Stark effect 

can be used to split the n-fold orientation degeneracy of impurities doped into 

molecular crystals by altering the field along a particular molecular axis. The 

observed effect is a splitting of the electronic transition (splitting of the spectral line) 

with an energy difference

AE = 2FA|i IcosGI.

For excitonic states. Stark effect can alter the resonance between states. For a 

review of Stark effect on molecular crystals see ref. 114.

The Stark effect is easily studied in molecular crystals since the linewidths at 

low T are narrow. It is more difficult in amorphous materials since the linewidth is 
large (several hundred cm'^), however, site selective spectroscopies, in particular 

spectral hole burning, produce narrow features which allows us to investigate Stark 

effect in these systems. The Stark effect on spectral holes is not as straight forward 

as for crystals. The hole shape calculation must account for the shifting of 

molecular electronic transitions in and out of resonance with the bum frequency.

The calculations must also include an integration over all dipole orientation angles 

since the dipoles are not aligned as in a molecular crystal [115,116].

The Stark effect results in a shift in the transition frequency which is displayed 

in spectral hole burning by a broadening [Ejaseri Ef-^] or splitting 

[Eiaser H %ield^ t^le Pr°file f°r a parallel dipole moment and transition 
moment [115,116]. The frequency shift is given by

hAv = -fA(j.F - J_f^ FAaF 
2
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where E is the external field given in V/d, f is the Lorentz field factor, A(i is the 

change in dipole moment and Act is the polarizability of the molecule. Second order 

effects have never been observed so the frequency shift simplifies to

hAv = - f A|rF.

The slope of the plot of holewidth (broadening) or hole splitting versus the electric 

field is used to calculate Ap in the ground to excited state electronic transition.

The Stark effect absorption spectra for the RC of Rps. viridis demonstrates a 

large change in the dipole moment between the ground and excited state (~9 D) 

indicating substantial charge transfer character for the primary electron donor [117]. 

This is consistent with the hole burned spectra for the RCs of PSU which shows a 

strong electron-phonon coupling [118,119]. Such charge transfer characteristic 

would have important consequence in discussing EET in antenna systems.

Although no spectral evidence for charge transfer in the antenna exist, Stark effect 

spectroscopy provides a simple check.

Stark effect is not observed for the Chi in the core antenna complex of PSI.
The uncertainty in the holewidths is -0.002 cm'* and the maximum applied E field 

was -750 V/cm. A value for the dielectric constant for the protein complex is not 

available and will be taken as that for polymers, eo=3.0 [117]. The calculation gives 

Ap<0.1 D for the core antenna Chi. The change in the dipole is small consistent with 

weak linear electron-phonon coupling and electron-vibrational coupling. This 

implies that the excited state potential surface is not greatly perturbed from the
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ground state. The measured A|j. for Zn-tetrobenzoporphin in poly(vinyl butyral) is 

-0.2D and for isobacteriochlorin in n-octane A|j.~1.6D [118,119].

No evidence for spontaneous hole refilling (SPHF) or laser induced hole 

refilling (LIHF) has been observed. This observation also removes global spectral 

diffusion and anti-hole reversion through external two level systems, processes 

speculated to be active in ionic dyes doped into polymers [111,113], as active 

processes in the antenna. More data such as hole growth and hole refilling studies 

are needed before a complete picture can be forwarded.

This work demonstrates that spectral hole burning is an important new tool for 

studying dynamical processes in protein bound complexes. A number of interesting 

new results have been presented to answer important questions, but, a number of 

new questions have also arisen. A more complete understanding of EET in the 

antenna system of PSI awaits more thorough investigation of protein effects on hole 

burning and structure determination.
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