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ABSTRACT

We mensure the differential jet multiplicity distribution in e*e~ annihilation with the
Mark 11 deieetor. This distribution is compared with the second onler QCD pradiction
and o, is determined to be 0.123 £ 0.000 & 0.005 at /3 = Mz (at SLC) and 0.149 %
0.002:0.607 at /5 = 29 GeV (at PEP). ‘The running of a, hetween these two centor of
mass energies is consistent with the QCD prediction. The @ dependence of the Az
determination is also discussed.

1. IRTRODUCTION

In determining Agrg (or @,), it is better 1o use observables which are insensitive
to fragmentation and higher order QCD efferts, It that respect, Lhe commonly used
observables are (1) the total hadronic cross section (o), {2) the energy-cnergy-
correlation asymmetry (EECA) and (3) the three-jet-event fraction. However, 7o
is not casy to measure precisely enough to determine Agzg because the QCD effect is
small {approximately 5% of @yo¢). The EECA isexpected to be relatively insensitive
to effects associated with fragmentation. However, it turns out that the effects are
not so small® and hence extensive studies of these effects are needed to estimate the
corresponding systematic errors.? The three-jet event fraction appears relatively
insensitive to fragmentation effects, if one chooses a reasonable jot algorithm aned
if one deals only with hard threc-jet events.® However, the actual dependence of the
three-jet event fraction on the jet resolution parameter (ycw) used to seleet hard
three-jet events is not statistically casy Lo handle, This problem can be solved by
using a differential jet multiplicity as deseribed below,

+ This work waa supported in parl by Department of Energy contract DE-ACDI-7C81P0M515
{SLAC).

t This report is presented at the 15th APS Division of Particles and Fields General Meetig,
!l-nusmn. Texas, Jauuary 3-6, 1990 and is based on the paper by thee Mark 1 Collshoration.!
l_hw: experimental method using a differential jet multiplicity was presented at the Interna.
tivnal Enrophysics Conference (EP'S meeting) in Macdrid, September 20893



2. DIFFERENTIAL JET MULTIPLICITY

To define the number of jets (jet mmultiplicity) in an event we use the algorithm
propased by the JADE collaboration.® The sealed invariant mass col-ofl (e ) is
used for the jet resolution in the algorithm, The algorithin proceeds as follows:

For each particle (cluster) pair i, j, the scaled invariant mass
2E,E, (1 - cos yij)

by = 3
“vis

is caleulated, where E; and L are the energy of the particles {clusters) and x5
is the angle between them. The particle (or cluster) pair with the smallest y;, is
combined by adding the 4-monicnta of the two particles (clusters) i and  to form
a new cluster i + j (pl,, = pt + pj-'}. The above clustering procedure is repeated
until all the clusters satisfy the condition g3y > yeur Where yege is relerred to as the
jet resolution. The three-jet fraction f3(yew:) is defined to be the number of three-
jet events obtained with the algorithm, divided by the tols! number of hadronic

events. The two-jet fraction fa{yeyq) and the four jet fraction fi{y i} are similarly
defined,

This jet algorithin has the important feature that mapping from parton jets to
hadron jets in Monte Carlo hadronic events is close to one-to-one for reasonably
large yewr (> 0.04) values.d However, it is not easy to extract a, by fitting the
Salyeut) (or f2(yeus)) distribution because the same cvents contribute at different
Yeut Values and one must take into account all the correlations in this distribution.

To overcome this difficulty, a dilferential jet multiplicity is defined in the fol-
lowing way. The clustering is terminaied when the number of jets has reached a
pre-selected value n, jrrespective of pi; values, For cach eveut, particles are as-
signed Lo n-jets using Lhis method and yy is defined to be the minimum value of
the scaled invariant mass y;, = ;'l'l,"',lEEis (t#j, 4,7 = 1,2,..,n). Iuother wouds,
Yn is the Yo value corresponding to the transition from n-jet to (n — 1)-jet for a
given event. The distribution funclion of y, is denoted g, (n,). lntegrating g3{y3)
over 3 from 0 Lo geye, one recovers f2(Yeus) because all the events with y3 < yewr

are categorized as bwo-jet events for the give cosolution yeye-
len (53)] D folyewn)
e, galn ey = T J2 .
SN N ypa=yeus DYeut Yeut
s ad
Similarly, g1 { Ny, =penr = [Falgew) + falweur)):

a.'h:uf

Note that only the leading term {(x a?) is availabie for g4 in second order QCD
caleulations. Similarly. gs(ys)|y=g... = 0 in second onder. Therefore we restrict
our analysis Lo the differential jel fraction galyz) 10 determine a,.
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3. EXPERIMENTAL METRODS

Multihadron events are selected by requiring that the numbner of charged tracks
is at least seven st SLC [at least five at PEP] and that the sutn of charged and new-
tral particle energics { Lyis) is greater than 050 /s al SLC [0.55 /s af F’)':I:“].t ‘The
detection efficiency for multiliadron events is estimated using QCD-based Monte
Carlo generators 2~ 1o be 0.80 £ 0.02 at SLC [0.51 £0.02 at PEP]. A 1o1al of 391
events from the SLC data and 7343 events from the PE® data pass the sclection
culs.

Second order perturbative QCD predictions are divectly compared with the
measured g3 distribution for determining a,. Detector effects, biases due to event
selection and initial state radiation effects are carrected with bin-by-bin correction
factors. In the range 0.01 € y3 < 0.14, the corrections are typically less than 5%
for SLC data {10% for PEP data). The bin-to-bin systematic errors due to the
vatiation of the correction factors for various models 81 are loss than 1% at SLC
[3% at PEP). These crrors slightly increase with y3. The overall normalization
uncertainty in the correctiou faclors is estimated to be 2% at SLC [3% at PEP).
The corrected 95°""(y3) distributions for the two data samples are shown in Fig.).
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w0k ! ~ /’ y {a) /& =01 GeV, and (b) /5 = 20 GeV.
E iy Only the statistical errors are indicated
_F E \%: in the figures. The curves below gy =
Z 10 e e B 0.14 indicate the QCD predictions with
e (W o pep ] Agrs =01 GeV, 0.3 GeV and 0.5 GeV
10! ', bigg + 05 GeV 4 for @* = 5. Tie 33 range used in the fit
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$ In order to reduce the bias due to initial state cadiation and background from two phaton
pracesses for the PEP data, events with Yarge missing energy or with a Inrge energy photon
are eliminated by applying additional cuts deseribed in Ref.6. TFor the Z-resonauce data

such effects are small, hience we do not apply any cuts other tian those nientioned above.”
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Corrections are not applied for fragmentation effects. Rather, they are ac-
counted for as systematic orvars. Tn Fig.2, the ratio g8*7"* fghedrons is shown as
a function of g3 for two nodels. B! Iy the range 0.04 < y3 < 0.14, the bin-to-bin
systematic errors associaled with fragmentation effects are 3-5% at SLC [5-10% ab
PEP]|. The uormalization uncertainty is estimated to be 2% at SLC [4% at PEP).
4. RESULTS (RUNNING &v,)

The a, value is obtained from a fit of the corrected ga{ya) distribution ta the
O(e?) QCD prediction.!! The fit is performed within the range of 0.04 < y3 < 0.14
using a likelihoud method which arcounts for the statistical ecrors and the various
systematic errors. The lower y3 limit of the fitted range is chosen in order to
litnit the fragmentation effects, while the upper limit anses only becanse the QCD
prediction for y3 > 0.14 is not available in Ref.11. Clioosing the renormalization
point Q2 Lo be s, we obtain

a, = 0.123 4: 0.00% + 0.005 at SLC,
ay = 0.149 £ 0.002 £ 0.007 at PEP.

0.25 T T T i T i — Fig.:‘:
L . The strong coupling o,(Q* = §) as a
0.20 function of /3. The errors inchude statis-
_\ . tical and systematic uncertainties added
wo0as|-— in quadrature.  Also shown are tw ex-
‘E; b : N trapalations of the a, measurement at
”} 010 ' : VE = 29 GeV 1o higher energies using
- the formula of Rtef.12, or assumiug a con-
0.05 stant ar,. The dotted lines indicate the ex-
= - trapolation of the measured o, £ 1o from
ol Ll it 29 GeV.
1] 50 100 150 2006
wi 5 (GeV) ursy

The runming of a, from 29 GeV to 91 GeV is consistent with the QCD predie-



tion, as shown in Fig.3. The running of a, with @ is governed by the Renormal-
ization Group Equation (RGE) which, to second order in as, is given by

TR R RN
Fgiar - olgg) (Lt higy)

The cceficients b and & do not depend on the renormalization scheme chosen,
hence they represent fundamental physical quantities. Denoting by ns the effective
number of flavors at a given @2, QCD predicts & = (33 — 2n7}/6 and b =
(153 ~ 19n/)/{33 — 2ny). The ROGE can be integrated to express bg in terms of
our two measuccments of the conpling constant aSZC and af£P and of the InQ?
variation A InQ? = 21n{91/29) = 2.29. One gets

F(aSL¢) - F(aPEP) . 2r 2
bp = ( Ah\Qz . with F(ﬂ,): -(;-bl ln(;—; +b;)

We obtain by = 3.4¥31 where the errors take into account the partial cancellation
of the normalization uncertainties. This value, which is almost independent of by,
agrees with the QCD prediction of by = 3.83 for ny = 5.

To express the a, measurements in terms of the QCD scale parameter Agrs,
we use the approximate solution of the RGE given in Ref.12. We obtain Ags =
0.29%017+0.11 GeV at SLC, and Agg = 0.2830:92400% GeV at PEP, in agrecment
with the valuc 0.33 £0.04 £0.07 GeV previously obtained using the energy-energy-
correlation by Mark II at 29 GeV.?

5. Q? DEPENDENCE OF Agjy

In finite order perturbative QCD. the predictions depend on the renarmal-
ization scheme { RS) and on the renormalization point (@°). Therefore the Agen
value, which is extracted from the data using finite order QCD predictions, depends
on boih the RS and the Q. Triggered by the work of Kramer and Lampe M several
experimiental papers were published in an attempt to optimize Q* for the deter
mination of .-\-‘,‘-,—_q.”‘" The simultancous determination of Q° and Agrg using poi
wualtiplicity favors very small Q% values.'®7 byt the results are very sensitive to
perturhative QC predictions in the very soft vegion where Lhe size of the second
arder term is Yarge compared to the first order term (i.¢. where the Q{o2) por. urba-
tive expansion is not reliable). Therefore the results of sunultaneous determination
of Q? and Az would be based on the instability of the O(a?) perturbative ox-
pansion in the infrared region, and hence is highly questionable. If we restrict
ourselves anly in the region where we expect the fragmentation and higlier order
QCD ellects to be small, A and Q* cannot be determined independent|y. Lor
exaraple, using ¢3(yeut) in the range 0.04 < y3 £ 0.14. where (o} perturbative
QJCD works well, the resultant one sigma contour in the Agrs-Q° plane is a band
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along a curve starting from Agz = 0.1 GeV at Q* = (3 GeV)® and extending to
Az =23CeVat @2 = (1000 GeV)'

In the second order calculations, difference of the predictions for different 779's
can be absorbed into the *Q? ambi[.,ui'l.y’ 18 Thercfore ‘RS ambiguity’ and Q2
ambiguity’ are degenerated, to the O(a?). A reasonable renormalization point Q2
must be chosen as we choose the M3 scheme for RS

Several prescriptions have been proposed to chovse a particular value of
@Q2.1%-2 For the purpose of illustrating and exploring the effect of the choice of
Q?, we use the Brodsky-Lepage-Mackenzie (BLM) method?! to eliminate the @2
ambiguity for g3 at each y3 value. In this picture, the source of the running &,
is the vacuum polarization of gluons (in analogy with QED), hence @2 might be
the typical momentum scale involved in the vacuum polatization loops; the energy
scale is related to the allowable invariant mass (virtualily) of gluons, which can be
as small as a few GeV. The choice of Q° depends on the kinematica) variable y;
because the gluon virtuality depends on y3. The @ value prescribed by the BLM
method (@*) is 4 GeV [1.3 GeV] at y3 = 0.05 and increases to 6 GeV [2.0 GeV]
at y3 = 0.10 for /s = 91 GeV [\/s = 29 GeV]. Choosing @* = (Q*)* at cach
value of y3 and /s, and ny values appropriaie to Lhe small @* valves (ny =1 for
SLC and ny = 3 for PEP), the Agyg values obtained using the BLM method are
0.17¥0.0610:03 GeV at SLC and 01775013008 GeV at PEP. These Agrg values are
smaller than the values which are determined with Q2 = 4,

¢. CONCLUSIONS

We have presented the measurement of the coupling strength of the strong
interaction in ete™ annihilation at /s = Az (SL.C) and at /5 = 29 GeV (PEP)
using the differential jet nmltiplicity ga. The method is relatively insensitive wo frag-
mentation effects and statistically easy to handle. In the framework of second order
QCD calenlations and lor @* = s, the measured vatues of a, are 0.1234:0.00940.005
al /s = 91 GeVoand 0,149 £ 0.002 £ 0.007 at /s = 20 GeV. The rmuring of o,
from 29 GeV to 91 GeV is scen and is consistent with the QCD prediction. The

corresponding values of the QCD scale patameter are Agpz = 0.2040 14000 GeV
at SLC, and Agrg = 0.283 08 GoV at PEP. For comparison, resnlts have been

also presented af considerably smalter values of the renormalization point (@), as
suggested, for example, by the Brodsky Lepage-Mackengie methad,

+ Couventionally, @ = » = ¢, ,, is chosen for ¢* ¢~ collision amd Q? = —pi. for deep
inefastie {eplon-nucleon sealtering. However, Lhere chuices nire not ditectly connected o
the ggg verlex where o, shoold be determined.

G



REFERENCES

. Mark [1 Collab., S. Komamiya and F. Le Diberder et al., Phys. Rev. Lett,

64, 987 (1990).

5. Komamiya, SLAC-PUB-5154, to be published in the Proceedings of Int.
Europhysics Conl, on High Energy Physics, Madrid Spain, September 1989,

3. Mark I1 Coliab., D.K. Wooa et al.. Phys. Rev. D37, 3091 (1988).

'

®» N o

10.

L1
12,
13.
14.
15.
16,

17.
18.
19,
20.
2l.

JADE Collab., 8. Bethke et al., Phys, Lett. B213, 235 (1988); Mark Il
Collab., 8. Bethke et al., Z. Physik C43, 325 (1989).

JADE Collab., W, Hartel et al., Z. Physik, C33, 23 (1986).
Mark 11 Collab., A. Petersen et al., Phys. Rev. D37, 1 (1988).
Mark II Collab., G.5. Abrams ct al., Phys. Rev. Lett. 83, 1358 (1989)

The Lund parton shower model, T. Sjéstrand, Comp. Phys. Comm. 39, 347
{1988); T'. Sjostrand and M. Bangisson, Comp, Phys. Comm. 43, 367 (1087).

. The Webber parton shower model, G, Marchesini and R.R. Webber, Nucl,

Phys. B238, 1 (1984); B. R. Webber, Nucl. Phys. B288, 492 (1984).

The Lund model based on Oa?) matrix clements calculated by T.D,
Gotlschalk and M. P, Shatz, Phys. Lett. B150, 451 (1985)

G. Kramer and B. Lampe, Fortschir. Phys, 87, 161 (1989).

Particle Data Group, M. Aguilar-Benitez et al., Phys. Lett, B170, 78 (1986).
G. Kramer and B. Lampe, Z. Physik, C39, 101 (1988).

N. Magnussen, PhD thesis, Universitdt Wuppertal, 1488.

CELLO Collab., H.J. Behrend et al., Z.Phys. C44, 63 (1959).

S. Bethke, Z. Physik, C43, 331 (1989); AMY Collab., 1.H. Park et al.,
KEK-89-53, submitted to the Lepton Photon Symposium (Stanford, 1989),

OPAL Collab., M.Z. Akrawy ct al., Phys, Lett. B235, 389 (1850)

for example, K. Hagiwara, Suppl. Progr. of Theor. Phys. 77, 100 (1983).
G. Grunberg, Phys. Lett. B95, 70 (1980).

P.M. Stevensaon, Phys. Rev. D23, 2016 (1981).
S. Brodsky, G.P. Lepage and P.B. Mackenzie, Phys. Rev. D28, 228 (1983).



