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ABSTRACT

The finite element model, FETRA, is an unsteady, two-dimensional (longi-
tudinal and lateral) model for simulating the transport of sediment and con-
taminants (e.g., radionuclides, heavy metals, pesticides) in coastal waters.
FETRA includes major transport and fate mechanisms explicitly, including
sediment/contaminant interactions. The purpose of the study was to test FETRA
model with available field data and was not intended to assess the potential
impact of the Windscale Nuclear Fuel Reprocessing Plant on the Irish Sea. The
model was tested by applying it to the Irish Sea to simulate wind-generated
waves and the migration of sediment and 'Cs.  The model predicted
distributions of suspended sand; suspended silt; suspended C1T§' 137¢s sorbed
by each of the three sizes of §9spended sediments; dissolved 7Cs; bed
sediment size fractions; and 137¢s sorbed by bed sand, bed silt, and bed clay
over a two-month period in 1974,

During 1974, the rate of 137Cs release from the plant was about five times
greater than that during 1973. Because of this large increase, we used this
particular period for the simulation. However, available field data for the
period were not complete enough to define the initial conditions for the
simulation. Therefore, we assumed that no contamination existed at the
beginning of the simulation period, and mode]lggedictions were compared with
the incremental difference between dissolved Cs concentrations measured in
1973 aT§71974. FETRA predicted that approximately 82%, 0.002%, and 18% of the
total Cs remaining in this study area were dissolved, suspended sediment-
sor?gg, and bed-sediment-sorbed radionuclides, respectively. 1§9st measurement
of Cs in the study area showed that over 80% of the total Cs was in the
dissolved form.

Although many of the necessary field data (especially raw field data) were
not available to us for validating the model, FETRA nonethe1§§s generally pre-
dicted rT§§onab1e migration patterns for the sediments and Cs. The predic-
tion of Cs distributions can be further improved by using a finer grid near
the radionuclide release point. The study results indicate that FETRA can
simulate the complex phenomena involved in sediment and contaminant transport
in coastal waters. However, we recommend that FETRA be tested further at other
field sites where the necessary field data are available to validate the model.

Detailed Tlaboratory fiume testing should be conducted to study cohesive
sediment transport, deposition, and erosion. Our current lack of understanding
of these phenomena is one of the major factors in hindering the accurate pre-
diction of the migration of radionuclides sorbed by fine sediments (silt and
clay). We also recommend that FETRA be coupled with a geochemical model to
better handle adsorption and precipitation mechanisms.
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SUMMARY

The ultimate goal of this study was to provide the U.S. Nuclear Regulatory
Commission with a site assessment tool to accurately predict radionuclide
transport, deposition, and erosion in coastal waters. To achieve this goal,
Pacific Northwest Laboratory (PNL) applied the FETRA model and the hydrodynamic
model, CAFE, to the Irish Sea. The Irish Sea was selected because coastal
current, sediment, and radionuclide distributions have been extensively
monitored. The purpose of the study was to test FETRA model with available
field data and was not intended to assess the potential impact of the Windscale
Nuclear Fuel Reprocessing Plant on the Irish Sea.

The finite element sediment/contaminant transport model, FETRA, was
modified to include the wave mechanisms that suspend marine sediment. FETRA is
an unsteady, two-dimensional (longitudinal and lateral) model and consists of
three submodels that simulate the sediment/contaminant interactions. These
submodels simulate 1) sediment transport for three sediment size fractions,

2) dissolved contaminant transport, and 3) particulate (those sorbed by sedi-
ment) contaminant transport associated with the three sediment size fractions.

During 1974, the rate of 137Cs release from the plant was about five times
greater than that during 1973. Because of this large increase, we used this
particular period for the simulation. However, available field data for the
period were not complete enough to define the initial conditions for the simu-
lation. Therefore, we assumed that no contamination existed at the beginning
of the simulation period, and model prediig}ons were compared with the
incremental difference between dissolved Cs concentrations measured in 1973
and 1974. FETRA1§}mu1ated wind-generated waves; transport of sand,lg}lt, and
clay; dissolved Cs transport; and transport and accumulation of Cs sorbed
by sand, silt, and clay for 62.5 dg§§. The model predicted that approximately
82%, 0.002%, and 18% of the total Cs remaining in the Irish Sea study area
were dissolved, suspended-sediment-sorbed, and bedi§9diment-sorbed
radionuclides, respectively. Past1§§asurement of Cs in the study area
showed that over 80% of the total Cs was in the dissolved form.

In the hydrodynamic modeling using CAFE, we compared simulated and
observed general flow patterns and simulated and observed velocity ellipses; in
the latter comparison, we focused on the amplitude, direction, and phase of the
maximum flood and ebb currents. The CAFE results for the calibration period
showed good agreement with the general circulation pattern and showed reason-
able agreement with flow velocities. To improve our hydrodynamic model
results, we would probably need to 1) use a finer grid, and 2) investigate more
fully how changes in the boundary conditions would affect the flow field.

Although many of the necessary field data, especially raw field data (such
as distributions of ST§9ended sediment concentrations and their size fractions,
and distributions of Cs sorbed by suspended and bed sediment), were not
available to us to validate the FETRA model, we could still evaluate FETRA's
behavior under a fairly realistic environment for the Irish Sea.
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In general, FETRA predicted reasonable migration patterns for the sediment
and radionuclides, demonstrating a capability to simulate the complex phenomena
of sediment and radionuclide transport in coastal waters. Note that the FETRA
model is general enough to also simulate the transport of other contaminants
(e.g., heavy metals, pesticides, and other toxic chemical compounds).

We recommend that

o FETRA be applied to other sites where the field data necessary to
validate the model are available

o FETRA be coupled to a geochemical model to improve its handling of
adsorption and precipitation of radionuclides

o FETRA's capability to simulate marine sand transport by waves be
further improved

o Tlaboratory hydraulic-flume testing be performed to carefully
investigate the mechanisms of transport, deposition, and erosion of
fine sediments of silt and clay.
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1.0 INTRODUCTION

Many nuclear facilities release radionuclides into costal waters
under normal and accidental conditions. To assess the potential dangers
that these radionucliides may pose to the environment and humans, the
migration and fate of these radionuclides in costal waters must be
determined. The distributions of radionuclides in coastal waters are
controlled by the following transport/
transformation processes:

@ radionuclide transport resulting from

- water movement caused by coastal currents, wind shear, and
surface waves

- sediment movements caused by coastal currents and surface waves

- bioturbation

@ radionuclide intermedia transfer resulting from

- adsorption/desorption
- precipitation/dissolution
- volatilization (if applicable)

o radionuclide decay
® radionuclide transformation resulting from
- yield of radionuclide decay products

If a coastal water has very small concentrations of fine3sed1me865, then
for radionuclides with no or Tow affinity to sediment (e.g., “H and Sr), the
most important transport mechanism is the water movement. However, for radio-
nuclides with high affinity to sediment, we must also consider the radionuciide
adsorption to the sediment, and thus sediment transport affected by both
coastal currents and surface waves must be considered (Noshkin and Bowen 1973;
Nevissi and Schell 1974; Livingston and Bowen 1976; Schell 1977). This is
especially true if a coastal water has high concentrations of suspended fine
sediments and/or a high fraction of fine sediments in the sea bed.

Measurements conducted in the Irish Sea near the Windscale NE§§ear Fuel
Reprocessing Plant in England indicate that approximately 95% of Pu dis-
charged from the plant to the Irish Sea was adsorbed by marine sediment and
only 5% remained in solution in sea water (Hetherington 1976). Plutonium
sorbed onto bed sediment then ?Sgomes a 18Rg-term source of contamination.
Egsse data also revealed that Ru and Ce behave in a manner similar to

Pu. Hetherington (1976) further reported that subsequent deposition of
radioactively contaminated suspended sediment to the sea bed is the major
factor causing the accumulation of radionuclides in the Irish Sea bed.
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Schell 1977% Beported that in the near coastal waters of Washington State
more than 75% of 2%‘esent is associated with sediments. Furthermore,
Schell mentioned that Po is also generally found in the sediments of
Washington State coastal waters.

Historically, contaminant (e.g., radionuclides, heavy metals) transport
modeling in coastal waters has been performed without considering nonaqueous
forms of contaminants (Leenderste 1970; Leenderste et al 1973; Eraslan 1975,
1977). Although a contaminant may be substantially precipitated or sorbed to a
solid matrix, the aqueous-only modeling approach remains popular because it is
much simpler and in many cases predicts conservative concentrations of
dissolved contaminants. However, recent concern about the accumulation of
contaminants in the environment as well as general demands for more accurate
predictions has prompted the development and testing of more sophisticated
surface water contaminant transport models (Onishi et al. 1982; Onishi and
Trent 1982).

FETRA (the Finite Element Transport Model), a computer program for
sediment/contaminant (e.g., radionuclides, pesticides, heavy metals) transport
was developed in response to the need for a site assessment methodology that
realistically addresses the governing mechanisms of contaminant transport and
fate in surface waters (Onishi 1981; Onishi et al. 1979). FETRA uses the
finite element computational method to produce time-varying longitudinal and
tateral distributions of sediments and contaminants using three coupled sub-
models. The following three coupled submodels describe sediment/contaminant
interactions:

» a sediment transport submodel

2 a dissolved contaminant transport submodel

@ a particulate (sediment-sorbed) contaminant transport submodel.
The FETRA model was tested by

@ numerical experiments to solve problems with known analytical
solutions for comparison

@ checking mass balance
» applying the model in the field.

To field test the model, FETRA was applied to the Irish Sea to simulate surface
waves gene[gged by w1nd, sediment transport affecteq39y the flows and waves,
dissolved Cs, and particulate (sediment-sorbed) Cs in water columns and
the sea bed over a two-month period of 1974, The hydrodynamic input data
required by FETRA was obtained from a compatible finite element hydrodynamic
model, CAFE (Wang and Connor 1975).
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This report discusses the performance testing of FETRA. Conclusions and
recommendations are presented in Chapter 2. Chapter 3 provides the FETRA model
description and Chapter 4 discusses the simulation results from the application
of FETRA and CAFE to the Irish Sea. Volume 2 of this report contains a brief

user's guide and a program listing for FETRA.
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2.0 CONCLUSIONS AND RECOMMENDATIOQNS

The sediment/contaminant transport model, FETRA is undergoing model appli-
cation tests prior to its distribution as a site assessment tool. The applica-
tion of FETRA to the Irish Sea study area is intended to test its capabilities.

Although the Irish Sea has been extensively monitored for distributions of
current, sediment, and radionuclides, we were not able to obtain much of the
field data (especially raw field data) necessary to validate the model., Hence,
this study focuses on evaluating the behavior of FETRA under reasonably realis-
tic conditions for the Irish Sea.

2.1 CONCLUSIONS

FETRA generig}y pred1c§§7reasonab1e distribution patterns of sand, silt,
clay, dissolved s, and Cs sorbed by sand, silt, and clay in the Irish
Sea as influenced by tides and wigq. However, there is some discrepancy
between tT§7predicted dissolved Cs distribution and that estimated from the
measured Cs distrigytion. The model predicted that approximately 82% and
0.002% of the total Cs remained in the Irish Sea study area as dissolved
radionuclides and suspended-sediment-sorbed radionuclides, respectively, while
approximately 18% remained in the bed sorbed on bed sediments. The model pre-
dicted much Tower radionuclide concentrations in the vicinity of the radionu-
clide release point than measured concentrations. This is attributed to the
use of a coarse finite element grid near the source. Better predictions of
radionuclide distribution can be achieved by using a finer grid near the
radionuclide release point. The simulation results indicate that FETRA can
simulate the complex phenomena involved in radionuclide migration in coastal
waters. The model is general enough to also simulate transport of other
contaminants, such as heavy metals, pesticides, or toxic chemical compounds.

2.2 RECOMMENDATIONS

We recommend that

1. FETRA be applied to at least one more field site where the necessary
field data are available to validate the model

2. a geochemical model be coupled with FETRA, so that adsorption and
precipitation are more accurately estimated to produce a better
prediction of radionuclide distributions

3. FETRA's capability to simulate marine sand transport affected by
surface waves be further tested

4. carefully controlled laboratory flume testing be conducted to improve
the current understanding of cohesive sediment transport, deposition
and erosion. The current lack of understanding of these basic phe-
nomena prohibits a reliable prediction of sediment-sorbed radionu-
clides, thus also affecting the prediction of dissolved radionuclides
in surface waters.
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3.0 MODEL DESCRIPTION Or FETRA

FETRA is an unsteady, two-dimensional model that uses the finite element
computation method with the Galerkin-weighted residual technique (Onishi 1981).
The following three submodels were coupled to account for the sediment/
contaminant interactions: 1) a sediment transport submodel; 2) a dissolved
contaminant transport submodel; and 3) a particulate contaminant transport
submodel. (Particulate contaminants are those adsorbed by sediments.)

The following is the description of the modified model.

3.1 SEDIMENT TRANSPORT SUBMODEL

Important sediment characteristics such as fall velocity, critical shear
stresses of erosion and deposition, and adsorption capacity vary significantly
with sediment sizes and types. Accordingly, sediment movements and particulate
contaminant transport are modeled separately for each sediment size fraction or
sediment type. (FETRA currently handles three sediment size fractions or
sediment types.) The sediment transport submodel includes the mechanisms of

1. advection and diffusion/dispersion of sediments

2. fall velocity and cohesiveness

3. deposition on the sea bed or riverbed

4, erosion from the sea bed or riverbed (bed erosion and armoring)

5. sediment contributions from point/nonpoint sources and subsequent
mixing.

Sediment mineralogy and water quality effects are implicitly included in
Items 2, 3, and 4 above. This submodel also calculates the changes in the
ocean bed or riverbed conditions, inciuding bed elevation changes that result
from scouring or deposition or both, and three-dimensional distribution of
sediment sizes within the bed.

The governing equation of the vertically averaged, two-dimensional sedi-
ment transport for jth sediment size fraction or sediment type was obtained

from the following three-dimensional mass conservation equation (Daily and
Harelmann 1966; Sayre 1966):

aC.
1,9 a_ a_ -
ik (UCj) + 2y (VCj) e (W wsj) Cj

aC. aC. aC
=L(E _1)+a_(€ _.1>+a_(€ _z>+Q.
X \"x 93X dy \y 3y 9z \"z 3z SJ
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where

Cj = concentration of sediment of jth size fraction, (weight of
sediment per unit volume of water)
Qgs = source strength of jth sediment contribution
% = time
U = velocity component of longitudinal (x) direction
V = velocity component of lateral (y) direction
W = velocity component of vertical (z) direction
wsj = fall velocity of sediment particle of jth size fraction or type
X,¥,Z, = longitudinal, lateral, and vertical directions in Cartesian
coordinates, respectively, and
“xstyrtz = diffusion coefficients of longitudinal, lateral, and vertical

directions.

The boundary conditions were

aC .
- - _l= —
(W wsj) Cj €, 37 0 at z = h (2)
aC
(1 - v) WSJ. CJ te, _—laz = SDJ - SRj at z =0 (3)
aC .
VCj - Ey 5;1'= dgj or Cj = Cjo at y = 0 and B (4)
where
B = width of the river
Cjo = constant concentration of jth sediment
h = depth
SDj = sediment deposition rate per unit bed surface area for jth sediment size
SRj = sediment erosion rate per unit bed surface area for jth sediment size
Yy = coefficient, i.e., probability that particle settling to the bed is
re-entrained, and
4sj = lateral influx of jth sediment.

The vertical flow velocity, W, was assumed to be negligible.
Equation (1) was vertically integrated to obtain the two-dimensional
sediment-transport equation. Since velocity components and sediment concen-

tration are generally not uniform vertically, we used the following approach
similar to the one used by Fischer (1967).

C. =C, + c; (5)
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in which C;,U,V = depth averaged values of concentration of jth sediment,
longitudinal velocity, and lateral velocity, respectively; and c",u",v" =
fluctuations from the depth averaged values of concentration of jth sediment,
longitudinal velocity, and lateral velocity, respectively. Note that c",u",
and v" are spatial deviations, not temporal deviations as are usual in turbu-
lence analysis; all of the temporal averaging has been carried out before
writing Equation (1).

As in the Boussinesq diffusion coefficient concept let

h afj

gf w'et s dz = (FE) o= -hoy ol (9)
and —
h aCj

"c". dz = .) h = -hD —= 10

é[ v'c ] z (v"c"J) y 3y (10)

in which D, and Dy = the dispersion coefficients of x and y directions.

The dispersion coefficients of x and y directions were assumed to be the
same for all sediments and contaminants. Noting the equation of continuity,
the kinetic water surface boundary condition, and Equations (2), (3), (9), and
(10), the following final expression of sediment transport was obtained by
substituting the aforementioned expressions into Equation (1) and by integrat-
ing Equation (1) over the entire river depth:

a3C. — 5C. — 3C. aC. aC.
h—_d + hy —L + hy —L = & G:rr—i> + Q—-(% h——l>

ot X ay 3 X X 93X oy \ 'y oy
+ hQRES + (st - Spy * Qsjh) (11)
where
Ex ) ix I gx N 8x
Q{ = 14teral fluk of flow
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The finite element method was used to solve Equations (4) and (11). To
solve these equations, sediment erosion and deposition rates, Sp; and Spj, must
be evaluated for each sediment-size fraction in various water bodies. These
rates were calculated separately for surface water bodies with and without
wave, as discussed below.

3.1.1 Coastal Waters with Surface Waves

In most environments occurring in coastal areas, marine sediments are
mostly suspended by waves, which themselves can transport only small amounts of
suspended sediment. The sediment suspended by wave action is then transported
mostly by a current that usually is too small to suspend sediment by itself.

The following concept was used to compute the erosion and deposition rates
of noncohesive sediment in this case. If the amount of sand being transported
is less than what the flow and wave can carry, the current and waves will scour
sediment from the sea bed to increase the sediment transport rate. The scour-
ing takes place until an actual sediment load is equal to the carrying capacity
of the flow and waves, or until the available bed sediments are all scoured,
whichever occurs first. Conversely, the flow deposits sand if its actual
sediment load is above the flow and wave capacity to carry sediment.

When surface waves are present, wave motion is assumed to be a dominant
mechanism for suspension of sediment, which is then transported by a combina-
tion of an ambient velocity of incidental flow (those other than ones included
by wave motion) and the second-order velocity components of waves. Hence, if -
the total sediment capacity per unit width at a down-current point is Qy and an
actual amount of sand being transported in the coastal water per unit width at
an up-current point is Qrp, then

Spy = A (12)

Sp: = ——— (13)
in which AL = distance between the up-current and down-current locations and
Qrp = is obtained as a product of sand concentration and a flow rate per unit
width.

Because formulations are not available to calculate rates of cohesive

sediment (e.g., silt and clay) erosion and deposition by waves, the following
formulas developed by Partheniades (1962) and Krone (1962) were used:

T
] b
Rj T M <rch > (14)
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T
b
.= W - —_— 15
SRJ SJCJ < TcDj) (1)

in which M; = erodibility coefficient for jth sediment; t.p; = critical shear
stress for”sediment deposition for jth sediment; and tcgy = critical shear
stress for sediment erosion for jth sediment. Since these two formulas were
origina]]y developed for estuaries and have not been tested in coastal zones,
i and tcpj in Equations (14) and (15) must be selected with great care
throug% model ca11brat1on. Similar to erosion of sand, cohesive sediment will
be eroded with the rate of Sp; or until all the available cohesive sediment in
the bed is scoured, whichever“results in a smaller amount of eroded sediment.

Some studies (Dawson 1978; EPA 1978) reveal that because of its large
adsorption capacity, organic matter is a very important carrier of contami-
nants. Unfortunately, there have not been enough studies to quantify the rates
of transport, deposition, and erosion of organic materials when these materials
are transported other than by attaching to cohesive sediments. Since the
mechanisms governing the erosion and deposition of organic matter are somewhat
similar to those for cohesive sediments, Equations (14) and (15) were also used
to solve for the erosion and deposition rates of organic matter. The selection
of the values of W . and t.gs in Equations (14) and (15) should
reflect the charac%gr1s%1cs o% these materials in terms of their density, size,
cohesiveness, and consolidation.

Offshore Zone. With the wave energy spectrum as a starting point, results
obtained by Einstein (1972) and Liang and Wang (1973) were used to obtain the
wave-induced noncohesive sediment suspension in offshore zones through calcula-
tion of Qgp in Equation (12). Both the wave-induced bed load and suspended
sediment concentrat1ons are calculated. For the bed load, the following
approach was used: the probability that a sediment particle is set into motion
is the same as the probability that the instantaneous 1ift on the particle is
greater than its submerged weight. This probability, denoted by p, is given as
follows (Liang and Wang 1973):

. 2
p =L [ 7 /%, (16)
V2n  B*y '1/C0

where
_og - ¢)
_-—-—-2 gD
pou
B* = 4
l/cO : 1.5

Pg sediment density
water density
Yg = unit weight of sediment
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g = gravitational acceleration
D = equivalent sediment-particle diameter
T = average horizontal velocity in the boundary Tlayer.

The average bed concentration, C,, is given by the following equation

C, = A,PY, (17)

where A, is a constant that must be determined by experiment. Thus, with a
known A  value, C, can be calculated if W is also known (see the expression for
V).

The velocity T is obtained by treating the flow field in the turbulent
boundary 1ayer_§s a superposition of all the components in the random wave
train., Thus, TU- can be written as

-2 _ I 2 2
u o= (uoi) (1 -2f; cos f,, + fli) (18)
where
[-133 sinh (k;h) z]
fli = 0.5 exp aisiD
94
Bi T 2w
aj = wave amplitude
wj = wave frequency (rad/sec)
h = water depth
ki = wave number
z = vertical coordinate
Ugj = ajwi/sinh (kjh)
v = kinematic viscosity of water.
The average bed Toad transport Qg is obtained by integrating as follows:
2D
0 = €, gf (Ug + Upg) dz (19)

Upg = velocity component of incidental flow (those other than ones
induced by a wave action) near the ocean bed

(e
(o]
|

= mass transport velocity (second-order velocity components) of a
wave near the ocean bed.
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Ug is calculated by an expression obtained by Liang and Wang (1973). The
distribution of vertical velocity, Upg of the incidental flow is assumed to
follow the 1/7-th-power law (Schlichting 1968). Hence, the bed load is trans-
ported by both wave-induced velocity and the incidental flow.

The suspended sediment concentration at elevation, z, with no depth
restriction is given by Liang and Wang (1973).

R
tahn (kz/2) j _
{tahn (kzO/Z)} , z, = 2D (20)

c
T
0

W _ sinh k.h
S i

i . . W.
i Yok1 a1 i

where

frequency

water depth

wave number

3/(2 pg/o + 1)

constant

wave amplitude
sediment-settling velocity
vertical coordinate.

e gV Y

NWn - qQ <= N
oW a won o

For the case of shallow water, the suspended sediment concentration, C, at the
elevation, z, is given by Liang and Wang (1973):

()

W h
= S (23)

i . W.
1 YO a1 i

R, |

(22)

Cﬂlc>

For this study, Equations (22) and (23) for a shallow-water case were
used. The rate of suspended sediment transport in the interior zone, Qg, is
then obtained as

h
Qg = ﬁ{~ C (US + UIS) dz (24)

where
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Urs = velocity component of incidental flow (those other than ones
induced by wave action) in the interior zone
Ug = mass-transport velocity (second-order velocity component) of a

wave in the interior zone.

The mass-transport velocity, Ug, is calculated using Liang and Wang's
expression (Liang and Wang 1973). The vertical-velocity distribution of the
incidental flow, Urg, is assumed to follow the 1/7-th-power law. Hence,
suspended sediment is also transported by both wave-induced velocity and the
incidental flow.

Hence, the sediment transport capacity of flow for noncohesive sediment,
QT’ is:

Qr = Qg + Qg (25)

QT’ thus obtained, can then be used to calculate the erosion and/or deposition
rates of sand by Equations (12) and (13).

Surf Zone. The formulations discussed above are only applicable to
regions well beyond the surf zone. The following expressions are used in the
FETRA code to include the littoral (longshore) transport of sediments in the
surf zone induced by the energy and momentum expended by breaking waves. The
work of Komar (1977) and some of his associates was adopted for this study.
The volumetric littoral transport rate S, and the immersed-weight littoral
transport rate I, are given

VQ
Iz = 0.28 (ECn)b T (27)
m
2Eb 1/2
Um = ;h—-' (28)
b
where
(ECn)b = the energy flux of the waves evaluated at the breaker zone
Eb = the energy of the breaking waves
hy = the water depth at breaking
vy o= e]oci%y caused by the combinatjon of waves and currents,
{Vk = Z,7 U sin a_ coS a 3
ay = breaker angTe with the shoreline
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U = velocity of incidental flow (those other than one induced by
waves) in a surf zone
a' = an empirical constant (=0.6).

In the case where the mass transport is induced by wave action alone (in
the absence of other currents, i.e., Uy = 0), the longshore velocity becomes

V& = 2.7U_ sina, cos oy (29)

Hence, the transport rates for this particular case are given by:

-5 ,
S, = (6.85 x 1077) (EC ), sin ay cos o (30)
L, =0.77 (ECn]b sin a cos o (31)
The total sediment transport capacity, Qr, is then calculated by

where a = unit conversion constant.

Rates of erosion and deposition of noncohesive sediment in a surf zone are then
calculated using Equations (12) and (13).

To use the above formulas for the offshore and littoral transport of
sediment, temporal and spacial variations of wave characteriscs, including the
wave angle at breaking, ap, must be calculated. This was accomplished by
1) including wind-induced wave mechanisms in FETRA and 2) a wave refraction
program, which is used in conjunction with FETRA,

To calculate wave characteristics induced by wind, FETRA uses the
following empirical formulations (U.S. Army Corps of Engineers 1962): waves
generated by wind over fetches of known lengths can be computed by a method
reported in Sverdrup and Munk (1947), Bretschneider (1953), and the Coastal
Engineering Research Center's, Shore Protection Manual (U.S. Army Corps of
Engineers 1973).

gF 0.42
0.0125 ;ff)
UW

0.283 US gd_\0*7
HS ol tanh |0.530 <GE—> tanh gdm 0.75 (33)
W tanh 0.530 (—2—
U
W

3.9



gF 0.25
0.077 (__—Eii)

1.2 (21U, a\ 037 ug
TS = —‘-—g_“‘—— tanh 0.833 <B?—> tanh gdm 0.375 (34)
W tanh [0.833 ——
Uy
where
Hg = significant wave height (feet)
U, = wind velocity (feet per second)
g = acceleration due to gravity (32.2 ft/secz)
dn, = mean fetch depth (feet)
Feff = effective fetch length (feet)

T, = significant wave period (seconds)

The significant wave height, H., is defined as the average of the one-third
highest waves and can be related to the maximum wave height (H_,,), highest one
percent (Hy) wave, and highest ten percent (H;n,) wave, by the ?of]owing
relationships (U.S. Army Corps of Engineers 1%93).

H = 1.77 H
mﬁf = 1.67 HZ
Hlo = 1.27 HS

The wave amplitude, a, was caliculated by

HRMS = HS/1.416 (35)

a HRMS/2 (36)

The wave number was calculated by Equation (38) through an iteration process.

=& (37)

w

where
w = wave frequency
k = wave number
L = wave length
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The other method to obtain the necessary wave characteristics is to use
the wave refraction program, LO3D, in conjunction with FETRA. This program was
developed by Dobson (1967), and later modified by Ecker and Degraca (1974).

The theoretical basis of the wave-refraction program is derived from geometri-
cal optics, and uses the Snell's Law. The program uses wave hindcast data to
obtain the representative deepwater waves for all wave directions and periods.
From these deepwater waves, the program simulates the process by which each
appropriate deepwater wave ray is generated toward shore. Starting from a
known point on a contour grid with a given period and an initial direction, the
computer program constructs a single wave ray step by step across the grid. At
wave breaking, the program calculates the refraction coefficient, Kg; shoaling
coefficient, Kg; the wave angle at breaking, ap; the depth at breaking, dn; and
the wave height, h,. The program also computes the longshore component of wave
power at designated stations along the shoreline. The wave characteristics
thus obtained by the wave refraction program are then used by FETRA,

3.1.2 Coastal Waters Without Surface Waves

This is the case if FETRA is to be applied to surface water bodies where
sediment erosion and deposition are dominated by currents, as in rivers,
estuaries, and possibly certain coastal waters. Because FETRA is a vertically
averaged model, it may be applicable to well-mixed estuaries but not well-
suited to stratified estuaries.

Similar to the computation of the erosion and deposition rates of non-
cohesive sediments in coastal waters with surface waves, the following concept
was used. Both erosion and deposition of noncohesive sediments are affected by
the amount of sediment the flow can carry (e.g., if the amount of sand being
transported is less than the flow can carry for given hydrodynamic conditions,
the flow will scour sediment from the stream bed to increase the sediment
transport rate). This process occurs until the actual sediment transport rate
becomes equal to the carrying capacity of the flow or until all the available
bed sediments are scoured, whichever happens first., Conversely, the flow
deposits sand if its actual sediment transport rate is above its capacity to
carry sediment. Because of the simplicity of the formulation, DuBoy's formula
(Vanoni 1975) was used to estimate the total sediment transport capacity of
flow per unit width, Q:

QT =¥y Ty \Tp T TC) (39)

in which 1, = bed shear stress; 7. = critical shear stress, defined and
determined by DuBoy (Vanoni 1975)"as a function of sediment size; and Tt =
coefficent defined and determined by DuBoy (Vanoni 1975) as a function of
sediment size. Although the DuBoy's formula is sometimes classified as a bed-
load formula, it has been widely used to calculate the total sediment load
because of its simplicity (Vanoni 1975). Comparisons of computed and measured
sediment loads for the Niobrara River near Cody, Nebraska, and the Colorado
River at Taylor's Ferry, Colorado, reveal that DuBoy's formula tends to over-
estimate a total sediment load under low flows, but provides better estimates
under high flows (Vanoni 1975).
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The total sediment capacity, Qr, per unit width at a down-current point
was then compared with the actual amount of sand, Qrp, being transported per
unit width at an up-current point. Thus, using Equations (12) and (13) from
p. 3.5,

4 - %
RJ AL

o %
Dj i

in which AL = distance between the up-current and down-current locations; and
Qrp = is obtained as a product of sand concentration and a flow rate per unit
wodth, as defined previously.

As discussed before, for cohesive sediments (e.g., clay and silt), the

following formulas [Equations (14) and (15) from p. 3.6] developed by
Partheniades (1962) and Krone (1962) were also used for this case:

b

Sps =M /-1
RJ J Tch

T
Spi = MG 1 - =
J JJ TCDj

where
Mj = erodibility coefficient for jth sediment
Tcpj = critical shear stress for sediment deposition for jth sediment, and

TCR] critical shear stress for sediment erosion for jth sediment.

Values of M , and t. j must be determined by field or laboratory tests,
or both (Krime 1982: Partfohiades 1962: Vanoni 1975). Similar to ercsion of
sand, cohe51ve sediment will be eroded with the rate of Sp: or until all the
available cohesive sediment in the bed is scoured, whichever results in a
smaller amount of eroded sediment.

3.1.3 Bed Computations

To simulate sea bed or riverbed conditions as regards the bed's elevation
change, sediment distribution, and armoring, FETRA divides the sea bed or
riverbed--except for the top layer--into a number of layers with a standard
thickness. The thickness of the top Tayer is equal to or less than the stan-
dard thickness at any given time. Each layer consists of a combination of
clean or contaminated sediments of three sizes (or types), or both, selected
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for sediment transport as mentioned previously. Based on the sediment erosion
or depositon rate [Sp; or Spj, as calculated by Equations (12) through (15)],
sediments of each sizé fraction (or type) will be scoured from or deposited to
the bed, changing the thickness of the top layer and possibly the number of bed
layers. When the top bed layer thickness reaches more than the standard thick-
ness due to sediment deposition, a new top layer will be formed. On the other
hand, when all the sediment in the top bed layer is scoured, the bed layer
immediately below the original top layer becomes the new top layer. This pro-
cess will continue until the actual sediment transport rate becomes equal to
the carrying capacity of the flow or until the available bed sediment is
completely scoured, whichever occurs first.

For the sediments of the second and third size fractions (or types), the
number of bed layers eroded cannot exceed the number of layers eroded for the
sediment of the first size fraction (or type). In other words, sediments of
the first sediment size fraction (or type) cover and protect the sediments of
the second and the third size fractions (or types) in lTower layers from
erosion, thus exhibiting armoring of the bed.

Contaminant distributions associated with each sediment size fraction (or
type) within the sea bed or riverbed were also obtained. We kept track of the
amount of contaminants removed from or added to each bed layer during a
simulation period due to erosion or deposition of contaminated sediment, or
both, and direct adsorption/desorption between bed sediment and dissolved
contaminants in overlaying water.

3.2 DISSOLVED CONTAMINANT TRANSPORT SUBMODEL

Dissolved contaminants interact both with sediments in motion (suspended
and bed-load sediments) and with stationary sediments in the sea bed or river-
bed. To account for these interactions, this submodel includes the mechanisms
of

® advection and diffusion/dispersion of dissolved contaminants

e adsorption (uptake) of dissolved contaminants by both moving and
stationary sediments or desorption from the sediments into water

® radionuclide decay, or chemical and biological degradation of
contaminants, and

@ contaminant contribution from point/nonpoint sources, and subsequent
mixing.

Contributions from wastewater discharges, overland runoff flow, fallout, and
ground water to a coastal water or a river system may be treated as a part of
the point/nonpoint source contributions. Effects of water quality (e.g., pH,
water temperature, and salinity), and sediment characteristics (e.g., clay
minerals), can be included by changing the distribution (or partition)
coefficients of contaminants.
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The governing equation of dissolved contaminant transport for the three-
dimensional case is

E)Gw 3 9 9 9 aGw
36 T ax (U8,) * oy (V&) + 57 (W6) = 55 \ex ax

3 aGw ) aGw I
vay Cyay ) ez gz ) - A6 - Ki(CyKe 8, - G5) £, (40)

In addition to the previously defined symbols:

Kdj = distribution (or partition) coefficient between dissolved contaminant
and particulate contaminant associated with jth sediment
Kj = transfer rate of contaminant adsorption or desorption to reach an
equilibrium condition with jth sediment in motion
Gj = particulate contaminant concentration associated with jth sediment in

motion (weight of contaminant or radioactivity of contaminant or
radicactivity per unit volume of water)

G, = dissolved contaminant concentration (weight of contaminant or
radioactivities per unit volume of water)

Q, = source strength of dissolved contaminant, and

A = radionuclide decay rate, or chemical and biological degradation rates
of contaminant.

The distribution coefficient, de, for the jth sediment, is defined by

f
3
T
g TS
Kes =7 " FC. (41)
oW
VW

where

= fraction of contaminant sorbed by jth sediment
fraction of contaminant left in solution

-4
i

$J

M'? = weight of jth sediment
Viy = volume of water, and
foi/fw = Gj/Gw'
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Equation (41) may be rewritten as

Gj = deCjGw (42)
Adsorption of contaminants by sediments or desorption from sediments are
assumed to occur toward an equilibrium condition with the contaminant transfer
rate, K; (unit of reciprocal of time), if the particulate and dissolved
contaminant concentrations differ from their equilibrium values as expressed in
Equation (42). The boundary conditions for dissolved contaminant transport are

3G
W
W6, - e, 757 =0 at z = h (43)
aGw .
€232 ~ 3 Yj (1 - P) DBKBj (deGw - GBj) at z =0 (44)
aGw
VGw - Ey 5;—-= q, or Gw = GwO at y = 0 and B (45)
where
Dg = averaged bed sediment diameter
Ggi = particulate contaminant concentration associated with the jth sediment

J in the sea bed or riverbed (weight of contaminant or radioactivity
per unit weight of bed sediment)

KBj = transfer rate of contaminant adsorption or desorption to reach an
equilibrium condition with jth bed sediment
Gyo = constant concentration of dissolved contaminant

P = porosity of the sea bed or riverbed
Yj = density of jth bed sediment, and
qy = lateral influx of dissolved contaminant.

Equation (44) expresses the direct adsorption or desorption between a
dissolved contaminant and stationary jth sediment in the bed, or both. The
distribution coefficients for both moving and stationary sediments were assumed
to be the same as long as these sediments have the same characteristics, e.g.,
diameters, clay minerals, organic content. The difference in the adsorp-
tion/desorption mechanism between these two sediments is the time required to
reach equilibrium. We also assumed that direct adsorption or desorption, or
both, from bed sediments occurs only with sediments on the bed surface.
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In order to vertically integrate Equation (40) let

Gy = Gy * Gy

Gj = depth averaged value of particulate contaminant concentration associated
with jth sediment

Gj = fluctuation from the depth averaged value of particulate contaminant
concentration

Gy = depth averaged value of dissolved contaminant concentration, and

= fluctuation from the depth averaged value of dissolved contaminant
concentration.

Integrating Equation (40) over the entire flow depth yields the following
final transport equation of dissolved contaminants:

3G _ 3G 3G 3G 3G,

h—2 W vV —W . 9 W a_ h W
at + hu X toh 3y 3IX Kx hax Yy Ky Yy
I -, o~
- [xh +Qh + ] KiKgsCy * 5 Kpjry (1 = P) DBde] G,,
b = X
+ (% K.G.h + 7 K,.y. (1 -=P) D, G,. + Qh
(5 K385h * 5 Kgyvy ) Dg Gg5 + Q,h) (48)

The boundary conditions for this equation are the same as those in
Equation (45).

3.3 PARTICULATE CONTAMINANT TRANSPORT SUBMODEL

The transport of sediment-attached contaminants is solved separately
according to sediment size fraction (or types). This submodel also includes
the mechanisms of

e advection and diffusion/dispersion of particulate contaminants

o adsorption (uptake) of dissolved contaminants by sediment or
desorption from sediment into water

e radionuclide decay, or chemical and biological degradation of
contaminants
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o deposition of particulate contaminants on the sea bed or riverbed or
erosion from the ocean bed or riverbed

@ contaminant contribution from point/onpoint sources and subsequent
mixing.

Again, contributions to a water body from wastewater discharges, overland
runoff flow, fallout, and ground water may be treated as a part of the point/
nonpoint sources contributions. The three-dimensional distribution of the
particulate contaminant within the bed is also computed, as mentioned earlier.

As in the transport of sediment and dissolved contaminants, the three-
dimensional transport equation for contaminants adsorbed by the jth sediment
may be expressed as

3G,
_J . oy 3_1(W -
Tt ax (UGJ) t 3y (vey) + 43 [ (W wsj) Gj]
3G 3G, 3G
S0 fo Sy ,ao . i), f 2
ax \"x ax 3y \'y ay 3z "z 3z
= AG. - K, (G, - C.K,.G ) + Q. 49
57K (85 - CiR8) * O (49)
in which Qj = source strength of particulate contaminant associated with jth
sediment. “The boundary conditions for this case are
3G,
(W - st) Gj - €, 5?1 =0 at z = h (50)
3G,
(1-Y) wstj+€Z 37 =GJSDJ-GBJSRJ at z =0 (51)
3G,
VGj - gy 5y1-= 45 » or GJ = GJ-0 at y = 0 and B (52)
in which q; = lateral influx of particulate contaminant associated with jth

sediment; gnd G;, = constant particulate contaminant concentration associated

with jth sedime%%.

Integrating Equation (49) over the entire depth yields the following final
expression of the particulate contaminant transport equation:
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TGN + GgjSp; + ;M) (53)

+ (K.K..
VRihdi W

The boundary conditions for this case are the same as those expressed in
Equation (52).

3.3.1 Finite Element Method

Because of its increased solution accuracy and ready accommodation to
complex boundary geometry, the finite element solution technique with the
Galerkin weighted residual method (Desai and Abel 1972) was used in this study
to solve Equations (11), (48), and (53) with the boundary conditions of
Fquations (4), (44), and (51). The version of the FETRA used for the Irish Sea
simulation uses the upwind scheme to treat the advection terms in the governing
equations. The flow domain was divided into a series of triangular elements
interconnected at nodal points. Six nodes were associated with each triangle,
three at the vertices and three on the midsides. A quadratic approximation was
made for the sediment and contaminant concentrations with each element. Linear
interpolation was used for variations of fiow depth and velocity within an
element. The computer program was written in FORTRAN IV language.
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4.0 MODEL APPLICATION TO THE IRISH SEA

The Irish Sea was selected as a FETRA application test site because
extensive data sampling had been conducted there by the Fisheries Radiobio-
logical Laboratory of the United Kingdom's Ministry of Agriculture. Note that
this study was conducted to test the FETRA model with available field data and
is not intended to assess the potential impact of the Windscale Nuclear Fuel
Reprocessing Plant on the Irish Sea.

To validate the FETRA model, we needed extensive data to calibrate the
model during one simultion period and then to validate it for simulations
without changing model coefficients and/or parameters. Unfortunately, we could
not obtain many of the field data (especially raw field data) necessary to
validate the model. Data were lacking for concentration distributions of
suspended sediments and their size fractions, and of radionuclides sorbed by
suspended and bed sediments especially for different sediment size fractions.
Thus, this study focused on evaluating the behavior of FETRA under fairly
realistic Irish Sea conditions rather than validating the model.

Two models were used to simulate 137Cs migration and fate in the Irish Sea
over two months of 1974. These are the hydrodynamic model, CAFE, (Wang and
Connor 1975) and FETRA. Both models are depth-averaged, two-dimensional models
using the finite element method with the Galerkin-weighted residual technique.
CAFE simulated time-varying velocities and depths to supply the necessary
hydrodynamic data to the transport model, FETRA. The sediment/contaminant
transport model, FETRA, was then used to predig; wind-generated waves, ?3 iment
transport, and the distribution of dissolved Cs and sediment-sorbed Cs in
the water column and sea bed. For this model application, both CAFE and FETRA
used exactly the same finite element grid discretization of the Irish Sea study
area. Note that the CAFE formulations use linear interpolations of velocity
and depth. FETRA used linear interpolations for velocity and depth to be com-
patible with CAFE output, but used quadratic interpolations for sediment and
contaminant concentrations.

4.1 DESCRIPTION OF THE STUDY AREA

The Windscale Nuclear Fuel Reprocessing Plant in England has been
discharging a low-level radionuclide liquid ef{%yent into the Irish Sea since
1957 (Hetherington 1976). The annual rate of Cs discharged from the
Windscale plant to the Irish Sea is sTgyn in Figure 4.1 (Smith et al. 1980).
Because of the large increase in the137 Cs discharge rate from 20,762 curies in
1973 to 109,765 curies in 1974, the Cs migration that occurred in 1974 was
selected as a test case for the FETRA model application.

Figure 4.2 shows the location of the Irish Sea. The box indicates the
study area: the northern part of the Irish Sea. Windscale is located on the
northwest coast of England. Figure 4.3 shows the study area in more detail.
The dotted lines represent the open boundaries of our simulation region. The
northern boundary extends between Donaghadee, Northern Ireland and Port
Patrick, Scotland, while the southern boundary is bordered by Dun Laoghaire,
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Eire and Holyhead, Wales. The dimensions are approximately 182 km (98 nautical
miles) from north to south and 223.5 km (121 nautical miles) from west to

east. The western part of the study area has depths of 70 to 100 m (230 to
328 ft) while the eastern part has an average depth of about 40 m (131 ft).

4.2 HYDRODYNAMIC SIMULATION

The FETRA model includes the equations for sediment and contaminant
transport. These equations contain the variables of flow velocity and flow
depth, which are not calculated in FETRA. Therefore, a hydrodynamic model is
required to provide, as input to FETRA, the flow velocities and flow depths
required at each node of the finite element grid for each time step in the
simulation. In this application, we have used the hydrodynamic model, CAFE
(Circulation Analysis with Finite Elements).

CAFE is a two-dimensional (vertically-averaged), finite-element model that
uses the Galerkin residual technique (Wang and Connor 1975). The model simu-
lates tide- and wind-driven circulation. The output includes the flow velocity
and flow depth at each node of the grid for each time step.

In previous applications of CAFE and FETRA to coastal sites, we have also
used the wave-refraction model, LO3D (Ecker and Degraca 1974). We did not use
the LO3D model for this application because the water is very deep in most of
the Irish Sea, and, thus, wave refraction is not important. Instead, we used
equations in FETRA to calculate wave characteristics of wind-induced waves.
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This section on hydrodynamic modeling is divided into two sections. The
input data used in this application of CAFE are presented in the first section.
The second section describes the simulation results for both the calibration
period and the period selected for the FETRA application. The hydrodynamics of
the study area will be presented in the discussion on simulation results.

4,2.1 Input Data Used in CAFE Application

The following input data are required to run the CAFE model:

Discretization of the flow region
Bathymetry

Boundary conditions (for flow)
Initial conditions (for flow)
Bottom roughness

Wind velocity

Eddy viscosities

VeI OO0 o e

The data used for each of these model elements are discussed in this section.
The discretization (i.e., the finite-element grid), the bathymetry (i.e., water
depths), the bottom roughness, and the eddy viscosities do not depend on the
selected simulation period. In contrast, the initial conditions, the time-
varying boundary conditions, and the time-varying wind velocity must be
appropriate for the selected simulation period. Therefore, we first discuss
the simulation periods that were used in our application.

4,2.1.1 Simulation Periods

Two time periods were simulated in this study: 1) April 1968 and 2) July
and August 1974. The former period was selected for calibrating CAFE, since
this period contained the most complete set of flow velocity field data avail-
able to us at the time of our investigation. Model calibration involves
adjusting various model parameters (in this case, bottom roughness and eddy
viscosities) to achieve reasonable agreement between model output (i.e., pre-
dicted flow velocities) for a specific time period and field data collected
during that same period. Model calibration gives the user confidence in using
the computer model in a predictive mode. This confidence results from the
calibration process demonstrating that the model simulates the flow field
reasonably well when appropriate values are selected for the parameters. The
selected values are then used for all simulations of the flow region.

The second period - July and August 1974 - was consideigg to be a good
choice for the FETRA runs, since a significant increase 137 Cs discharge
rates during this period produced much higher dissolved Cs concentrations in
the Irish Sea as compared to previous years (See Figure 4.1).

4.2.,1.,2 Discretization of the Flow Region

Figure 4.4 shows the finite-element grid used for our CAFE runs. As dis-
cussed in the introduction, this same grid is also used for the FETRA runs but
with additional nodes; FETRA uses midside nodes on the triangles as well as

4.4



PORT PATRICK"

A B A

FIGURE 4.4, Discretization of the Study Region

corner nodes because it uses a quadratic approximation for sediment and
contaminant concentrations. (However, FETRA uses a linear approximation for
velocity and depth to be compatible with the CAFE output.)

Because the same grid would be used for the FETRA runs, we designed a
coarse grid - 96 elements and 65 nodes - to minimize the cost of running
FETRA. The computer time required to run FETRA is affected by the grid size in
two ways: 1) the smallest triangle leg (aX) determines the largest time step
(AT) that can be used (because of stability criteria defined by the Courant and
diffusion numbers or numerical accuracy) and 2) the computer time increases
significantly with an increase in the number of nodes, because the band widths
of resulting solution matrices become greater. To minimize the matrix band
widths for both the CAFE and the FETRA applications, we used a computer program
to optimize the node numbering and thereby minimize the required computer time.

A six-minute time step was used for all CAFE simulation runs. (A one-hour
time step was used for all FETRA simulation runs, as discussed in Section 4.3.)

4.2.1.3 Bathymetry

The CAFE model requires an estimate of the water depth at e c? node of the
grid. The bathymetric data were derived from navigation charts. Figure 4.5
shows depth contours (in fathoms) for the study area. The north entrance is
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FIGURE 4.5. Bottom Contours (Fm) (after Bowden 1955)

the deepest part of the study area, with depths as great as 100 fm (600 ft or
183 m). The western part of the region averages 50 fm (300 ft or 91 m). The
other parts are slightly shallower, with 20-fm (120-ft or 37-m) depths in the
region's eastern part and north of the Isle of Man, and 20- to 40-fm (120- to
140-ft or 37- to 43-m) depths south of the Isle of Man.

4.2.1.4 Boundary Conditions

Water surface elevations must be specified at all open boundary nodes for
each time step of the simulation. For the stations located on either side of
the two open boundaries, water surface elevations were obtained from National
Ocean Survey (NOS) tide tables (U.S. Department of Commerce 1967, 1973). Water
surface elevations at other open boundary nodes were estimated by linear
interpolation.

Fi?ure 4.6 shows the average range of tide (in feet) for the study
area.‘\?) The tidal range is the difference in height between consecutive high
and low waters. As shown in Figure 4.6, the tidal range at the open boundaries

(a) Admiralty Chart No. 1411, 1824a, 1826, Hydrographic Office, United Kingdom.
(a) The ranges in Figure 4.6 are based on the M, tidal constituent, which is
the dominant tidal influence in the Irish Sea. This is discussed in
more detail in the Results section.
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of our simulation region is 8 to 9 ft (2.4 to 2.7 m). The range increases in
the interior of the region, reaching 20 ft (6.1 m) in the vicinity of Morecambe
Bay and Liverpool Bay.

4,2.1.5 Initial Conditions

The initial water surface elevation at each node in the grid is required
for each simulation run. To overcome the effect of the assigned initial
conditions, the model was run for two tidal cycles before output was saved for
either the calibration (comparison with field data) or for the FETRA runs.

4,2.1.6 Bottom Roughness

CAFE requires a bottom roughness value for each element. Simulations were
made for Manning coefficients of 0,025 and 0.040. The same value was assigned
at all locations as there was no rigorous way of assigning spatially varying
values. A limited sensitivity analysis indicated that this change in bottom
roughness had no appreciable effect on either predicted flow velocities or
predicted water surface elevations. A value of 0.040 was used for all simula-
tion runs.
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4,2.1.7 Wind Velocity

A wind velocity value is required for each time step in the simulation.
The version of the CAFE code used in this application assigns the specified
value to all the nodes in the grid (i.e., the wind velocity is spatially
uniform) for a given time step. A limited sensitivity analysis showed that the
simulated flow velocities were not very sensitive to wind, as would be expected
because of the large water depths. A southwesterly wind of magnitude 1.0 m/s
was used in the simulations. As a result, the changing water surface elevation
due to tides was the sole driving force for the simulated hydrodynamics.

4,2.1.8 Eddy Viscosities

The eddy viscosity coefficients help Timit numerically generated short
wave noise (Wang and Connor 1975). They affect the predicted currents and have
1itt1e2effect on tidal ranges (Wang and Connor 1975). For our grid a value of
1000 m®/s resulted in numerical instability, probaaly because of the coarseness
of the grid. Thus, a larger value (we used 5000 m”/s) was required for a
stable simulation. A fErther increase in the value of the eddy diffusivity
coefficients (to 9000 m“/s) was necessary to obtain reasonable hodographs (or
velocity ellipses), again probably because of the coarseness of the grid.

4,2.2 Simulation Results

This section will focus on the calibration results. The model results
will be evaluated qualitatively and quantitatively. The qualitative evaluation
will be based on the general flow pattern and will introduce basic information
contained in the literature on the hydrodynamics of the Irish Sea. The quanti-
tative evaluation will be based on a comparison of simulated and measured
velocity ellipses {(or hodographs) and an examination of the maximum flood and
ebb currents. Hydrodynamic information that is specific to the April 1968
calibration period will be introduced in the quantitative evaluation discus-
sion. Information regarding the 1974 simulation period is presented at the end

of this section.

4,2.2.1 Qualitative Evaluation

The literature contains a significant amount of information regarding the
hydrodynamics of the Irish Sea. For example, it is known that the astronomical
tide is the primary driving force for the circulation of the Irish Sea. The
dominant tidal influence is the lunar semidlgsna] tidal wave, My, having a
period of 12 hour 25 minutes of solar time. In the Irish Sea, residuals
(e.g., from wind, horizontal density gradients, tidal nonlinearity, or differ-

ences in mean water level between the North and South exits) are typically 1 to

(c) My is known as a partial tide. The subscript 2 refers to the fact that it
is a semi-diurnal tide, so it results in 2 high tides and 2 low tides per
day. Partial tides are used to analyze the tide at any given locality.
Any tide can be shown to consist of a number of partial tides. Each
partial tide has a different period and angular velocity and is related to
the motion of the earth relative to the moon and the sun.
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2 orders of magnitude less than the maximum tidal streams (Robinson 1979). The
information presented below is based on the dominance of the My tidal
constituent,

Figure 4.7 shows the average time of maximum flood streams as found in
Bowden (1955). Ippen (1966) presents similar information. The numbers
represent lunar hours (1 hour 2 minutes of solar time). The figure shows that
the maximum flood streams occur at approximately the same time over the entire
area (Bowden 1955).

Figure 4.8 shows the average time of high water (Bowden 1955). The time
of high water is the same at all points on a given cotidal line. Ippen (1966)
presents similar information. Again, the numbers represent lunar hours. The
figure shows that high tide occurs within one hour over the entire region.

Figure 4.9 shows current lines of the My tidal constituent. Tidal water
enters from both the north and the south (at approximately the same time),
dividing upon entering to go on either side of the Isle of Man. The flood
tides meet on the east side of the Isle of Man, somewhere across a line from
the Isle of Man to Morecambe Bay (Ippen 1966; Mauchline and Templeton 1963).
The flow velocities will be relatively low where the flood tides meet.

Figure 4.10 shows the maximum current velocities resulting from the M,
tidal streams. In the flow region north of the Isle of Man, maximum velocities
are 0.8 m/s or slightly larger. Velocities are smallest west of the Isle of
Man, ranging from less than 0.1 m/sec to 0.3 m/sec. Velocities east of the
Isle of Man are generally less than 0.4 m/sec. 1In the flow region south of the
Isle of Man, velocities range from 0.4 m/sec to greater than 0.9 m/sec.

Figures 4.11 and 4.12 show maximum flow velocities simulated by CAFE for
two different times in April 1968. Our simulation results indicate the
following:

1. Maximum simulated velocities occur within one hour over the whole region.
2. High water also occurs within one hour over the entire study region.

3. The flow velocities east of the Isle of Man meet in the region between the
Isle of Man and Morecambe Bay.

4, The velocity magnitudes compare well with those shown in Figure 4.10
except for the following: a) simulated velocities are significantly lower
northeast of the Isle of Man and b) simulated velocities are higher just
south of the Isle of Man.

Thus, the above qualitative comparison shows reasonable agreement between

simulated flow velocities and patterns and general hydrodynamic information
that is available for the Irish Sea.
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4,2.2.,2 Quantitative Evaluation

Velocity ellipses provide a more quantitative means of comparing simu-
lation results with measured data. For the quantitative evaluation we compared
our simulation results with flow velocity field data that were obtained from
the Institute of Oceanographic Sciences in the United Kingdom. Figure 4,13
shows the locations of the five flow velocity stations at which measurements
were made in April 1968. Each station was sampled at more than one depth,
generally at about 13 m from the surface, mid-water depth, and 5 m above the
bottom. (The sea floor depth at current meter station 1 is 46 m; stations 2 to
5 range from 29 to 35 m in depth.) Velocities were recorded (at 10-min
intervals) for 10 to 12 days at four of the stations and for 3 to 4 days at the
remaining station (station 1).

g?ff
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FIGURE 4.13. Locations of Recording Current Meters

Figures 4.14 and 4.15 indicate the change in flow velocity magnitude and
direction with depth at each of the sampling stations. The figures show the
maximum flood and ebb velocities, respectively, during one tidal cycle. The
actual magnitudes are listed in Table 4.1. The flow directions are not
significantly different at the various depths at a given point and thus the
vertically-averaged velocities predicted by CAFE should be fairly
representative of actual velocities at a given point. Note that the maximum
velocity north of the Isle of Man is 0.8 m/sec to 0.9 m/sec, which is
consistent with the velocity shown in Figure 4.10 for that flow region.
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TABLE 4.1. Flow Velocities Measured at Different Depths for
Maximum Flood Current and Maximum Ebb

Flow Velocities (m/sec)

Station Depth Ebb Flood
1 .3-.4 pld) 0.876 0.750
.6-.7 D 0.745 0.781
.8-.9 D
2 .3-.4 D 0.222 0.187
6-.7D 0.180 0.018
.8-.9 D 0.186 0.130
3 .3-.4 D 0.594 0.552
6-.7 D 0.552 0.486
.8-.9 D 0.451 0.468
4 .3-.4 D 0.421 0.498
6-.7 D 0.354 0.378
.8-.9 D 0.288 0.312
5 .3-.4 D - -
.6-.7 D 0.529 0.451
.8-.9 D 0.318 0.330

(d) D = water depth

For our quantitative evaluation, we compared hodographs (or velocity
ellipses) derived from the simulated velocities with those derived from the
measured data. A hodograph represents the rotation of the velocity vector at a
given point over one tidal cycle. Previous studies have noted that in most
parts of the Irish Sea, the ratio of the minor axis of the velocity ellipse to
the major axis is less than 0.1 (Robinson 1979; Bowden 1955). Exceptions are
found in the flow regions off Morecambe Bay and the Cumbrian coast (near Wind-
scale), where the ratio reaches 0.6 (Robinson 1979). Figure 4.16 shows the
value of the ratio at various points in the study region. The higher-valued
ratios are associated with weaker and more rotatory (almost circular) currents.

Hodographs were plotted for the measured data at each sampling point
(including the different depths) and also for depth-averaged velocities at each
of the five points. Hodographs based on the simuiated velocities were plotted
for the grid points shown in Figure 4.17. Note that the points (represented by
circles) are either on a node or in the center of an element.

Figures 4.18 and 4.19 show the hodograph comparisons for stations 1 and 2.
Note that the shapes of the hodographs are consistent with the findings noted
above regarding the minor axis to major axis ratio at different locations.
Station 1, located north of the Isle of Man, has a large major axis relative
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FIGURE 4.19. Hodograph Comparison - Station 2

to the minor axis and thus a small ratio. In contrast, point 2, located near
Windscale, has a relatively large ratio resulting from the weaker and more

rotatory currents. Note that the maximum flood and ebb current velocities at
Station 1 are 0.8 m/sec to 0.9 m/sec (as we also noted in Figures 4.20 through
4,22, for the field data only), which is consistent with information presented

above in regard to Figure 4.10.
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The simulated and measured velocity magnitudes are well matched at both
Stations 1 and 2. The simulated and measured velocity directions also show
reasonable agreement at Station 2; at Station 1 the simulated flood currents
are oriented 30° closer to the north than the corresponding measured data.

Figures 4.20 and 4.21 show the hodograph comparisons for Stations 3 and
4, At Station 3 the orientation of the hodographs is fairly close, although
the simulated flood currents are approximately 15° closer to the south than the
measured velocities. Comparing the amplitudes (i.e., magnitudes) of the
maximum flood and ebb currents, the maximum simulated values are 45% and 90%
higher than the maximum field values for flood and ebb, respectively. The
hodographs at Station 4 show poor agreement. The maximum simulated velocities
are 50% to 100% greater than maximum measured velocities, and the simulated
velocities are oriented about 25° counterclockwise from the field velocities.
In other words, the simulated velocities are oriented toward the Northeast and
Southwest, whereas the measured velocities are oriented due West and East, on
flood tide pointing toward Morecambe Bay.

Figure 4.22 shows the hodograph comparison for Station 5. The simulated
and measured velocity magnitudes are in good agreement at this location, but
the simulated velocities are again oriented 25° to 30° counterclockwise from
the measured velocities. Note that the maximum simuiated velocities are
oriented parallel to the grid boundary, whereas the maximum measured velocities
point into and away from Liverpool Bay. Thus, the simulated velocities may be
constrained at this location by the coarse discretization.

The computed and observed phases (i.e., time of occurrence) of the maximum

flood and ebb currents were also compared. At Stations 1, 2, and 5, the com-
puted and observed phases were very close, the largest difference being
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approximately 0.4 hr. At Stations 3 and 4 the computed and observed phases
differed by less than an hour, except for a 1.4 hr difference on ebb tide at
Station 4.

4,2.2.3 Results of 1974 Simulation Period

A 75-day CAFE simulation was run for the 1974 period, to be used for the
FETRA application. Input parameters were the same as those used in the cali-
bration, with the exception of the boundary and initial conditions. The time-
varying water surface elevations for the open boundaries (i.e., the boundary
conditions) were again obtained from NOS tide tables (U.S. Department of
Commerce 1973). To overcome the effect of the assigned initial conditions
(i.e., initial water surface elevations), the model was run for two tidal
cycles before saving the output. Figures 4.23 and 4.24 show maximum flow
velocities simulated by CAFE for two different times in July 1974. The
simulated flow velocities and patterns are consistent with the calibration
results.

4.,2.3 Summary

We found that varying the bottom roughness, the diffusivity, and the wind
magnitude and direction had little effect on either predicted flow velocities
or predicted water surface elevations. Therefore, no adjustments were made in
these input parameters. The changing water surface elevation due to tides was
the sole driving force for the simulated hydrodynamics.

We compared simulated and observed general flow patterns and simulated and
observed velocity ellipses; in the latter comparison, we focused on the ampli-
tude, direction, and phase of the maximum flood and ebb currents. The CAFE
results for the calibration period showed good agreement with the general
circulation pattern and reasonable agreement with flow velocities. To improve
our hydrodynamic results, we would probably need to 1) use a finer grid and
2) investigate more fully what effect changes in the boundary conditions
(specified water surface elevations) would have on the flow field.

4.3 SEDIMENT AND RADIONUCLIDE TRANSPORT SIMULATION

This section describes the input data used for FETRA, the sensitivity of
FETRA to these input data, and the FETRA simulation results. For this study,
the fo]]owingl§9ven subi§7nces were simulated: }%7sand 2) silt, 3) clay,

4) ?§§so1ved Cs, b Cs sorbed by sand, 6) Cs sorbed by s11t, and
) Cs sorbed by c]ay.

4.3.1 Input Data Description

The FETRA input data stream is comprised of the following eight
categories:

1. numerical model parameters

2 model area discretization
3. fluid and flow characteristics
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wind/wave characteristics
sediment characteristics
radiochemical parameters
initial conditions
boundary conditions

O ~NOYOV B
. .

We will briefly discuss the input data required by the model.

Numerical Model Parameters

The numerical model parameters assigned by FETRA are
© number of substance set to seven
® number of timesteps set to 1500
© timestep size set to one hour
o fully implicit time-dependent numerical computations to be set.

Model Area Discretization

The FETRA model discretization is the same as that of CAFE, as shown in
Figure 4.4, However, unlike CAFE, FETRA has six nodes (three corner nodes and
three internal nodes) for each element. The total number of elements and nodes
used by FETRA were 96 and 226, respectively. Channel bed parameters (i.e., the
number of initial bed layers and standard thickness of each bed layer for each
element) were assigned to be 4 and 20 cm, respectively. However, the top bed
layer for each element was originally assigned to be 10 cm.

Fluid and Flow Characteristics

Fluid and flow characteristics used by FETRA were
® water viscosity set equal to 1.25 x 1076 mz/s
o water density set equal to 1000 kg/m3
® flow velocity and depth at each node to be supplied by CAFE.

Wind/Wave Characteristics

The FETRA model either internally calculates characteristics of waves
generated by wind or accepts wave characteristics estimated by other computer
programs [e.g., the LO3D wave refraction model reported by Ecker and Degraca
(1974)] for each computational node. For this study, wave characteristics were
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FIGURE 4.25. Wind Rose for Point of Ayre
internally computed. A wind rose for the Point of Ayre, located at the
northern tip of the Isle of Man, is shown in Figure 4.25. For an actual
production run, the following data were assigned:
o wind speed to be constant 6.7 m/s, which is the annual average wind speed

@ wind direction to be east-northeast, which is the predominant wind
direction

® effective fetch length and fetch depth assigned for each node.

Sediment Characteristics

The sediment characteristics input to FETRA were

® sediment diameter
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® sediment particle density

@ sediment fall velocity

® critical shear stresses for deposition of cohesive sediments

@ critical shear stresses for erosion of cohesive sediments

9 erodibility coefficient of cohesive sediments

» Jlongitudinal and lateral dispersion coefficient

® porosity of bed sediment.
In the present application of FETRA to the Irish Sea, three sediment sizes
representing sand, silt, and clay sediment fractions were used in the
simulation. The sediment characteristics selected for this study are shown in

Table 4.2.

Radiochemical Parameters

The radionuclide parameters used in this modeling study are
9 distribution coefficient
@ radionuclide transfer rate
® radionuclide decay rate
» radionuclide release rate.

FETRA requires the distribution coefficient, K4, for each sediment size
fraction. Jefferies (1968) reported that distribution coefficients for surface
sand and surface silt collected from Ravenglass Estuary in 1965 and 1966 were
60 m¢/g and 800 me/g, respective1y137Hether1ngton and Jefferies (1974) also
reported the relationship between Cs concentrations and sediments collected
from the Eskmeals area in Ravenglass Estuary, as shown in Table 4.3. It is
well known that more time is required for bed sediment to reach equilibrium
with dissolved radionuclides than for similar suspended sediment (Onishi et al.
1981). However, becaT§? data on the amount of time required to reach equili-
brium with dissolved Cs were not available for either suspended or bed
sediments, we assumed that these sediments reach equilibrium at the same time
as expressed by the values of radionuclide transfer rates. This assumption
will overpredict the amount of radionuclides adsorbed by bed sediment within a
given time. Based on these data, the radiochemical parameters were selected,
as summarized in Table 4.4,
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TABLE 4

Diameters, m
Fall Velocity, m/s
Porosity
Longitudinal
Dispersion
Coefficient, m/s
Lateral Dispersion
Coefficient, m2/s
Erodibility, kg/m/s
Critical Scour
Shear Stress, kg/m2
Critical Deposition
Shear Stress, kg/m2

N.A. = not applicable.

.2. Sediment Characteristics
Sand Silt Clay
2.5 x 1074 1.72 x 1072 2.0 x 1076
3.0 x 10°2 2.0 x 1074 2.75 x 1070
0.5 0.5 0.5
0.1 0.1 0.1
0.1 0.1 0.1
N.A. 1.0 x 10-10 1.0 x 10-10
N.A. 0.9 2.0
N.A. 0.05 0.01

TABLE 4.3. Cesijum=-137 Concentrations in EacT3§1ze Fraction of Eskmeals
Estuary Sediment, Normalized to Cs Concentration in

Coarse Sand (Hetherington and Jefferies 1974)

Coarse Sand Fine Sand Silt Clay
Weight, % 2.5 12.5 70 15
Loss in Ignition, % 1 2.8 6.3 16.0
Normalized 137¢s
Concentration 1 2.9 5.9 11.1
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Because we did not have

13

TABLE 4.4.

Radiochemical Parameters

PDistribution Coefficient,

me/g
Sand 60
Silt 600
Clay 1200
Radionuclide Transfer Rate,
1/day
Suspended Sand 3.0
Suspended Silt 3.0
Suspended Clay 3.0
Bed Sand 3.0
Bed Silt 3.0
Bed Clay 3.0
137Cs Decay Rate,
1/day 6.3 x 107°
137Cs Release Rate,
Ci/day 301

Initial Conditions

FETRA was assigned the following initial conditions;

suspended sediment concentrations for sand, silt, and clay set equal

to 1, 3, and 1 mg/e, respectively
137Cs sorbed by suspended sand, silt and clay set equal to zer

dissolved 137Cs concentration set equal to zero

0

137Cs sorbed by bed sand, bed silt, and bed clay set equal to zero

bed sediment size distribution set equal to that shown in Figure 4.26

reported by Williams et al. (1981) and Pentreath et al. (1983)
137

4, FETRA could not include initial effects of interaction betwee
Cs and bed sediment. To avoid this problem, we assumed that no

4.26
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Boundary Conditions

The boundary conditions in FETRA

@ time-varying flows and depths at

Sediments in the Irish Sea, Expressed
Sediment Finer Than 0.0625 mm

nor in the bed of the Irish Sea. Hence,
should be regarded as an incremental

were

the boundaries supplied by CAFE

@ suspended-sediment concentrations of sand, silt, and clay set equal

to 1, 3 and 1 mg/%, respectively

® dissolved 137

137

Cs set equal to zero

9 Cs sorbed by suspended sand, silt, and clay set equal to zero.

4.27



4.3.2 Sensitivity Analysis

As a part of the evaluation of FETRA behavior, sensitivity analyses were
performed for the Irish Sea study case. As indicated in Section 4.3.1, the
only model parameters and coefficients of FETRA that can be adjusted to fit to
measured data are the dispersion coefficients and three parameters for cohesive
sediment erosion and deposition (critical shear stresses for erosion and
deposition, and the erodibility coefficient).

Dispersion coefficients were changed from 0.01 m2/s to 10,000 mz/s for the
sensitiv1§¥ analysis. This wide range of dispersion coefficients, of course,
changed Cs concentrations. However, considering the large variation of the
dispersion coefficient, the sensitivity analysis indicates that a dispersion
coefficient within a reasonable range is not one of the most important para-
meters, especially when the radionuclide migration is dominated by advection.

Three parameters for cohesive sediment erosion and deposition strongly
affected the fine sediment distributions in the water column and sea bed and,
thus, affected the transport, deposition and erosion of sediment-sorbed radio-
nuclides. For example, silt and clay concentrations almost linearly increase
with the erodibility coefficient once the bed shear is above the critical shear
stress of erosion. These parameters are the least well-known because cohesive
sediment erosion and deposition are not well understood. Field and laboratory
studies are needed to improve the understanding of cohesive sediment transport
characteristics. However, when radionuclides have little affinity to sediment
(e.g., have a small distribution coefficient), the importance of these para-
meters to the resulting total radionuclide concentration is lessened.

Although other model parameters and coefficients should not be arbitrarily
changed to match measured data, we tested the sensitivity of FETRA to many of
these parameters. These include the distribution coefficient, K4; radionuclide
transfer rate, K;; sediment size, Dgg; and wind velocity. As expected, FETRA
results were very sensitive to these parameters and so they must be carefully
selected. As an example, the effects of wind on sand concentrations at wind
speeds of 6.7 and 50 m/s over three-day periods are shown in Figure 4.27 and
4,28, respectively. Note that solid lines in these figures indicate the Irish
Sea study area boundary, while dashed lines represent computed concentration
contours. Because of the interpolation method used for plotting, concentration
contour lines sometimes crossed over the study boundary. For the 6.7-m wind
case, sand concentrations are generally less than 1 mg/%, except near the beach
along the east side of the study area (Liverpool and Morecambe Bays). In these
bay areas, sand concentrations reached up to 100 mg/2, owing to the long fetch
lengths of east-southeasterly winds in the study region, and the relatively
shallow flow depth near the beach. However, northeast of the Isle of Man,
relatively small sand concentrations are present because the Isle of Man
reduces the fetch lengths significantly. For the 50-m/s wind case, sand
concentrations are much higher, because larger surface waves are generated by
the higher wind speed. These sand concentration differences result from the
different waves generated by the two Y%gds. However, the large changes of sand
concentrations changed the disso]ved137 Cs concentrations only slightly because
sand has a small capacity to adsorb Cs.
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These sensitivity analyses indicate that if sorbed radionuclides are
important, then most of these parameters tested under this study are
important. However, if radionuclides do not have high affinity for sediments,
then almost all of the parameters and coefficients are even less important than
the 'not-so-crucial' dispersion coefficients.

4.3.3 FETRA Application -- 1974

Using thTB;nput data described in Section 4.3.1, the FETRA model simulated
sediment and Cs distribution in the Irish Sea for 62.5 days with a one-hour
time step. FETRA was implemented on a CDC 7600 fggputer to predict movemeT§§
of the three sediment size fractions, dissolved Cs and sediment-sorbed Cs
for each of the three sediment size fractions, as well as the sediment/radio-
nuclide bed inventory. This calculation took a total of 52 milliseconds per
time step per node. As reported in Onishi and Trent (1982), the finite
difference three-dimensional model, FLESCOT, which simulates distributions of
flow, water temperature, salinity, sediment, and radionuclides with their
interactions, took only 6.3 milliseconds per time step per cell to compute all
those values when it was applied to the Hudson River Estuary using the CDC 7600
computer. Although FETRA and FLESCOT have been applied to different sites, the
difference in computational speed for these two studies are indicative of their
compution speeds. The slowness of the two-dimensional model, FETRA, probably
is caused mainly by its finite element computational scheme, as compared to the
much more efficient finite difference scheme used by FLESCOT. Note that CAFE
was run using a VAX 11/780 computer.

Predicted concentrations of suspended sand, silt, and clay, 15.6 days
after the start are shown in Figures 4.29, 4.30, and 4.31, respectively. These
concentrations are the sum of sediment concentrations of both suspended load
and bed load. However, in this report, we call the sum of these two loads sus-
pended sediment, in contrast to stationary bed sediment. Note that suspended
sand concentrations are very small (mostly less than 1 mg/%2) except near and
along the east-side beach of the Irish Sea similar to those after 3.1 days
(Figure 4.27). There the wind-generated waves become strong enough and flow
depths become shallow enough to suspend the bed sand up to concentrations of
120 mg/%. However, suspended silt and clay concentrations are relatively
uniform throughout the study area.

The computed total suspended-sediment concentrations (the sum of suspended
sand, silt, and clay concentrations) were approximately 3 to 5 mg/z, except
near the east beach of the Irish Sea, as shown in Figure 4.32. Hetherington
(1976) reported that the measured total suspended-sediment concentrations are
usually between 0.5 and 10 mg/2. However, wind-induced waves are known to stir
the estuaries near and along the eastern beach of the Irish Sea and sometimes
become a significant factor in transporting sediment-sorbed radionuclides.

Computed distributions of suspended sediment after 62.5 days, shown in
Figure 4.33 through 4.36, are also very similar to those after 15.6 days, as
discussed previously. This similarity of sediment concentrations indicates
that the computed sediment concentrations reach quasi-equilibrium values.
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Dissolved 137Cs distributions measured in July 1973 and July 1974 are
shown in Figures-?3§7 and 4.38 (Hetherington 1976; Pentreath et al. 1983). The
higher dissolved Cs concentrations measured in Ju1y1§?74 as compared to
those of July 1973 resulted because larger amounts of Cs were released from
the w1ndsc?§9 plant in 1974, as indicated in Figure 4.1. The difference in
dissolved Cs concentrations beiggen those two measurements was plotted in
Figure 4.39. This difffg?nce in Cs concentration is due to six to seven
months high release of Cs in 1974 from January to July. Note that dissolved

55°

N

54°

30\ 50 100

N

53°

520 |
7° 6° 59 4° 30

FIGURE 4.37. Dissolved 137Cs Concentrations Measured in July 1973
(Hetherington 1976; Pentreath et al. 1983)
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FIGURE 4.38. Dissolved 13/Cs Concentrations (measured in July 1974)
(Hetherington 1976; Pentreat et al. 1983)

137¢cs concentrations measured north of Anglesey were the same OE }ower for Jduly
1974 as for July 1973. Because our simulation started with no 3 Cs
concentrations in the Irish Sea, we compare our simulation results with the
incremental difference between measured concentrations from 1973 to 1974 as

shown in Figure 4.39.

Predicted dissolved 137¢q concentrations after 15.6 days of simulation are
shown in Figure 4.40. Predicted concentrations varied from over 50 pCi/2 near
the release point to below 0.1 pCi/% around the southwest corner of the Irish
Sea study area. Dissolved concentrations near the release point were much
smaller than measured data indicate. The model discretization near the release

4.41
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FIGURE 4.39. Difference Between Measured Dissolved 137cs Concentrations
in July 1974 and July 1973

point was not fine enough to produce the very sharp peak of computed
radionuclide concentration near the source. Because the finite element
technique produces solutions to fit an overall solution plane based on
available nodes, the rather coarse finite element grid used for this study did
not show the very sharp concentration rise near the source. Moreover, some
dispersion occurred through the beach boundary, because the gg}d used was too
coarse. The coarse grid did not allow the model to compute Cs concentration
with no gradient perpendicular to the boundary even though the model formula-
tion was set to impose no flux across the solid boundary. However, the amount
of dispersion across the beach boundary was small because we used very small
dispersion coefficients. These shortcomings in the solution could very likely
be eliminated simply by using a finer finite element grid around the release

4.42
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point. However, this modification would increase the computational time.
Although some problems arose because we used a coars?39r1d, the model did
generally produce a reasonable pattern of dissolved Cs distribution.

Computed 137Cs sorbed by suspended sand, silt, and clay are shown in

E%gure 4,41, 4.42, and 4.43, respectively, reflecting the computed dissolved

Cs distributi?§7pattern. As expected from the1§91ues of distribution
coefficients of Cs with sand, silt, and clay, Cs sorbed by suspended clay
ng the highest concentration, approximately 20 times higT§$ than corresponding

Cs associated with suspended sand. Figure 4.44 shows Cs sorbed by
weight?g-average suspended sediment in pCi/g, while Figure 4.45 iTg}cates the
total 7cs attached to suspended sediments in pCi/%. The total Cs
concentr%tions in water column (the sum of dissolved and suspended-sediment-
sorbed 1 7Cs) are shown in Figure 4.46.

Computed distributions of 137Cs associated with bed sediment in the top
10-cm bed layer are shng7in Figqures 4.47, 4.48, and 4.49. Note that
Figure 4.?§7a1so shows Cs concentration contours obtained by rfgycing the
measured Cs (shown in Figure 4.39) by factor of 3.25. Again, Cs attached
to bed clay has the highest concentration; (up to 4.§39C1/g near the release

point. However, these values are lower than actual Cs concentratiggs
because the course grid caused the model to Yg?erestimate dissolved Cs
concentrations near the release point. The Cs attached to bed sand has the

lTowest concentrations with maximum concentrations of 0.21 pCi/g near the
release point. Cesium-137 sorbed by weighted-average bed sediment is shown in
Figure 4.50, ranging from 1.3 pCi/g near the release point to 0.0002 pCi/g near
the southwest cogqsr of the study area. The model also predicted that west of
the Isle of Man *°'Cs concentrations were relatively hi%§7assoc1ated with the
weighted-average bed sediment. This reveals that high Cs concentrations
appear in the areas west of the Isle of Man and near the release point, which
contained bed sediment with a high clay content.

Computed 137¢c5 distributions at 62.5 days are f§9wn in Figure 4.51 through
Figure 4.64. Computed concentrations of dissolved Cs at 62.5 days, shown in
Figure 4.51, vary from over 50 pCi/% near the source to approximately 0.}39C1/2
near the north and south opening of the Irish Sea. Note that dissolved Cs
concentrations near the northern entrance of the Irish Sea were larger than
those near the southern entrance of the Irish Sea, becaus?35he net tidal flow
moves from south to north. Since the measured dissolved Cs concentrations
T%9tted in Figure 4.39 were a phenomena produced ?§7six to seven months of high

Cs discharges in 1974, the computed dissolved Cs concentrations should be
approximateiy 3 to 3.5 times iga]]er than those in Figure 4.39. Again, the
general pattern of dissolved Cs concentration that was predicted is
reasonably close to estimated values based on measured concentrations, except
around two areas. One exception is near the release point due to the use of
coarse grids in this modeling as discussed earlier. The second area is the
southeastern portion of the study areaI37In order to produce the distribution
estimated from the measured dissolved Cs distributions shown in this region,
there must be a large-scale southerly residual flow from Windscale toward
Liverpool Bay. However, the CAFE results indicate that our predicted velocity
distributions, which matched reasonably well with measured velocity data, did

4.44
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not indicate a large-scale southerly residual flow in this area. This possible
difference in the velocity fields may be responi§91e for some of the
discrepancy between the simulated and measured Cs concentration patterns in
this area.

Computed 137Cs concentrations sorbed by suspended sand, silt, clay and
weighted-average suspended sediment at 62.5 days are shown in Figures 4,52,
4,53, 4,54, and 4.55. Although these concentration levels were higher, these
distributions exhibited similar trends to those at 16.2 days (Figures 4.41,
4,42, 4.43, and 4.44),

C?quted concentrations of 137Cs sorbed by all suspended se?%yent and the
total Cs (the sum of dissolved and suspended-sediment-sorbed Cs) at
62.5 days are also shown in Figures 4.56 and 4.57.

Computed distributions of bed sediment size fractions (bed sand, silt, and
clay) in the top 10-cm bed layer after 62.5 days of simulation are shown in
Figures 4.58, 4.59, and 4.60, revealing relatively large amounts of fine
sediment along Windscale to Liverpool Bay and west of the Isle of Man. These
computed sediment distribution patterns differed only slightly from the initial
condition of the bed sediment distribution (Figure 4.26).

Computed 137Cs distributions sorbed by bed sand, silt, clay and weighted
sediment in the top 10-cm bed layer after 62.5 d?%? of simulation are shown in
Figures 4.61, 4.62, 4.63 and 4.64. The highest Cs concentration was
associated with bed clay 1s3r the release point that had a concentration of
16 pCi/g. The predicted Cs concentrations sorbed by weighted-averaged bed
sediment ranged from approximately 5 pCi/g near the release point to 137
0.003 pCi/g near the southwestern corner of the study area. Although the
§g9wed the highest concentrations near the source, relatively higher

Cs concentrations also correlated well with higher contents of clay in bed
sediment. Since Heatherington (1976) reported that the water in the study area
flushed with a half period of approximately one year, the very low values of

Cs

137Cs concentrations near the southwestern corner may result because the
contaminated effluent might not have fully reached that area within the
62.5 days.

137 At the end of 62.5 days, approximately 82%, 0.002%, and 18% of the total

Cs remaining in the study area were dissolved, suspended-sediment-sorbed,
and bed-sediment-sorbed radionuclides, respectively. Because we selected
rather high values for the radionuclide transfer rat?3§rom the water to the bed
sediment, we predicted somewhat higher fractions of Cs conig}ned in bed
sediment. Hetherington (1976) reported that over 80% of the Cs released to
the Irish Sea remains in the water phase. Thus, our prediction agreed fairly
well with Hetherington's estimate considering the lack of important field data
and the problems caused by using a coarse grid.

4.56
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