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Abstract

The High-Speed Channel (HSC) 15 a sumple high-
performance. point-to-point channel for transmtting digital
data at peak data rates of 800 or 1600 Mbit/s. Tae
transmussion distance batween data-processing equipment
using copper cabling can be up to 15 meters. A distance-
independent protocol allows the average data rate to
approach the peak data rate. This 1s a benehit tor future,
tiber-optic versions of the H5C. The HSC and its uses are
described, tollowed bv a description of the efforts tor an
American National Standards Institute (ANSD standard for
the HSC

Iatroduction

High speed 1s a relanve . - The HSC being defined 1n
ANSI Task Group X3TU 3 1s specified tor peak data rates of
RO o 1o00 Mbit /s (100 or 200 MBvee/s) The HSC 15 a pont-
to-point channel lor interconnecting computers and other
data-processing ecouwipment. In companson to other physical
imterconnections, the 800-Mbit/s HSC 1s 80 times faster than
Fthernet at 10 Mbit/s and 16 tmes taster than
HyperChannel at 30 Mbat/s.

HSC Characteristics

The HSC was designed to move data trom memory to
memory at such high rates that it has been likened to a tire
hose An earlv guideline was to keep the design simple  As
such, 1t looks more hike a rommunications channel than
like many traditional computer channels

Overview of the HSC Features
In relation to the Open Svstems Interconnection (OSD Basic

Reterence Model, the HSC covers the phvsical laver and a
small portion of the data-link laver  The current version ot
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the HSC uses a parallel data path with copper cable  The sue-
Mbit/s HSC uses a 32-bit data bus. and the led)-Mbue -
version of the HSC uses a o4-bit data bus. The maor
emphasis has been on the development of the 80-Mbut
version.

The HSC 1s a simplex channel. capable of transterring Jata
in one direction only. Two HSCs mayv be used to impiement
a tull-duplex channel. The HSC is a point-to-point charnel
that does not support multi-drop. The pcint-to-pomt
limitation considerably sumplutied the electrical and protocol
aspects ot the HSC. Crossbar switches and other networking
methods are being considered to achieve the equivaient ol
inulti-drop.  An addressing mechanism is included to
support these networking concepts.

The signal sequences provide look-ahead tlow control to
allow the average data rate to approach the peak data rate
even over distances ot tens of kdometers  This 15 a beneint
tor tuture hber-optic versions ot the HSC - Data transters
and flow control are pertormed In increments ot bursts
with each burst nomunally contaiming 256 words (124 or
2048 bvtes).

Error detection. but not error correction 1s provided by the
HSC. Bvte pantv 1s used on the data bus  In addition. vach
burst of Jdata, where the burst 15 256 words or less s
immediately followed by a lengih/longitudinal redundancy
checkword (LLRC)  We envision that error recovery would
be done at a higher-laver protocol  Driving a video trame
butfer, tor example, (s best served by ignoring errors that the
next trame overwrites anyway

The HSC provides support tor low-latency, real-time and
variable-size packet transters  The signal line controd
sequences are simple and do not require any new slion e
implement  Prototvpe versions of the HSC are bemng budt
today with ott-the-shelt commercial parts

HSC Data Framing and Signalling Sequences

Figure 1 shows the basic organization ot the mtormation ot
data tranung on the HSC A connection s made o
lashion sitmuldr to the connection made when dialing the
telephone  Onee a connection s established a packet o
muttple packetst can be sent trom the sentee e the
destimation  Each packet contains zero or more buests and



each burst contains one to 2530 words. Bursts that contan
less than 256 words mayv only occur as the hrst or last burst
of a packet. Words are composed of 32 or o4 buts. The
amount of wait time between packets and bursts may varv.
Maxumum wait times depend on the data tlow to or trom
the upper-laver protocols and on the Jdata flow to or trom
the opposite end of the channel

The interface signals are 1illustrated in Figure 2 The
numbers in parentheses indicate the number ot signal lines
when using the !o00-Mbit s option The other numbers
indicate the number ot signal lines when using the 800-
Mbit/s opticn.  All signals, except tor the INTERCONNECT
signals. use differential emutter-coupled logic {ECL) drivers
and receivers. The INTERCONNECT signals use single-
ended ECL drivers and receivers.

Fifty-pair, twisted-pair cables are used for distances up to 25
meters. The B0O-Mbit/s option uses one cable. and the 1600-
Mbit/s option uses two cables. All of the signal lines in the
HSC are unidirectional to accommodate future, tiber-optic
unplementations and crossbar switches. Al of the control
and data signals are timed in relation to the constant 25-
MHz CLOCK signal with a period of 40 nanoseconds.

Typiwcal HSC wavetorms are shown in Figure 3 for a
sequence that establishes a connection, sends a packet
contanung two bursts, sends a packet contauung one burst,
and then disconnects. A connection i1s made from the
soudrce to the destination much like a telephone connection.
The source supplies the [-Field on the data bus tlike a
telephone number). and asserts the REQUEST signal If the
destination wants to accept the connection, it asserts the
CONNECT signal. Although the contents ot the I-Field are
not spectfied in the HSC standard. the I-Field was intended
tor addressing or other control vperations.

Once a connection 18 established. single or multiple packets
may be transterred from the so-irce to the destination
lackets are dehimuted bv the PACKET signal bewng true
Packets are composed of zero or more bursts.
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Bursts are debmited by the BURST .ignal being true  Burats
consist of a group ot words sent on the data bus. one word
per clock period. during contiguous clock periods  Bursts
contain one to 236 words Bursts that contain less than 250
words are called short bursts. There can be onlv one short
burst per packet. and it must be either the nrst or last burst
ot the packet Short bursts are tor applications hike pachket
headers. vanable-length data transters, and short messages
that must be acted on quichly.

The LLRC checkword 1s sent trom the source to the
destination on the data bus during the tirst clock penod
following the burst. The destination controls the flow ot
data bv 1ssuing a READY pulse for each burst that it 1s
prepared to accept from the source. If the READY pulses
armve at the wurce betore the source is ready to send the
next burst, there will be no time lost between bursts. Hence,
the flow control 1s distance independent 1t the cable-length
time is shorter than the time required to transmut the
number of burits. This requires about one burst butfer tor
each two kdometers of cable distance

The INTERCONNECT signals indicate to both the source
and destination that the cable(s) are connected and that the
other end is powered up. They may also be used to indicate
whether the 800-Mbit/s or 1600-Mbit/s HSC option 1s in use

High-5peed Channel Uses

An imumediate use for a channel of this speed 1s to enhance
user productivity with computer visualization For
visualhization, the digital data, usually in pinel or raster
format, 1s output 1n a continuous stream or video form
trom a computer directly to a graphics screen  An image
tormat ot 1024 x 1024 pixels, with 8 bits ot color intormation
per pixel, requir:s 8 Mbit per image. With a retresh rate ot
0 frames per second. ttus requires a sustained data rate ot
about 240 Mbit/s. These numbers are achievable with the
3¢0-Mbit/s speed ot the HSC. Fxpenments have shown that
computer visualization successtullv increases  user
productivity  Visualization will become commonplace as
more comumercial equipment becomes available.

Ettective networking ot supercomputers requires
networking systems that operate at the highest speeds
available on the supercomputers. By their verv nature,
supercomputers are traditionally peripheral joor,
Jepending upon networks tor their input data and
connections to output devices To balance the power and
speed ot the supercomputers, the netwarks that connect to
them must be capable ot handling data with minimal
impact on the overall chroughput ot the supercomputers
Computer channels are now beconmung availsble with
bandwidths in the 800-Mbit/s range, well bevond the 5u0-
Mbit/ s rates ot networking components available todav

Other 1dentitied uses tor the channel include dniving a
paging memory trom 4 maintrame, real-ime data mput
and output, and closely couphing computers into a muitt
processor system  The HSC can alwo be used in a tinker tov
tashion to assemble hardware and software svstems for
special appheations tor example. interconnecting o
Connection machime and a Cray compater

New Oppertunities

The much hugher I O rates are a new capability that requies
us to rethink some old problems  For example sheaid
simple graphies commands be expanded nto the nhinad
image 1 a dedicated graphics workstation or inoa shared
supercomputer . When only low-speed communicatiors
links were available, the obvious answer was the
workstation.  Now that adequate communications are
available, 1t mav be advantageous to  support a shared
mainftame rather than manv dedicated tand only partiaily
utihzed) graphics workstations. There are vood arguments
and applications tor both cas=s

Another concern related to visualization 15 how do we
schedule the michines. Interactive visualization gives
tremendous boosts 1n user productivity. but at a cosr ot
central processing unit (CPL)  horsepower An
environment that gives a researcher all ot o
supercomputer's resources for a tve- to ten-nunute
interactive session may be advantageous over a tmueshared
environmert in which only a few seconds continueus
activity are allowed to provide essentually immuediate
response throughout the day. Timeshaning 1s great tor
ediing and problem setup but 1s not conduaive to
interactive visuahization.

Los Alamos Networking Plans

The Los Alamos National Laboratory currently uses a loval
area network based on S0-Mbit s caannels tor
interconnecting a large set ot supercomputers and other
services. We plan to use the HSC to provide movie-maode
visualization from the supercomputers Furthe:
enhancements will be to use the HSC to interconnedt the
supercomputers and other services as equipment with these
speed vapabilities becomes available.

Since the HSC 15 onlv a point-to-point channel, we plan to
develop and use crossbar switches to interconnect the Hse -
A teature of crossbar switches 1s that they allow muluple
connections to pass Jdata simultaneously and independentls
a must tor supporting movie-mode devices  In addiion we
plan to experiment with intelligent intertaces i the
interconnecting links to otf-load the network protocol woik
trom the hosts. The Los Alamos crossbar-switch svstem @I
v 16 or 32« 12) with the intelligent network intertaces 1.
called (T We are working with industry partiaers on the
development ot the crossbar switches and ntellivont
network intertaces.

The HSC as an ANSI Standard

Standards benetit the whole computer community - he
user benetits by being able to purchase equipment tiem
multiple vendors  The vendors benent by having a wite
set ot equipment that can connect to therr wachime.
System antegrators and network vendors benetit by bees
ahle to concentrate on thewrr value added tunctions sty et
ot developimg specaal adapter boxes o mtenore

propretary  channels Fvervone benenls hrom ‘oo
cconomies of scale when common components ane



Having standards available tor interconnecting the
supercomputer class ot machine 15 something new It 1s
usetul to have a standard like the VME bus. which 1> the
generic backplare tor worhkstations, where additional
tunctions can easilv be added Lnul the HSC.
interconnecting at channel speeds required special adapter
boxes or proprietary equipment available manly trom
Network Svstems Corporation

Status of the HSC Standard

The HSC was first proposed to ANSI in early 1987  The
standard was drafted in a relatively short time because of the
clear objectives, the torce ot the market, and the strong
comumutment of the active membership. The group not
only met tor the usual bimonthlv meeting but adaed
working meetings in between. The current HSC working
dratt 1s considerably dutferent from the original straw-man
proposal. The task group action has retined 1t and
strengthened 1t 1n numerous areas. Design by commuttee
really worked well in the case ot the HSC standard.

The defirution phase of the standards effort 1s complete. and
the approval phase 1s underway. The approval phase
involves public review and letter ballots by various groups.
which may result in suggestions tor change. The task group
will consider these suggeshons and mav change the dratt to
accommodate them. Implementations of the HSC can start
at anv time, but there 1s a small rnisk that the specihcation
may change.

Based on past standards expenence. the HSC should become
an approved standard in late 1989 or in 1990. The HS5C
probably will be proposed as an international standard

Follow-on Standards Work

The current H5C standard covers the mechanicsl, electncal,
and signalling protocol requirements ¢t o channel and
corresponds to the OSI physical laver  The ANSI task yroup
15 now working on a conipsnuon data-link laver tor the H5C
Existing Jdata-link lavers, tor example [EEE 8022, are not
apphicable to the HSC

An oniginal desire of the ANSI task group was that the H5C
should be implemented with fiber optics to take advantage
ot the small connector b prnts, longer Jdistances, and
improved EMI/RFL clharactenstics The task group
recognized an immediate need tor a channel of the HSC's
capability, that copper cabling 15 satistactory for the
immediate need. and that appropriate tiher optic
components at the HSC speeds were not tullv developed at
that ttme The task yroup s now lovking at a compatible
tiber-optic version ot the H5C A working group is looking
at hber-optic componeres that may be applicable for HSC, 1P
(Intelligent Peripheral lutertace), and SCSI (Small Computer
System Intertace) It common components and raethods
can be used, then all ot the systems will benetit trom the
coohoines or $odle

Participants in the H5C ANSI Etfort

The Los Alamos Natwonal Laboratory s leading the ertor: o
standardize the HSC through the ANSI organization lhe
Laboratory wants the ability to purchase cquipment rom
multiple manutacturers and. with  minimal  etrert
interconnect all or the equipment into 4 cohesive network

The List or verdors participating in the ANSI task croup
NITY 3 1s long and allustrious Manutacturers ot
mainirames, superminis, graphics devices, workstations
tiber-optic components, integrated circuits, networking
svstems, storage svstems, as well as other national
laboratories and universities are all working together on the
HSC standard. Some ot the more well-known companies
that are participating include IBM Corporation Digital
Equipment Corporation. Control Data Corporation Ciay
Research, Inc. ETA, AT&T. Saentine Computer System-
Gould Inc. Ultra Network Technologies. Amdahl
Corporation. Data  General, Thinking  Machines
Corporation, and Network Svstems Corporatien Without
the comrutment and dedication shown by the participating
organizations and individuals, the HSC inoats current torm
would not ewst.

The ANSI meetings are open to all in*erested parties and
vou are welcome to participate 1t vou have the interuest.
time, and expertise n this area.

Conclusions

The HSC 1s moving quicklv towards beconung an ANSI
standard It 1s based on proven technology and the principle
ot heeping the design simple.  The HSC has excelient
support trom the vendors and potential users Al the
HSC s getting support trom. and wall attect. the num
super ‘omputer. workstation. and  graphics naustn

segments.  The HSC 1s expected to change the wav
supercomputer users connect their svstems, namely  the
HSC supports the ‘supercomputer glue  business o
interconnecting machines in a4 unker-toy tasnion reently
the HSC 15 based on Lmuted-distance copper cables s the
ANSI task group 13 starting to specity a hber-opt: Tslon

tor longer distances and the other tiber-optic benetits The
HSC probably will be proposed as an international standandt



