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1
Synchrotron radiation photoemission study of metal overlayers on

hydrogenated amorphous silicon at room temperature
Tun-Wen Pi

Under supervision of David W. Lynch
From the DNepartment of Physics

Towa State University

We 'study Au, Cr, and Ag metals evaporated on rf-sputtered a-Si:H at
room temperature using high-resolution photoemission techniques. For
Au/a-Si:H, three regions of coverage can be classified: an unreacted region
with an equivaient thickness of 2 A, followed by an intermixed Au/a-Si
overlayer (~ 9 A), and a dual-phase region at higher coverage. Au adatoms
are dispersely distributed in the unreacted region. They subsequently cluster
in the intermixed region, where they attach to Si atoms that are not hydrogen-
honded, suggesting that the intermixed Si were mainly those that had
dangling bonds. In the dual-phase region, two sets of Au 4f core levels evolve
with higher binding energy, one from Au intermixed with Si, and the lower
one exhibiting pure gold character. The interface eventually ends up with the
sequence: a-Si:H(sub.) + (pure Au mixed with intermixed AwSi) + (vac.).

- This is unlike the case of Au on ¢-Si, which has a pure gold layer sandwiched
by intermixed Au/Si complexes along the surface normal. Traces of silicon
atoms on top of the composite surfaces appear even at the highest coverage,
205 A, of the gold deposit. The applicability of the four models previously used
for the Au/c-Si interface is also briefly discussed.



For Cr/a-Si:H, the evolution of the interface qualitatively follows that on

¢-Si, despite differences in the valence band emission. The interface begins

- with an inactive layer (< 1 A) of Cr, followed by an intermixed Cr/a-Si:H layer

(5 12 A). With further Cr depositioh, bulk-like Cr metal begins to develop on
top of these. Some features exhibited by the Cr/a-Si:H interface are specific to

a-Si:H surfaces. For instance, Cr adatoms are found around the dangling

bond neighborhoods at coverages below 1 A, avoiding Si—H bonds. The oxygen

- residue is responsible for the presence of a 6 eV peak in the valence band as

v “

well as a chemical shift in the Si 2p core levels. However, it is the intermixed
Cr/a-Si:H species occurring above 2 A of Cr deposition that provokes the
presence of these structures, even though at low coverages, the oxygen
residue does not show any effect on the surface-electronic structure of the a-
Si:H film. At high coverage, a slight trace of silicon atoms is still detectable.
The Ag and a-Si:H interface is abrupt without intermixing. However, a
subtle change occurs at a coverage of 1 A. Below that, silver atoms are likely
to distribute at regions that are Si-H-bond free. Further, bands at the surface
bend upward, similar to the Au/c-Si:H interface. Above 1 A, no Si-H bonding

states are found either in the valence-band or the core-level spectra.
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INTRODUCTION

Comprehending completely the metal-silicon interface is a challenge,
not 6nly for academic reasons but for improved industrial application. The
complexity of interfaces is related to the fact that reactions occur mostly at
temperatures well below the temperéture required to form silicides.
Moreover, the interfacial phenomena are strongly dependent on
characteristics of the electronic properties of metal deposits. No models can
then uniquely describe the interface reaction [1]. For example, the
interaction with Si is weak for the noble metals whose d-shell is closed.
However, despite the fact that Au and Ag do not form stable silicides, Au
interrm’xes severely with Si, whereas Ag/Si is an abrupt interface. For other
metals like Cr with an unfilled d-band, various forms of silicides are possible,
from a metal-rich silicidé (Cr3Si) to a Si-rich silicide (CrSij).

To date numerous studies have been done particularly for metals on
single-crystal silicon (c-Si) as a substrate. However, information on metals
on amorphous substrates is limited. In this dissertation, metals deposited on
a hydrogenated amorphous silicon (a-Si:H) film at room temperature are
studied. The purpose of this work is mainly understanding the electronic
properties of the interface, using high-resolution synchrotron radiation
photoemission techniques as a probe. The results can also serve as a
complement to the study of the crystalline interface. Amorphous material
like a-Si:H is particularly interesting because of its wide application in the
solar-cell industry. Atomic hydrogen plays an important role in passivating

dangling bonds of a-Si:H films, thus reducing the gap-state distribution. In
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addi.‘tion,‘ singly bonded hydrogen also reduces states at the top of the valence
band which are now‘replaced by deeper Si-H bonding states.

The interface ‘i’s formed by evaporating metal on an é-Si:H film in
successive accumulations at room temperature. Au, Ag, and Cr were
chosen as the deposited metals. Because of the effect of increased
recombination centers in doped a-Si:H, undoped films are used as substrates,
Since some unique features can be found in a-Si:H, such as surface
enrichment of hydrogen diffused from the bulk and instability of the free
surface, we do not expect the metal/a-Si:H interface to behave exactly as its
crystalline counterpart. For instance, for some thicknesses of Au on top of c-
Si, a pure gold layer is found to be between the intermixed Au/Si at the
substrate and the vacuum sides. Our study of Au/a-Si:H, however, does not
find such a layer. More interestingly, metal deposits, at low coverages, are
found to gather preferentially around regions deficient in hydrogen. As the
thickness is increased, some Si atoms in those regions are likel}; to leave their

~ sites to intermix with metal overlayers like Au and Cr.
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PHOTOIONIZATION PROCESS

Photoemission spectroscopy (PES) has become one of the most powerful
techniques for probing the electronic structure of condensed matter. Spectra
in PES can give detailed information, for example, the band structure of a
crystal, the lifetimes of electrons and holes in solids, valence energy levels of
deposits coupling to the substrate, screening response due to electrun

relaxation. Photoemission is in principle a simple process. A photon of well-

'defined energy penetrates a sample, and is absorbed by an electron, thereby

resulting in the emission of a photoejected electron, the photoelectron. The
monoenergetic photon can be produced by an intense gas-discharge line
source or by synchrotron radiation. Features in PES spectra can originate
from electronic transitions from the bulk of the solid, as well as from

transitions involving electronic states at the surfaces.

A Simple Picture
The principle of the photoionization process is shown schematically in

Fig. 1. For a solid, the fundamental equation governing the process is
Ex = (hv-¢)-Ep, (1

where Ey is the kinetic energy of the photoejected electron measured from the
va?cuum level, v is the frequency of the incident photon, ¢ is the work function,
Ey is the binding energy, referred to the Fermi level Ep, of the electron which
is ‘gejected. The parentheses of Eq. (1) emphasizes the necessary condition of

tHe primary photon current supplying the energy at least sufficient to
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Fig. 1: Schematic of valence band, core levels, an absorbate level, the work

function @ and the inner potential V of a metal. The dashed line of

the photoemission spectrum indicates the background distribution
from inelastically scattered photoelectron
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overcome the work function barrier. It is the photoejected electrons, not the
photohs, that are collected and analyzed. Each character in Eq. (1) is
conventionally signed as a positive number. However, the binding energy of a
level in physical sense is a negative value.

The work function is commonly defined as the energy difference
between the Fermi level and the vacuum level. For a semiconductor the work
function is defined similarly but is a variablte because of doping. However,
one must understand that wofk function is a statistical concept and
represents a volume contribution due to the periodic potential of the crystal
lattice and a surface contribution due to the possible existence of a dipole |
layer at the surface. The effect of the surface dipole layer is small for metals
of low electron density, but can be a few eV for metals of high electron
density. Thus the work function is different for different single faces for a
given crystal. Further, addition of the sample work function to the binding
energy does not necessarily yield the binding energy with respect to the
vacuum level [2].

Experimentally speaking, an electron energy analyzer is required to
measure the energy distribution »f the photoelectrons. As shown in Fig. 2,
the sample has to be put in electrical contact with the energy analyzer,
establishing the sample contact potential, 8, which is the work function
difference, by charge flow and equalizing both Fermi levels. The work
function of the analyzer shown is smaller than that of the sample and
therefore charge will flow to the sample. From Fig. 2, the photoclectron left
the sample and escaped to vacuum with a kinetic energy Ex'. As the
photoelectron travels to the analyzer slits, it is accelerated by the sample

contact potential so that it becomes Ey as it enters the analyzer. If,
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conversely, the work function of the analyzer is larger than that of the
sample, the photoelectron is retarded. In either case, the kinetic energy of
the photoelectron appears in the analyzer with the same Ey for a given hv, no
matter what the work function of the sample from its Fermi level. Therefore,
the actual work-function barrier seen by an excited photoelectron is the work

function of the analyzer. Thus, ¢ in Eq. (1) means empirically the work

function of the analyzer.

Koopmans' Theorem and Adiabatic Relaxation

With a fixed hv, the measured PES spectra are commonly called
energy distribution curves (EDCs). To extract the occupied electronic density
of states (DOS), the measured EDCs should be shifted down in energy by an
amount (hv — ¢), as shown in Fig. 1. Ignoring the question of the relationship
between peak amplitudes or ureas in EDCs and a particular DOS, we can
determine the energy of a photoelectron by applying q. (1). However, the
underlying assumption of Eq. (1) is that if an electron is removed from a
system confaining N electrons then the energies and the wavefunctions
associated with all orbitals in the remaining N-1 electrons are *inchanged.
In other words, the N-1 electron orbitals are frozen in their original
distribution without being allowed to relax. The result is known as
Koopmans' theoren: [3], which is often referred to as an one-electron or a
first-order approximation. Obviously, the ﬁnal state in this situation is not
an eigenstate of the system with the photohole. Nevertheless, the one-
electron model has been shown adequate to describe spatially extended

electron states. The Koopman energies of these extended states have been

o e e,
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proven approximately the same as the negative of the Hartree-Fock
eigenvalue. |

However, the one-electron model starts to break down for localized ~ore
levels, where the Koopmans' energy is never observed. In reality, the N-1
electrons may relax lowering the energy of the ionized final state. When a
phot‘oelectron-photohole pair is created, it forms an electric dipole. For small
separations, the surrounding electrons respond to the dipole field and an
effective dipole moment is then set up. This can also be viewed as collective
screening of the external field of the dipole. As the separation of the
photoelectron-photohole pair increases the surrounding electrons start to
notice the individual charges of the photohole and the photoelectron and
respond in order to screen out those charges by gathering around the
photohole and by avoiding the photoelectron. Therefore, the relaxation is the
result >f a flow of surrounding negative charge towards the photohole in
order to screen the suddenly appearing positive charge. The screening
lowers the ehergy of the hole state left behind and therefore makes more
energy available to the outgoing photoelectron.

The origin of relaxation may be intra- or extra-atomic. If we take both

relaxation channels into account then Eq. (1) is rewritten as
Ex=(hv-0¢)-Ep+ Ea+ E;, @)

where E, and E, are intra- and extra-atomic relaxation shifts, respectively.

The relationship of E, or E, to the atom or solid is symbolically depicted in

Fig. 3. E, is constant for the core electrons of a given atom. The additional

E,, which is zero for a free atom, in solids is based on the fact that the
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Fig. 3: Schematic photoemission spectra for a core level emission in the
sudden approximation. Left: atomic photoionization showing the
main peak, shake-up and shake-off satellites. Eg is an intra-atomic
relaxation energy shift. Spectra for the same species in a solid for the
adiabatic (center) and the sudden limit (right). E;is an additional
interatomic relaxation energy shift
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formation of the valence band or hybridized bonds increases channels for the
system to relax interatomically. E, is particularly large in metals where the
delocalized ralence electrons can easily polarize and screen the core hole
efficiently. The maghitudes of E; and E, are only a few eV or less. From Eq.
(2), the ejected photoelectron gains energy from the additional extx;a-atomic
relaxation and shifts to higher kinetic energy. Evidently, the binding energy
is higher for an atom ir its atomic state than in a solid state.

If the surrounding electrons relax around the photohole witHout
excitation to the new environment, then the photoionization process is
adiabati.. In other words, the ionized final state is always the ground state of
the N-1 electron system. The limit of the adiabatic approximation is set in
the photoionization threshold region where the photoelectron kinetic energy
approaches zero such that it spends more time and possibly dies off in the
vicinity of the photohole. In this case the surrounding electrons see no net
charge because of the charge cancellation at the source atom. However, the
adiabatic approximation is hardly fulfilled as the excitation energy is far
above the threshold. Another approximation called sudden approximation

described below is then more suitable to describe the photoionization process.

Scattering
The photoionization process involves creation of a photoelectron-
photohole pair due to the coupling of the photon field with the solid. In the
independent-particle approximation, the photoelectrons and photoholes are
vegarded as well defined excitations of the system and considered to be
independent of each other. These excitations will interact with the rest of the

electrons in the solid in their characteristic way. For example, the decay of

ORI ' e e Coo LT T e
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photnhole is via the Auger mechanism in which further electron-hole pairs
are cre‘ated. The photoelectron, on the other hand, can undergo various
scattering processes, e.g., electron-electron, electron-phonon and electron-
impurity scattering. These scattering processes limit the lifetimes of
photoelectron and photohole states, resulting in broadened structure in the
photoelectron EDCs. For the photohole, lifetime broadening is directly
affected by the uncertainty principle. For the photoelectron, however,
coupling of the final state to the initial state for direct transitions broadens it
further due to the uncertainty of the final-state momentum, Uncertainty in
final state momentum is +o(3k/3E), where Y is the imaginary part of the
self-energy, or the inverse lifetime, and k, is the perpendicular momentum.

A photoelectron passing through a solid scatters within the solid,
thereby suffering energy loss. The electron may be scattered by phonons, a
vibrational response of the host lattice. The energy lost in this scattering
event is small, typically a few meV, and the experimental resolution is
usually not sufficient for phonon scattering to be of importance. However,
phonons can broaden the core level lines.

The most important energy loss for an excited electron is via electron-
electron scattering events. There are of two major types. The first major loss
is that the excited electron may transfer some of its energy to a bound
electron, thus creating another excited electron and also a hole in the bound
state. The amount of energy transferred to create an electron-hole pair can
be arbitrary for a metal, but has to exceed the band gap in a non-metal. If an
excited electron is scattered many times, it may not have enough energy to be

able to escape at all and finally it falls back to the occupied band. Or it may

[
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eventually escape from the solid as a low energy secondary electron resulting
a high background shown near the work function cut-off in Fig. 1.

Another solid state form of characteristic energy loss is the possibility
of creating bulk or surface plasmons during the photoemission process or
during escape. Plasmons are oscillations of charge density. After a plasmon
loss, photoelectrons emerge with reduced kinetic energy and appear in the
spectrum as a broad peak at energies lower than the adiabatic peak by
amounts which are integral multiples of the plasmon energy (~ 10 to 15 eV)
[4], as shown in Fig. 3. Its shape and intensity depend essentially or the
material through which the electron is passing and not on which orbital
underwent photoionization. |

The concept of mean free path [5] is thus generated by the scattering
events, If the probability of inelastic scattering is small as a result of
insufficient energy of the excited electrons to create electron-hole pairs or to
generate plasmons, then the mean .ree path is large. On the other hand, for
electron energies above the plasmon excitation threshold the mean free path
is extremely small, less than 10 A or a few atomic layers. rfigure 4 shows the
dependence of the measured escape depth as a function of kinetic energy for a
number of solids. The escape depti is relatively large at high and low
energies but is very small at intermediate energies. Thus electrons with
energies in the range of typically 20 to 200 eV originate from a depth of less
than 10 A and therefore carry with them information relating to the surface

region.
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Screening in the Sudden Approximation

The adiabatic description of the relaxation shift from the Koopmans'
energy is adequate if the photon interaction is slow and the ion is left in its
ground state at all times. This condition can be achieved. if the photoeleciron
is excited just above threshold. Then, the excited electron remains near the
hole for a longer period of time, and thus the potential which the
surrounding electrons respond is switched on slowly. However, with
experiments involving kinetic energies far above threshold, a more usual
assumption is the sudden approximation. In this épproximation, the
photoelectron which left the source atom quickly has a large kinetic energy
and the hole potential appears to be "switched" on instantly. If the core holes
involved are fully screened then the core-level photoelectron spectrum will
appear as dnly a main line broadened, aside from the instrument function, by
the core-hole lifetime. However, the final state of the system is indeed
perturbed by high-speed outgoing photoelectrons and is not in the electronic
ground state. Therefore, additional electronic excitations occur. The energy
required for the excitations will reduce the kinetic energy of the outgoing
photoelectrons and thus increase the apparent core-level binding energy due
to conservation of total energy. Hence the additional excitations will manifest
themselves on the larger binding energy side of the main line as satellite
structures, as illustrated in Fig. 3. If the excitation of a bound electron is to
another bound state, then the satellite structure is called a shake-up satellite.
If the excited state is in the unbound continuum, then the structure is called
a shake-off satellite. The shake-up satellites often consist of sharp peaks

while the shake-off satellite spans a wide continuum. The satellite structure
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is dependent on the nature of the orbitals. In solids, satellite structure is
observcd in the presence of a large general background of secondary
electrons. However, for some compounds, like transition metal compounds,
the satellite structure is often very intense and easily discernible,

It is generally stated that the actual photoabsorption process occurs
nearly instantaneously (< 10717 sec). However, screening processes to a
suddenly created core hole respond on a time scale from 10-16 sec to 10712 gec
[6]. For instance, localized screening for 156 eV plasmons has a response time
of 2.75 x 10-16 sec. On the other hand, the delocalized screening by core-
valence-valence Auger transitions takes about 10712 gec [6]. Further, as
illustrated by Gadzuk [6], screening processes between these limits can
appear as Coster-Kronig transitions, low energy electron-hole pairs, or
phonons., Here the Coster-Kronig transition means that one of the two
vacancies produced in the radiationless decay is in a different subshell of the
same principal shell that contains the initial vacancy [7]. Each screening
response has its own field of influence: phonon excitation is most important
in ionic solids [8], shake-up is generally but not exclusively associated with
insulators, and the electron-hole pairs (a many-body screening response)
should occur only in metals and semimetals.

In the framework of the sudden approximation, the shape of the core-
level line can faithfully illustrate various screening processes in their own
characteristic ways. First, plasmons, created either by the dipole formed by
the suddenly created core-hole and the photoelectron or by the photoelectron
on its way out to the surface, appear as subsidiary lines on the low kineltic
energy side of the main peak. Second, the production of phonons, coming

from either the relaxation of the nearby nuclei due to the sudden appearance
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of the hole or the photoelectron-phonon scattering on the photoelectron path
inside the solid, causes line broadening with essentially Gaussian character
[9]. Third, in a metal, the low energy electron-hole pairs result in a long-
tailed asymmetric line shape with a power-law character, as shown in Fig. 8.
In a particular casa that is dominant in metals, shake-up components
can appear as electron-hole (not the photohole) pairs around the Fermi level.
This phenomenon can be easily understood from the valence-band and the
core-level EDCs of Fig. 5. Valence band emission is shown in the left panel
where the upper curve is for Cr metal and the lower curve is for Ag metal,
whereas the right pancl shows core level emission with the Cr 3p core level in
the upper curve and the Ag 3d level in the lower curve. From the figure, a
sharp contrast in the DOS at Ey appears between these two metals. Cr has a
higher DOS at Ep than Ag does. This difference affects faithfully the core-
level line shape, particularly on the high-binding-energy side. The shape is
more asymmetric in Cr than in Ag. This correlation between higher DOS at
Er and greater asymmetric core line can be understood as follows. Upon
sudden removal of a core electron in a metal, the conduction electrons tend to
screen the positive charge. The wavefunctions of each screening electron are
no longer in their original form in the ground state but become meodified to a
degree that depends on their proximity to the core hole. According to the
Anderson theorem [10], the ground state of an infinite electron gas is
orthogonal to the same electronic state with a localized core hole produced
suddenly. The energy required for the screening process is taken from the
kinetic energy of the outgoing photoelectron, The spectrum exhibits a "tail"
of lower kinetic energy photoelectrons because the energy which goes into the

excitation of electron-hole pairs. The shape of the line reflecting the electron-

[T . [ R T
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Fig. 5: Valence band and core level photoemission spectra for Cr and Ag,
Note the correlation of the density-of-state at Ep and the asymmetry of

the line shape of core level
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hole pairs excitation is of the form w*! [11], where o, the asymmetry factor,
generally lies between 0.0 and 0.5, Since the screening depends on the
density of states close to the Fermi energy, the core-level line shapes are likely
to be affected by the increased occupation at Ep, giving greater o.. The
excitations at the Fermi level accompanying the final core-hole state are an
intrinsic property of the metal. They, therefore, do not depend either on
sample thickness or on incident photon energy. Plasmons, in contrast, do
not exist if the sample thickness goes to zero,

In semiconductors and insulators o = 0 because the energy band gap
eliminates the possibility of exciting low-energy electron-hole pairs.

Another important many-body effect observable especially in the case of
metals with incomplete d- or f-shells is electron-electron correlation [12].
When the core hole is created, a localized empty d level at the hole site is
pulled down below Ep. When the coupling between the core hole and the
incomplete d- or f-shell states is strong enough, a satellite appears at a larger
binding energy than the main peak. The core-level spectrum exhibits mainly
two peaks with asymmetric line shapes,

In summary, PES spectra do not give rise to a measurement of the
initial ground state property. A photoemission peak reflects an energy
difference between the ground state of the sample and the metastable final

state of the ionized sample.

Theoretical Models
The photoemission process has been theoretically split off into three
independent sequential steps: Optical excitation, transport to the surface,

and escape into vacuum, This process is called the "three-step model",
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developed by Berglund and Spicer [18]. According to the sequence of three
events, the intensity distribution of primary electrons I(E, hv) can be

factorized:

I(E, hv) = P(E, hv) x T(E) x D(E) , (3)

where P(E, hv) is a distribution of photoexcited electrons by the optical -
excitation and gives the primary spectrum (zero loss line plus intrinsic
plasmons), T(E) is a transmission function characterizing the photoexcited
electron transport to the surface, and D(E) is the escape function of the
photoexcited electron. A core level spectrum should give a Lorentzian line
whereas a valence band spectrum should give a replica of the DOS of the
sample,.

The distribution of photoexcited electrons P(E, hv) is given through the

optical excitation of electrons between the occupied valence band Bloch state

| ¥;> and the empty conduction band Bloch state | W of the excited electron:

PE, hv) o 3, f a% (W |H'| W P S(E(k) - Eik) - hv) 8E - Ek)) . (4)
i1

The k integration extends over the first Brillouin zone. The first delta
function ensures energy and momentum conservation. The second delta
function selects the transitions at the specified final state energy determined
by electron energy analyzer. Note that the photoemission in this model
becomes a very selective process since three d-functions (including the
momentum-conservation in the matrix element) restrict the possible

distribution.
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The transport function T(E) includes inelastic electron-electron
scattering or elementary excitaiions in the solid. Berglund and Spicer have
fcund in a classical treatment that 7(E) can be expressed as T(E) = ogAs/(1 +
oshs), where o 18 the optical absorption coefficient and A4 is the inelastic
mean free path. If agls << 1, the mean free path is much smaller than the
penetration depth of the light, 1/0, then T(E) = agdg. Thus, in this limit, T(E)
is a slowly varying function depending on the energy E of the photoelectrons
and reflecting the fact that no single scattering process characterized by one
particular sharp threshold energy dominates electron transport.

D(E) is a smooth function of E beyond the threshold for which thie
energy of the electron E is sufficient to permit it to surmount the potential
barrier at the surface. D(E), and T(E), may distort the energy distribution.
However, they are not expected to introduce structures or peaks in the
intensity distribution I(E, hv).

Despite successful application of the three-step model in explaining
PES spectra, it has conceptual deficiencies [14, 15]. First of all, it says that
the optical excitation taking place at a given point in the solid, then
propagation, then transmission of the photoelectron into vacuum are
independent processes. It further says that the inelastic electrons lose their
energy after they have first been optically excited. As a matter of fuct, the
process affecting the photohole (or the initial state) and the photoelectron (or
the final state) may interfere in certain cases destructively so that the whole
photoemission process has to be described as single quantum mechanical
event. Secondly, it uses stationary initial- and final-state one-electron
wavefunctions to calculate the matrix element. This is certainly not

compatible with the fact that the final state is highly excited in
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photoemission. Thirdly, the hole in the three-step model is long-lived, which
violates the uncertainty principle. Finally, it drops all surface states and
surface resonances from consideration by absorbing the whole effect of
surfaces into the escape function. |

A number of sophisticated theoretical models have been developed to
explain photoemission from solids with a many-body formalism [16, 17]. For
exainple, Feibelman and Eastman [18] used steady-state scattering theory to
derive a Fermi Golden-Rule formula for a photoelectron current from an
independent electron solid. They showed that for sufficiently weak electron
dafnping the Golden-Rule formula devolves into the semiclassical "three-
step” formula (4). However, the results of many-body work are very
unmanageable and it is hard to compare experimental phetoemssion spectra
within the context of the different models. Hence, the three-step model can be
used as a first approximation for a quantitative description of photoemission

spectra.
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SYNCHROTRON RADIATION PHOTOEMISSION SPECTROSCOPY

Properties of Synchrotron Radiation
Synchrotron radiation is generated by electrons centripetally
accelerated in an orbit produced by a dipole magnetic field. A synchrotron

radiation source is characterized by its critical wavelength A, expressed as

2
xc=‘§nR(5’—‘%)3. )

Half the power emitted is emitted at wavelengths shorter than A;. R is the
radius of curvature of the orbit. At low speeds the electrons emit a Larmor
pattern in a frame of reference mbving with the electron shown in Fig. 6a.
But as the electron's speed approaches that of light, this pattern appears in
the laboratory frame as a narrow cone with strongest emission in the

forward direction of the velocity (Fig. 6b). The angular extent in the plane of

the orbit has a characteristic half angle y = mc2/ € ~ a milliradian, where
m, is the mass of electron, c is the speed of light, and € is the energy of the
electron. Thus, for an observer looking tangentially to the circular orbit, the
electrons appear as a bright white point and accelerate in a perpendicular
direction. Because of the narrow cone of emission, the bright point is very
different than that from other point sources.

The properties of synchrotron radiation can be calculated accurately
with the theory originally developed by Schwinger [19] in 1949. Since then, a
number of review articles [20 - 22] and internal reports for specific machines
[20] have been published. The following are some of the properties of

synchrotron radiation, which clearly show advantages over conventional
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Fig. 6: Schematic of electron emission at (a) low speed and (b) near the speed
of light



line-sources:

1. Synchrotron radiation is an intense spectral continuum up to X-ray

wavelengths. ‘

2. Synchfotron radiation is highiy collimated radiation, confined in a

small elevation angle near the electron orbital plane.

3. Synchrotron radiation has a high degree of polarization. It is

completely linear polarized with E vector in the orbital plane.

4. Synchrotron radiation is pulsed with fast (nanosecond) time

structure.

5. Synchrotron radiation source is an ultra-high vacuum light source,

an empirical condition necessary for surface studies.

Although the spectrum of synchrotron radiation consists of many
harmonics of the fundamental orbit frequency, these separate components
are very close together and indistinguishable. Hence, synchrotron radiation
must be used in conjunction with a monochromator to obtain a well-defined
photon energy. Monochromators are distinguished by the way the radiation
is incident on the concave grating. In the normal incidence region,
reflections at the optical components take place at normal, or near normal,
incidence. Photon energies at this region can extend up to 40 eV. To reach
higher photon energies the radiation must be incident on optical components
at angles near to grazing. In a Seya/ERG monochromator [23] for the present
study, for example, photon energies between 5 eV and 40 eV are
monochromatized by the Seya-Namioka monochromator [24] where the
entrance and exit slits subtend an angle of 70°32' at the grating to obtain a
good focus condition. Energies above 40 eV are given by the extended range

grasshopper monochromator (ERG) [25] where the incidence angle is at 2°
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from grazing (or 88° with respect to the surface normal.)

Photoionization Cross Section and Cooper Minimum
The photoionization cross sections (o or do/dQ) are determined by a
matrix element of the form <¥; | H'| ¥;>, where H' is the interaction
Hamiltonian between the electron and the photon field and |¥> and |%¥;>
are the final and initial state. To obtain H', the electron momentum operator
P in the original Hamiltonian is replaced by P+ —Q%K , where A is the vector
potential of the photon field. Following a proper choice of scalar potential

gauge ® = 0 and neglecting the relatively small diamagnetic term |A |2 after

expanding the Hamiltonian, H' har then a form proportional to

H o (P-A+A.P), (6a)

or
Ho2A -P-iV.A), (6b)

The last step has used the commutator [1—5, K] =—{V-A. Various
approximations can simplify H' further [26]. First, if the photon field & can
be expressed as a transverse wave with amplitude A and momentum q, A=
A exp(iq - T), then Ko 4= 0. Second, in the dipole approximation, exp(iq : T) =
1+iq ¥ = 1. For photon energies below several keV, q is small enough so that
q - ¥ is small compared to unity for values of r for which the initial state
atomic wavefunction has appreciable amplitude. In addition the
contributions of the electric quadrupole and magnetic dipole terms are rather

small (1074 of the total cross section). Third, if the photon frequency greatly



26

exceeds the plasmon frequency of the solid then V - A =01[27]. Therefore, A
can be treated as a constant KO by these approximations. Cross sections can
then be simply determined, apart from the constant factor, by evaluating the
matrix element of the form <¥s | P Yi>or <W | T Wi> or <¥¢ | VVI ¥;>,
where V is the potential in the unperturbed Hamiltonian [28].

If the initial state |W;> is described by a one-electron wavefunction
with quantum numbers, n, [, m of the form R,;(r)Y;,,(8, ¢), and the final
state |W¢ > is written in a similar form (but with no value of n, being in the
continuum) as Ry(r)Y;,, (6, ¢), then the evaluation of the angular integrals

in the matrix elements leads to the selection rules

I'=1+1

m=m,m=1. (7

Thus, for any particular [ value of the initial state, the final state will contain
a coherent sum of two angular momentum states of values [ - 1and! + 1. In
an isolated atom, the bound electron levels are discrete and their
wavefunctions are well defined. When atoms are brought to form a solid, the
deep-core levels are not significantly changed. However, the outer-shell
electron levels are perturbed and form bands with some admixing of atomic
wavefunctions. For these band electrons in solids, new selection rules
specific to the solid state are required. Apparently, the cross section for these
band states will be different due to the changed final state wavefunctions.

If a central potential model, as well as the dipole approximation, is
used then the total nl subshell photoionization cross section can be obtained

by integrating over the complete 4x solid angle and is given by [29]



cr,.z(En:f-dﬁ-dn
dQ

4.2 2 N1 l 2, + L+1 R, 2
3™ 0 80 Nuhv (21+ ] Ru (Fk)+zl+ 1 R1+‘1 (Ek)), (8)

where 0, is in cm, o = 1/137 is the fine-structure constant, ag is the Bohr
radius (= 0.52918 A), N,;is the number of electrons in the nl subshell (=
2(21+1) if filled), Ey is the photoelectron kinetic energy in Rydbergs (1 Ry =
13.605 eV), and hv is the energy of an incident photon. The main contribution
to the cross section can be easily realized by the weighting of R,;(E,) given by

oo

Ry 1(Ew) = f Pulr) r Py nx1(r) dr, 9
0

where R,; = Pp(r)/r and Rg,, 1+1 = PE,, 1+1(r)/r is the radial part of the one-
electron wavefunctions expressed in Bohr radii of the discrete initial and

continuum final states, respectively. For a photon energy well above
threshold, transitions to l' =/ + 1 are more probable than to l — 1 [27, 28].

The energy-dependent character of R,; (E,), which in turn depends on n
and [, gives rise to interesting properties. The Ag 4d partial cross section, for

example, is given by
04q = 8n20gaghvR2. (10)

For hv well above the 4d threshold R >> R, [29] and therefore the energy

dependence of the 644 is almost entirely determined by Rz To determine Ry
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the final state wavefunction at a photon energy well above the 4d threshold is
usually assumed to be free-electron like. However, this assumption is
challenged by the illustration of Fig. 7, which shows electron emission taken
- at hv =35 to 70 eV. The dramatic change in the line shape of the 4d band
précludes ‘the simple description of the free-electron final states. In addition,
in the valence band, there are contributions of electrons with different
angular momentum, giving a valence band photoelectron spectrum
containing contributions which are weighted by these different cross
sections. Hence, the consideration of the wavefunction forms for the initial
and final states should be made when evaluating the matrix element. |

Second, as seen in Fig, 7, the Ag 4d band exhibits an intensity variation
with photon energy, which reveals the importance of the cross section effect.
To emphasize this point, Fig. 8 shows the work of Yeh and Lindau [30],
where the calculated cross section of atomic orbitals vs photon energy for
selected elements is shown. In Fig. 8, the cross section of d band orbitals is
three orders of magnitude greater than that of sp band orbitals at low photon
energy. In other words, sp band emission will be severely concealed by d
band emission. At photon energies above 100 eV, however, a significant
reduction of cross section of d band orbitals is noticed.

In particular, a dip is shown at about 130 eV in the Ag 4d orbital
photoexcitation cross section. This dip is called the Cooper minimum (CM)
[31]. The atomic nature of the CM effect originates from the presence of a
node in the radial part of the initial-state wavefunction and the subsequent
cancellation of the dipole matrix element for electron transitions to particular
final states. For 3d orbitals where no nodes exist, there is no CM. Therefore,

a serious reduction of the transition matrix element can be achieved by
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properly choosing the photon energy. This property is especially useful to the
present study of the noble metals on a-Si:H., At photon energies below 100 eV
the cross section effect makes a differentiation of the valence band emission of
the a-Si:H substrate from the Au or Ag overlayer difficult. By using a photon
energy at the Cooper minimum the ditficulty is removed because of the

reduced magnitude of the d-orbital cross section,

Synchrotron Radiation Photoemission

The ability to vary photon energy lures users to run experiments
preferably with synchrotron radiation over laboratory line sources. With this
unique option, SRPES can give information in its characteristic ways. First,
the escape depth for a given valence or core level can be manipulated by
properly choosing the photon energy. Take the silicon 2p core level as an
example. A photon of energy 160 eV ejects an electron from the Si 2p core
level with L}, = 100 eV with a kinetic energy of about 66 eV (see Eq. (1)). As
Fig. 4 shows, the escape depth at Ey = 55 eV for Si is about 5 A, thereby
enhancing surface emigsion, On the other hand, if the electron is excited by
110 eV photons, giving Ejy of about 5 eV, then the escape depth goes to about 26
A, giving more bulk-like information. Furthermore, the resolution is better
than XPS can achieve,

The continous nature of synchrotron radiation provides three
variables, hv, By, and Ey,. With fixed Ey and Ej,, the spectroscopies are called
constant final state spectroscopy (CFS) and constant initial state spectroscopy
(CIS), respectively. In CFS, also termed as partial yield spectroscopy, the
photoemission yield within some energy interval above threshold is

measured as hv is varied [32 - 34], Typically, the intensity of secondary
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electrons only a few eV above threshold is monitored in order to avoid hv-
dependent contributions, After the primary photoabsorption, decay of the
excited core hole occurs largely via Auger emission for low energy (< 1000 eV)
core holes, Thus an optical transition takes place from the core hole to an
unoccupied state, the core hole recombining with a valence electron with the
emission of a seconid valence electron. Since the yisld of secondary electrons
is proportional to the total number of core holes created by the photons, the
yield spectrum is a direct measure of optical absorption of a specific level in
the solid, The resultant spectrum is a measure of the probability of creating a
core hole as a function of hv. Note that with a fixed final state, the escape
depth is therefore constant.

In CIS, the photoemission yield within some energy interval E to E +
OF at a fixed initial state energy, E, = E — hv is measured |35]. In this
technique, the optical monochromator and electron energy analyzer are
scanned synchronously so that E — hv is kept constant. The resultant
spectrum reflects the number of photoejected electrons as a function of their
kinetic eiiergy. In the CIS mode, it is possible to monitor the cross section of
a particular initial state as a function of hv.

Resonant photoemission, which gives rise to a better understanding of
the electronic structure of solids [36], can be studied by synchrotron radiation.
Equation (1) does not necessarily mean a shell electron has to be ejected above
the vacuum level (out of the sample). As shown in Fig, 9, an incident energy
can excite an core electron to just above the Fermi level and in this case an
additional decay channel is created. To illustrate this point clearly, take the
first row transition metal as an example (rare earth metals can be discussed

in a similar way). In a simplified single-electron picture, a photon with
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energy at the 3p threshold can excite a 3p core electron to above the Fermi
level and consequently the excited electron can decay back to the 3p core hole
(a direct recombination process) accompanied by an ejection of the valence

band electron; that is, the process can be described as
3p83dn + hv — 3pb3dn*! — 3p83dn-1 + e (¢f), (11)

where n is the number of electrons in the d orbitals and & is the continuum
final state of the ejected electron. The same final state can also be excited by a

direct valence band emission,
3p83d" + hv — 3p83dn-1 + e~ (¢f) . (12)

Because paths (11) and (12) involve the same initial state and final state, they
can interfere quantum mechanically, thereby enhancing (or diminishing)
the electron emission at the 3p threshold. Note that direct emission can be
accessed by any energy so long as it is greater than the d band binding
energy. On resonance, the energy of the excited 3p shell is transferred
directly to a valence electron which is ejected with substantially higher
kinetic energy than the Auger process would provide. Therefore,
operationally, the autoionized electron always occurs with a kinetic energy
greater than the 3p binding energy, while the Auger electron always occurs

with a kinetic energy less than the 3p binding energy.
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Fig. 9: Comparison of decays of threshold excitation and ordinary Auger. At
threshold, the excited electron can be either recombinewith the core
hole, or serve as a spectator
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METAL - SEMICONDUCTOR INTERFACE

When two metals of different work functions are far apart, the vacuum
levels are aligned. As they are brought into contact, the requirement of a
unique Fermi level causes charge transfer from the onc with the smaller
work function to the other. Since there exists approximately one free or
unbound electron for each atom in the metal, the charge transfer that takes
place upon cont .3t of two metals essentially involves the two outer layers of
atoms. An electrostatic dipole layer is formed and the bulk of the metals
remains unaffected.

In a semiconductor the situatior} ig rather different. Electrons fill
states up to the top of the valence band. There is a band gap between the
valence band and the largely empty conduction band. In an n-type
semiconductor donor impurity atoms give rise to a small number of electrons
in the conduction band. When a metal of higher work function and an n-type
semiconductor are brought into contact (a Schottky contact) [37], for example,
electrons from the conduction band of the semiconductor flow into the metal
till the Fermi levels on the two sides coincide, as shown in Fig. 10. Since the
Fermi energy in thermal equilibrium is constant throughout the region and
the separation of the conduction band edge E, from Ep increases with
decreasing electron concentration, the conduction band edge bends up as
shown in Fig. 10. The transfer of conduction band electrons leaves positively
ionized charge (space charge) behind so that the semiconductor region near
the metal becomes depleted of mobile electrons. Because of the extent of the
band-bending region [38], the bulk electronic structure of the semiconductor

is affected by the presence of the metal. Thus, a positive charge is established
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on the semiconductor side of the interface and the electrons which transfer
into the metal form a thin sheet of negative charge confined within the
Thomas-Fermi screening distance from the interface (= 0.5 A). A dipole
electric field is therefore established.

At the surface of a semiconductor the periodicity of the crystal lattice is
terminated. In other words, the surface atoms have neighbors only on the
semiconductor side. On the vacuum side, there are no neighbors with which
the surface atoms can make bonds. Thus, each of the surface atoms in a
covalent crystal has one broken bond in which only one electron is present,
excluding the possibility of occurrence of surface reconstruction. The broken
covalent bonds are called dangling bonds. Dangling bonds give rise to
localized energy states at the surface of the semiconductor with energy levels
lying in the forbidden gap. Surface states therefore exist. The localization of
surface states arises from the imaginary part of the wave vector and these
wave functions are evanescent waves which decay exponentially with
distance. These surface states are usually continuously distributed in the
band gap and are characterized by a level called the neutral level ¢,. The
neutral level is the level where electrons fill up to make the surface
electrically neutral without band bending. Clearly, the presence of the
surface state at a covalent semiconductor surface tends to attract electrons
from the conduction band, leading to band bending and a space charge layer
even in the absence of a metal contact.

The model of band bending for crystalline semiconductors can be
applied to a-Si:H as well. However, due to the disordered nature of a-Si:H,
some differences exist. Figure 11 shows a schematic of Schottky-barrier

formation for a metal and a-Si:H. Circles in the band gap on the a-Si:H side
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indicate defect centers near the Fermi energy, which arise from a gap
density of states large enough to pin Ep near midgap. An aspect of this
configuration is that band bending is also feasible for a-Si:H in the absence of
a metal contact. However, maintaining the electrical neutrality at the
surface is achieved by ionized centers near midgap, in contrast with ¢-Si, in
which the ionized donors or acceptor states lie near the ‘bandvedges. With
metal contact, charge in ionized centers is transferred to the metal layer. If
the magnitude of the transferred charge is comparable to the surface defect
density on the semiconductor, then additional band bending will occur.

Determining the distribution of space charge in the depletion region for
a-Si:H is more complicated‘than for c-Si. For uniformly doped n-type c-Si, the
positive charge distribution in the depletion region formed by ionized donors
balances the equal negative charge on the metallic interface. The space
charge density is normally equated to the constant donor density. As for a-
Si:H, the positive charge distribution depends on the distribution of localized
states and will therefore be a function of both position and energy [39]. The
net space charge in the depletion region is determined by both ionized
impurities and the localized states.

The most common Schottky diodes for a-Si:H are formed on undoped or
intrinsic films. This is another difference from the case of c¢-Si, for which
doped materials are always used to make Schottky diodes. Doped a-Si:H,
either p or n type, contains large densities of defects [40] which enhance
carrier recombination. In other words, the carrier lifetime of undoped a-Si:H

is significantly longer than that of doped a-Si:H.
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Fig. 11: Schematic of Schottky-barrier formation of a metal and a-Si:H. In (a)
the metal is isolated from the a-Si:H, and in (b) and (c) they are in

electrical equilibrium, and in (d), they are in intimate contact.
(From Ref. 50)
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PROPERTIES of a-Si:H

For a perfect crystal, the relative positions of atoms are determined by a
few parameters: the size and shape of the unit cell .and the locations of the
atoms within the cell. In the one-electron approximation, the periodicity of
potential in crystalline solids makes all electronic states extended and results
the existence of well-defined band edges (van Hove singularities). However,
in amorphous materials, the loss of long-range order, or the non-periodic

potential, has the electronic states localized and the band edges are no longer

sharp due to removal of the van Hove singularities. The former, arising from

the effect of defects, gives well-defined energy states typically occurring in the
energy gap, while the latter, from the effect of disorder, results in the band
tail states. The extent of the band tail increases with increasing disorder.
The weak bonds (i.e., the tail states) can, however, serve as precursors to the
broken bonds (i.e., the deep states). With increasing bonding disorder, the
density of strained bonds increases, and a certain fraction of these strained
bonds will "break" and then appear as deep defect states [41].

The lowest energy configuration of silicon is one in which it forms
tetrahedrally coordinated bonds at the optimal 109.5° bonding angles with
four neighboring atoms. However, in a-Si:H, strains developed during film
preparation can force certain atoms to bond with undesirable bond angles
and be undercoordinated, or to bond in higher energy local configurations.
Since thermal equlibrium is hardly met in preparing a-Si:H films, many

defects can be frozen in with no opportunity for relaxation. Band tails

‘extended into the band gap must then exist due to the disorder potential

related to bond angle, dihedral angle, and bond length fluctuations.
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Therefore, long-range order is absent in a-Si:H materials. Hence, only the
atoms that are rather close to each other provide necessary information.
However, this information is available in statistical form, because the
disorder of an amorphous phase consists in part of spatial fluctuations in
interatomic distance. The following are some of the properties of a-Si:H,

1. In'a-Si, crystal momentum is not a good quantum number. Optical
transitions, therefore, can be viewed as localized transitions. As a
consequence, an increased efficiency of optical transitions is expected. In
fact, the absorption coefficient for a-Si:H is found to be an order of magnitude
larger than that of ¢-Si, in the visible range of the spectrum [42, 43]. The high
absorption coefficient of a-Si:H makes it feasible for photovoltaic applications:
1um of a-Si:H is sufficient to absorb most usable solar radiation, compared to
100um for c-Si [44].

2. Localized states in the energy gap act as traps and recombination
centers in a-Si, reducing the drift mobility of the carriers. In a-Si:H, |
however, the effect of combining hydrogen has been shown to cause a
dramatic decrease of these defect states in the gap. The passivation effect of
the hydrogen not only decreases the concentration of gap states but increases
the stability against oxidation [45]. Experiment has shown that 1 monolayer
(ML) of chemisorbed oxygen on a Si(111) surface requires an exposure of ~ 10°
langmuir (1 L = 1078 Torr-sec) of molecular oxygen [46], while more than 101!
L of oxygen is needed to acheive the same on a-Si:H [47].

3. One of the consequences of the high concentration of hydrogen is
that the energy gap of amorphous Si is much larger than that of crystalline
Si: Typically 1.7 £ 0.2 eV for a-Si:H compared to 1.1 eV for ¢-Si [43]. When a

Si atom, for example, is surrounded by three Si atoms and one H atom in a
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tetrahedral configuration, the greater Si-H bond strength (3.4 eV, compared
to the Si-Si bond s£rength of 2.4 eV) results in a greater bonding-antibonding
splitting. However, H is more electronegative than Si, so that the 1s orbitial of
H lies below the 3sp® hybridized orbital of Si. This shift of weight in the
density of states given by a sharp reduction in the energy of some states near
the top of the valence band serves to increase the energy gap with increasing
H concentration [48].

4. For c-Si, the Fermi level is controlled by the high surface state
density (= 104 cm=2eV-1), which shows as a sharp peak just b’elow the Fermi
level in UPS spectra [49]. Because the number and energy of the bulk defects
are known, the amount of band bending at the vacuum/c-Si interface
correlates well with bulk and surface state densities. The reconstruction of
the cleaved ¢-Si(111) surface leads to one occupied surface state per atom.
The presence of structural disorder and hydrogen at the surface of a-Si:H
significantly reduces this density, which hampers the detection of surface
states in a-Si:H. Further, the only approximately known properties of the
detailed structure and distribution of electronic states in the bulk make the
determination of the surface properities difficult. Neverthless, it is generally
stated that surface state densities on a-Si:H between 1012 and 1013 eV-1 occur
frequently [50].

5. a-Si:H films are often not homogeneous [61]. Because of the process
of film growth, the first and the last few hundred atomic layer near the
substrate and the surface may have a composition and structure that are
quite different from that of the bulk. The top layer may be enriched or
partially depleted of hydrogen, depending on out-diffusion and the hydrogen

equilibration process. Such vertical heterogeneities have been pointed out in
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the literature [62, 53]. Moreover, NMR data also suggested that even "device
quality" a-Si:H films could contain regions with relatively low hydrogen
coricentrations interspersed in regions with higher concentrations [54].

6. Ilumination with intense light (= 100‘ mW/cm?) for several hours
can cause structural changes known as the Staebler-Wronski effect, The
Staebler-Wronski effect is caused by a reversible increase of the density of
neutral dangling bond defects during illumination, The additional light-
induced dangling bond defects are metastable, but disappear after annealing,
An important feature of the Staebler-Wronski effect is the observation that the
structural changes are not a direct consequence of the photon absorption
process, but are caused in a more indirect way by the presence of both excess
electrons and holes in excited states [54].

7. Infrared absorption (IR) is sensitive to heteropolar bonding and can
give information on the H environments. The H vibrations are split into three
groups of bands in the IR spectra. The high frequency band at 2000 to 2150
cm~! is due to H motion along the Si-H bond. In contrast the group of lines
from 800 to 1000 cm™! and the bands at 600 cm™! represent H motion
transverse to the bond. The low-frequency band at 600 cm™! is due to all H
atoms (one, two, or three) bonded to a single Si moving in phase, while the
band at 800 to 900 cm~! is due to complicated displacements due to multiple-

bonded H (two or three) to a single Si atom,
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EXPERIMENTAL

The count rate (or intensity) I,,; of a photoelectron line from a

particular subshell with quantum numbers n, ! is determined by

In =1 AD Q) on Pplon) Pnl Anl F(n, x, 64, Anp) . (18)

Io is the incident photon intensity, A'is the effective sample area, D' is the
detection efficiency of the analyzer and the detector, Q(¢) is the acceptance
angle ¢ of the cylindrical mirror analyzer (CMA), ®,/(o ) is an asymmetry
factor which expresses the angular dependence of the cross section oy, py is
the atomic density, and A,; is the photoelectron escape depth, The
attenuation depth of the incident photon beam is about 1000 A, which is much
greater than the photoelectron mean-free-path, Therefore, the photon flux
can be considered to be essentially unattenuuted over the range where
measurable photoelectron signals are recorded. The function F accounts for
the variation of effective photoexcitation of the sample from loss of photons
due to reflection at the sample surface and from changes of the intensity Io
within the escape depth A, due to refraction of the light [65]. We briefly
describe how the count rate is affected by each parameter.

The instrument factor affecting the count rate depends on the effective
source area A (the area seen by the analyzer) and the energy bandpass AE,
provided a symmetric and flooded source is used [566]. According to Palmberg

[67], the effective source area A’ (or diameter p ) follows

A =Aly, (14a)

o " ' o L "om
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p'np/‘/'y, (14b)

where Y= Ey/E, is the rotarding ratio for electrons in the analyzer, E; is the
analyzer transmission energy (or the pass energy), and p (A) is the circular
aperture (area) of the analyzer. p has a diameter of 4 mm when the CMA
runs in PES, The energy bandpass AE, on the other hand, increases linearly
with the pass energy and it is also a function of analyzer design parameters
[68]. The count rate, combining these two factors, is therefore proportional to

(681,

Iy o Ey/ (*%E]- = constant) (16a)

or
Iy o Ep2/Ex (Ep = constant) . (16b)

With these relations, the CMA is allowed to be operated in either constant
retarding-ratio mode (Eq. (16a)) or constant pass-energy mode (Eq. (13b)).

In the constant retarding-ratio mode, used for wide-scan spectra
where high intensity is of prime interest, one has to let Y remained fixed so
that the electron trajectories, determined by the electrostatic field between the
cylinders, are unchanged., The kinetic energy of all electrons is reduced by a
fixed factor v, and the electrops enter the analyzer with varying energies,

| On the other hand, in the constant resolution mode used for detailed
spectra requiring good resolution, the pass energy L, is fixed so that all
electrons enter the analyzer with the same energy E,. The transmission is

inversely proportional to the kinetic energy (see Eq, (15b)). Moreover, because
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the electrons impinging 0. the channeltron located at the exit of the CMA
have a fixed energy, the detection efficiency D' contributes to the count rate by
a constant factor only, In the current study, the constant resolution modo
was employed,

Eqs, (14) and (15) fit well to a symmetric and flooded source. However,
the source is generally not symmetric and not flooded. In this case, some
cautions must be taken [69]. Accoding to Olson [59], for instance, if A, is 2
mm x <1 mm, then the transmission will not change until p is 2mm, i, e,
until the kinetic energy Ey is four times the pass energy E;. After that the
transmission will decrease as the square root of Ex. At some point p will
reach the other focus dimension, and the transmission will start to follow Eq.
(15). As far as the count rate is concerned, it will be proportional to the pass
energy at high pass energies. Further lowering E, the dependence will go as
the %power, and utimately at some low E, the flooded source case applies, and
the dependence will be quadratic,

The geometry used for photoemission experiments is depicted in Fig,
12. The light propagation vector, sample normal, and axis of the CMA are
coplanar, The CMA accepts electrons in a cone between 36.3° and 48.3° with
respect to its axis, This configuration assures maximum angle-integrated
character free from angular effects, suitable for amorphous samples.

Photoelectrons are generally not emitted isotropically, Within the

dipole approximation, @, (o ) follows as

Opiler) = 2 11+ % 3 coset - 1)] (16)
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Fig, 12: Geometry of the sample surface and the CMA acceptance cone. The
surface normal A is tilted 45° with respoct to the CMA axis ¢. The

CMA acceptance cone extends from 36.3° and 48.3° with respect to c.
The photon is incident onto the surface at 78° with respect to ¢
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for polarized radiation, where o is the angle between the polarization
direction of incident light and the direction of the emitted photoelectrons [60],
Bn is a tabulated asymmetry parameter, sensitive to |W;>, | W, and photon
energy [61]. Eq. (16) is applicable for both atomic orbitals and randomly
oriented systeins, whose non-preferential direction gives results averaged

over all possible orientations, -

Sample Preparation

Hydrogenated amorphous silicon substrates were prepared by rf
sputtering, A polycrystalline silicon target was the upper electrode of the rf
diode sputtering system, The single-crystal silicon substrate held at room
temperature rested on a stainless steel disc which, in turn, mounted on the
lower electrode with the same diameter as the target. The electrodes were
pulled 1 inch apart, to offset the thickness the stainless steel disc, The
pressure was reduced to 2 x 10~7 Torr before sputtering. A mixture of argon,
with a partial pressure of 26 mTorr, and hydrogen at 2 mTorr, was then
allowed to flow kinetically into the chamber during deposition. The 13.66
MHz rf power was set at 500 W, giving a power density of 2.74 W/cm?2. The
silicon deposition rate was 6.7 A/s. The thickness of the product was
measured to be 2,2 um,

The a-Si:H IR spectrum shows vibrational frequencies due to the SiH
stretching mode (2100 cm™1), wagging mode (638 cm™1), and SiHjy bending
mode (897 cm™1). Those SiH, radicals are typical in an a-Si:H sample
fabricated at room temperature [62].

The surfaces of the a-Si:H films needed to be chemically clean before

insertion into the UHV experimental chamber in order to reduce sputtering

L0
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time. They were etched in HF and rinsed with distilled wéter. The cycle was
repeated, if necessary, until water was gble to wet the surface. Dry helium
was used to blow off the liquid. The cleaned sample was then attached to an
OFHC (Oxygen Free High Conductivity) copper rod screwed in the
manipulator. An Ar ion-sputter gun was employed at normal incidence to
remove residual contamination on the surface. Recently, Lu et al. [63]
reported a comparison of the oxidation kinetics of HF-etched a-Si:H, ¢-Si and
Ar-etched a-Si:H exposed to the ambient atmosphere. The results indicéted a
higher oxidation rate for the Ar-etched surface, signifying continuous
production of free SiHy radicals. Nevertheless, heat treatment‘should not be
applied since large bubbles and holes might be formed on the heated sample
[64]. | |

The experiments were performed at the Synchrotron Radiation Center,
University of Wisconsin. Monochromatized radiation was incident from a
Seya/ERG beam line [23], scannable from 5 eV to over 1000 eV. EDCs were
recorded at selected photon energies while the kinetic energy of the
photoelectrons was swept. Photoelectrons were collected via a double pass
CMA with channeltron multiplier detector and CAMAC pulse counting
electronics. Measurements were always at a base pressure of 5 x 10711 Torr.

The metal overlayers were obtained by evaporation onto the substrate
kept at room temperature. Well-outgassed metal was evaporated from a
tungsten basket. The pressure during evaporation never exceeded 1 x 1010
Torr for Au and Ag and 8.5 x 10710 Torr for Cr. The pressure never exceeded
3.5 x 10710 Torr in obtaining a thick film. The thickness of the deposits was
monitored by a quartz crystal oscillator. Thicknesses reported are those of an

equivalent uniform homogeneous layer‘of' metal and are integrated
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thicknesses for successive evaporations, although the actual coverage may be
inhomogeneous.

The Fermi energy was determined from a metal by the location of the
inflection point in the high energy cutoff [65]. We use the Fermi energy, Ep,
of the copper sample holder as the zero of binding energy. However, when
the semiconductor surfaces become metallic, their Fermi levels became the
reference for the metal Ep. The position of the top of the valence band
maximum (VBM) in a semiconductor was determined at the slope intercept
by extrapolating the tangent line to the leading edge of the EDCs back to the
energy axis [66]. All spectra are normalized to the carrent from a nickel
mesh placed in front of the sample and the raw experimental data were

smoothed, using the Savitzky-Golay algorithm [67].
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Au ON a-Si:H

Introduction
Auw/c-Si is a good example to demonstrate the complexity of the metal-
semiconductor interface [68]. This diffuse interface has triggered a number
of researchers to use assorted surface-sensitive techniques, e.g., ultraviolet
photoemission spectroscopy (UPS) [69 - 72], Auger electrdn spectroscopy
(AES) [72 - 76], electron energy-loss spectroscopy (EELS) [72 - 74], low-energy

electron diffraction (LEED) [73, 75, 79], transmission electron microscopy

(TEM) [72, 76, 77] and MeV He™ ion scattering [78]. The general picture of the

growth of gold atoms on single crystal Si at room temperature can be
sketched as follows. From the onset of deposition, Au atoms grow on the c-Si
surface in a layer-by-layer fashion without interacting with the underlying
Si. After a critical equivalent thickness is exceeded, Au commmences to
intermix with Si atoms. Because the lowest eutectic temperature of Au/Si is
370°C no equilibrium silicide phase can be formed at room temperature [79].
As deposition of gold increases, the interface ends up with the sequence:
Si(sub.)-(Au/Si),~(pure Au)}-(Auw/Si),—(vac.), where (Au/Si) denotes
intermixing. The thickness of the intermixed region in the vicinity of the
vacuum is claimed to be < 1 ML in Ref. 69, but to be 1.5 ML in Ref. 80, where a
monolayer is defined as the atomic density of a ¢-Si surface. The bonding
environment of the intermixed Si atoms has been proven different from that
of tetrahedrally bonded bulk-Si [81]. The subscripts for the intermixed Auw/Si
on each side of the pure gold layer mean that their electronic properties and

chemistry are not necessarily the same [81].
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We present the results in four subsections according to interfacial
behavior: null (0 A), low (0 <2 A), intermediate (2 A <8 <9 A), and high
coverage (8 > 9 A) regions. Then a discussion leads to explaining the

behavior in each region.

Results
The evolutions of the density of states of the valence band taken at
photon energies of 40 and 140 eV are Shown in Figs. 13 and 14, with Au
coverage in A indicated at the ends of the spectra, while information gained
from scanning core levels is shown in Figs. 15, 16, and 17. All spectra are

normalized to the current from a nickel mesh placed in front of the sample.

The surfaces of a-Si:H

In Figs. 13 and 14, the EDCs from a clean a-Si:H surface are
characterized by the emission from Si 3p states, bonding states of Si 3p - H 1s
and Si 3s — H 1s orbitals. They are located at about 3, 6.5, and 10.8 eV below
Er, respectively, An argon peak at 9 eV also appears in the spectrum taken
at a photon energy of 25 eV (not shown), a residue of the sputter-cleaning.
Even though the Si 3p state appears as a featureless hump, its attenuation
can tell us roughly the bonding status between Si and H. Since the formation
of hydride bonds in a-Si appears as an intensity-transfer from the upper
portion of the valence band to the vicinity of the Si-H bonding states, a
decrease in intensity of the Si 3p states indicates the fraction of Si atoms
bound to hydrogen. Or, oppositely, when a depletion of H atoms occurs, the
intensity of the Si 3p state increases. The intensity of the Si 3p state increased

with sputter time, after the loss of contamination. This suggests that the



T T T T 1T T T T T T T 7T 171 1 |
6(R): hv=40eV do(2.75)
20‘5\ Au/a-Si:H

18

N

65

Intensity (arb. units)

AN AR TN N NN U N AN TN IS OO UG T IO O 1
20 18 ® W 12 10 8 6 4 2 Ee
Binding Energy (eV)

Fig. 13: Valence band spectra taken at hv = 40 eV to enhance the emission
from Au 5d orbitals. All spectra are normalized to photon flux and
then adjusted to the maximum magnitude at 205 A. Note that the
Au 5d derived states have already dominated the EDCs at the onset
of the deposition. The Fermi level appears at 3 A Ady peak bulges
out at 9 A of Au and the intensity increases as coverage increases
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Fig. 14: Valence band spectra taken at hv = 140 eV to enhance the
contribution from the sp-electron dominated substrate.
Normalization scheme is the same as in Fig. 13. The bonding states
due to Si 3s and H 1s orbitals are still visible at coverage over 9 A,
indicating the intermixed Si atoms with gold are those not bonding
with H

|

- il



55

surfaces have more Si-H bonds than the bulk does, in agreement with the
study of Wagner et al. [82] and Ldznicka [83].

Band-bending effects on the a-Si:H surface have been studied by several
groups. Goldstein and Szostak [84] used the surface photovoltage (SPV)
technique to study band-bending and surface states on a-Si:H. They found
that the energy required to empty a surface-state is different from that to refill
it. They then concluded the bands were bent upwards. An upward band
bending was also reported by Clemens [85] and Foller and coworkers [86]. On
the contrary, Winer et al. [87] used total-yield photoelectron spectroscopy to
investigate a-Si:H, undoped and doped. They reported a difference of 0.3 eV
in the activation energy and work function for undoped a-Si:H. Downward
surface band-bending was thus proposed. Schade and Pankove drew a
similar conclusion [88].

* In the present work, the position of the Si 2pg, line implies the bands
bend upward. Our fitted result, using the same schemes as in Ref. 89, to the
Si 2p core level taken at hv = 160 eV shows that the binding energy of a-SiH),
Si 2pax without bonding with hydrogen, is at 99.43 eV with respect to Ep at the
surface. The energy of the crystalline Si 2pg/; state has been reported to be
98.74 eV with respect to the VBM [90]. However, the energy of a-SiH is 0.22
eV higher than that of c-Si, according to Ref, 89, using a bulk-sensitive scan,
The energy of a-SiHy in bulk is therefore 98.96 eV with respect to the VBM.
Assuming that the VBM is below Ey by 0.87 £ 0.05 eV (because for undoped
material the Fermi level is pinned at midgap by ionized centers [91]), the
binding energy of a-SiHj in bulk is then 99.83 + 0.05 eV. Thus, bands at the
surface are bent 0.40 £+ 0.05 eV upward.



Low-coverage region (8 < 2 A)

In Fig. 13, the density of states of the valence band shows the evolution
of the Au 5d spin-orbit split states. At the lowest coverage, the binding
energies of the two prominent spin-orbit split Au 5d peaks are 6.53 and 5.03
eV. As coverage increases, they move oppositely, consequently increasing in
separation. Further, the d band width expands. However, the contribution
from the a-Si:H substrate is seriously masked by‘the higher cross section of
the d orbitals from the deposits. The valence band spectra in Fig. 14, where
the radiation was tuned to emphasize the Cooper minimum for atomic gold,
supply information complementary to that in Fig. 13. Looking at the spectfa,
we can easily realize that the emission from both Si 3p and Si 3s - H 1s
bonding states shows no change in binding energy, but only an attenuation of
intensity.

In Figure 15, we present surface-sensitive data using a photon energy
of 160 eV to detect the emission from the Au 4f and Si 2p core levels. As
shown in Fig. 15, the Si 2p core level shifts to lower binding energy with
increasing coverage, meaning the VBM continues to bend toward the Fermi
level. The shift is 0.45 eV, at coverages from 0 A to 1 A, according to the fitted
values. With Ep aligned across the interface, the shift is clearly within the
band-bending uncertainty given above. This indicates that the 0.40 £ 0.05 eV
band-bending value is reasonable. Also apparent in Fig. 15 is no appreciable
line-shape change during the movement. The same features can also be
appreciated in Fig. 16, where a bulk-sensitive scan with a photon energy of
110 eV was used. No lines due to chemical shifts appear, indicating that
interaction between gold and a-Si:H in this region is weak. Furthermore, the

intensity of the Si 2p states decreases as coverage increases. In the Au 4f core
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Fig. 15: Surface sensitive core level EDCs taken at hv = 160 eV, The small
bump in the high binding energy side of the Au 4/s/ state is due to
Au NVV Auger emission, Development of two sets of Au 4f states
are cle%’ly seen, Si 2p spin-orbit splitting is easily differentiated at
over 9 A of Au
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Fig. 16: Bulk-sensitive core level EDCs taken at hv = 110 eV



59

levels, a shift of 1.1 eV to higher binding energy at the lowest coverage is
observed, with respect to the bulk value (83.9 eV), The shift is reduced to 0.9
eV at 1 A of Au deposition,

In summary, we assign the initial stage (< 1 A) of gold evaporated onto
the a-Si:H surface as a band-bending region with no significant chemical

reaction.

From Fig. 13 the presence of the Fermi level in the valence band
spectra at coverages above 2 A means that the interface has become metallic.
This is evidence that Au atoms have already clustered enough to show a
Fermi level. A rapid movement of the Au 6dj, derived state toward the
Fermi level is noticed, whereas the Au 6dg, derived state exhibits much less
change. The centroid of the Au 5d band thus continues to shift toward the
Fermi energy, and the band width keeps increasing.

Figures 156 and 16 show a drastic change in the emission from the Au
4f and Si 2p core levels, both in line shape and binding energy, From Figs, 15
and 16 the energy of the Si 2p core lines shifts away from the trend of the
band-bending region and moves from 99.13 eV at 1 A to 99.60 eV at 3 A,
Likewise, the Au 4f lines shift in the same direction as the Si 2p lines to
higher binding energy, from 84.8 eV at 1 A to 84.9 eV at 3 A. Most significant
of all, however, is the altered line shape. The distinct feature is the moderate
intrusion of the Si 2py peak. This suggests that an interaction between gold
and silicon occurs in the interface. Specifically, Si atoms have been set free

by absorbing energy released from clustering gold.
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As gold clusters grow in size, when a Fermi level is detected they
provoke a reaction with the underlying a-Si:H substrate. However, the
reaction occurs at regions deficient in hydrogen. Referring further to Fig, 14,
we observe that the peak due to the Si 3s — H 1s bonding state is still visible,
but attenuated. On the contrary, the Si 3p state is completely gone. These
guggest that the Au atoms forming clusters can be located "over" both Si-Si
and Si-H bonds, but the reaction between Au and Si occurs at regions devoid
of hydrogen. This is demonstrated by the reduced intensity of those Si atoms
which do not bond with hydrogen and the altered line shape of the Si 2p
levels, Another justification can be made by noticing that a shoulder appears
on the low binding energy side of the Si 2p states (Figs. 156 and 16). This
feature, at about the same energy as in the low-coverage region, corresponds
to the Si atoms in Si-H bonding states. The a-Si:H IR spectrum shows
vibrational frequencies due to the SiH stretching mode (2100 cm™1), wagging
mode (638 cm™1), and SiH, bending mode (897 em~!), Those SiHy radicals are
typical in an a-Si:H sample fabricated at room temperature [31], Since the
Si-Si bond energy is 2.35 eV while that of Si—-H is 3.4 eV [32], it is easier to
break Si-Si bonds or weaken the back bond of dangling bonds. Thus the

clusters form primarily on regions of the surface deficient in hydrogen.

The evaporation rate was increased by 1 A/min for coverages between
13 A and 118 A. As we will see, this region shows similarities to, as well as
differences from, the work on ¢-8i, In what follows, coverages under

discussion will be, unless stated otherwise, those below 118 A,
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In this region, the distinctive double-peak of the Au 5d band does not
vary dramatically in intensity, line shape ahd energy position, as are seen in
Figs. 13 and 14, However, in Fig, 13, a peak, labeled do, appears at the top of
the Au 5d antibonding state. Its position, 2.76 eV below EF, is coverage
independent, but the intensity increases as the amount of gold increases.
The do peak, however, loses its prominence at higher photon energy. The
growth of the dy peak is the most pronounced change in the valence band over
this region. Even so, the appearance of the valence band is far from that of
bulk gold, even at the highest coverage.

A number of groups have studied the behavior of gold in the form of
small particles [92, 93]. Pertinent in their work is the evolution of the do peak
in the vicinity of the antibonding area. The development of the dy peak has
exhibited a strong dependence on the volume of a cluster. The larger the
volume, the more prominent is the dp peak. Furthermore, theoretical
calculations have precluded an explanation of the two prominent peaks of the
Au 5d band as simply due tuv spin-orbit splitting, but rather a strong crystal
field effect comes into play [94].

Spectra from both Au 4f and Si 2p core levels provide information that
characterizes the region in a more sensible way. Observing the development
of the Si 2p core lines as shown in Figs, 156 and 16, we have no trouble
differentiating the spin-orbit split peaks. Furthermore, it is interesting to
note that the intensity of the Si 2p core lines exhibited in Fig. 15 remains quite
the same regardless of coverage, except for the highest coverage. The
binding energy of the Si 2pg/o line peaks at 99.83 eV at 13 A of thickness, and

then shifts gradually to lower values with increasing coverage.

wwwwww



62

In addition to the well-resolved 8i 2p spin-orbit core levels in the high
coverage region, the most remarkable phenomenon is the development of two
sets of Au 4f core levels. We call the higher binding energy peak in the
vicinity of Au 4f75 Au(1), and the lower binding energy 4f7/2 peak Au(2), as
shown in Fig. 156, Naturally, the same assignment can also be made for the
Au 452 lines, (The small hump at the high binding energy side of the Au
4f5o poak is from Au NVV Auger electrons,)

In Fig. 15, the Au(1) line shows a monotonic decrease in binding
energy as coverage increases, However, larger Au deposition does not cause
Au(1) to grow in intensity. A closer examination of the line shape at 9 A ,
shows a barely perceptible asymmetry on the low binding energy side of
Au(1), This is the position where Au(2) develops. At increased coverage, it
becomes more and more evident, The steady growth of Au(2) makes it
comparable to Au(1) at 65 A, and larger for larger thickness. However, the
binding energy of Au(2) is coverage independent and remains fixed at a value
of 84.15 eV [95].

In order to determine why the intensity of the Au(1) 4f or Si 2p core
lines does not change, we used a different approach: increasing the
evaporation rate to 4 A/min and increasing the coverage to 205 A in a single
step. First of all, from Fig. 15 it is clearly svon that the intensities of the Si 2p
and Au(1) lines drop simultaneously, while that of Au(2) keeps on growing,
Secondly, a binding energy shift of the Au(2) (83.98 eV) to the bulk gold value
(83.9 eV) appears. At this point, we attribute the higher binding energy
component (Au(1)) to intermixed Au and Si, and the lower binding energy set
to pure gold alone. This assignment is indeed in agreement with the work of

Ref. 80, whose core-level photoemission study of Au on ¢-Si indicated the

witliky
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presénce of two Au 4f components. They assigned the higher binding-energy
component to Au silicide, and the lower to Au itself.

For a coverage as high as 205 A, the Si 2p peak is still presént as shown
in Fig. 15. The thickness far exceeds the escape length of the Au overlayer
[85]. If the interface were abrupt, we would anticipate seeing nothing
originating from the a-Si:H substrate. One might argue that the surfaces are
certainly rough from either the rf-sputtering sample fabrication or the Ar-
etch cleaning treatment, and some clean Si remains in "shadows". To this
argument, our study of Ag on similar samples of a-Si:H [43], where no strong
interactions occur, revealed no signals from the a-Si:H substrate above 65 A
of silver. Therefore, the continued presence of Si at the surfaces is due to Si
outdiffusing through the Au film, consistent with expectations of a high

diffusion coefficient for Si in Au.

Discussion

We depict the behavior of the Au 5d band in Fig. 17 against coverage.
Figure 17(a) plots the individual movement of the two peaks and Fig. 17(b) the
energy separation between them. Also included in Fig. 17(a) is the centroid of
the 5d band marked as "0". Note that what is not shown in Fig. 17 is the do
peak whose track would be a straight line located at 2.75 eV. In Fig. 17(b), the
two peaks in the Au 5d band are separated by 1.5 eV, the atomic Au splitting
[96], at the lowest coverage. This indicates that the initial gold deposit is in a
dispersed, atomic-like state. As coverage increases, Fig. 17(b) demonstrates
a monotonic increase in separation at low coverages followed by a plateau
starting at 9 A. Needless to say, the shift of the centroid toward the Fermi

level with increasing coverage is greatly assisted by the presence of the do
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peak. The evolution of the double-peak separation reflects a trend similar to
that found for A u on Si(111) by Braicovich et al. [69] and for Si(100) by Carriere
et al. [70]. However, the trend is unlike that in Iwami et al.'s work [71] on
Si(111)2x1, which shows a constant separation at low coverages.

We plot the development of the binding energy of the Au 4f7 and Si
2paso core levels in Figs. 18 and 19, where the former tracks individual
binding energies and the latter the energy separation between the Au 4f7/2(1)
and Si 2pgasp core lines. The lines in Fig. 18 serve as a guide to the eye, and are
not fitted curves. We siinplify by omitting spin-orbit symbols hereafter.

Figure 18 reveals a monotonic decrease in binding energy for both the
Au(1) and Si 2p lines at low coverages (the band-bending region), followed by
an increase (the intermediate coverage region) and then a decrease (the high
coverage region) in binding energy. The Au(2) core level, however, remains
at the same value independent of thickness. We can see that the binding
energy of the Si 2p line changes more rabidly than that of the Au(1) line at
thicknesses below 13 A. Above 13 A, the variation rate of Au(1) and Si 2p are
basically the same. This implies that Si 2p orbitals seem to be more
vulnerahle te the chemical environment, particularly in the intermixing
region where the interaction between the deposit and substrate commences.
This strongly suggests that the local strain of the a-Si:H network is disturbed
by clustering gold atoms. The disturbance, however, is slow enough that
subsequently incoming gold atoms see a different unrelaxed substrate. The
slow relaxation process can also explain a decrease in the Si 2p — Au(1)
energy separation, for example, by 0.2 eV at 9 A, over 12 hours later at the
same coverage. The decrease resulted from an observation of a shift to lower

binding energy in both core lines. Ldznicka [83] has studied an ion-sputtered
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a-Si:H surface. He found that a dramatic increase in a hydrogen-bond-
related Auger peak appeared after the surface had remained in situ in a
vacuum chamber for 24 hours. He claimed that hydrogen embedded in the
bulk had diffused to the surface because of a concentration gradient at the
surface induced by the argon ion sputtering of H atoms. This implies that the

dangling bonds on the surface disappear not only by reconstruction but also

by bonding with H atoms diffused from the bulk. Carriére et al. have done a

comparison study of the Au-Si interface using AES, with ordered Si(100), and
disordered, ion-bombarded Si(100) substrates [97]. They reported that gold
was gettered by bulk defects under the amorphous surface. This mechanism
constrained the Si diffusion coefficient and caused silicon to disappear at a
thickness over 23 A. This effect did not occur on ordered Si(100) substrates.
More interestingly, diffusion of silicon is relatively slower in a disordered
Si(100) substrate than in an ordered one, supported by detection of an
increased silicon signal in the disordered substrate after 12 hours. Their
work and ours leads to the important point that an amorphous
semiconductor surface takes time to relax fully after the surfaces have been
sputtered. Metal deposits like gold do not assist the relaxation.

As displayed in Fig. 19, the energy separation between the Au(1) and Si |
2p lines increases below 13 A of Au followed by a plateau. At this point,
regarding the features shown in Fig, 19, it is worth mentioning that at low
coverages the Au/a-Si:H interface does not behave the same way as Au/c-Si
does [69, 71]. Braicovich et al. [69], using a Si(111) substrate, did not observe
an appreciable movement of the Si 2p core levels and the Au 4/ — Si 2p energy
separation was basically constant at low coverages. Iwami et al. [71], who

also explored Si(111)2x1, reported that the energy separation between Au 4f
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and Si 2p had a minimum at about one monol.ayer of gold coverage. They
further showed that a Fano-like resonant emission of the Au 5d peak
accompanied by the Si 2p core excitation took place at this coverage [98]. On
the contrary, our study clearly exhibits features with no similarity to the c-Si
results in the initial low-coverage region. Moreover, the rigid Au(1)-Si
energy se‘paration‘and nearly constant intensity of Au(1) in the high-coverage
region strongly indicate that the development of Au(1) is associated closely
with Si.

In the case of the interface formed by Au on ¢-Si, there is a pure gold
layer sandwiched by intermixed Au/Si at high coverage. In the Au/a-Si:H
interface, we find no such layer. As a matter of fact, the two-component
feature of the Au 4f core levels is always present in a bulk-sensitive scan (not
shown) with an escape depth of 25 A. This, accompanied by undiminished
emission from the Si 2p core level from Fig. 16, suggests the absence of a pure
Au layer. In other words, the interface consists of the intermixed gold along
with pure gold, regardless of coverage, after a certain critical thickness is
exceeded.

Up to now, there have been four models proposed for the Au/c-Si
interface. They are the interstitial model [99], the screening model [74, 79],
the thermodynamic model [100, 101], and the chemical-bonding model [72].
All these models emphasize particularly the effect of the gold atoms in the
initial stage. We briefly describe the essence of each model. We will see later
how applicable each model is to the current study. Tu's interstitial moedel [99]
predicts Au atoms continuously exert stress on the Si lattice, thereby causing
breakage of Si—Si bonds and resulting in a silicide-like compound. This

occurs at the instant of arrival of the Au atoms. Hiraki's screening model
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[79], which was created to explain the existence of an unreacted thickness of
Au, postulates the necessity of a critical thickness of Au to provide metallic
electrons for electronic screening of the covalent bonding of Si. The effect of
metallic screening is to weaken the Si-Si bond. The thermodynamic model
[84] explains a core binding energy shift of the Si 2p level due to metal deposits
from thermodynamic properties of the bulk constituents. Iwami's chemical-
bonding model [72] addresses the bonding between gold and silicon that
occurs below 1 ML thickness, accomplished by a charge transfer between the
Si surface state and Au 6s valence electrons.

Applying the four models used for the Au/c-Si interface to the current
system, we find none of them explain satisfactorily Awa-Si:H. First of all,
the existence of a nonreacted band-bending region precludes the interstitial
model, an instantaneous stress of the substrate surface region by the metal
deposit. Second, the nonreacted region of the interface, 1 A, is not thick
enough to justify the applicability of the screening model, where a minimum
of about 5 monolayers is required [74]. Moreover, one of the premises in the
screening model is a substrate energy gap less than 2.2 eV and a static
dielectric constant larger than 12 [79]. For a-Si:H sputtered at room
temperature, the dielectric constant is about 7 [102]. Correspondingly, our
system does not fit the criteria of the model. Third, the largest magnitude of
the Si 2ps/e core level shift (0.3 eV at 13.3 A) is smaller than the
thermodynamic model would predict (0.6 eV at 50 at. % of Si) [101]. Last, the
absence of a nearly constant separation of the two main peaks of the Au 6d
states as well as a minimum occuring in the Au 4/-Si 2p separation preclude
the applicability of the chemical-bonding model. Note that surface states, a

necessity in the chemical-bonding model, exist on the surface of the a-Si:H

vl
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material [91],

Tsai et al. [103] have studied the Au/a-Si:H system but used other
techniques, They reported that intrinsic differences existed between the
interactions of Au with crystal silicon and hydrogenated amorphous silicon,
For example, a crystallization phenomenon occurred after a thin film of 80 A
of Au and 350 A of a-Si:H was annealed at T' > 150°C, but below the Auw/Si
eutectic temperature of 370°C. Therefore, we do not expect identical behavior
of Au on a-Si:H and on ¢-Si. We believe the surface structure of a-Si:H is
important to rationalize the behavior of the Au/a-Si:H interface. Roughness
of the surfaces [104] might also contribute, but a full understanding of the
surfaces i8 more demanding, Because of a lack of knowledge, we can not
comment what kind of role that the surfaces of a-Si:H would play in order tb

explain discrepancies [105].
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Cr ON a-8i:H

Introduction to Cr on c¢-Si

Detailed photoemission studies of the electronic structure of the Cr/c-Si
interface have been reported by a number of groups [106-108], The consensus
picture for the evolution of the interface is an initial inert Cr layer, followed
by an intermixed layer and, ultimately, the development of bulk Cr metal,
with increasing coverage. The inert threshold coverage has been shown
essential to the formation of the following intermixed layer. The latter has
exhibited silicide-like valence bands. The eutectic temperature for a CrSiy
phase is about 450°C. The intermixed layer has shown a great degree of

instability when exposed to oxygen [108, 109].

Results and Discussion

We present some representative EDCs in Figs, 20 to 23. The changes of
the valence band EDCs with Cr deposition are shown in Figs. 20 and 21, with
photon energies of 21 and 56 eV, respectively. From the figures, it is clear
that the 21 eV photon energy scan emphasizes the Cr 3d states, as well as the
lower part of the Si valence band., However, at coverages below 6 A, features
more than 6 eV below the Fermi level, Er, are severely distorted by the
secondary electron emission as well as by the contribution from argon atoms,
The argon peak, at about 9 eV below Ef, is a residue of the sample
preparation, Spectra taken at hy = 55 eV manifest clearly the emigsion from
the lower part of the valence band.

Core level spectra are shown in Figs, 22 and 23. The former, taken at a

photon energy of 110 eV, are to monitor the emission from the Cr 3p states,
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while the latter, taken at hv = 160 eV, are for the Si 2p states. The photon

energies were selected to enhance surface sensitivity, with an escape depth
on the order of 5 A, The combined resolution of the monochromator and the
energy analyzer is about 330 meV for hv = 160 eV and 210 meV for hv = 110
eV, All spoctra are normalized to the photon flux and further scaled in the
figure in accordance with the same magnitude. Initial state energies are

reforred to Ep,

As shown in Fig, 21, a "clean" a-Si:H spectrum has two main features,
located at about 3 and 6.5, which are associated with the emission from Si 3p
states and bonding states of Si 3p — H 1s, respectively, Figure 22 shows that
the energy of the substrate Si 2pg/ line at the highest intensity is 99.6 + 0.1 eV,
Because of possible effects from oxygen, we review previous work on the
effects of oxygen in a-Si:H films. Kércher and Ley [110] reported that the
oxygen-induced spectral contributions appeared at 6.7 and 8.0 eV in oxygen-
doped a-Si:H, Yang et al. [111] reported that for an a-SiOxH film, the O 2p
character was at 7 eV. The absence of these features in Fig. 20 explicitly
indicates that residual oxygen does not significantly influence the electronic
states of the a-Si:H substrate, Note that the cross section of the Si~O bond at
hv = 21 eV has been claimed to be at least fifteen times higher than that of Si-
Si or 8i—H bonds [110]. Bulk sensitive scans at hv = 110 eV (not shown) show
no states due to chemical shifts either,

Upon Cr deposition, it is evident from Figs. 20 and 21 that the emission
from the Cr 3d orbitals promptly dominates the vicinity of the Fermi level

region. More significantly, a Fermi level appears at the lowest coverage, 0.2
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A. As the Cr coverage increases, two peaks, initially located at 1.5 and 0.5 eV
at the lowest coverage, move progressively toward Ep a‘nd‘ are finally stable at
1.05 and 0.38 eV, respectively, above 2 A. In the same coverage interval (from
0.2 A to 2 A), Figs. 22 and 23 show that the energies of the Cr 3p and Si 2p core
levels remain unchanged. The binding energy of the Cr 3p line is 42.0 eV.
There is less than 0.1 eV variation of the Si 2p lines with coverage, and that is
mostly due to the intensity inodulation of the Si 2p states in SiH, (0 £x < 3)
complexes. As a consequence, we do not regard the variation as due to band
bending, in line with the valence band results.

The Cr 3d - Si 3p bonding and non-bonding structures with different
silicide stoichiometries in the Cr/c-Si system have been studied, theoretically
[107] and experimentally [107, 108]. Density-of-states calculations [107] infer
that the bonding state in a Si-rich silicide has a h';her binding energy than
in a Cr-rich silicide. Experimental study of a definite silicide like CrSig using
photoemission reveals the binding energies of the bonding and non-bonding
states to be 2.2 eV and 0.2 eV, respectively [108]. Different values have also
been given, 1.7 and 0.3 eV, respectively [107]. Wetzel et al. further showed the
bonding and non-bonding states for CrSi were 1.6 and 0.2 eV, respectively
[108]. For a photoemission study of a Cr/c-Si interface formed by evaporation
at room temperature, the binding energy of the bonding state shifted
progressively toward the Fermi level with increasing coverage. The negative
shift appea‘red only in a reacted Cr-Si region whose thickness was given as
10-15 ML by Franciosi et al. [107] and as 25 ML by Wetzel et al. [108].

Our room-temperature Cr/a-Si:H system shows a similar shift of states
at 2 eV below Ep with increasing coverage (Fig. 20). We do not, however, |

regard it as an indication of change in stoichiometry or the existence of a
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bonding state. Rather, we interpret it as a signature of increasing d orbital
overlap. Concurrent with stoichiometry changeé in the valence band, Si, as
well as Cr, core levels should exhibit shifts, usually to lower binding energy
[107, 108]. As seen in Figs. 22 and 23, the Si 2p and Cr 3p lines have no such
shifts upon bonding changes, due neither to chemical reactions nor to an
adjustment of the band edge. This leads us to believe that the shift of the
valence states within 2 eV comes from increasing d orbital overlap [96]
instead of stoichiometry chénges along the surface normal. The line shape
in Fig. 21 further supports our interpretation. For a Si-rich silicide, an EDC
taken at a photon energy of 50 eV shows that the intensity of the non-bonding
state is higher than that of the bonding state [112]. In Fig. 21, no such feature
appears (our data at hy = 50 eV exhibit the same shape as in Fig. 21).

In addition to the development of the Cr 3d states, the emission from
the Si-H states near 6.5 eV is still seen unambiguously (Fig. 21). Its
persistence needs further comment. As one can see, the 6.5 eV emission
from the suhstrate is at a photon energy where the cross section of the d
orbitals is predominant. One might argue that the Cr 3d and Si-H bonding
orbitals appear in different regions in the valence band, reducing the
probability of their interfering destructively with each other. However, as
shown in Fig. 21, the scaling factor for the spectra is reduced at low coverage
(spectra were normalized with respect to 80 A thickness). The 6.5 eV Si-H
bonding state, even so, can be recognized easily without tuning the photon
energy to depress the d-orbital emission, as in the case of Au or Ag deposits.
Thus, the survival of the Si-H states at a photon energy with high d-orbital
cross section suggests that the sites of the Cr atoms must be those with no Si-

H complex in the neighborhood. In other words, they gather around the sites
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where dangling bonds are dominant, This also suggests that Cr adatoms do
not have a long range effect on the electronic states of the a-Si:H surfaces.
The implication is even clearer as we increase coverage. The intensity of the
Cr 3d states increases with increasing coverage. The intensity of the 6.5 eV
peak, however, does not attenuate in proportion. Note that the 6.5 eV peak is
seen only at a coverage less‘than 1 A, which has a low average metal density
on the surface.

- The less hybridized Cr 3d - Si 3p feature in the low-coverage region in
the Cr/a-Si:H system can be explained by the great difference in the density of
dangling bonds of the c-Si and a-Si:H surfaces. Considering the Cr adatoms
gathered only in the dangling bond neighborhoods at this low coverage, we
obtain a higher local density of Cr adatoms in an a-Si:H surface than in a
crystalline surface. In other words, those bonding sites are in a region of Cr
enrichment, thereby giving the bonding state a lower binding energy.

Clustering and yet intermixing of Cr adatoms is conceivable in Fig. 24
as well, where the integrated Cr 3p intensity scaled to the intensity at 0.2 Ais
shown. The inset emphasizes the reduced intensity, R.I. = 1(6)/1(0.2 A),
versus reduced coverage, R(8) = 6/0.2 A, at low exposures, with the solid line
indicating non-intermixed, homogeneous growth on a smooth surface. It is
evident from the figure that at low coverages, the Cr 3p intensity (dashed line)
does not rise proportionally with coverage. The deviation can be understood
as follows: In a submonolayer region, the intensity of an overlayer increases
linearly with coverage, thereby giving a slope of unity in A-1 for the solid line
in the inset of Fig. 24. However, if the overlayer is thick enough to form
clusters, then the escape-depth effect needs to be considered. As a result, the

slope of the solid line would be 0.28 A-1 if the geometric factor is included.
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This value is consistent with the slope of the actual data (dashed) 0.27 A1,
Therefore, the imp‘ih,g_;i',m{y’br atoms are clustered on the surface at coverage
below 1 A. SV

In conclusion, as illustrated by the valence band as well as core level
spectra, at low coverage, Cr adatoms gather in the neighborhoods o{ dangling
bonds, thereby giving a local Cr-rich environment. Strong bonding between
the overlayer and the substrate does not occur. Further, the clusters are

metallic.

Intermediate (< 12 A) and High Coverages (2 12 A)

At coverage above 2 A, the Cr 3d states continue to give rise to strong
transitions at 0.38 and 1.05 eV, as seen in. Figs. 20 and 21. The 6.5 eV Si~H
bonding state disappears in the valence band. In Fig. 21 (hv = 65 eV), the line
shape and positions of the Cr 3d band are essentially the same. Only the
intensity increases with increasing coverage. Figure 20 (hv = 21 V),
however, shows different behavior of the occupied d band. The main features
consist of: (1) the bandwidth gradually broadens from 3.8 eV at 3 A to 4.35 eV
at 12 A and stays constant théreafter; (2) the bonding and non-bonding states
exhibit intensity modulations; (3) a peak at 3.07 eV starts to develop at 12 A.
In addition, both Figs. 20 and 21 show that a peak centered at 6 ¢V appears in
the spectra.

As to core levels, Figs. 22 and 23 show displacements of both the Si 2p
and Cr 3p lines. Referring to the bulk position of the Cr 3p line at the highest
coverage (42.0 eV), we can see that it gradually shifts to lower binding
energies at coverages above 2 A, but moves back to the bulk energy above 12 A,
It is at 42.0 eV above 16 A with no further change in position. The Si 2p line,
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referred to the line position at the highest intensity at the zero coverage (99.6
eV), shifts to lower binding energy above 2 A, but stays fixed at 99.0 eV
afterwards. As indicated in Refs. 2 and 3, a shift to lower binding energy of
the substrate Si 2p states normally occurs in an intermixed or silicide-like
interface. Therefore, an intermixed or silicide-like Cr/a-Si:H layer may be
present above 2 A. Later, we will show other behavior that differentiates
these.

Although the width of the Cr 3d states increases, it is still less than
that of the calculated one-particle density-of-states [107]. A number of studies
have shown that Coulomb correlation is important for the Cr 3d states, in Cr
silicides as well as in crystalline Cr [15, 16]. Considering correlation effects
in the calculation allows the bonding and non-bonding peaks to move toward
Ey, and reduces the intensity of the bonding structure dramatically. A
similar correlation effect is expected for the Cr/a-Si:H interface.

To better illustrate valence band feature (2), we show the peak-height
intensities of the non-bonding (0.38 eV) and bonding (1.05 eV) states in Fig.
25. Points in Fig. 25 were taken at the corresponding peak height and then
normalized to the value at 0.4 A, respectively. Note that the bonding state is
involved to a lesser extent than the case of c-Si. As shown in Fig. 25, the
intensity of the bonding state increases linearly at low coverage and becomes
nearly constant at high coverage. The intensity of the non-bonding state, on
the other hand, evolves differently. It rises to a maximum at 12 A and drops
to saturation afterwards. The intensity evolution of the non-bonding state is
quite different from the case of ¢-Si. In the Cr/c-Si interface, the intensity of
the bonding state at hv = 21 eV is always higher than that of the non-bonding

state, and no turn-over in intensity of the non-bonding state like that in Fig.
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25 has been reported [107]. Even though the bonding state emission'is weaker
in a definite silicide like CrSig, its binding energy is 0.6 eV higher than in the
Cr/c-Si interface formed at room temperature. Therefore, based on the
behavior of the valence band, we find that the criteria for silicide formation
set by the Cr/c-Si interface are hardly applicable to the Cr/a-Si:H interface.
Nevertheless, the interface is an intermixed one but to a lesser degree, a
statement reinforced by core-level behavior. In addition, if a Cr 3d — Si 3p
bonding state were formed, then the hybrid would have a higher binding
energy than either of the states [113]. As shown in Fig. 20, the supposed
bonding state is located at 1.05 eV, starting from 2 A until bulk Cr forms. As
discussed below, we attribute the 6 eV structure to oxygen.

Switendick [114] has made a density-of-states calculation for a
hexagonal CrH. It showed that excess electrons from hydrogen would be
added to the system, moving the Fermi level upward and subsequently lower
the density of states at Ep. Moreover, a hydrogen-induced feature would
occur 6 ~ 7 eV below the Fermi level. In our system, a CrH compound is
possibly formed. Although a new feature at about 6 eV appears, the behavior
at Ep does not match the calculated prediction, so we can not confirm that a
hexagornial CrH phase is formed in the Cr/a-Si:H interface.

In Fig. 23, at 2 A thickness, a weak hump appears on the high binding
energy side of the substrate Si 2p line, 2.7 eV higher. The chemical shift
becomes even larger with increasing coverage. However the separation, dll.le
partially to a shift of the hump itself to higher binding energy and partially to
the ‘displacement of the substrate Si 2p line to lower binding energy, becomes
constant at 3.2 eV above 12 A. The intensity of the chemically-shifted peak

increases with increasing coverage until the development of bulk Cr. Along
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with the presence of the chemically-shifted peak in the neighborhood of the Si

2p core levels, valence band emission (Figs. 20 and 21) shows a 4-eV wide
feature centered at about 6 eV below Ep. Its intensity evolved similarly to the
chemically shifted Si 2p peak, increasing with increasing coverage,
suggesting that it might be caused by Cr itself or by the Cr/Si interface.

The presence of the chemically shifted Si 2p structure is somewhat
surprising. According to the magnitude of the shift, it is possibly an oxide-
driven feature. However, as shown in the valence band, as well as core level,
gpectra, no oxygen effects appear at low coverages. Furthermore, the energy
positions induced by the oxygen do not correspond to those found in the study
of the oxidation of Cr [115] and ¢-Si [116] and Cr/c-Si [117], or a-SiOx:H [111].
Nevertheless, other evidence (see below) suggests that it really is oxygen
induced. Excluding the Cr evaporator as its origin (pressure always below
8.5 x 10~ Torr), we speculate that the oxygen residual was incorporated
during a-Si sample preparation in the rf sputtering chamber. In an abrasion
study, Ballutaud et al. [118] have illustrated that a hydrogenated silicon
sample made by rf sputtering shows traces of oxygen after 500 A of the film
has been milled away by argon bombardment. Moreover, they found that the
oxygen does not induce any chemical or substrate shift of the Si 2p core levels.
Similar features are also observed empirically in our study. We
intermittently measured the emission from the oxygen K edge and found a
proportional increase in intensity with increasing chemical-shift intensity.
This gives further evidence that the chemically-shifted peak is due to Si
atoms reacting with oxygen which are from the substrate itself.

Franciosi et al. [109] have illustrated that the oxidation rate increases
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further found that oxygen uptake for a Cr/c-8i interface formed at 300 K is at
least tenfold greater than for stoichiometric silicides. The intermixed Cr/Si
layer has been claimed responsible for the increased oxidation [108, 109]. In
the Cr/a-Si;H systom, we obtain an unreacted thickness at 1 A of deposition.
Above that, the interface has become an intermixed one, Therefore, referring
to the Cr/c-Si study, we suggest that the residual oxygen undergoes a reaction
provoked by the intermixed Cr/a-Si:H interface to form amorphous silicon
oxide, a-8i0y, where x is less than 1 [119]. The more intermixed product, the
higher the emission of the oxidized state,

A 6 eV peak has also appeared on Cr metal itself [120] and CrSi, [107].
However, its origin has been controversial. For CrSi;, Weaver ef al. [107]
have attributed it to a Si p state., For Cr metal, some groups [120] have
discussed it as a valence band satellite, while another [121] has proven that it
is due to oxygen 2p states. The explanation is hindered by the fact that the 6
eV peak in Cr metal shows resonant behavior near the photon energy of the
3p - 3d threshold transition energy and a correlation effect takes place in the
d band. However, as indicated in the work of Raaen and Murgai [121], the 6
eV peak is absent in a polycrystalline Cr film. With the clean surface
exposed to oxygen, the 6 eV peak starts to appear. They have further shown
that the pxidized surface resonates when photon energy sweeps through the
Cr 3p — 3d transition, identical to other reports [120]. We have observed a
similar resonant-like enhancement of the 6 eV peak at low (6 A) and high
(120 A) Cr coverages. Therefore, with the heritage of the residual oxygen in
our gystem and with assistance of the study in Ref. 121, we can assign the 6
eV peak to an oxygen-induced structure. Further, carefully examining the

evoiution of the vaience band, we find that the presence of the 6 eV peak does
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not inhibit the emission of the Cr 3d states. In other words, the oxygen does
not bond strongly with the Cr overlayer to give rise to CryOg, Otherwise, the
emission near the Fermi level would attenuate drastically [116].

In summary, the 6 eV peak in the valence band and the chemical shift
of the Si 2p line are due to oxygen. The 6 eV peak also appears in the Sm/a-
Si:H interface after a certain thickness [122].

The intermixing effect exhibited in the Cr/a-Si:H system is certainly
not found in our study on the Au/a-Si:H system. In the latter, the interface
also became intermixed above 2 A of Au deposition. However, no oxygen-
induced features like the 6 eV peak in the valence band or the chemically-
shifted peak in the core level spectra appeared in that study. This clearly
indicates that the intermixed Cr/Si species are more unstable,

After the intermixed overlayer, bulk Cr starts to develop after 12 Aof
Cr deposition, The evidence is: (1) the intensity of the non-bonding state
begins to fall from a maximum at 12 A; (2) a feature at 3.07 eV in the valence
band starts to develop at 12 A: (8) the band width of the Cr 3d states does not
increase above 12 A; (4) the intensity of the Cr 3p state stays nearly constant
above 12 A (Fig. 24). Despite the development of bulk Cr, silicon atoms can
still be detected. At 80 A of Cr coverage, there are slight traces of silicon
atoms. Silicon at this coverage can be thought of as atoms that diffuse
through the interface. Interface-controlled diffusion occurs in the case of ¢-Si

as well [108].
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Ag ON a-SitH

[ntroduction to Ag on ¢-Si

The growth of Ag on c-Si at room temperature has been understood to
proceed the Stranski-Krastanov mode; that is, a layer-by-layer growth
followed by island formation [68]. However, the detailed structure of the
silver overlayer, at low coverage, depends on the surface structure of ¢-Si. On
a cleaved S1(111)2x1 surface, an ordered (V7 x V7)-R19.1° silver overlayer is
superimposed on, but does not disrupt, the underlying ordered structure. On
the other hand, the 7x7 ordered pattern is lost when silver adatoms are
deposited on a Si(111)7x7 surface, For Si(100), both Ag(100) and Ag(111)
ordered overlayers were reported to grow in an orientation parallel to the
(100) direction [68], Moreover, if heat is appplied to a Ag/Si(111)7x7 interface
then an ordered (V3 x V3)-R30° silver surface will be formed [68, 122]. This
particular structure has been the subject of numerous studies in recent
years.

Judging trom the evolution of the intensity of the Si Lg gVV transition,
Hanbticken and Ley found that the intensity attenuated more rapidly on a
(100) surface than on a (111) surface. Nonetheless, the interaction between
Ag and Si is rather weak and the interface, unlike the Au/c-Si system, is
abrupt without intermixing. The abruptness, or lack thereof, has been
questioned by Rossi et al. [123], who c;bmerved an energy shift of Si 3s states
toward Ep with increasing Ag coverage. They interpreted the shift as due to
breaking the Si 3sp? configuration and setting free the silicon atoms to
intermix with silver. However, a redistribution of valence states is not

neccessary to lead to silicide formation. The energy shift is rather
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interpreted as due to chemisorption, which is more appropriate in

compliance with results from other techniques [1].

Results and Discussion

Figures 26 and 27 shows valence band emisgion taken at photon
energies of 80 eV and 130 eV, respectively. The latter utilized the Cooper
minimum effect, suppressing the cross section of the Ag 4d orbitals, in ordor
to manifest the emission from a-Si;H substrate. The results of Fig. 26 show
that for the lowest Ag coverage of 0.5 A, the 4d spin-orbit eplitting, and the
centroid of the 4d states are 0,95 eV and 5.82 eV, respectively. They become
1.31 eV and 5.36 eV, respoctively, at 2 A, The band widths (full width at half
maximum) are 2.0 eV and 2.91 eV for 0.5 A and 2 4, res; actively, These
values, lower than those of pure Ag, are indicative of dispersed adatoms,
mainly due to low coordination number, Other features in Fig. 26 are the
intensity of the Ag 4d band increasing with increasing Ag coverage and a
Fermi level that starts to show at 6 = 3 A, From 6 = 3 A and above, the line
shape and positions ave not very far from those of bulk Ag.

At the Cooper minimum (Fig, 27), emission from the a-Si;H subsirate
is clearly seen. As shown, the position of the VBM and the binding energies
of the bonding states of the Si 3p, Si 3p ~ H 1s, and Si 3s — H 1s orbitals, at 6 = 0
A, are 0.6, 3, 7, and 9.5 eV, respectively. The binding energy of the Si 3s ~ H
1s state is lower than that of the state shown in the case of the Au deposit,
because of a lower hydrogen content due to the Ar* etching cleaning process
[85). Upon Ag deposition, the VBM shifts gradually toward the Fermi level
with increasing coverages. The negative shift of the V:3M indicates that

bands at the surface of a-Si;H film are bent upward, in agreement with a
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Fig. 26: Valence band emission taken at hv = 80 eV. All spectra are
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conclusion in the Aw/a-Si:H interface. Furthermore, as prominent fcr the
Au deposit as for the Ag deposit, the Si 3s — H 1s state is visible anua unshifted
of energy at coverages below 1 A. This means that Ag adatoms, at low
coverages, prefer to gather in regions devoid of hydrogen.

Figﬁre 28, taken at hv = 160 eV, shows a core-level emission from the Si
2p states. The spectra represent surface a-Si atoms because of the short
mean free path (~ 5 A) of electrons with ~ 55 eV kinetic energy. From a
curve-fitting routine [124], the binding energy of a-SiH, the Si atoms not
bonded with H, is 99.45 eV at 0 A. It shifts tc 99.35 eV at 0.5 A and to 99.23 eV
at 1 A. The negative shift of the Si 2p core level reinforces the conclusion that
bands at the surface of a-Si:H are bent upward. Further, hydrogen |
concentration can also be determined from the result of a fit by taking the
ratio of the summed intensity of Si atoms that bond with hydrogen, and thae
total intensity of Si atoms that bond and unbohd with hydrogen [85]. The
result then gives 10 at. % of hydrogen. This is lower than the film used for
the Au study, which has 15 at. % of hydrogen.

At coverage above 1 A, the inclusion of hydrogen into the model
function did not give a good fit; %2 did not converge. Since silicon charge
transfer to hydrogen gives the Si 2p states a shift of about 0.34 £ 0.1 eV to
higher binding energy [85], the exclusion of it from the model finction is
consistent with a valence band result that the Si 3s — H 1s state is absent at 6 =
2 A and above. This suggests that the charge distribution of Si atoms at the
surface is disturbed by the Ag overlayer. Nonetheless, the interaction
between the silver overlayer and a-Si:H substrate is weak and no intermixing
ocsurs. These are realized by observing Fig. 28 that the Si 2p states have no

dramatic changes of line shape as the Ag coverage is increased. Weak
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interaction also occurs in the Ag/c-Si interface.

To further delineate the non-intermixing, we plot the total integrated
intens‘ity of the Si 2p states (scaled to the value at 6 =0 A) against coverage for

' the Ag overlayer in Fig. 29a and the Au overlayer in Fig. 29b. The figure
clearly shows that the intensity of the Si 2p states attenuates faster in the Ag
overlayer than in the Au overlayer. Further, unlike Si in an Au environment
where silicon diffusion thrbugh the gold overlayer is apparent, silicon atoms
do not diffuse through the silver overlayer. Particularly, no Si 2p signal is
perceivable at coverages above 65 A. This clearly indicates that Ag atoms do
not intermix with a-Si:H.

Unlike the Cr/a-Si:H system, the Ag/a-Si:H system shows no oxygen
induced feature on the high binding-energy side of the Si 2p core level
spectra. Rossi et al. [125] eported an enhancement of silicon reactivity to
oxygen as one monolayer of silver was deposited onto a Si(111) surface. They
asserted the oxidation enhancement to the broken Si sp3 configuration by Ag
adatoms. With just the oxygen incorporated in a-Si:H film, such

enhancement is not seen in our study.
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CONCLUSIONS

Au on a-Si:H
Three regions are identifiable in the Au/a-Si:H interface. From the
outset of gold deposition, a band-bending region, at a coverage below 1 A,
exhibits no strong interactions between the deposit and the substrate. This
appears as a monotonic shift of the Si 2p core level to higher kinetic energy
without a change in line shape, as well as a continuous decrease in intensity.

As coverage increases from 1 to 9 A, a simple-intermixing region appears.

In this region, Si atoms not bonded to H leave the substrate and intermix with

the gold thin film. Continued deposition leads us to the final region, the dual-
phase region. The noticeable features in this region are development of a 2.67
eV peak in the valence band, well-resolved silicon 2p spin-orbit core levels,
and two sets of Au 4f core levels with one set associated closely with Si, the
other exhibiting the character of pure gold. The observation of a silicon
signal and a shifted Au signal is understood by a high diffusion rate of Si
through the Au film, giving rise to a surface layer of Si in Au. Instead of the
sequence of Si(sub.}-(Au/Si),—(pure Au)-(Au/Si),~(vac.) at the Au/c-Si
interface, the Au/-Si:H interface exhibits a-Si:H(sub.)-(Aw/a-Si+pure Au)-
(vac.). Namely, a pure Au layer is not found in the Au/a-Si:H interface. The
intermixed overlayer persists, once an unreacted thickness is exceeded.
Whether or not Au forms a silicide with a-Si:H in the intermixed region is
still unclear at this moment. This is also an unresolved point in the case of

Au on c-Si.
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Cr on a-Si:H

At coverages below 1 A, the interface is inert. But the surface has
become.metallic at as little as 0.2 A effective thickness. Moreover, Cr
adatoms clustér in the vicinity of the Si that is not bonded with hydrogen.
Above 2 A, the Cr overlayer begins to intermix with the a-Si:H substrate, but
to a lesser degree than the crystalline counterpart. No definite silicides can
be identified in this region. This statement is reinforced by the study of Nava,
Tien, and Tu [126] who showed that the CrSis film is a semiconductor.
Because of the inevitable incorporation of oxygen in the a-Si:H substrate in
the hydrogen plasma, the intermixed Cr/Si layer serves as a catalyst to.
increase the rate of the interaction between the residual oxygen and
elemental silicon. The residual oxygen initially does not have a chemical
effect or the substrate. The thickness of the intermixed layer is about 12 A.
Above that, a bulk-like Cr feature develops. A slight trace of silicoh atoms is
still found at a thickness of 80 A.

Ag on a-Si:H
The a-Si:H film for the Ag overlayer was determined to have 10 at. %
hydrogen concentration, by a curve-fitting routine to a surface Si 2p core
level. This hydrogen content is lower than the films for the Au and Cr
overlayers, which had 15 at. % of hydrogen. The relatively lower H content
makes the position of the VBM further from the Fermi level, and a lower
binding energy of the Si 3s — H 1s bonding state.

In general, the Ag and a-Si:H interface is abrupt without intermixing.

‘However, a subtle change can be seen at a coverage of 1 A. Below that, silver

atoms are likely to distribute at regions that are Si-H-bond free. Further,
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bands at the surface bend upward, similar to the Au/c-Si:H iaterface. Above
1 A, no Si-H bonding states are found either in the valence-band or the core-
level spectra.

The persistence of Si-H bonding states, at low metal coverages, is one of
the features uniquely observed in the metal/a-Si:H interfaces. Figure 30
shows valence band spectra, emphasizing low metal coverages. As shown,
the persistence of the Si-H bonding states is striking. This strongly suggests
that the metal deposits, at low coverages, are likely to distribute on surface
regions devoid of hydrogen. Surface roughness [127] increases the densitieé
of valleys, steps, kinks, or microvoids. Those are the regions that are likely to
attract diffused adatoms. If dangling bonds in these regions were satisfied by
passivated hydrogen, then the emission of the Si-H bonding states would

attenuate in proportion to increasing adatom coverage. On the contrary, the

intensity of the Si-H bonding states persists until a reaction between the

overlayer and the substrate occurs.

Furthermore, it is noteworthy that because of the intrinsic properties of
the a-Si:H sample, such as an aging effect [128] and the phenomenon of H
atoms diffusing from the bulk [87], we found the intensities of the 6 eV peak
and of the chemically shifted Si 2p line increased overnight at a fixed Cr
thickness. Changes overnight occurred to the Au/a-Si:H system as well,
which shows quantitative differences of the interface built by processes of one
or several accumulated depositions to a given thickness. To obtain the same
line shapes in the valence band or the core level spectra from these two
processes requires less thickness for the single-deposition mode than for the

accumulated-deposition mode.
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As distinct for the Au 4f core level as for the Ag 3d core level, there is &
time-dependent shift as the 3d level, at a given thickness, was measured
overnight. For example, at a thickness of 3 A, the 3d lines shifted 0.25 eV
toward higher binding energy on a sample which sat in situ 13 hours. This
shift was not due to a measurement uncertainty, but to an intrinsic property
of the metal/Si interface. A similar time-dependent shift was also observed
on the Si(111)~(V3 x V3)R30°-Ag surface [129]. According to Ref. 129, a
surface state in the Si(111)—~(V3 x Y3)R30°-Ag surfac was observed at a
binding energy of 0.1 eV below Er when the surface was fresh, but shifted to
0.4 eV below Er after 18 hours. Therefore, we can say that although silver
atoms are able to stabilize the amorphous substrate from outdiffusion, they do

not relax the surface fully.
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