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I, INTRODUCTION AND CONCLUSIONS 
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production data, 
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Develop a standard operating procedure 
for analyzing geothermal p 

3. 

data because o f .  the of publicly available 

Cerro Prieto, Mexico and The Geysers, U.S.A. has 
made this study possible. Geothermal reservoirs 
are quite different from petroleum reservoirs in 
many ways so the analys 
using geothermal data. 
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Conclusions 

The conclusions are 

tion fit is satisfac- 
tory for geothermal data. 
The hyperbolic equation should be used 
only if the data fit well on a hyperbolic 
type curve. 
The type curve nethods are 
dataare not too scattered 
well for vapor dominated systems and 
poorly for liquid dominated systems. 

4 .  Coats' influence function method can be 
.. used even with very scattered data. 
5. Bodvarsson's method is still experimental 

2. 

3. 

h promise as a cscful 
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11. 

(1) Decline mechanism 

THEORY OF RESERVOIR DECLINE MODELS* 

A geothermal reservoir has essentially three 
capacitances, (1) fluidlrock compressibility, (2) 
free liquid surface mobility and (3) reservoir 
liquid vaporization. In essence, item (3) is 
also a compressibility effect similar to (1). In 
this section, we will very briefly review in a 
semi-quantitative manner, the relative magnitudes 
of the effects listed above. 

Consider a reservoir consisting of a slab of 
thickness H and of a large horizontal extent. 
porositylpermeability can be of the fracture or 
intergranular type but is assumed to be suffici- 
ently homogeneous that an average porosity 4 and 
capacitivity s (storage coefficient) can be de- 
fined . 

The 

On these premises, we find that lowering the 
pressure by hp in a vertical column of unit area, 
releases because of compressibility a total liquid 
mass of 

Aqc = PSWP (1) 

where p is the density of the liquid. We can then 
define a specific release per unit area of 

dqe/dp = psH. 

Let g be the acceleration of gravity. Lower- 
ing the pressure by Ap corresponds to a lowering 
of the free liquid surface by Aplpg. Hence, for 
the same Ap, the free surface releases a total of 

Aqf = P$APIPg = $APIg, (3) 

and then the specific release 

( 4 )  

Finally, we consider the effect of inter- 
granular vaporization. 
the vapor, L the latent heat of vaporhation of 
the liquid and T the temperature in kelvins. The 
Clausius-Clapeyron equation for the liquid is then 
approximately 

Let ps  be the density of 

(5) 

where ps is the vapor pressure along the saturation 
line that is denoted by the subscript v. 
assuming Saturation conditions, the lowering of 
the pressure by Ap lowers T by 

Hence, 

AT = TAplpsL ( 6 )  

and the release of heat per unit volume of the wet 
formation is 

Ah = prCTApIpsL (7) 

*Chapter 11 was written by Gunnar Bodvarsson, 
Geophysics Group, School of Oceanography, Oregon 
State University, Corvallis, Oregon. 

where pr is the density and C is the heat capaci- 
tivity of the wet formation. The release of vapo 
is then 

( 8 )  
2 Aqv = bhlL = P~CTAPIP~L , 

and we can thus define a specific rate per unit 
area of a slab of thickness H 

( 9 )  
dqf/dp = prCTH/psL 2 . 

The ratio of free surface to compressibility 
effect follows from (2) and ( 4 )  

(dqr/dp)/ (dqc/dp) = $lgpsH (10) 

Considering porosities in the range $ = 0.01 
to 0.2, a thickness of H = 103m and taking that 
s = 2 x 10-llPa'l, we find that the ratio given 
in (10) varies from 50 to lo3. Thus, at normal 
reservoir conditions the free surface lowering 
releases a much larger amount of reservoir liquid 
mass per unit pressure decline than the compressi- 
bility. 

Along similar lines we obtain the ratio of 
the vaporization to the compressibility effect on 
the basis of (2) and ( 9 )  

Considering the case of T = 200°C = 473 K and 
using standard values pr = 2500 kg/m3, C = lo3 
J/kg*K, s = 2 x lo-", ps = 7 kg/m3 and L = 2 x lo6 
J/kg, we find a ratio of about 2 x lo3. 
is the main variable in (11) this ratio will 
decrease with increasing temperature. 

Since p s  

Summing up the results of the present section, 
we conclude that in the case of liquid dominated 
reservoirs with common porosities and where no 
vaporization takes place, the free surface effect 
is larger than the compressibility effect by a 
factor of lo2-lo3. 
response to long-term production will be dominated 
by the free surface effect. 

In such cases, the reservoir 

The situation is more complex when vaporization 
takes place. Theoretically, this effect can re- 
lease approximately as much fluid mass as the free 
surface effect. However, in most practical cases 
where production is initiated at liquid dominated 
conditions, the vaporization is more or less 
confined to the local volumes around the boreholes 
and the ratio in (11) has then to be reduced by a 
volume factor that may very roughly be of the order 
of 0.1 or less. The free surface effect would also 
then dominate the global reservoir response to 
long term production. 

Vapor dominated reservoirs have, as a matter 
of course, different characteristics. There is no 
near-surface free liquid surface and p s  in equation 
(2) has then to be replaced by the product $y where 
y is the steam compressibility. Usually, there 
is a vaporization at a deep liquid surface and 
this effect dominates the long term reservoir 
behavior. 



3 

(2) 
formations with Darcy type flow 

Pressure-flow fields in slightly compressible 

(2.1) Diffusion equation. Let p(t,P) be 
the pressure field at time t and at the point P 

expressed as a sum (or integral) over the fun- 
damental whole space source function 

in a-Darcy type domain B with the stationary 
boundary surface C. 
where the permeability k is a linear matrix 
operator and the kinematic viscosity of the fluid 
v is also taken to be variable. It is convenient 
to introduce the fluid conductivity operator 
c = k/v and express Darcy's law 

Consider a general setting 

+ 
where q is the mass flow density. Moreover, let 
p be the fluid density, s the capacitivity or 
storage coefficient of the formation and,f be a 
source density. Combining (12) with the equation 
for the conservation of mass, 

we obtain the diffusion equafion'for the pressure 
field 

eralized Laplacian? 
operator. Appropriate boundary conditions that 
may be of the Dirichlet, Neumann, mixed or more 
complex convolution type, have to be ajoined to 
equation (14). 
pic/isothermal formation results in the simpli- 
cation n(c) = cn - -cV2 where c is a constant. 
Moreover, stationary press 
the potential equation 

The case of a homogeneous/isotro- 

: If(c)p = f. (15) - 
(2.11) Eigenfunctions of the Laplacian. 

The eigenfunctions %(P) of n(c) in B associated 
with (14) satisfy the equations 

n(c)un -- Xnun. n = 1, 2, . . . 
where the constants X are the eigenvalues.and the 
boundary conditions on Z are homogeneous of the 
same type as those satisfied by p(t,,E') in (14) 
and (15. 

(16) 

(2.11 . The key to 
solving equation (14) is the causal impulse 
response or Green's function G(P,Q,t) which re- 
presents the pressure response of the causal 
system to an instantaneous injection of an unit 
mass of fluid at t - Dt at the source point Q. 
This function satisfies the same boundary 
conditions as the eigenfunctions un(P). 
to (14) in the case of a general source density 
f(t,P), non-causal initial values and general 
boundary conditions can then be expressed in 
terms of integrals over the Green's function 
(Duff and Naylor, 1966). 

Solutions 

Two fundamental types of expressions for the 
UGreen's function are available. First, in the 

case of simple layered domains B with a boundary 
C composed of a G(P,Q,t) can be 

7 %  

and Its images. The symbol U+(t) is the causal 
unit step'function, a = c/ps the diffusivity, and 
rp is the distance from Q to P. Whenever appli- 
cahe, sums of this type represent the most 
elementary local and/or global expressions for 
G(P,Q,t)* 

Second, the Green's function can be expanded 
or integral over the eigenfunctions in a series 

of n(c). If p and s are constants, then 

G(P,Q,t) = (l/Ps) Z un(P)un(Q)exp(-Xnt/ps). 

The series expansion (18) is of a more 

(18) 
n 

general applicability than solutions of the type 
based on the fundamental source function (17). 

The formal link between the two types (17) 
and (18) is provided by the Poisson sumation 
formula (Stakgold, 1967). It is important to 
underline that all solutions of the type (17) 
can be expressed in the form (18). 

From the numerical point of view, the form 
given by (17) is more convenient for the compu- 
tation of relatively short term field responses, 
in particular, in the case of layered half-spaces. 
However, long-term responses in bounded domains 
are more effectively computed on the basis of 
(18). This expression is a sum over exponentials 

convergence improves with time. 
- ,  

fferent type of solution of (14) that is 
of interest in the present context can be obtained 
by operational methods. 
the pure initial value problem with p(0,P) = po(P) 
in the case of an infinite domain, we can, since 
p,  s and n(c) are independent of t, formally 
express the solution of 
(14) RS 

Limiting ourselves to 

omogeneous form of 

p = exp [-tn (c) /p s (19) 

where the exponential operator be interpreted 
series in the operator n(c) 

SI = 1- [ tn cc)/Psl+(a)[ tll ( C ) / P S 1 2 .  .> ( 2 0 )  

e series represents an iteration process 
where the convergence is limited to (psoperly 
defined) small values of t. 
cability is therefore fundamentally different 
from (18), Moreover, it is of considerable 
interest that ,rather general situations with re- 
gard to n(c) can b 

The practical appli- 

dmitted in (19) and ( 2 0 ) .  

A number of other analytical and/or numerical 
techniques are available for solving (14). These 
include the path-integral technique of the 
Feynman-Kac type (Simon, 1979), compartmentaliza- 
tion or lumping and, as a matter of course, a 
series of numerical techniques. , 
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(3) Nonstationary boundaries: effects of a free 
liquid surface 

The presence of a free liquid surface in a 
reservoir requires the introduction of a rather 
complex non-stationary surface boundary condition. 
Let C now represent the free liquid surface at 
equilibrium and S2 be the free surface in a per- 
turbed state. 
stant pressure which without loss of generality 
can be taken to vanish. The free surface condition 
(Lamb, 1932) is then expressed 

The boundary fl is a surface of con- 

where D/Dt is the material derivative. This is 
an essentially non-linear condition which leads 
to a much mre complex problem setting. Losing 
the principle of superposition the construction 
of solutions to the forward problem becomes a 
difficult task. 

Bodvarsson (1977) has shown that when fl 
deviates only little from Cl(21) can be simpli- 
fied and linearized. 
a rectangular coordinate system with the z-axis 
vertically down such that the (x,y) plane coin- 
cides with E. Moreover, let the amplitude of fl  
relative to C be u and the scale of the undulation 
of fi be L. 
(21) can be replaced by the approximation 

For this purpose, we place 

Then provided [u/LI<<l, the condition 

where w = cg/+ is a new parameter, namely, the 
free sinking velocity of the pore liquid under 
gravity (g = acceleration of gravity). Under 
these circumstances, the solution of the forward 
problem is obtained by constructing a solution 
to (14) which satisfies (22) at the free surface 
and appropriate conditions at other sections of 
the reservoir boundary. 

The presence of a first order derivative with 
respect to time in the free-surface condition (21) 
obviously leads to an additional relaxation 
process analog to the purely diffusive phenomena 
associated with the first order time derivative 
in the basic equation (14). As we shall conclude 
below, the individual time scales of the two 
phenomena are, however, different. 

For the sake of brevity, we shall limit the 
present discussion to the simplest but practically 
quite relevant case of the semi-infinite liquid 
saturated homogeneous, isotropic and isothermal 
half-space. To consider the pure free-surface 
related phenomena, we eliminate pressure field 
diffusion by neglecting the compressibility of 
the liquid/rock system. 
above, the long term dynamics of liquid reservoirs 
is dominated by the free surface phenomena. 
this setting we can combine the potential equation 
(15) and the surface condition (22) in one single 
equation confined to the C plane (Bodvarsson, 
1978a), which expressed in terms of the fluid 
surface amplitude u(t,x,y) = p/pg takes the form 

As shown in section (I) 

In 

(23) (i/w)atu + n2u f = f/pgc 

f f where If2 = (-axx-ayy) is th square root of the 

two-dimensional Laplacian and 
defined surface source density 
pressure field in the space z> 
values derived from (23) have to be continued into 
the lower half-space on the basis of standard po- 
tential theoretical methods. The fractional order 
of the Laplacian in (23) is quite unusual, but 
the operator is well defined and poses no mathe- 
matical problems. 

Some solutions of equations (23) of practical 
interest have been obtained by Bodvatsson (1977). 
Confining ourselves first to the simple semi- 
infinite half-space, some important results are 
given below. 

(3.i) The source-free case. In a source- 
free case where f = 0, the homogeneous equation 
(23) is most easily solved by solving 

-v2p = 0, z 2 0 (24) 

with the boundary condition (22) combined with a 
given initial condition which takes the form 

p = pgho, t = 0, z = 0 (25) 

where h,-,(S) is a given initial free-surface ampli- 
tude. 

This solution is obtained immediately by 
observing that a pressure function of the form 

P = P(X,Y,Z + wt) (26) 

satisfies the boundary condition (22) at all times. 
Consequently, introducing the Dirichlet type Green's 
function for the half-space z 2 0 (Duff and Naylor, 
1966, page 276) which gives the pressure p(P) in 
z > 0 for a pressure po(S) on c 

r 

where U = (x',y'), daU = dx'dy' and 

the solution to the present problem is 
P 

tzo, 220, (29) 

where 

The motion of the fhid surface is obtained by 
letting z = 0 in (13) and hence, 

h(S,t) = (wt/2*) (1/r&,t)ho(U)daU7 

(31) 
/i 
t > O  

E ,  where now 

(3.11) Flow fields with sources. To select 
a relevant and important case of flow fields with 
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sources, we wil 
Let the fluid a 

with C .  Consider a concentrated sink of stren 

consider the following situati 
t = 0 be in static equilibrium 

U n d  the fluid surface at t = 0 therefore coincid 

nity at the point Q = (O,O,d) whi 
s withdrawing fluid mass at a 

this case we have t o  solve 

iIp -V2p p (-l/c)&(P-Q)U+ 

where U+(t) is the causal unit step function for 
which U+(O) = 0. The boundary condition on C is 

p - (-1/4ncks) exp [-k(d-z) I-[ (s-wk) / (s+wk) 1 

(44) 

which holds for z>O. 

(s-wk)/s (s+wk)=[2/ (S+wk)]-(l/s), (45) 

(44) is easily Hank 
space (tables in Duff and Naylor, 1966) and the 
result is 

aplace inverted into (P,t) 

P(P,t) = 

c) [l/rpQ +(l/rpQ 1- WrpQ t) I (46) 

where 

= [ ( x - x ' ) ~  + ( y - ~ ' ) ~  + (z-dI2l3, (47) rPQ 
[ ( x - x ' ) ~  + (y-y'I2 + (z+d) 

- [(x-x')2 + (y-yg)2 + (z+wt+d)213 (49) 

The surface elevation h = p/pg is 

, z = O  

Hankel-transform of $(P,s) and D = 
transform of (34) is then 

k2z - D2G = (-1/21~~~)6(z-d) (36) It is of a particular interest to note that the 
Hankel-inversion leading to the last term in (46) 
follows upon a Laplace-inversion on the basis of 
the Sommerfeld integral 

and (35) takes the form 

2 - 0  

The solutions of (36) €or 2 8 z' are of the 
form exp(*kz) and we thus obtain, 

which we rewrite 

he effect of the 

b w h i c h  yields the relation tive half space, the third term in (46) becomes 
negligible and the pressure field reaches its 
stationary value ps given by -kCexp(-kd)-k[Aexp(kd)-Bexp(-kd) ]=-(1/21~cs) (43) 

I Solving (40), (41) and (43) for A, 3 a )1[1/r + (1/rPQ,)1, (57) 
inserting in (38) leads to PQ 
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The source-sink situation is illustrated in 
Figure 1. 

It is appropriate to reiterate that the above 
free surface results have been obtained by neglec- 
ting the rock/liquid compressibility. 

(3.111) Flow in slab with a free surface. 
The results for the half-space set forth in the 
previous section are easily generalized to the 
model of a slab of thickness H and of infinite 
horizontal extent. As given in equation (46) and 
shown in Figure 1, the free surface dynamics 
reduces at any fixed time to a source-sink situa- 
tion. Applying well known results of elementary 
potential theciry, we can extend equation (46) to 
the case of the slab by adding an infinite sequence 
of source-sink images that is obtained by reflec- 
ting the source and the two sinks in Fig. 1 at the 
bottom and the equilibrium surface boundaries. 
Appropriate reflection coefficients have to be 
applied in this process. We will refraim from 
entering into details of the procedure. The 
practically most important case is obtained when 
the basement is impermeable and the reflection 
coefficient at the boundary is equal to unity. 
As shown above, the equilibrium surface has also 
a reflection coefficient of unity but on any re- 
flection, we have to observe the splitting of an 
image source into a stationary image and a double 
moving image with an opposite sign. The picture 
is therefore a little more complex than in the 
usual cases involving single images. 

Double source 

T t"' 

FIG. la.  Infinite half space of linearized free surface method. 

(3.iv) Discussion. Equations (18) and (53) 
above show that both compressibility and free 
surface effects lead to decline functions that ar 

time. In essence, therefore, the decline proces- 
ses are governed by very simple functional relation- 
ships. Moreover, the analysis in section (I) indi- 
cates that from the quantitative point of view, 
the free surface effect dominates in all liquid 
reservoirs. 

, sums or integrals over exponentials of negative L.4 

The decline or relaxation time is another 
parameter of major interest. 
is the time tr during which the amplitude of a 
stationary wave of wavelength L decreases to (l/e) 
of its initial value. 
exp[-(t/tr) + ikxj where k = (2r/L) i s  the wave- 
number, into equation (14) gives for compressibility 
the time tr = (l/ak2). 
basis of (23) for: the free surface a value 
tr = (llwk). At the same L, the ratio of the free 
surface to compressibility time is (ak/w)=(+k/psg). 
Inserting values of interest for long-term reser- 
voir behavior such as, for example, + = 0.1, L = 
6 km, s = 3~10-llPa'~ we find values of this ratio 
of about 300. This indicates quite clearly that 
the compressibility phenomena are on a much shorter 
time scale and smaller magnitude than the free 
surface phenomena. Our approach of neglecting 
compressibility in the above analysis is, therefore, 
well justified. 

By definition this 

Inserting a waveform 

Similarly, we find on the 

Double source 

1 

hsl 
FIG. lb.  Reservoir half space for linearized free surface method 
with bottom layer. 
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(4) Reservoir simulation by lumping 

The fact that the principal decline functions 
&€or liquid reservoirs are of the negative time 

exponential type suggests the use of lumping as 
a method of reservoir simulation. Below, we will 
briefly look onto this possibility. 

Consider a liquid geothermal reservoir that 

We assume that the reservoir pressure 
is producing a constant mass flow q from a number 
of wells. 
is being monitored at a fixed point where a de- 
creasing reference pressure function p(t) is being 
observed. Moreover, it is being assumed that pro- 
duction, started at time t = 0 from equilibrium 
conditions where we can take that the reference 
pressure p(0) = 0. 
bottom-hole pressure of pw(t) that is also taken 
from an appropriate reference point as p(t) and 
therefore pw(0) = 0. 

The producing holes have a 

The simplest lumped model to simulate this 
system is shown in Fig. 2 below. 

The model consists of a liquid capacitor or 
container (I) with vertical walls having an area A. 
The production q is being extracted from this 
capacitor over a conductor that has a conductance 
cl. 
of the producing holes. Recharge to the container 
is obtained from a capacitor (11) of an infinite 
area over another conductor that has a conductance 
c2. Reference pressure in the large capacitor 
is taken to constant and equal to zero. The liquid 
level in (I) is measured by the pressure pl(t). 
In accordance with Darcy type flow conditions we 
assume that both conductors are linear and hence 
that the following system equations hold 

This element represents the contact resistance 

q = cl(P1-Pw) , ( 5 8 )  

( 5 9 )  

where g is the acceleration of gravity and D = d/dt. 
Since we don't observe pw, equation ( 5 8 )  is irrele- 
vant and does not enter into the discussion below. 
The principal parameters of the simulation system 
are thus the capacitor area A and the conductance 
c2. Given q(t) and pl(t) for some fixed time 
interval starting at t = 0, we are now interested 
in deriving values of A and c2 such that the model 
simulates the given reservoir in the optimal way 
during at least a part of the production time. A 

C1 c2 

W 

FIG. 2. Lumped parameter model of simulated reservoir. 

convenient way of obtaining these values in the 
following. 

Since we have assumed that q is constant, the 
present decline function pl(t) is characterized by 
a smooth negative time exponential behavior. 
can then expand the known pl(t) into a Taylor 
series In t starting at t = 0 and that is truncated 
at the second order term, 

We 

D2Pl 

where we have abbreviated Dpll t=O=Dp1(0) and 
t=O - D2Pl(0). ' 

Since pl(0) - 0 this series reduces to 
Inserting this expression in equation ( 5 9 )  

results in 

On a second order appproximation, we obtain 
from the terms in to and t the parameter relations 

and 

Since pl(t) is a known function, the derivatives 
at t = 0 are also known and we can thus derive A 
and c2 from ( 6 3 )  and ( 6 4 )  above. 

On the basis of the known parameters, we can 
then solve equation ( 5 9 )  for a given variable input 
q(t) and obtain 

Pl(t) (g/Af exp[-gc2(t-~)/A]q(r)dt ( 6 5 )  
0 

as a procedure to predict or extend pl(t) in time. 

An analysis of the above type can be carried 
out on any field decline functions that have been 
obtained with sufficient accuracy to derive the 
derivatives. 
production function will be a variable q(t) and the 
input function pl(t) for the above analysis will 
then have to be obtained by a deconvolution, that 
is by solving an equation 

t 

In most practical cases the mass 

~1 (t-T)Dq (T )dT ( 6 6 )  
0 

where p (t) is the reference pressure that is the 
output eo q(t). There are no problems in solving 
(66) 

To illustrate the above procedure we will 
carry out the lumping of the free surface dynanics 
model leading to equation ( 4 6 ) .  We obtain then the 
time derivatives Dpl(0) and D2p1(0) from equation 
( 4 6 )  and use ( 6 3 )  and ( 6 4 )  to derive the lumped 
system parameters. To sinplfy the procedure, 



8 

we consider only the case q = constant = unity. 
Omitting elementary details and irrelevant factors, 
the method, in essence, consists in approximating 
the function . 

f, (t) = -[l-(Ro/Rl)l (67) I 

by the function 

f2W = -[(z+d 

where 

2/Ri] [l-exp[-wtR2/R&+d))] 2 2  ,(68) 

a. 

- 1.0 
0 2 4 6 8 IO 

u /d 

-0.6 

-0.8 

-1.0 1, 
0 2 4 6 8 IO u /d 

1 r/d = 3 

-OS] ~ , , , , ; ,  , , , 
-I 0 

0 2 4 6 8 IO 
u/d 

with r2 2(z+d)* 

The results of a numerical evaluation are 
illustrated in Fig. 3. It is evident that the 
lumped approximation holds quite well until the 
factor wt is of the order of a few depths d. 
Quite often w is of the order of m/s and d 
about 103m. In this case the lumped approxima- 
tion will give good results for a peripd of a few 
years. 

r/d = 3 

-0 a 

-1.0 
0 2 4 6 8 IO u/d 

d. 

f 

-0.6 z/d = IO 
r/d = 9 

e. 

0 2 4 u /d 6 8 IO 

z/d = IO 
r /d = IO 

1. 

0 2 4 6 8 IO u/d 

- I 0 I r  1 , , ~ , , ( 

FIGS. 3a-3f. Comparisons between lumped parameter approximation and exact solution. 
. 
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111. REVIEW OF METHODS b. Temperature is relatively unimportant in pe- 

etroleum Reservoirs thermal production. Hightemperatures stress 
troleum production. It is critical in geo- 

tubing and cement in the wellbore. 
Production decline methods are probably the 

most commonly used tool of the reservoir engineer 
because production data are always recorded and 

c. Geothermal well flow volumes are often 1 to 2 
orders of magnitude greater then petroleum 

filed whereas temperature and pressure records 
are far less common. The uses of these methods 
are at least two fold. First, they are used to 
predict future production and second, they can 
provide insight into reservoir mechanisms and 
geology. 

Production data for fields and individual 
wells are usually plotted on a monthly basis so a 
year's worth of data might be enough to use with 
the standard methods. When fields have been 
produced for a number of years, e.g.,10, production 
data are plotted on an annual basis and fitted.- 
In the petroleum industry great care must be taken 
in trying to extrapolate past trends because con- 
ditions can change. For example, the reservoir 
pressure might pass through a bubble point causing 
dissolved gas to outgas thereby drastically chang- 
ing flow conditions. 
warning about decline methods is in Brons (1963). 

The best discussion of and 

Reserve estimates are calculated from predict- 
ed future production. 
the estimates are bad. 
using production from two wells, each with constant 
but different percentage decline rates. When their 
productions are added together and fitted with a 
hyperbolic eqn (the best fit) we get a very dif- 
ferent reserve estimate from the one obtained by 
looking at each well separately. As always, the 
reservoir analyst must supply a great deal of 
insight. 

It the predictions are bad, 
Brons shows an example 

Decline methods are not directly applicable to 
new fields except that if the new field a 
be similar to a previously studied field we might 
make some intelligent guesses 
characteristics. 

Decline methods are used 
additional wells should be drilled and when wells 
should be worked over. Production in individual 
wells can decrease in a steady regular manner from 
sand plugging the formation. 
a production vs. time graph. 

This can be seen on 

Geothermal Reservoir 

The decline methods developed for analyzing 
oil and gas wells can be used for geothermal wells 
but we must recognize that petroleum and geothermal 
reservoirs are very different from each other. 
These differences can cause production mechani 
to be drastically different in the two cases. 
of the more important differences and thei 
quences are as follows: 

Some 

b. Petroleum reservoirs are usually sedimentary 
formations. Geothermal reservoirs are usually 
fractured igneous or metamorphic formations. 
Darcy flow holds in the first case and frac- 
ture flow in the second. 

volumes. 

Precipitation is much more serious in geother- 
mal wells than in petroleum wells. 

Petroleum is a complex mixture with volatile 
components. Geothermal water is essentially 
one species. 

d. 

e. 

Fracture size, quantity and distribution are 
drastically affected by precipitation, changes in 
temperature and seismic activity. Geothermal 
reservoirs seen to be much more complex than 
petroleum reservoirs so methods taken into geo- 
thermal work must be examined carefully. We have 
done this with the data and methods available but 
more work must be done as we produce more geother- 
mal fields over time. 

1. e 
Arps's (1945, 1956) work forms the basis for 

all the decline curve methods currently in use. 
He brought together and codified work on oil 
reserve estimation that had been done as early 
as 1908. The commonest methods were graphical 
in which production q or cumulative production 
Q was plotted vs. time t. See Fig. 4 from Arps 
(1956). Examinations of production data showed 
that data with constant first differences fit an 
exponential equation while data with constant 
second differences fit a hyperbolic or harmonic 
equation. All three equations can be expressed as 

b a = Kq = -dq/dt 
9 

where a = fractional decline 
some authors use D = fractional decline 

oduction rate of time t 
= Constant 
= constant 

The solutions to equation (72) are shown in 
Table 1 

gives a good "cookbook" ap- 
ata using these methods. See 
worked out .by Guerrero. 

when Fetkovich proposed some 
e considered to be strictly 

theoretical basis for the exponential equation 
(see below). The hyperbolic equation is still 
considered to be empirical. 

2. Fetkovich 

Fetkovich (1973) showed that log-log type 
curves can be used to analyze production data in 
an analogous manner to analyzing pressure data. 
He presented log-log plots of dimensionless flow 
rate, 9Dd = q(t)/qi, vs. dimensionless time, 
tDd = Dit, for OLbzl and Di = 1 (see Fig. 5). 
b = 0 is the exponential solution while b = 1 is 
the harmonic solution. 
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0 1956, SPE-AIME 

FIG. 4. Three types of production decline curves on coordinate, semi-log, and log-log graph paper (from Arps, 1956). 

The exponential curve is given by 

qDd = exp(-Dit), Di = 1 

while the hyperbolic curves are given by 

(73) 

(74) 

Using an overlay technique as shown very clearly 
in Earlougher (1977), (see Fig. 6 ) ,  production 
data can be plotted over the curves and a decline 
exponent can be picked. 
are coincident. 

For t~d<0.3 all the curves 

Fetkovich showed that the exponential decline 
has a fundamental base by deriving it as a solution 
to the constant well pressure case. The equation 
for dimensionless flow rate is 

then (77) 

We define 
(78) N = n(r2 - rw)@cthpi 2 Pi 

5.615B 

Finally we get 
q(t) (80) 

‘Dd = kh (Pi-Pwf 1 

141.3 pB[ln& - $ ) I  
rW 

Fetkovich showed that production decline curve 
data could be used to derive values for permeabili- 
ty thickness kh which is usually obtained from 
pressure data. (see Fig. 7a and 7b). Compare kh 
calculations from rate-time data and pressure 
time data. 

3. Slider’s Method 

Slider (1968) proposed a simple method of 
curve matching to obtain the hyperbolic exponent 



L DECLINE TYPE 

BASIC 
CHARACTERISTIC 

RATE - TIME 
RELATIONSHIP 

LATE - CUMULATlVl 
RELAflONSHlP 

11 

TABLE 1. CLASSIFICATION OF PRODUCTION DECLINE CURVES 

1. CONSTANT- PERCENTAGE .II. HYPERBOLIC 
DECLINE DECLINE 

DECLINE IS PROPORTIONAL 
DECLINE IS CONSTANT TO A FRACTIONAL POWER h.1 

n.0 OF THE PRODUCTION RATE 
o < n < i  

D*K.qo. - %k 0. K.qn. - 
Foa * tT IU  coNolllots 

q 

K *  +r 

q1 . 
/'Ddt s -[ $ / 

q f  - 0 1  a log, 

q1 = Produclbon role a1 lime I D * D ~ L M  as 0 frochon of production rot@ 

DECLINE 

q, * Q'(I + D * t r '  

I 
0, * Cumulative oil  produclm a1 lime 1 

K a Conrtonl 

n 1 Eiponenl I 
D, * Iniltol decline 

q, a Initio1 produclmn mIr 

1 * Time 

'TABLE 2. EXAMPLE 0% USE OF EXPONENTIAL EQUATION 

(7)  (8) (9) . 

, .  

38,170 0.145 504,490 ...,. 
33,530, 0.145 535.589 ..... 

..... 1958 . . . 12 ..... ..... ..... ..... ..... ..... 1964 . . . 18 
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0 1973, SPE-AIME Dimensionless time, tD 

FIG. 5. Log-log type-curve of dimensionless flow rate vs dimensionless time (after Fetkovich, 1973). 

b and the initial decline rate qi. 
method one needs to construct a set of curves 
of q/qi vs. log time for various values of ai and 
b using Arps's hyperbolic equation. Production 
data can then be plotted on the curves by using 
a transparent overlay. 
around until the best fit is found thus giving 
b and ai. 
curves, future production rates q and future cumu- 
lative production Q can easily be estimated. This 
method is easy to apply but it requires a separate 
set of curves for each possible value of b. Later 
methods eliminate this shortcoming. 

To use the 

The overlay can be moved 

From equations or from a second set of 

4. Gentry's Method 

Gentry (1972) developed curves which are much 
easier to use then Slider's because only one set 
is needed for all values of b between 0 and 1. 
(see Figs. 8a and 8b) We can find b from a plot 
of QJtqi VS. log 9119. 
of qit vs. log qi/q and find ai. 
the factors we need for a reserve analysis. 

5. Gentry and McCray 

With this b we go to a plot 
This gives us all 

Reservoir analysts have usually assumed that 
OZbLl in the solution of Ares's equations. See 

Higgins and Lechtenberg (1970) for exceptions. 
There is no mathematical basis for this restriction. 
b = 0 and b = 1 are special cases, the exponential 
and harmonic, respectively, but 
restrict b from being larger than 1. Gentry and 
McCray (1978) investigated decline curve methods 
using semi-log plots of qi/q vs. QIqit, Cartesian 
plots of q/qi vs. Q, and semi-log plots of qi/q 
vs. ait. See Figures 9a, 9b, and 9c. Some of 
their conclusions are (Ne = Q) 

1. The dimensionless curves Np/qit vs. qi/q 
VS- 4i/q for a particular fluid- 

permeability system are not affected 
by the absolute permeability or size of 
the reservoir. The behavior of these 
plots is determined by (1) the characteri- 
stics of the contained fluid, (2) the 
relative permeability characteristics 
of the reservoir rock, (3) the reservoir 
drive mechanism, (4) reservoir heterogen- 
eity, and (5) manual manipulation of 
production. 

2. Reservoir heterogeneity tends to increase 
the magnitude of b as the degree of 
heterogeneity is increased. It is also 
apparent that b for a heterogeneous system 
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(b) Overlay with tracing paper. 

, (  

. .  
(d) Label axes. (c) Trace.-major grid lines. 
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FIG. 7a. Typccuwe matching example for calculating Kh using decline curve data (after Fetkovich, 1973). 
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FIG. 8a. Decline curve analysis chart relating production rate 
to time (after Gentry, 1972). 
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FIG. 9a. Q/(qit) vs qi/q (after Gentry & McCray, 1978). 

FIG. 8b. Decline curve analysis chart relating production rate 
to cumulative production (after Gentry, 1972). 
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will increase to a maximum value and then 
as the ratio qifq becomes large, b will 
decrease and approach its homogeneous 
value. 

Reservoir heterogeneity can and does 
cause b values to be greater than 1.0. 

Manual manipulation of production can and 
does cause b values to be greater than 
1.0. 

The dimensionless plots for heterogeneous 
systems of 1 and 3 md, 3 and 9 md, and 
5 and 15 md all plotted the same curve. 
This indicates that heterogeneous systems 
in the ratio of 1:3 will plot congruous 
dimensionless curves. 

It appears that the relative-permeability 
characteristics of the reservoir have 
the greater effect on the decline 
exponent b, while the,fluid characteristics 
have a greater influence on the constants 
ai and qi. 

3. 

4. 

5. 

6 .  

7. The equation 
Ne/ kit) (q/si)" 

may better define certain decline cu 
than do the Arps equations. 

The plotting of production data on the 
N /(qit) vs. qifq curve can be a helpf 
dfagnostic tool for evaluating the 
production history of a well or lease." 

8. 

6 .  Other Type Curves 

Fetkovich developed log-log type curves using 
dimensionless production vs. dimensionless time, 
QD vs. tD, but other variables can be used. 
tried plots of dimensionless cumulative production 
vs. dimensionless time and dimensionless production 
vs. dimensionless cumulative production, qD vs. 
%. 
equation and the hyperbolic equation for several 
values of b. See Figs. 10a and lob. We had the 
same data scatter problem with these type curves 
as we did with Fetkovich's. 
ted very nicely on a particular curve, but most 
sets plotted very ambiguously. 

We 

The plots were made by using the exponential 

A few data sets plot- 

The natural gas industry has long used de- 
cline curves in which pressure divided by gas 
deviation factor, p/z, is plotte 
Iative production, Q (Katz, 1959 
line can be extrapolated to the economic limit 
of producing pressure quite easily. Brigham and 
Morrow (1974) have proposed adapting this method 
to steam fields. In plotting computer generated 
data they found that curve shape was strongly 
influence by porosity. Also, the presence of 
a boiling interface is critical. "If the wells are 
completed in the vapor zone it would be natural to 
graph pfz vs. production, as though this were a gas 
reservoir, and use an extrapolation of the best 
straight line as a predictive method to calculate 

. I  

Dimensionless time 

Dimensionless Cumulative production. 00 

FIGS. loa-b. Log-lo 

The efficiency of this technique will 
be strongly dependent on the porosity if the actual 
reservoir contains boiling liquid." (see Fig. 11.) 

Pruess et al. (1979a, 1979b) have used the 
simulator SHAFT78 to'test the use of pk vs. Q plots 
for geothermal reservoirs, 
' I .  . . the standard technique of estimating reserves 
by extrapolating a plot of p/z vs. cumulative 
production is not applicable to two-phase geothermal 
reservoirs .I1 and ' I .  . in many cases pressure will 
be a linear function f cumulative production, with 
the slope allowing a estimate of reservoir volume. 
Rese 
poro 
obtained from pressure decline curves." 

They conclude that 

sessment requires knowledge of average 
nd vapor saturation, which cannot be 

Brigham (1979) app p/z techniques to a 
study of depletion in the Gabbro zone at Larderel- 
le, but he stated that the linearity of p/z with 
cumulative production doesn't hold for the entire 
life of a reservoir with a boiling interface. He 
claims that linearity is a good approximation for 
the first one-third to one-half of the reservoir's 
life. 
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FIG. 11. Pressure depletion vs recovery, falling liquid level (from 
Brigham & Morrow, 1974). 

8. Influence Functions 

Unsteady state isothermal flow of slightly 
compressible liquid through a porous medium can 
be described using the diffusivity equation 

The equation can be solved using a Green's function 
approach to derive a "response", "resistance", 
"memory", or "influence" function. 
(1969) in describing water movement in aquifers 
defined two influence functions: 1) P(t) = the 
"rate case" influence function which is defined 
as the pressure drop at the reservoir boundary 
(a function of time) corresponding to a unit 
(e.g. 1 cu. ft./day) of water influx." For a 
constant flow rate q we get po-p(t) = qP(t), the 
constant terminal rate case equation. 2) Q(t) 
= the "pressure case" influence functions since 
a constant pressure pb is specified at the outer 
boundary. The constant terminal pressure equation 
is 4(t) (Po-Pb)Q(t). 

Katz and Coats 

P(t) and Q(t) can be calculated either for 
idealized models or from field data. Let F(t) = 
Q(t) or P(t). For an idealized F(t) we must 
specify "1) model geometry, 2) exterior boundary 
conditions (e.g. infinite, closed or constant 
pressure), and 3) model parameters." The speci- 
fication of reservoir parameters and geometry is 
particularly difficult in geothermal reservoirs 
so the calculation of F(t) from field data is 
more attractive and easier than trying to devise 
a thoroughly specified model. The advantages of 
the field method are "1) none of the above choices 
are required, and 2) an influence function which 
reflects unknown (and practically speaking, 
indeterminate) aquifer properties, as reflected 

by actual field performance, is determined. 
Disadvantages are 1) the resemblance of the backed 
out F(t) to the true function is proportional to 
the accuracy of field data, and 2) the influence 
function is obtained only up to the time of last 
available field data; extrapolation is required 
for purposes of predicting future water movement." 

Ljf 

Coats et al. (1964) recommended the use of 
field influence functions for oil fields with 
adjacent aquifers. The method is directly applica- 
ble to geothermal fields. 
F can easily be generated as a function of pressure 
p and flowrate q using the following equations: 

Integral form 

The influence function 

(82) 
Discrete form 

i 

j -1 
APi = Po - Pi = c (qi-qi-l)Fi-j+l - 

Bodvarsson (1980, personal communication) has 
shown how the influence function problem can be 
formulated in a slightly different manner. The 
function F defined by Coats is a unit step response 
function. Instead of the unit step response, we 
can use the impulse response h, where h = dF/dt. 
The equation to be solved is then 

Integral form Ap = q(T)h(t-T)dT I 
i 

Discrete form po-pi = 
j=l C qjhi-j+l 

The first derivative of the curve from the F formu- 
lation should be identical to the curve derived from 
the h formulation. 
(Jargon and van Poolen, 1965) and Hutchinson and 
Sikora, 1959) but we recommend against it. An F can 
be calculated which fits the data well, but which 
has no physical meaning. 

Katz and Coats cite an example in Katz et al. 
(1963) in which an-influence function is calculat- 
ed by direct methods which exactly reproduces past 
performance but which cannot be extrapolated. The 
smoothness constraints below assure a physically 
meaningful solution and they can be arrived at 
both intuitively and analytically. 
and Coats "if water is injected into an aquifer 
at a constant rate through some fixed inner aquifer 
boundary (surface), then intuitively the pressure 
change at that boundary must always be positive. 
In addition, the pressure should always increase 
and the rate of increase should continually 
decrease with time." The analytical proof for 
the constraints is given in Coats et al. 

F can be calculated by hand 

From Katz 
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Linear programming methods such as the pack- 
age MPOS should be used with the smoothness 

Cgdconstraints on F or h: J ,  

dF - >  0 dt - 
dh -&5p 

If the data are not "smooth and regular enough" 
the use of simple hand calculations can lead to 
e results shown in Fig. 12, 
11 reproduce the pressure v 

function cannot be extrapolated .and is physically 
meaningless. 
program I s  shown on the same figure for comparison. 

Hutchinson and Sikora and Coats et al. discuss 

The F calculated by the linear 

the effects of field geometry on the behavior of 
the pressure drop and the influence function. 
As production time increases, the rate of pressure 
change decreasesf If the reservoir outcrop 
the pressure drop and the influence functio 
become constant. This is an effect we will look 
for in geothermal areas which we know have fluid 
recharge. If the reservoir i s  infinite-acting 
or bounded the influence function and the pressure 
drop will increase monotonically for all time 
greater than 0. 

Hutchinson and Sikora show how to extrapolate 
calculated influence functions. If a definite 
straight line has developed from the field data 

0 : * : . : : ' : . : : I  
I872 l97J l h 4  1915 Id7G 1871 I978 Id79 ISM !Ml I882 1983 ,984 

6.i LIQUID INFLUENCE FJNCTION -- CERRC PRIETO T O W  FIELD -- t972-1978 

(Fatness meosure p - IOCP35.3) 

FIG. 12. Liquid influence function - Cerro Prieto total field. 

it may be extrapolated and the field assumed to 
be bounded. If no definite straight line has 
developed, the last 3 or 4 values of F should be 
examined. If the average AF for these times gives 
a good match to past performance the curve may be 
extrapolated using the slope of the average F. 
The extreme extrapolation assumes an infinite 
aquifer. In this case 

All these extrapolations are included in our MPOS 
program. 

9 .  Linearized Free Surface-Green's Function 

One of the main vitures of the influence 
function method is described above is that it can 
be used to predict reservoir behavior without 
specifying a physical model for the reservoir. 
Long-time behavior of the influence function can 
tell something about the boundaries. 
reservoir has a free liquid surface and is assumed 
to be a porous half-space, Fig. la, a simple, 
distributed parameter model can be posited. 
Bodvarsson (1977) linearized the free surface 
condition and derived the following equations for 
pressure 

If the 

p(P,t) - +- (+ + - 1 2 )  - - r (84) 
PQ 'PQ' PQ't 

p = pressure, meters of head 

q = flow rate, kg/s (constant) 

= ((~-x')~+(y-y') 2 +(z-d) 2 3  ) 

2 2 2 4  
'PQ 
rpQI- ((x-x') +(Y-YO +(z+d) 1 
rpQl t- ((x-~')~+(y-y') 2 +(ziwt+d) 2 f  ) 

Bodvarsson (1978) also showed that the impulse 
response of a linearized free surface can be 
expressed as 

(~t+d)~)-~/~U+(t) (85) 

where 
d * depth from free surface to sink 

G = Green's function 

S - (x,y) a point on the free surface 

+ = porosity, fraction 

p a density, kg/m 3 

w = kg/(v4) - sinking velocity, m/s 
v = kinematic viscosity, m 2 /s 

k - permeability, m 2 2 
g = 9 .8  m/s 
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U+(t) = unit impulse function 

r = (x2+y2)*, radial distance from sink. 

He obtained the following expression for drawdown 
in meters for P at a distance r from the sink 
(wellbore) 

(86) 

See Chpt. I1 for the derivation of these equations. 
The impulse response,h,is the drawdown in meters 
at the point, P, caused by the instantaneous with- 
drawal of one unit fluid mass at point Q. 
continuous withdrawal the total drawdown 
would be a summation over all fluid sinks. The 

N 
htotal@') Gn(t-T)qn(T)dT (87) 

n=l 

This equation for drawdown can be compared direct- 
ly with the h function formulation of the in- 
fluence function as described above. 

Lj 

If the reservoir has a relatively impermea- 
ble zone below the producing zone the half space 
assumption can be modified. 
term or terms as necessary can be added to the 
equation for G. See Fig. lb. With one image 
term the expression is 

An image source 

wt+d + 

SH-d+wt 
[ x2+ yz+ (ZH-d+wt 1 ] I?] 

More terms can be added 

The distributed model described above can be 
approximated by a lumped parameter model as 
described more fully in Chpt. 11. 
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IV. DATA PROCESSING 

CllData Sets 
The most complete data set is fromwairakei, 

New Zealand by Pritchett et al. (1978) published 
by Systems, Science and Software for Lawrence 
Berkeley Laboratory. Individual well monthly 
heat and mass flow rates are given from 1953 

a through 1976 for 141 wells. Furthermore, a fair 
amount of pressure and temperature data are pre- 
sented. 

The last large data set is from The Geysers, 
California, courtesy of the California Dept. of 
Conservation, Div. of Oil and Gas. The data 
include production injection and pressure data 
from 27 wells from March 1971 through December 
1979. 
Strobel, and Gulati (1977). See Fig. 13c for map. 

Additional pressure data are from Lipman, 

The Larderello data were taken from 
Sestini (1970). 
were from various sources. See Fig. 13d for map. 

Thesparsedata for other fields 

Graphical Treatment of Data 
The authors presented a substantial amount 

of data on the geology and subsidence problems 
at Wairakei. 
received from Malcolm Grant, DSIR, a set of ann 
tated individual well production graphs which 
indicated when wells were shut iw and which steam 
lines the wells were connected to. See Fig. 13a 
for map. Arps (1945, 1956) pointed out that the 

The first step in the analysis was graphing 
In addition to this report we 11 the available production data on Cartesian 

aper using SPSS. These graphs allowed us to 
liminate from further consideration wells with 
everely irregular production such as Bore 11. 

exponential equation would graph as a straight 
ine on semilog paper. 
ata for several wells at Wairakei but found 

Laboratory included graphical production histories that production decline was insufficient to make 
of most of the wells from 1973 t o  1978. These the semilog plots look very different from the 
graphs were digitized for analysis. The production Cartesian plots. The log-log plots, however, were 
was broken down into liquid and vapor production. significantly different from the Cartesian plots 
In addition, we received data from Marcel0 Lippman, so most of the data were plotted on log-log plots. 
LBL, which showed individual well total mass We tried matching the log-log plots against 
flow rates. The two data sets were treated separa- 
tely and then compared. A theoretical pressure ata scatter rendered the method useless. We 
drawdown curve was taken from Sanchez and de la 
Palma (1979). See Fig. 13b for map. time €or almost r wells was fairly short, 

r Cerro Prieto by Bermejo 
hed by Lawrence Berkeley 

We tried plotting the 

etkovich's type curves. For the most part the 

were also hindered by the fact that dimensionless 
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FIG. 13b. Location of wells in the Cerro Prieto Field. 

about 1.0. The exponential and hyperbolic curves Gentry and McCray (1978) proposed the use of 
only start diverging at about tDd = 0 . 2 ,  so with 
rough data we would like the last point to have 
tDd = 2.0, at least. We could not reproduce 
the fits reported by Rivera-R. (1977, 1978) using 
Cerro Prieto data. None of the data from liquid- 
dominated fields fit very well, but this is 
probably much more a function of data scatter than 
of the efficacy of the methods. See below for 
a discussion of data scatter. The only fair fits 
were for several wells from Larderello. Success- 
ful use of type curves with rough data may require 
a great deal of insight on the part of the analyst. 

several different graphs, Figs. 9a, 9b, and 9c, 
for decline curve analysis. 
with the plots involving ai because the data 
scatter gave ai a very large 
plotted N fqi t vs. qifq for several wells and got 
very pecufiar results which were of no use. 
the data are far more problematical than the models. 

We tried plotting pfz vs. Q for The Geysers 

We had difficulty 

Again, 

data using pressure from Cobb Mountain I1 well 
and yearly total production data from Finn (1975) 

. and from the California Dept. of Oil and Gas (see 
Figs. 14a and b). Brigham (1979) analyzed some 

' Larderello data using pfz vs. Q, but as mentioned 
-above he cautions against expecting linearity 
after one-third to one-half of the fluid has 
been produced (see Figs. 15a and 15b for plots 

id  
We tried two other kinds of type curves, Figsl 

10a and lob, with no more success than with 
Fetkovich's curves. 
less time caused problems again. of the data). 

Scatter and small dimension- 
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FIG. 13c. The Geysers, California (from California Dept. of Conservation, Division of Oil & Gas, 1978). 

Statistical Treatment of Data 

Most of the data sets had so much scatter 
that statistical treatment was the only reasonable 
approach. 
the Social Sciences) to reduce the data. See 
Appendix €or discussion of SPSS and for the 
programs we used. 
computer centers and it requires a'minimum of 
data handling. 

We used SPSS (Statistical Package for 

SPSS is available at many 

We used SPSSPLOT to generate Cartesian plots 
of the q vs. t data for all the wells. From the 
plots we chose wells to analyze further. Some 
of the wells had drastic rate changes in their 
histories so only selected parts of their histories 
were analyzed. 
regression subroutine to analyze the exponential 
eauation 

We used a non-linear least squares 

The program requirfs initial estimates of qi and 
a, and it returns qjt), +e predicted value of q, 
and best estimates a and qi for the fractional 
decline and the initial flow rate. A fit to the 
linear equation 

q(t) - qi + kt 

is also generated. 
generated is R2 defined as 

The primary statistic 

R2 SSR regression sum of squares .c 

SSE residual sum-of squares 
SSTO total sum of squares 

total sum of squares 1 - Eo - 1 - 
n 

SSTO = C 
i=l 

(qi-i)2 where p = Eqi - 
n n 
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FIG. 13d. Larderello geothermal area (from Sestini. 1970). 
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FIG. 14a. The Geysers p/z vs cumulative production, total field 
(pressure from Cobb Mt, No, 1 and Curry 85, ENEL Pro- 
ceedings 1977, Strobel et al; production data from Finn, 1975). 
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FIG. 14b. The Geysers p/z vs cumulative production, 20-30 
wells. (pressure data from ENEL Proceedings 1977; production 
data from California Division of Oil & Gas, 1971-1979 data on 
20-30 selected wells). 

J I 1 I I . I .  I I I I I 1 75 I I I I I 80 I 1 # I  
x, YEAR 65 

0 1979, SPE-AIME 
FIG. 15a. Gabbro Zone pressure-production history match, 
lag time=36 months (from Brigham, 1979). 

FIG. 15b. p/z vs Q-Larderello data (from Brigham & Neri, 
1979). 

SSE = SSTO - SSR 
2 Values of R 

which can be ex t r apo la t ed  wi th  some confidence.  
The va lue  0.65 is a r b i t r a r y ,  bu t  is  gene ra l ly  
considered t o  be a good f i t  f o r  r a w  data. 

g r e a t e r  t han  0.65 i n d i c a t e  a good f i t  

For t h e  in f luence  func t ion  method, we develop- 
ed a f i t n e s s  measure, p ,  which is t h e  average 
f r a c t i o n a l  d e v i a t i o n  of computed p res su re  d i f f e r -  
ences,  A?, from observed p res su re  d i f f e r e n c e ,  Ap = 
pi-p( t ) .  
tJue va lue  is  between 90.91 and 111.11 becauseAp= 

For example, i f  p - 0.1 and Kp = 100, t h e  

AP/ (I* 1. 
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Discussion of Data Scatter 

Field data often have a great deal of scatter 

The scatter can be of two general types, 
in them which can cause difficulties in analyzing 
them. 
reservoir related and operations related. Reser- 
voir related scatter can be caused by 

1) rainfall 
2) recharge 
3) earthquakes 
4) subsidence. 

Production related scatter can be caused by 

1) changes in production schedules 
2) bad well completions 
3) workovers 
4) poor calibration techniques 
5) poor data gathering techniques 

Llttle can be done to prevent reservoir related 
scatter, but operations related scatter can 
always be reduced. 
chance of scatter are discussed in the Standard 
Operating Procedure section. 
be analyzed with the following techniques: 

Methods for reducing the 

Scattered data can 

1) averaging the data 
2) least squares fitting 
3) 
4) using insight and experience. 

subtracting our known effects and trends 

We tried averaging data from several Wairakei 
and Cerro Prieto wells to see whether we could use 
Guerrero's method for Arps's equations. 
not get reasonable values for the decline 
exponent. See Fig. 16 for a graph of six month 
average production vs. time for Bore 18. 

We could 

35RE :E 
80 

t 

01 - -.--I 40 96 144 892 240 280 
Month 

FIG. 16. Six month average production, Bore 18, Wairakei, 
New Zealand. 

The easiest known effects to take into 
account are periodic shut downs. 
production graphs from Wairakei showed that many 
of the wells were shut in for periods of about 1 
month every 1-2 years. The monthly production 
during these shut-in months is obviously much 
lower than the preceding and following month's 
production. If the other data are on a smooth 
trend, the low values can effectively be ignored 
in fitting an equation to the trend line. Since 
these points represent production, however, they 
should be included in any calculation involving 
the cumulative production, Q. 

The annotated 



V. RESULTS 

Arps's Equations 

We tes ted  Arps's exponential equation (73) on 
a l l  individual w e l l  data ,  t o t a l  f i e l d  da ta  and on 
several  groups of w e l l s .  The r e s u l t s  are 
summarized i n  Table 3 with complete r e s u l t s  i n  the  
Appendix. 
f rac t iona l  decline.. D based on t o t a l  f i e l d  pro- 
duction from Wairakei, The Geysers, and Cerro 
Pr ie to  ranges from 0.003 f o r  Wairakei t o  0.0115 fo r  
The Geysers. 
3.6% and 13.8%, respectively. 
w e l l s  ranges from 0.0004 f o r  a w e l l  a t  Otake t o  
0.9712 f o r  a w e l l  a t  Larderello. 
w e l l s  and groups at  Larderello had R 's greater  
than 0.87, indicat ing a very good f i t  t o  the  
e uation. Also, a l l  three  w e l l s  a t  Matsukawa had 

Geysers did not f i t  as w e l l  as the  wells from 
Larderello and Matsukawa, so we cannot draw 
de f in i t e  conclusions about vapor-dominated f i e l d s  
and the  exponential equaKion. 

D is the  ayerage calculated monthly 

This converts t o y e a r l y  decl ines  of 
R2 f o r  individual 

E i  h t  of t he  ten  s 
R s 's greater  than 0.76. The w e l l s  from The 

Cerro P r i e to  and Wairakei are both l iquid-  
dominated f i e l d s ,  and t h e i r  da ta  did not f i t  t he  
exponential equation qu i t e  as w e l l  as the  vapor- 
dominated f i e lds ,  However, f o r  a l l  the  f i e l d s  the  
equation f i t  a t  least several  of the  well's da ta  
qui tewel l .  SeeFigures 17a-g f o r a  f i t o f  t he  ex- 
ponential equation t o  t o t a l  Wairakei production 
and t o  several  individual  w e l l s .  
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, 
bol ic  equation and got R2 's  greater  than 0.989 i n  
a l l  cases. This indicate$ t h a t  the  equation is 
d i ther  near ly  perfect  o r  t ha t  i t  is  a very poor 
model and w i l l  f i t  v i r tua l ly  any da ta  set. 
hold the  la t te r  view. ..Because the  equation has 
no physical .basis,  we recommend against  using it .  
However, i f  a par t icu lar  da ta  set f i t s  a hyper- 
bo l ic  type curve w e l l  over a long s t r e t ch  of 
dimensionless time, the  curve can be used t o  
extrapolate  production. 

We only tes ted  a few wells using the  hyper- 

We 

Type-Curve Methods 

None of the data  se t a  f i t  any of the type 
curves w e l l ,  
of b can be picked with confidence. 
Larderello da ta  f i t  Fetkovich's exponential curve 
fo r  up t o  80 months b 
duction which takes ' t 
18a. 
plot ted on the same curve. 
reasonably chosen. 

The scatter i s  so high tha t  no value 
Some of the 

n develop constant pro- 
f the curve. See Figure 

Figure 18b shows typical  Cerro P r i e to  da ta  
No value of b ca 

Coats' Influence Function Method 

Coats' method can be used with any but the  
most b izar re  da ta  because the  der ivat ive con- 
s t r a i n t s  imposed on the  solut ion method guarantee 
tha t  e i the r  a meaningful solut ion o r  no so lu t ion  is 
generated. The f i t n e s s  measure tel ls  how usefu l  

TABLE 3. SUMMARY RESULTS FOR FITS TO EXPONENTIAL EQUATION 

Field - 
Range on*Individual # o f  Wells at 

D R~ t o f  Wells R2 s R2>0.65 
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FIG. 17a. Wairakei total production, 1953-1976, with 
exponential fit 1964-1976. 

FIG. 17d, Bore 72, Wairakei, New Zealand. 
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FIG. 17b. Pozo 15, Cerro Prieto, Mexico. 
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FIG. 17c. Pozo 25, Cerro Prieto, Mexico. 
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FIG. 17e. Bore 66, Wairakei, New Zealand. 
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FIG.’ 17f. Bore 18, Wairakei, New Zealand. 
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" *  

FIG. 17g. Larderello, Italy-Nelh Sasso Rosso Nr. 82. 

B 
-1 

m 
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FIG. 18b. Pozo 25, Ccrro Prieto, fit to Fetkovich type-curve. 

the solution is. 
and Cerro Prieto total production and on Travale 22 
from Larderello. The fitness measure, p for Wairakei. 
Travale 22 was 0.038 indicating a very good fit 
(see Fig. 19). 
Cerro Prieto liquid production and Wairakei total 
production, respectively. 
value of the method by fitting Wairakei data from 
1955-62 and then extrapolating. 
obtained using both the infinite and bounded 
aquifer approximations are shown in Table 4 along 
with the actual pressures. 
calculated as 

We tried the method on Wairakei fer the rate of pressure de- 
cline decreases with time as is the case for 

p was 0.1001 and0.3366 for 

We tested the predictive 

The pressures 
surface method only with Wairakei. 
field into six regipns and then assumed that the 
total production from each region was coming from 
a virtual well in the "center" of the region. 
production depth for each virtual well was the 
production weighted average center of open zone for 
the wells in the region. A centroid was chosen for 
the entire field and then the pressure drawdown at 
the centroid was calculated for each virtual well 
and summed to get 'tatal drawdown. 
curve obtained is shown in Figure 21 as Curve 12 
with the actual drawdown as Curve #l for comparison. 

We divided the 

The 
The pressure drop is 

Ap a qF t 

Where Q is cumulative productidn, F is t 
ence function and t is time. 
calculated influence functions for Wairakei 1955- 
1962. The high fitness measure ind as described in 
rouqh data. The observed pressures 

The drawdown 
Figure 20 

C---. W M T A  .----. lswLLs@cuhDEo- 
e----. &swEsMHm- 

Logtimelmthsl  1 

INFLUEttCE FUNCTION - IRAfALE 22 - 
(Fitness measure p = 038239) 

Larderello 82 (Nella Sasso Row Nr. 82) fit to 
type-curve. ence function-Travale 22. 
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INFLUENCE FUNCTION -- WAlRAKEl :OTAL FIELD .-- 1955-1962 

(Fitness meosure p - 5 5 6 5 9 7 )  

FIG. 20. Influence function-Wairakei total field 1955-1962. 

a p l a u s i b l e  f i t .  
because t h e  necessary geologic  and product ion d a t a  
are u s u a l l y  l ack ing  o r  s p a r s e  a t  bes t .  

Th i s  method is d i f f i c u l t  t o  u se  

Year 

FIG. 21. Linearized free surface fits to Wairakei data. 
Curve 1,O-0: observed pressure drawdown 
Curve 2, A - 4  LFS fit, 1 term 
Curve 3,O-O: LFS fit, 2 terms 

e 

TABLE 4. CHECK OF EXTRAPOLABILITY OF COATS' METHOD USING WAIRAKEI DATA 

(Values of t h e  in f luence  fm 'c t ion  are from Fig. 20) 

Cumulative Producing - Year Prod., Q Time,  t, yrs. L A 2 E F b o u n d b E -  'obs 

1963 726276 8 -0023 209 542 .002334 212 539 543 

1965 * 10283401 10  .0027 278 473 .002917 300 451 491 

1970 1644585 1 5  .0035 384 367 .004376 480 271 427 

1976 2295755 21 ,0042 459 292 .006126 670* 81 405 
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VI. STANDARD OPERATING PROCEDURE FOR DATA GATHER- 
NG AND ANALYSIS t.l 
The most important ste 

data is the proper collection of it. 
be as complete and clear as possible so that "bad' 
data" can be eliminated 
unusual results in the lysis. Some steps for 
ensuring good data gathering are 

The data must 

a possible cause of 
* 

I 

1) 

2) Set up calibration schedules for all 

Set up regular testing schedules and stick 
to them. 

instruments used such as pressure gauges 
and temperature bombs. 
Keep an updated calibration log for each 
instrument. 
Use clear standard forms for recording 
data. 

3) 

4) 

A data cbart for routine measurements should in- 
clude at least the following information 

1) Well name and location 
2) Date and time 
3) Pressure-well head, tubing, bottom hole, 

4) Temperature 
5) Flow rate 
6) Location of test points 
7) 
8) Well statils 

meter run, etc. gauge or absolute 

Units for all measured q 

interference, etc. 
10) Zone being tested 
11) Instrument numbers 
12) Name of tester 

. 9) Type of test being cond 

Data Analysis 

The data can be analyzed 
of wells and by fields. 

Graphs 

Graphing the data provides-an easy 
mining the data for unusual behavior 

occasional high, low or erratic product 
data sets can be flagged for special attention. 
The data should be plotted and 
to Arps (1945, 1956) using car 
and log-log plots of production vs. time. +lowever, 

ides only a "quick lo 
shcruld be done. If t 

lyzed according, 

enough, log-log type curves a 
McCray's curves can be used to f 
to extrapolate to future behavior. 
vapor dominated, pfz vs. Q pl 
only with great caution. 

rent data and 
the field is 

V 

Least Squares Fits to Arps's Equations 

Production data (q vs. t) should be fit to 
Arps' s exponential equation using a non-linear 
least squares program. The program should calcu- 
late R2 to indicate goodness of fit. 
high value of R2, e.g., greater than 0.65, allows 
extrapolation with some degree of confidence. 

A reasonably 

We recommend against using the computer to fit 
data to Arps's hyperbolic equation for the reasons 
described In Chapter V. However, if the data fall 
very well on a particular type curve then one may 
reasonably predict future production using that 
curve. 

COMPLETE RESULTS FOR FITS TO.EXPONENTIAL EQUATION 

Calculated 
Field Fractional 
Well # Start Date End Date ~ecl ine ,oX1o3 R2 
Wairakel - Total Production 

76 
80 
81 
82 
83 
88 
108 

ALL WI 

18 1-56 12-76 4.06 
20 4-59 12-76 6.00 
22 12-59 12-76 12.47 

1-60 12-66 7.52 
5-68 12-76 3.26 
1-63 12-76 5.38 
10-62 12-76 5.29 
8-58 12-76 2.05 
1-64 12-76 1.14 
3-57 2-76 4.90 
1-64 12-76 3.69 
1-59 12-66 7.02 
1-60 12-66 17.48 
12-58 12-66 5.04 
7-62 12-76 5.10 

12-68 12-76 4.86 
3-59 12-76 1.34 
1-63 1 1  -67 7.87 
6-68 12-76 0.47 

1 5-68-3-69 12-76 11.22 
5-62 3.05 
8-62 9.81 
9-62 6.01 
8-61 2.84 
5-64 1.03 
8-60 4.67 
1-65 1.94 
5-63 1.77 
7-62 5.97 
12-63 2.50 

12-76 
12-76 
12-76 
12-76 

12-62 
1-63 
12-60 
1-66 
9-63 
1-64 
8-64 

S 1-64 

5.72 
6.81 
3.99 
3.40 
2.54 
0.45 
2.87 
3.00 

0.75 
0.32 
0.79 
0.60 
0.46 
0.52 
0.68 
0.20 
0.19 
0.72 
0.53 
0.43 
0.80 
0.40 
0.78 
0.74 
0.14 
0.40 
0.01 
0.80 
0.52 
0.86 
0.69 
0.45 
0.06 
0.61 
0.38 
0.20 
0.90 
0.27 
0.59 
0.72 
0.59 
0.33 
0.38 
0.01 
0.51 
0.78 
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COMPLETE RESULTS FOR FITS TO EXPONENTIAL. EQUATION 
(Continued) 

Calculated 
Fractional 

Field Well I Star t  Date End Date ~ec l ine .0x10~ R' 
Cerro Prieto - Liquid Production 

5 . 
8 
9 

11 
14 
15 
19 

30 
31 
34 
35 

3-73 
6-73 
3-73 
3-73 
8-76 
8-74 
2-75 
8-73 
9-74 

12-73 
8-73 
8-76 

12-73 
8-73 
7-73 
3-74 

Cerm Prieto - Total Production 

5 1-73 
8 1-73 
9 1-73 

11 1-73 
14 1-73 
15 1-73 
19 1-73 
20 1-73 
21 1-73 
25 1-73 
26 1-73 
27 1-73 
29 1-73 
30 1-73 
31 1-73 
34 1-73 
35 1-73 
39 1-73 
42 1-73 

7-78 
7-78 

12-77 
7-78 
8-78 
8-78 
7-78 
7-78 
7-78 
7-78 
7-78 
7-78 
7-78 
7-78 
9-75 
7-78 

12-79 
12-79 
12-79 
12-79 
12-79 
12-79 
12-79 
12-79 
12-79 
12-79 
12-79 
12-79 
12-79 
12-79 
12-79 
12-79 
12-79 
12-79 
12-79 

Field 
Well # Star t  Date End Date 
Geysers - Total Pmduction 

0 x 4  3-74 11 -79 
OX-3 11 -72 11 -79 
OX-4 8-72 11-79 
OX-5 8-71 11-79 
ox-10 8-71 11-79 
ox-10 3-74 2-78 

SUFBW 8-71 11-79 
GDC-32A 12-72 11-79 
GOC-53 3-72 11-79 
GOC-66 4-73 11 -79 
GDC-77 5-72 11-79 
GOC-85 5-72 11 -79 
GDC-85 5-73 12-74 
GOC-85 2-75 11-76 
GDC-86 5-73 11-79 
GOC-88 3-72 11-79 
HAPYJKl 11-71 11-79 
HAPYJK2 11-71 11-79 
HAPYJK7 11-71 11-79 
HAPYJKB 11-71 11 -79 
HAPYJK9 11-72 11 -79 
os-1 6-73 11-79 
os-2 9-72 11-79 
OS-3 9-72 11-79 
OS-3 6-75 9-77 
OS-4 11 -72 11 -79 
OS-5 7-74 11-79 
OS-6 8-72 11-79 
OS-7 11-72 11-79 
os-8 8-72 11-79 

4.72 
14.36 
10.26 
24.22 
4.65 

14.55 
-13.79 
24.71 

-15.02 
16.08 

-20.87 - 2.06 
7.80 
4.08 

22.67 
6.82 

8.01 
18.12 
99.09 
19.87 
9.74 

17.31 - 1.40 
25.31 
4.60 
9.52 - 8.36 
2.76 
7.55 
6.93 
5.84 

27.20 
8.07 

33.26 
7.18 

Calculated 
Fract i onal 
~ e c l  ine,0xlo3 

7.98 
8.10 

10.86 
1.16 
5.00 
9.80 

11.59 
9.94 

19.01 
9.56 
9.85 
7.17 

37.98 
24.34 
7.69 

11.76 
16.10 
13.17 
2.45 

10.13 
6.18 
9.66 
6.03 

13.70 
25.36 
11.64 
23.99 
9.58 

11.58 
10.80 

0.55 
0.64 
0.13 
0.73 
0.09 
0.59 
0.64 
0.79 
0.62 
0.36 
0.76 
0.01 
0.47 
0.58 
0.84 
0.84 

0.81 
0.81 
0.15 
0.72 
0.52 
0.73 
0.06 
0.83 
0.19 
0.58 
0.31 
0.04 
0.22 
0.68 
0.67 
0.58 
0.94 
0.63 
0.32 

0.44 
0.54 
0.69 
0.01 
0.16 
0.35 
0.49 
0.54 
0.32 
0.54 
0.31 
0.38 
0.82 
0.89 
0.42 
0.61 
0.61 
0.60 
0.15 
0.48 
0.22 
0.59 
0.23 
0.46 
0.89 
0.54 
0.63 
0.59 
0.69 
0.81 

Geysers Total Field 

11 -72 11-79 11.51 0.81 

10.84 0.85 01 karla -- -- 

Influence Functions 

If adequate production and pressure data are 6.) 
available, they should be analyzed using Coats's 
influence function method and a computer program 
with the constraints described in Chapter 111. 
Data preparation is straightforeward and data hand- 
ling is minimal. The first half of a data set can 
be modeled and extrapolated in several different 
ways. Comparing the extrapolation with the second 
half of the data can give insight to the placement 
of reservoir boundaries such as faults or outcrops. 

Bodvarsson's linearized free surface method 
should be tried if the reservoir has a free liquid 
surface, and if enough data are available to 
estimate a sinking velocity. 
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APPENDIX n 

i 
u and v a r e  s lack variables,  bi is the observed 

pressure change Ap, and qi-jXj is  the  calculated 

pressure change. 
the calculation which looks l i k e  the following f o r  
n - 4. 

Objective function C(ui + vi) = minimum where (J S t a t i s t i c a l  Package fo r  the Social  Sciences SPSS 

i i SPSS is a set of programs developed f o r  
general s t a t i s t i c a l  analysis.  We have used t h  
two subprograms PLOT (Tuccy, 1977) and NON-LIN 
(Robinson, 1977) qu i t e  extensively. 
f o r  our SPSS main programs which used these sub- 
programs are given below. 
data. SPSS4 w i l l  do a nonlinear l e a s t  squares f i t  X1 X2 X3 X4 u l  u2 u3 u4 VI v2 v3 v4 b 

using the  exponential equation. B(1) and B(]) Objective function 1 1 1 1 1 1 1 1 
are i n i t i a l  guesses f o r  i n i t i a l  production, go, and 

names a r e  self-explanatory. A complete description 
of SPSS is  given i n  N i e ,  1975. 

Multiple Purpose Op t inha t ion  System &OS.  

MPOS generates a tableau f o r  
The l i s t i n g s  

SPSS2 w i l l  p lo t  a set of 

- b l  

1 -1 - b2 

monthly f r ac t iona l  decline,  I). The other program 1 -1 

2 a )  1 :/ql 1 -1 9 bg 

94 43 92 41 1 -1 b4 

2 c) 1 -1 - . o  
- > o  
- . o  

re given i n  the output so 
es, p ,  can be calculated 

MPOS is a l i n e a r  programming package designed 
t o  solve a wide va r i e ty  of l i n e a r  programming 
problems. Coats' influence method can be formu- 
l a t ed  as a l i n e a r  programming problem as follows. 

1 

ziqi.jXj + u, - v, = b (1) I = 1.2. . . n 
d i r e c t l y  as 

x j  = F j  - FJ-1 

x i  ' 0  

s-1 - Xn L 0 

XIt1 - 2xi t Xl,lIp 

(2a) 1 = 1.2, . . n 

(2b) i = 1.2. . . n 
(2c) i = 1.2. . . n 

I 



i 

36 

COMPUTER LISTINGS AND EXAMPLES 

SPSS PROGRAMS 
, .  

, . .. 

_. . 

. 3 .  

----- 
e---- 

tit ? 
BP GES IZE 
SUN N4HE 
VAQIASLE L 
INPUT FOPM 
N OF C A S f S  
READ INPUT 
PLOT 

spss2 ==='== 
NOEJFCT 
PLOT ONLY -- PO 

IST YONTH53 M8SS 

UNKNOWN 
aT FIXED ( ~ ~ x * F s ~ o  

DArP 

zo 5 

01 WTTH MONTHS 

OPTIONS 
FTNTSH 

OR 
L I S T  

SWAT 
ES 

I N P U T  FO 
hl O F  CAS 
CO HPUTE 
Y I S S I N C  
IF tr 

P Y A  SS=MASS 
V4LUE S M A S S ( 0 )  

( Y E A R  LT 1964)PIASS=0 
l V E d F  EQ 1964 AND AYONTH L T  8 
'-fONTHQ=HONPH53- 140 

YASS=U 

UT OA 
IF 
R 

fHR3 

ONTHQI 
VES 
QS 

ON 
PARA ME1 E 

RE G R E  S S I 
-tor HONT HS3 

OP T I O W  
f t  NfSH 
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.. . 

I SEHILOG PLOT O Y L V  0 -  BO@ 

I INPUT FORMAT F I X E D  f9XtF5.0 95x9 2F5 
W4RIApJLE LIST MONTH53*AHONTHqYEAQtH 

N OF CASES UNKNOWN 
COMPUTE LOGHASS=LClO (PtftSS+l) 
READ INPUT m r a  
PLOT PLOTS=LOGHASS(OtS~  HI 

T I T L F X = f l O W H /  
TfTLEY=LOG M A S S /  

XDI V=121  
Y O I V = Q /  
S Y M B O L S = - I I  

I 
, TI?LE=BORE' 2 2 4  

I SrtF=ia* 5 .8 .01  
i 
i 

I 

OPTIONS 1 r l O  
F I  NISH ~ 

I sgssd ===== ----- I ----- 
I t t  ? 

2881 / 



S f  
, T  

UE s 
; fNG 
OA f A  
I V E  

OR A - I N f T f A L  - 
F 2  0 e 0 9 5 X  9 F2 0 0 

20 

o o n o w  
I /  

nLC- 
PLOTS=QOQI t 0 9 1 e 5 3  W I f  H X C  Y (0 9 1 0  000 0 00 
TITLE=BORE 2 0 1  
TITLfY=%ORE 20 PqOO R A T I O  VS CUH PRO0 
S I 2  E=159 l a /  
XDIV=20/  
V D f V = l 2 /  
SY H 60 L S=-9 / 

OPlIONS i o  
Ff NISH 

----- 
e---- SPSSCUJM ===== 

I t  t 
PACESIZE 
RUN NAME 
VdRIA8LE LIST X T M  YPRQ 
INPUT F O R M A T  F I X ~ D < 1 4 X ~ F S . O ~ l O X ~ F 2 0 ~ 2 ~  
N OF CASES UNKNOWN 
CD HP U TE 

READ INPUT BArA 
PL O f  PLOTS=YPRD(O. 6 0 0 0 O 0 0 0 0 ~  WITH XCH( 0.10 000000 O O D O l /  

NOEJECT 
CUMULATIVE VS CUQQENT PRODUCTION. ROPE: 24 

XCH= ACCW ( Y PRO) 
WSIlE CASES ~ l O X ~ F 3 . 0 ~ 5 X ~ f 2 0 ~ 0 ~ S X ~ f 2 0 ~ 0 )  

XCM9 Y P RD 9 X C  M 

TITLE=BORE 261 
T I  f LE X - C U W l  A f I VE PQ 0 OUC f f ON! 
f ITLEY=CURRENf PRORUGTION/ 
SIZE=10.5r%. 0 1  
XDIV=IO/  
Y D I V = R I  
SYHROLS=-I/ 
PLOTS=XCMtO 1 0 0 0 0 0 0 0 0 0 0 0 ~  WITH X T Y ( 0 1 2 8 8 ) t  
f f T L E = B O R E  &/ 
TITLEX=TIYlE I N  YONTHSf 
TfCLEY=CUHULATIVE PRODUCT I ON/ 
XDTV=12/ 
WIT V = l  0 / 
SY M BOLS=-tl 

FI a -  NISH - 

PL O f  

a 1  t 
PAGESIZE 
RUN NAME 
V A R I A 81 E 
INPUT FOR 
N OF CASE 
qISSfNG V 
I F  
rF 

- 

L I S T  
M A T  
S 
AL UE 

%AD INPUT OA 
AGGRE GAT E 

----- ----- SPSS 

' S  

,tn 

NOEJECT 
OUTPUT SEHI-ARNUAL 
NONTH5 3. AIION'CH YEA 
FIXED(9X9FS.  098x12 
UNKNOWN 

GQOUPUARS=YEAErHAF 
V AR I CI RLE S= WONT H539 
AGCSTAfS=YEANI 

E S  -0 

0.21 

BOQE 1 2  

OPTTONS 3 
Sl ATISTICS 3 
Ff N I S H  
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NONLINEAS CIEGRESSION -- BORE 18 

- ._ _- - - __ - - __ _. . - - - __ ___ - . _ _  F I L E  NOhAME 1CREATLON O A I E  79/07/25*) 

r . , .  A c y  r 1. * 
C * I. L n r. C C . .  " 
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1 - -t)+--.-- ------ 
2 82 -4 b 7 1  8 0 0 OE t 02 
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ESTIHATING FIELD INFLUENCE FUNCTIONS -- PROGRAfi’ USEAGE 

kd 
, The linear, progranning technique o f  Coats, oport, WcCord and 

Drews (JPT, bec.,1964), i6 used to deternine e aquifer influence 
functions f ron field data. Several prograns hav n written to take 
raw data and convert it into a tableau used by the H.P.0.S linear 
progranning package, then extract the results refornat it. The 
procedure is as follows: 

1. INPUT DATA 

The input data nust follow the follouing arrangenent: 

Card No. Infornation ~ 

1 Header Card 
2 Input fornat. Fields are integer-real-real for 

3 N = nunber o f  data cards to follow 
4 First Data Card (contains data for  tine, pressure, 

N+4 Last Data Card 

I 

tine-pressure-volune 

and volune) 

repeat for nore data sets 

2. GEHERATING THE INFLUENCE FUWCTION 

The procedure to do this is sinplyr 

GET,INFU#C. or GET,IUFUNC/UH=BKOQSC. 
INFU#C,IN. 

where IN i s  t h e  f i l e  c o n t a i n i n g  t h e  i n p u t  d a t a  a s  d e s c r i b e d  above. 

The results will be found in file OUT and are arranged as follows: 

ess value RHO 2)  card containing nu ber o f  data points 
5X,F17.0) field 
cards in the fornat (15,5X,4F17.73 in order o f  

tine, F, delta-F, P, Q. 
4) E-O-F nark 
5 )  repetition o f  1 )  to 3 )  for each data set 

These results should be saved f o r  future plotting. There is also a 
file naned RESULTS generated uhich contains output fron the 1(,P.O.S. 
package uhich should be sent to the line printer g,arr$igg C Q & Q ~ ~  
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3. PLOTTING THE IWFLUENCE FUNCTIOW 

To p l o t  the inf luence func t ions  generated above, it i s  necessary t o  
The necessary l i b r a r i e s  and o b j e c t  decks u i l l  use  the  INFPLOT prograrr. 

have been got ten by INFUNC. A l l  t h a t  i s  necessary i s  t o  e n t e r  

INFPLOT,OUT 

where OUT i s  the f i l e  generated i n  s t e p  2)  above. The yrogran should be 
r u n  fron a graphics t e r n i n a l .  Output can be sent t o  the GERBER p l o t t e r  
or p l o t t e d  on a 4662 p l o t t e r .  the 
necessary infornat ion.  

The progran will pronpt t he  user for 

1980 
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rfABGE!RO&RAM TABGENt I NFUT, OUfPUT* TAPES =I NPJT, TAPES = O U T  F3T J i d  ' 
DIMENSION P ( 3 0 0 J ~  Q(300)r WFF(d)  9 F O R H I ( & )  

!A A U/lHU/* EQ/IHO/* DASH/lH-/ 
v @ ' h i - , - ; m i z i ;  - rwoiiiig-z. i A/ i n  u,  J /  i H u/ 

E T I I S  PGOGRAM READS I N  PRESSURE AN0 PROOUCTIOY G A t A  A Y C  
CilEAlES INPUT FOR USE I N  LINEAR PAOGRAHMIHG POUTINE f t e F . 3 . S .  

G 

- 

- 

E REWRITE OATA AS _ _  INPUT T O  M.P.O.S* I N  TA3-EAJ '08dAr 

1 E  OBJECUWE F U N C T L L - - .  _ _  - -~ . ~ 

111 F RHAf(215 C20.5)  
W&TE 16 dd 1 U€RO,L+hi OtJE Is1 TN 2J 

8 WRITE SECOND ORDER CONSTRAINTS 

E WR€T€ THIRO IXOER CONSTRAINTS 

-_ . . 
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eINFPL0 

PROGRAR INFPLOT ( OUT ,E&TRAP~IhfIJTtOU TPUT 9 TAPE 1 Go 0 9 TAPES=IN FU f r  
TAPEltOUT , T A P E T = E X T R A P ~ ~ A P E O = O ~ ~ P U T ~  

E 

r I H E  AND VALUE OF THE FIJE~CTION AS GENEA9TTO d l  P4GGRAH <:iF?I* A.IE kEAL 
AND PLCTTED GN TEKTRONIX 4.662 PLOTTES 

L_JIHISFORl-QQfE! , !U .  ___ I __ - -. - - . ~ 

E 

G 
LUN 6 REACS INFLUENCE FUNCTION AS G E N E R A r E O  3r  PROCEOURE <REFORM* 

FORCA ES 8blE HEIOER CARQ F L L O U E O  ar  T I H E  AN3 FUNCTION JkLUE CARdS 

& W A U L 1  bATA F I L E  NAHE I S  <OUT*. 
#RITES WESSAGES TO QPERATOR ON F I L E  < UTPUT? 
WRITES COMPUTED ElTkAP CATIONS ON 3EFfULT FALE <EXT AP* 

N (Ffg.9 5X F17.6) FORWAT. SfPARArE G t C < S  SEPACATED 3r --EOF--. 

9 
c .--- 

SIGNED T O  fx€ <INPU 0 *.-"F_g&qEGE-&YIfjG. OPERATOR IWS%3JCTiONS 

# /  

I F E R t /  
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52 
Ir- - 

T I  NCG 

ALOGO 

27 J 

311  
_-. - I 

a a  23, fXaA 



bi 7 1  

72 

m -  

55 

Li 
C END‘ 
G 

99 CALL PLOTENC 
999 STOP #END INFPLOT# 

END 
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Example Calculations Using INFUNC 
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t €  
9 
IC 
!! 
!ai 
13 
14 
72 
15 
I€ 
74. 
17 
18 
5 8  
19 
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so 
-1 

i f  
73 
t t  
-9 
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37 
72 
54 
73 
b &  
7C 
75 
67 
i 4  
49 
71 
7 2  

t 5  

53 
73 
3 7  
06 
s7 
CF. 

7, 
*t 
75 
64 
66 
t C  
7 1  
7 6  
2 2  
55 
be 
F €  
7 t  
31 

t b  

3; 
5 0  

5: 
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20 --SLPCK i i  - - S L A ' K  

--SLPbK $ 8  
61 --SLnbU 23 

--SLACK 2 4  
- -SLk K 25 

65 --SLwCK $9 
66 --SLbCK 26 

2 9  
30 

6 7  --SLACK 
6 8  --SLwCK -- L k C K  

7 1  - - S U C K  
7 2  --SLP K 3 4  

3 5  
3 6  

7 5  --SLMCK 3 7  Ld 
7 6  - - I h T I F  t- 1 c6 
7 7  --ARCIF 2-  2 L e  

- -ARTIF 0- 3 Ld $ 8  --ART'F 3-  4 LB 
- - A R I ~ F  D- 5 L B  

8 2  - - & R i f f  J -  s k g  
6 3  - - L R i i F  3- d LR 
8 4  - - A R I I F  D- 
85  --LH'IF O- le kt 
67  --ARTIF 3- 1 2  ~8 
8 6  --&HI F 0- 1 3  

L i  8 3  - - IP . l fF  0- 1 4  L 
9C - -PRTIF 2 -  1 5  Ld 
31 - - A R T I F  0- 16 L J  
42 - - A H f i F  0- 1 7  Lf i  

561 'vt8 

b 4  --SLb.EK 

2 $ 8  - - L A C K  33 

--&K $2 - - s L h i ( <  

O P  --nR F o -  

8 s  --AR+;F 0- ii L a  

1 ~ 6 t h  VEPS;ON 3.2 

,a 

L a  
L a  

La 

C 0  
LY 

L3 
LB 

LB 
LB 
LB 

Ld 
LB 
LB e 

k3 

La 
L e  

U S I N G  kEv:SEG 
I N F L U E k C i  FlJNCIICh -- 3OC.EZd -- 1996 TO 1975 

SUM'iAQI OF ~ E S U L T S  

VAF VAR E O k  hTkTUS 
h O  hAYE Nil 

94 - -PRTIF  Q- 19 Lo 
95 - -JRTIF  u- LO \ b  
9 6  --AC?TIF 3- 21 LE 
97 --AP.Tif 0- 2 2  Le 
9 6  --ARTIF C- 2 3  LJ 
2 9  - - A Q f l f  2 -  f* 

L9 
1rC - - L h T A k  J- 5 L3 
101 - - A R I I F  3- $F $2 I t 2  - - L R T i F  0- 
103 - -LXTIF  G- 26 :g 
104 - - A R f i F  G -  29 L B  
1 0 5  - - L R T I F  0- 30 La 
106 ---RT'F 0- 3 1  L a  
lC7 --ARTIF J -  3 2  ~d 
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