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ABSTHACT

At 111 we have used a ropltsticra,ed non-itnear muitiparameter
fitting proyrao to produce 3 bext it calibration curve for the
reaponse af an x~rvav flucrescence analvier to uranium nitrate, freeze
dried, 0.2% accurate, gravimetric standarda. The program is based
on unconstrained winimization svhrouline, VANZA. The progres con-
siders the mass valuer of the gravimetric standards as parameters ta
br i1 nlong with the pormal calibratfon curve paramesers. The fitring
procodure weights with the <yntem ¢rrors and the mass errors in a
consistent wav., The Tesulting best fit ralihyat lon curve parameters
reflect the tact that the masses nf the siandard sampler arc measured
quantaties with a known error. FError estinates for the caltbration
curve parameters san be ohtatned from the curvature of “he "Chi-Squared
Matrix" or frow error relaxation technigues. We have shown that non~
dispersive XKFA of 0.1 to | mp frecze-dried UNO3 cap h s nn accurary
of 0,25 in 10DO sec.

KEYWURDS:  Non-lincar least squares, x-rav fluorescence
analydin, uranium, two-dimensional calibration.

INTRODUCTION

ine goal of the work described here was to be ahle to praduce highlv accurate (0.1 to
.27 calibration curves of nun-destructive assgy inStruecnic where the acsuracy of the
standards avallable is the liciting factor, or at least 1 majnt source of calibratinsn efror.

In reaching the ultimate aczuracies pos.ible for a particular NDA mepsurcment svstem,
the instrument leng~tefw precimiop is often not the limitlag factor. Toe variabilicy of
sample preparatton and the accurtacy snd applicability of the mtandards umed or calihration
of the Instrudent usually create the greatest source of uncertainty.

We have developed o mathemarical method of dealing with these tvpes of errors 1in a
statistically correct way., Our first teat of this gerhod wan wich standards accuracy for
x-ray fluorescence analysts of Freeze~dried? UND3. The wethod can also be - sed to evalyate
the importance of sample variabilire errors. The type of Sazpuzer code w. have used in
this wmethod 1s commercially availshle from seveval sources~'" as a package which requires
oniy a small amount of {nput~outpul uscr gencrated software,

METHOD

Our LLL XRFA systumd has a repeatable precision vhich has becn measured to be 0,13
{tvo standard deviatfons). [nm attempiing to utilize this ayatem for accountability measure~
mentr in the nuclear fuel cycle, we were continually frustrated by rhe lack of high accuracy
solid samples 4n the mags ranga fron 10 to 1000 Lg. We wvere (inally able to praduce INOy
standards by & frecze-drying sethod with an NBS ccaceable sccurycy of 0.22 (one standard
deviation), Thess sadples vere thought to Lave particle sfre absorption, but because of
the unifora fibrous natuvel of these freeze-dried samplas it was expected that these
absorpelon effects would be calculable to high accuracy. Ke have ured 100 of themt
standards to calibrate our XRFA instrymenc.

Since the 3ass accuracy &fror of the atandards was eatimated to de 2vice as larpe o8
the fnstrument precision errors, wa felt it vas particulariy imporiunt to include the mass
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uncertainty 1in the calibration procedurc. Our approach was to treat the mass values of
the standards {n exactly the same way as we normally treat the {nstrument's respanse to
thoke standards. That is, the mass value ol each standard Is a gRravimetrically measutud
quantity. The gravimetrical mass value, Mj, is not the “true mass” of the standard, It
differs from the true wass In a normal wav. The gravimetrically measured mass, My, has a
67% probability of deviating from the true mass value by leas thar 0.2%. e therefore
created a set of parameters which reoresent the true mass values,

X!

t H
There §s one )(,. or true mass, .or each stndard. It
meters {n cxpressing the i{nstrusent response calibration curve equation, YFUN.

is now possible to une these nev parn-

YFUN = (;[I\,B,L‘,u‘,hz.xl)

The true mass Xy of the #tandard 1s one of the variablen in the colibration function instead
aof buing a fixed constant. Consequently, the true mass, Xi, oay he fiz along with A,B,0 .
and .z, the "usual" cajtbration curve fit parameters.

The tesult ot this technique 1a to srart frox a set of gravieetrically measured standard
mass values and ceasured XRFA {astrument responses to those standards and arrive at both the
rnost prohable, o true mass, of the standacd, rml the masd probanle sysion respons e valyes.
Thit is disgrammed schematically in Figure 1.
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Flgure L. Overall remult of .on-linear lenst Bquircs fitting fa a
=05t probable systec vegpanse value and a mast probable
standard mass valuc.

The (itelng procedure tr accompliahed by & corcmed:fally availadle,d non-linecar, uncon-
strained sinimization, compuier progran. The program ninisizes the quantity chi-squared.
Our chi-squared not only invelves the deviations in the instrument responsa {row the cali-
bration curve »3 is usual, but must slso include the deviations of the gravimerric nass
values from the truc mass. The valuc of chi-wquared per degrec of frecdor s a measure of
the “goodness™ of (1% of the calibration curve and true masscs to sll the experimentai data.
Qur chi-squared is defined fn Figure 2, The vxpression for chi-squared has tvo suns of
weighted, squared devistions. The firsr of these terms i» sisilsr ro ths whcls expression
used for fitting programs in che past. It 1s different in that the true mase, X; is used
in place of the gravisgitically messured sass, ;. The second term is new, and s the sun
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TO CONSISTENTLY USE BOTH TYPES OF ERRORS
CH!SQUARED MUST INC!.UDE THE STANDARDS
MASS ERRORS 1=

System response

a- Z R, - YFUN ‘ArB;"‘v“:-C'B 2 Almost normal
20 CHISQUARED

Standards variations

M
+ | New contribution
to CHISQUARED

Figure 2. Nev two-dlovnsional definitian of chi-squared used {n che
nob-linear fittiag technique, Note the use of true rather
thau grovimetric mass.

of the squares of the deviations of the neasured mass {row che true @ass, weighted by the
gravicet ric errars. The actual calibration curve function, YFUN, which we uscd in this work
{5 shown in Figure 1. The function contaims three terms; the flvst term is a constant, the
secong §s A terd that represents siople mass, absorptlon, énd the third term allews for
abserption dn the long thin {ibers of UNOj oriented perpendicular to the plane of the sample.
The fact that the free parameters ¢ this function A F.Cyuy,i2,iXj" appear as products and
that the expressian for chi-squared contains Xi's which are free parameters, dictates the
uke of a non-linear fitling prograc.

FOR XRFA OF FREEZE DRIED UNO, STANDARDS WE CHOOSE A
PHVSICALLY REALISTIC MODEL 2

i ‘ i \ ‘ ‘ i \ , ‘ i | ; ‘ == Fibrous nature of standud
creates particle size effects

L]
Exciter

YFUNZ A + B{1—¢~A"™] + Cl1-9~%2™]
<Background {Normsl mass {Fibrous particla
absorption  size absorption
@ Thus tha {unction becomes
YFUN = & + B[1—4~H171) 4 Cl1-g 42 %))

Figure 3. The actual calibration curve used in this work has a term for
normal mass absorption and also a term for fibrous particle
size aboorption,
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RESULTS

The fipal resulrs of using this rechnique is a “best-fit" value for A,B,C,up,u2
and al: tne X{'s as shown in Figure 4 numerically and Figure 5 graphically. As can be seen
in Figure 5, 40 of the under response is due to simple mass absorption and 60% 18 due to

L

particle size absorption.

THE FINAL RESULT OF TH)S TECHNIQUE 1S

® A jet of most probable model parameters
YFUN = 1.02 % 10% + 4.6 x 10° (T~e-77 710" X[ 4 5.6 x 40% [1-¢- 737 107*X)

Fibeous particle

Background Normal
s1ze absorbtion

mass absorbtion

® A set of most probable standard values
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Actual numerical results of our fitting method showing our

Flgure 4.
best fit parameters.

PARTICLE SIZE AND MASS ABSORBION ARE APPROXIMATELY EQUAL |3

Aesponse /

Mass of standard

Graphical representation of our best fit calibration curve
showing the normal mass absorptisn, 40%, and the fibrous
particle efze absorption, 60i, under responses from the

linear.

Figure 5.
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ERRORS

A non-lincar leas' squares fitting program does not use simple matrix inversion to
obtain a unique best fit vaiue for each free paraeter and consequently does pot produce a
unique error matrix for the free parameters. However, estimates of the overall error is
possihle by two methods. In the first method, the curvature of chi-squared space near the
hest fit value of each parameter is an indication of the senritfvity of che fit to thut
parancter. The second and more useful method is to relax the crrors on the gravimetric
masses and/or the instrument response precision until a chi~squared per degree of freedom
of approximately three i{s obtained. A chi-squaved per degree of frecdom of three means the
probability that all the fit patameters are within one stondard deviation of their "correct"
value {s 67%. He were able to obtain a chi-squared per degree of freedom of three by re-
laxing the instrument response errors ro 0. The conclusion we draw from this {s we
should accumulate counts on an unknown sample until the precision of the response is 0.1
and then the error we assign to the measurement of that sawple will be 0.2Z (1 sigma).

SUMMARY

We have found the non-linear fitting techniques as described here to be a powerful
method of rreating realistic calibration curves for an NDA lnstrument and a particular
standards set. The method uses both the gravinetri{c mass errors and the instrument response
errors in 2 :latistically consistent way. 1t incorporates the independent gravimetrir
orasnrement of the standards in the calihration curve parameters thus extracting all the
experimentzl informat lon available for the instrument response and the standards set., Tt
determines the actunl rost prohable value of each standard mass, It allows sensitive
selection among the calibration curve models. 1t eliminates the need to cross measure
standards, and it allows a realistic appraisal of the overall accuracy error of an NDA
instrument and it's standards.
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