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ABSTRACT 

The deep inelastic electron scattering cross sections per nncleon <r̂  for d, He, Be, 
C, Al, Ca, Fe, Ag, and Au were measured in the kinematic range 0.00 < * < 0.0 
and 2 < Qz < lb (GeV/c)2 using electrons with energies ranging from 8 to 24.5 
GeV. The ratio <?A/ffd a consistent with unity in the range 0.1 < x < 0.3. For 
0.3 < x < 0.8, the ratio decreases logarithmically with atomic weight A, or linearly 
with average nuclear density. No Q2 dependence in the ratio was observed over the 
kinematic range of the data. This has been interpreted as evidence for a change in the 
quark momentum distribution in the nucleus due to the presence of 6 quark clusters 
or a larger nucleon bag size. 
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Significant differences in the inelastic structure functions of Fe, Al, and deuterium 

nuclei have recently been observed in muon1 and electron2 scattering experiments. This 

has been interpreted as a distortion of the quark momentum distributions in bound 

nucleons. To study the A-dependence of this effect, we have measured differential cross 

sections for the inelastic scattering of electrons from deuterium, He, Be, C„ Al, Ca, 

Fe, Ag, and Au over a large kinematic range (z values between 0.00 and 0.9 and Q 2 

values of 2, 5, 10, and 15 (GeV/c)2). The Stanford Linear Accelerator Center (SLAC) 

provided electrons with incident energies (E) ranging from S to 24.5 GeV. The SLAC 8-

GeV/c spectrometer was used at 23 fchiematic settings tc detect electrons with energies 

(£,') from 3.1 to 8.4 GeV scattered at angles (0) between 11° and 23". A nitrogen-

filled threshold Cerenkov counter and a 20 radiation length (r.l.) segmented lead glass 

shower counter were used to identify electrons whose trajectories were defined by ten 

planes of proportional wire chambers. The electron contributions from background 

processes such as fr° decay and pair production were determined by reversing the 

spectrometer polarity and measuring the charge symmetric positron cross sections. 

The target assembly consisted of a 15 cm long (2% r.l.) cylindrical target of 

recirculating liquid deuterium, a 25 cm long (2% r.l.) cylindrical target of recirculating 

pressurized (25 atm) helium, empty target cells, and >99.9% pure solid targets with 

natural isotopic abundances. The d aud He targets were cooled to 21 °K. Data were 

usually3 taken with 2% r.l. Be, C, and Fe in order to minimize radiative correction 

differences, with thicicer (6% r.l.) Al, Ca, Fe, Ag, and Au targets being used to 

maintain reasonable counting rates. Both the 2% and 6% r.l. Fe targets were used 

at each setting to check radiative corrections. Various thicknesses of C, Al, Fe, and 

Au were used at seleeted settings as a further check. Measurements with the different 

targets were interspersed frequently to minimize systematic errors. 
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To monitor the d and He target densities, the SLAC 1.6-GeV/c spectrometer was 

used as a relative luminosity monitor for all data taking. Data at each kinematic 

setting were taken with at least two beam repetition rotes. In addition, high statistics 

calibration data were taken at several beam intensities and repetition rates at each 

beam energy. The density changes were reproducible and well parametrized as a 

linear function of average beam current. By comparing the corrections (up to 1% for 

d and 7% for He) as determined by several different methods, we conclude that the 

uncertainties in the relative densities are less 0.5% for d and 1.4% for He, 

The measured cross sections were radiatively corrected using the method of Mo 

and Tsai4 in a manner similar to that described in Stein el ai.5 The Z-dependent 

correction for the nuclear Coulomb field was not applied, but has been calculated4 to 

be less than 1,5% tot Au over our kinematic range. The radiative correction factors 

were nearly identical for different targets having the same thickness (in r.l.), except 

for the d and He targets, where geometrical effects introduced differences of up to 3%. 

The radiatively corrected cross sections for targets of the same material but different 

radiation lengths were consistent withiD statistics. 

The cross sections were adjusted to compensate for neutron excess, such that a^ 

represents the cross section per nucleon of a hypothetical nucleus with an equal number 

(A/2) of protons and ijeutrous. Using the approximation <r„ = <rp(l—0.8x), corrections 

as large as 10% for Au were obtained at x = 0.8. 

The deuteiium cross sections extracted from the data are in excellen* agreement 

(±2%) with a fit to previous data7 in the same kinematic region. Systematic uncer­

tainties (A) in the ratios a^a^ due to radiative corrections (±0.6%), spectrometer ac­

ceptance (±0.3%), electronics dead time (±0.3%), beam intensity monitoring (±0.1%), 

pion backgrounds (±0.5%), neutron excess (up to ±0.7%), and pair-symmetric election 

backgrounds (up to ±0.5% except ±2% at i = 0.00) were, when added in quadrature, 
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comparable to the uncertainties in the target thicknesses, estimated to be ±1.2% for 

deuterium and ±0.5% to ±1.5% for the other targets. 

Within the quark-parton model, the variable x = <J>2/2Mpf is related to the 

momenta of the quarks in a nucleon, where Q 2 = 4EE*siD2{1>f2)1 v = E — E', and 

Mp is the proton mass. The structure functions Wf and H^ per nucleon are related 

to the differential cross section per nucleon by 

*A = °M frr^(x, Q2) + 2W?{z, g2)tan2(*/2)l 

= <rM/iW£(l + eRA)/(l+RA) 

where <?M =• 4a2E'i co62(0/2)/Q' and f is the photon polarization. The ratio W^fWf 

= (1 +R)/{ 1+Q2/4M|s2) is determined by R = oifo?, the ratio of the cross sections 

for absorptioD of longitudinal and transverse virtual photons. To extract w£fW$ = 

F^/F* from the cross section it necessary to measure the A dependence of R. To 

study this measurements were made at Q2 = 5 (GeV/c)2 and x = 0.3, 0.5, and 0.7 

using two different angles 9 for each x value. The resulting z-averaged values for R are 

0.112±0.048 for d, 0.I27±0.174 for He, 0.1O5±0.112 for Al, 0.289±0.079 for Fe, and 

0.382±0.187 for Au. The errors are statistical only. The results are consistent with 

the average value for deuterium {R = 0.24 ±0.1) from previous measurements8 in our 

kinematic region. However, as described below, in the best fit to our data R has an A 

dependence that would give a large difference between frAjoi and F^jFd. Therefore, 

we show the ratio of cross sections in this paper. 

Figure 1(a) shows our data for the ratio opjai (taken at Q 2 values of 2,5,10 and 

15 (GeV/c)2), along with data from higher energy muon experiments1,9. While our 

data alone show no significant Q2 dependence, comparison with the higher Q2 muon 

data1 (A ss ±6% ) indicate a Q2 or R dependence for x < 0.3. 
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data from Stein tt a/.5 for Be (A = ±3.2% ), Al (A = ±3.2% ), Cu (A = ±4.2% ), 

and Au (A = ±10% ) and from Bodek et al? for Al (A = ±2.3% ) and Fe (A = 

±1.1% ). Systematic differences between our results and the earlier data are within 

quoted systematic errors. The data for all the targets display * similar trend. The 

deviation from unity is largest for x near O.J and is larger for the heavier elements. 

Except for x > 0.8, the trend of the data is opposite to that expected from Fermi 

motion effects.10'8 

In order to compare with the results of Ref. 1, we have extracted the structure 

function F<i using our measurements of R. Guided by equation 1 we have analyzed 

0Ftlad versus t. The best linear fit gives 4(0* jo4)/** = 0.15 ±0.11. There are large 

errors associated with the small range of e covered in this experiment. Fig. 2 shows 
Fi'/F2 obtained by extrapolating the fit to < = 1 at different values of Q 2. The 

inner error bars show the errors on the cross section while the outer errors fold in 

the statistical uncertainty of the R measurement (which are common to all the data 

points). Systematic errors are still under investigation, but are expected to be smaller 

than the statistical errors. Our results for F^fF^ are consistant with the mnon data 

for all values of x but with very large errors. 

Figure 3 shows Q2-averaged ratios <M/<M as a function of atomic weight A for two 

selected values of x. The data may be equally well described by two-parameter fits of 

the form VA/VJ = cA a or <M/ffd = afl + bp(A)\, where />(A) is the average nuclear 

density11. Values of a and b from fits to our data are shown in Fig. 4. The systematic 

uncertainties in the target thicknesses were included in the fits, resulting in x2 per 

degree of freedom of ft* 1-2 for either type of fit. 

The data do not directly correlate with binding energy per nucleon, which peaks 

around Fe, since the observed ratios continue to decrease for A above Fe. The anoma­

lous binding energi' - and nuclear densities for d and He make them of particular 
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interest. For x > 0.4, where |Q| and |6| are large, the z-averaged ratio ff^/crj for d 

(He) differs from the power fit by 1.3 ± 0.3% (-1.8 ± 0.4%), and from the nuclear 

density fit by 0.3 ±0 .3% (2.0 ±0.4%). These differences are only slightly greater than 

the systematic uncertainties in the d and He normalizations. 

Theoretical mechanisms1 2 for the distortions of structure functions of bound nu-

cleons include ideas such as multi-quark bags, a larger confining radius for bound 

nucleon bap, delta resonances in nuclei, and an enhancement of the abundance of 

pions or quark-aDtiquark pairs in large nuclei. The predictions of a model 1 3 with a 

larger confining radius for the nucleon bag is shown in Pig. 3. Our data on the atomic 

weight dependence of nuclear cross sections will provide a test for such models. 

DISCLAIMER 

This report was prepared as an account of work sponsored by an agency of the United States 
Government. Neither the United States Government nor any agency thereof, nor any of their 
employees, makes any warranty, express or implied, or assumes any legal liability or responsi­
bility Tor the accuracy, completeness, or usefulness of any information, apparatus, product, or 
process disclosed, or represents that its use would not infringe privately owned rights. Refer­
ence herein to any specific commercial product, process, or service by trade name, trademark, 
manufacturer, or otherwise does not necessarily constitute or imply ils endorsement, recom­
mendation, or favoring by ;he United States Government or any agency thereof. The views 
and opinions of authors expressed herein do not necessarily state or reflect those of the 
United States Government or any agency thereof. 
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FIGUR3 CAPTIONS 

1. (a) <ffcf<r^ as a function of x for various valves of Q , as well as higher energy 

muoa data from Refs. 1 and 0. (b)-(i) trj^fa^ averaged over Q 2 as a function 

of x for various nuclei, as well as electron >?ata from Refs. 2 and 5. The errors 

shown are statistical only. 

2. F^'fF^ as a function of z for various values of Q", as well a? higher energy 

muon data from Ref. 1. The outer error bars include the statistical errors in 

the R measurement. 

3. <J2-averaged ratios OAl°i versus A at fixed x. (a) x = 0.3, (b) x = 0.62. The 

solid line is a fit of the form aAfrd = c A a . The errors shown are statistical 

only. The predictions of Ref. 13 are also shown. 

4. Values as a function of x of parameters in fits to Q3-averaged ratios o^/^d- ( a ) 

nuclear density fit and (b) power law fit. 
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