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Abstract. On most high-performance architectures, data movement is slow compared to floating-
point (in particular, vector) performance. On these architectures block algorithms have been suc-
cessful for matrix computations. By considering a matrix as a collection of submatrices (the so-called
blocks) one naturally arrives at algorithms that require little data movement. The optimal blocking
strategy, however, depends on the computing environment and on the problem parameters. Current
approaches use fixed-width blocking strategies which are not optimal. This paper presents an “adap-
tive blocking” methodology for determining in a systematic manner an optimal blocking strategy
for a uniprocessor machine. We demonstrate this technique on a block QR factorization routine on
a uniprocessor. After generating timing models for the high-level kernels of the algorithm we can
formulate the optimal blocking strategy in a recurrence relation that %we can solve inexpensively with
a dynamic programming technique. Experiments on one processor of a CRAY 2 show that in fact
the resulting blocking strategy is as good as any fixed-width blocking strategy. So while we do not
know the optimum fixed-width blocking strategy unless we re-run the same problem several times,
adaptive blocking provides optimum performance in the very first run.

1 Introduction

On most high-performance architectures data movement is quite slow compared to floating-point
(in particular, vector) performance. A memory hierarchy has been the traditional approach to
overcome this problem [17, ch. 2.1], For a single processor the memory hierarchy may be composed
of vector registers, cache memory, main memory, and solid-state disks. On hierarchical and shared
memory systems local memory, cluster memory, and global memory are further extensions, whereas
on distributed-memory architectures we have the distinction between local and remote memory.
Memory hierarchies can successfully overcome memory latency and bandwidth limitations if the
algorithms exhibit a high degree of data reuse, that is, data at the low (and quick-to-access) end of
the memory hierarchy is re-used often before new data is needed.

In this context block algorithms have been very successful for matrix computations [2,7,5,11,13,
14,21], By considering the matrix at the highest level of the algorithm as a collection of submatrices
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(the so-called “blocks™) one can express the algorithm in terms of operations such as matrix-matrix
multiplication that inherently allow for a great amount of data reuse.

The crucial decision with respect to the performance of block algorithms is to choose an optimal
blocking strategy, i.e., partition the matrix in such a fashion that the running time of the program
is minimized. This is of particular disadvantage for library routines that should be designed to
perform close to optimal on any problem size. The issue of optimal blocking is not a simple one.
The optimum strategy depends on the characteristics of the architecture: Generation of a block
transformation usually becomes more expensive as the block size increases, whereas application of
a block transformation performs faster with increasing block size. The cross-over point is machine-
specific. The currently most common approach to block determination is to choose fixed-width
blocks, based on some experimental results on a given machine. The optimal blocking strategy,
however, depends also on the problem size. For a small problem the overhead associated with
blocking might actually increase the running time, whereas for large problems big blocks will utilize
available floating-point hardware more effectively.

Assuming a machine- and problem-dependent blocking strategy, one then has several possibilities
to implement blocking in a program: the use of a fixed block size, the use of a varying block size
determined by some a-priori strategy, and the use of a varying block size determined dynamically
in the course of the execution of the factorization. In [4], Bischof suggested a methodology called
adaptive blocking for finding ‘good’ block sizes for pipelined factorization algorithms on distributed
memory multiprocessors. This technique tries to formalize the performance tradeoff resulting from
different blocking strategies. System parameters are taken into account by generating timing models
based on observed data, not simplistic measures such as floating point operations or memory access
counts.

This paper extends this work in several ways. By limiting ourselves to a uniprocessor, we
can formulate a recursion formula for the truly optimal blocking strategy based on timing models.
We show how this recursion formula can be solved inexpensively using a dynamic programming
technique. We also describe our first attempts at generating timing models in a systematic fashion.
As in [4], we choose the QR factorization of a dense matrix to demonstrate our methodology. The
paper is organized as follows: §2 discusses block algorithms in more detail and develops a block QR
factorization algorithm as an example. In §3 we develop the recurrence relation describing the choice
of blocksizes minimizing run-time and devise a dynamic programming technique to that yields the
optimum block sizes at little cost. In §4 we discuss how to create the required timing information
for the dynamic programming algorithm. Our method consists of collecting a small sample of timing
data and then using data-fitting techniques to produce the remaining data as necessary. We then
present the results of some experiments with our method on one processor of a Cray 2 in §5. Finally
we summarize our results and discuss some issues that have to be addressed in order to make adaptive
blocking algorithms fully portable.2

2 A Block Algorithm for Computing the QR Factorization

We present our adaptive blocking methodology in the context of an algorithm for computing the
QR decomposition



of a dense matrix on a uniprocessor. Here an m x n matrix 4 is decomposed into an orthogonal
m x m matrix Q and an upper triangular m x n matrix R. This decomposition is one of the basic
tools of numerical linear algebra; for applications, see [15].
The traditional algorithm for computing the QR factorization [15, p.148] employs a sequence of
Householder reductions
=//-(ti)) =/-2uwuT, |u|]2 = 1. )

Application of # to a given matrix 4 involves a matrix-vector multiplication z «<— A7u and a
rank-one update 4 <— A — 2uzT. Each of these operations requires O(n~) floating-point operations
and uses O(n2) data. In contrast, an operation like matrix-matrix multiplication uses O(722) data
for O(n3) floating-point operations, and so the ratio of data movement to arithmetic operations
is O(1/n). This surface-to-volume ratio [13] prevents degradation of performance from memory
accessing delays.

To arrive at a block formulation of the Householder QR algorithm, we must be able to express a
series of Householder reductions in a convenient closed form. Schreiber and Van Loan [22] expressed
the product

Q= Hin-Hp

of a series of m x m Householder matrices (2) in the so-called compact WY representation
Q=I1I+YTYT 3)

where W and Y are m x p matrices and T is a p x p upper triangular matrix. The accumulation
of y and 7 is described in detail in [22], but here it suffices to say that compared to the traditional

Householder algorithm, the accumulation of 7" requires O(mp2) extra flops and extra words for
storage. Since typically m  p this is a low-order term in the overall algorithmic complexity. The
advantage of the compact WY representation is that the computation of A *— QTA now involves
two matrix-matrix multiplications Z *~ ATY7 and a rank-p update A < A + YZT instead of a
series of p matrix-vector multiplications and rank-one updates.

We can now express the block Householder QR algorithm in terms of the primitives GenHH
(compute QR factorization of a submatrix and generate a set of Householder vectors), AccWY
(accumulate triangular factor of a block transformation), and AppCWY (apply compact WY factor):

[Y, R] < GenHH(B)

applied to a m by p matrix computes p Householder vectors u- such that H(ui) 111 Hup) 1 R = B
and y(:, i) = u,-.
T — GenCWY(y)

returns the compact WY factors T such that Hui) 11 H(up) = / + YTYZ. as described in [22],
A <- AppCWY(Y, T, A)

performs the updates A < QTA and Z — ATYT.
Figure | shows the block Householder algorithm using the compact WY representation. Here A
is partitioned into block columns of width p and for simplicity we assume that all block columns are



for A +— | to [n/6] do

i— (k-1)6+1

J —min(i+ 6 — 1,n)

[V, Afi . m,i:j)] i— GenHH(+( : m,i :j))

T — AccCWY(y)

A :m,j+1:n) — AppCWY(y, T, Al : m,1:n))
end for

Figure 1: Fixed-Block Householder QR Algorithm

of the same size, so n = pN. We use the notation A4(%,j) to refer to entry (i,j) and A(i.j,k:l) to
refer to the submatrix of 4 consisting of row entries i to j and column entries & to /. Bischof and Van
Loan [7], Harrod [16] and Mayes [20] used the WY representation to compute the QR factorization
on the FPS-164/MAX, the Alliant FX/8 and the IBM 3090, respectively.

Finally, we generalize the fixed-block algorithm to allow variable-size blocks. The principle of a
block algorithm is to divide the problem into subproblems which are just large enough to fit in the
fastest memory level. However, in the fixed-block algorithm the size of the subproblems decreases as
the computation progresses because the number of rows and columns left to be processed decreases
at each step. As a result, we stand a better chance of achieving the minimum execution time if we
allow for variable block sizes.

Assume we know the block size B{k) for the kth step of the algorithm, and steps is the total
number of steps, where one ‘step’ refers to a single pass through the loop. Then Figure 2 shows the
resulting algorithm which we call the variable-block QR factorization algorithm.

i1
for A «— | to steps do
J *i+ Bk) -1
[Y,A(G : m,i1j)] *— GenHH(AG : m,i :j))
T — AccCWY(y)
A -m,)+1.n)— AppCWY(y,T,AQ -7m,i. n))
i+ t+ Bk)
end for

Figure 2: Block QR Algorithm with Variable Blocking3

3 Determining an Optimal Blocking Sequence

The performance of the variable-block QR algorithm depends strongly on how the matrix is
partitioned into blocks. Our goal is to choose the partition which minimizes the execution time of
the factorization. In order to make such a choice we must have a method to estimate how long the



QR factorization will take for a given sequence of block sizes. Suppose we have available a function
Time(m, n, p) which returns the time required to perform one step of the QR algorithm with a block
size of p on a matrix of size m by n. That is, Time(m, n,p) is the time

1. to compute the unblocked QR factorization of an m by p matrix
2. to accumulate the compact WY factor determined by the p Householder vectors
3. to apply the m by p block Householder factor to an {in — p) by (n — p) matrix

The execution time tfotai °f an entire factorization is found by adding the time required for each of
the steps:

steps
ttotalim, n,B) = Time(m,, n,-, B{i)) “4)

=1
where B(i) is the block size for the ith step, steps is the total number of steps, and the size of the
submatrix remaining at the ith step is mi by ni. The submatrix dimensions are computed as follows:

i-1 t-1
mi =m — B{k) and ni —n — B(k).
*=i it=i
The obvious way to find the optimal sequence of block sizes for a matrix is to enumerate all
possible sequences. However, the number of block size sequences is exponential in the number of
columns in the matrix so it is impractical to enumerate them all. Instead, we can formulate the
problem in terms of a recurrence relation which can be solved in polynomial time. Equation (4) can
be rewritten as follows:

ttotai(m,0, B) — 0
ttotai(™n,B) — Time(m, n, H(S)) + #totai(m — H(B), n — H(B), T(5)). (5)

II(R) returns the first block size in B (the “head” of the list), and T(S) returns the remaining
portion of B after the first block size has been removed (the “tail” of the list). The second equation
states that the time to factor an m x n matrix using a given sequence of block sizes is equal to the
time to process the first block size followed by the time to factor the remaining portion of the matrix
with the remaining block sizes.

Our goal is to minimize ffotai by choosing the elements of B appropriately. This can be done as
follows:

thest{m,n) ~ myn {
= n}?in { Time(m, n, 11(5)) + #totaiym — H(R), n — H(R),T(B)) }
{ Time(m, n, H(B)) + thest(m — H(R), n — H(R)) }

ttotal{m,n, B) }

— min { Time(m, n, p) + the,t{m — p,n- p)} ©)

where p = H{B). This recurrence shows that if we know the minimum execution times for sub-
matrices of size m —p by n —p with | < p < n, then we can find the best execution time for the



entire matrix by solving a minimization problem in the one integer variable p. Since block sizes are
bounded by the size of the matrix, the minimization problem can be solved in linear time simply by
trying all possibilities for p.

BestCost(O) — 0
forn' <1 to n do
m'i—m—n-+n'
BestCost™) «— oo
for p < 1| to mm(maxbsize, n) do
cost = Time(m', n' p) + BestCost(?t/ — p)
if cost < BestCost(n')
BestCost(n/) +— cost
BestSize(7i') — p
end if
end for
end for

BlockSequence — [|

n'+—n

while n' > 0 do
BlockSequence «— [BlockSequence, BestSize(n/)]
n' *— n'— BestSize(n")

end while

Figure 3: Determining the Sequence of Optimal Block Sizes

This situation is ideal for an algorithm based on dynamic programming [1]. The idea is to start
by finding the optimal partitions for small matrices and to use the results computed so far to find
the solutions to successively larger problems. The partial results are stored in a table so they can
be re-used as needed. When the ith step of the algorithm begins, we have available n;) for
each of the i — | submatrices 4; to *4i i defined by 4y = A(n —j7 + I m . n—j+ [L,n). To find
the best block sequence for 4i we examine each possible size for the first block of the sequence and
determine which one satisfies (6). Once the first block has been chosen, the best partition of the
remaining columns of the matrix then can be found directly from the previously computed portion
of the table. Thus at each step i there are only i possibilities to be considered, and there are a total
of n steps, so the algorithm requires O(n-) time.

The complete algorithm is given in Figure 3. BestSize and BestCost are tables which contain the
optimal block sizes and the corresponding execution times, respectively. BestSize(i) contains the
first block size in the optimal sequence for the submatrix 4i. The second element in the sequence
is therefore BestSize(n — BestSize(i)). The entire sequence can be found by extracting entries from
the table in an analogous manner. The nested for-loops fill the two tables, and then the while-loop
forms the list of optimal block sizes and assigns it to the variable BlockSequence. Maxbsize is the



largest block size the algorithm will consider.

In the for-loops, the size of the submatrix under consideration is specified by the variables m!/
and n' which each increase by one with each iteration of the outer loop. The possibilities for the
block size p are enumerated in the inner loop. The cost associated with each block size is determined
in the inner loop exactly as specified by (6).

If maxbsize is greater than n then the algorithm considers all possible sequences of block sizes
and the first loop requires O(722) execution time. However, extremely large block sizes are unlikely
to be beneficial because very large subproblems cannot possibly fit into the fastest memory level. As
a result, maxbsize can be set to a relatively small constant value with the result that the algorithm
requires only O(n) time. In both cases the tables occupy only O(n) storage.

Note that the algorithm we have presented can be used to find the optimal block sequence for
any blocked algorithm which has the same top-level control structure as the variable-block QR
algorithm. For instance, we need only substitute a different set of timing estimates to determine the
best partition for a variable-block LU or Cholesky factorization.

4 Timing Models

The algorithm presented in the previous section requires estimated execution times of the inner
loop of the factorization algorithm. In the case of our implementation of the QR factorization,
the inner loop consists primarily of a small number of calls to numerical kernels from LAPACK |3,
6, 9], a portable library of linear algebra routines for high-performance computing environments.
This package relies on the Basic Linear Algebra Subprograms (BLAS) [12,19] implementing matrix-
matrix, matrix-vector and vector-vector operations.

More specifically, the block QR code relies on the routines SGEQR2 (unblocked QR factoriza-
tion), SLARFT (accumulation of the triangular factor in the compact WY representation), and
SLARFB (application of a an orthogonal matrix in compact WY representation to another matrix).
Instead of generating timing estimates for one block step of the QR factorization, we produce a
timing model for each of the numerical kernels SGEQR2, SLARFT, and SLARFB. Then the re-
quired timings of the inner loop of the algorithm in Figure 2 can be found by summing values from
the models for the three kernels. This method is advantageous because timings can be estimated
without any additional work for any other subroutine written using these kernels.

In the previous section we assumed that the execution time of each step of the factorization
depends only on the block size and the size of the submatrix left at that step. Since we are considering
factorizations of dense matrices, the values in the matrix is not important. However, there are many
variables introduced by the hardware architecture, the operating system and the compiler which
affect the performance of a given code. These variables are extremely difficult, if not impossible, to
quantify. As a result, we chose to predict execution times by making experimental measurements and
fitting a model to those measurements. Note that the model will capture the variations in execution
speed for different problem sizes, but has to be changed to account for differences in architecture
and systems software.

It would be impractical to measure the execution time of a kernel for every matrix and block
size, so we generate a timing model by fitting a function to a limited set of measurements. We
implemented a three-step process: First, a benchmark program timed the numerical kernels for
a fixed set of matrix and block sizes and stored all of the results. Second, we used a multivariate



surface-fitting program to compute a function which “fits” the observed data. This function is stored
and the observed timings are discarded. Finally, during execution of the algorithm in Figure 3 the
necessary points on the surface are evaluated. The first two steps need to be performed only once,
perhaps at the time the library of kernels is installed on a new machine. Only the final step must be
computationally efficient since the algorithm to find the best partition must not require more time
than the performance improvement it achieves.

There are many available methods for fitting surfaces to a set of observations (see for exam-
ple [18]). For our purposes we need a method which allows at least three independent variables,
and preferably more so that we can model subroutines with an arbitrary number of integer parame-
ters. Next, we must choose between a method which interpolates the observed data and one which
smoothes the observations. Timing measurements are subject to small random errors due to the
granularity of the system clock and random caching and paging delays. In our view an appropriate
smoothing algorithm is advantageous to average out these random errors, while interpolation algo-
rithms would be more appropriate for applications with perfectly-accurate data. A third distinction
which affects our choice is that between global and local methods. Loosely speaking, the value of
a point on a surface computed by a local method depends only on observations “near” that point,
while for a global method each computed point depends on every observation. Local methods seem
to be more attractive, however, both because they are generally more computationally efficient and
because we expect the observed timings for matrices of very different sizes to be independent.

For our initial experiments we used the LOESS moving least squares smoothing package described
in [§] and available from neilib [10]. LOESS is a local method which works on data with an arbitrary
number of independent variables. The basic idea behind the method is to determine the value of
the surface at a given point by computing a weighted least squares fit to the observations near that
point. The closest observations receive the greatest weight while distant observations are completely
ignored. We also scaled our raw data before fitting a surface to it in order to reduce the variation in
the data. Surface-fitting algorithms work best on data which deviate only slightly from a constant
value. We used the following scaling transformation:

u

toe -
80 riipi
The product rriiriiPi is an easily-computable approximation to the number of floating-point opera-
tions required for the routines being timed. We expect the time to be very roughly proportional to
the number of floating-point operations required, so this scaling function tends to produce a rather
‘flat’ set of data. The scaling function can be inverted trivially when data values are retrieved from
the surface.

5 Experimental Results

We tested our method on a single processor of a Cray 2. The Cray 2 has a memory hierarchy
including a vector register file, a fast local memory and a slower main memory, so blocked algorithms
are ideal for the machine.

We collected approximately 6000 timings each for the LAPACK routines SGEQR2, SLARFT
and SLARFB used by the variable-block QR factorization subroutine. For each timing we used a
different combination of matrix and block sizes. The matrices were all square and contained from |



to 600 columns, and the block sizes ranged from 2 to 50. Next, we used the LOESS surface-fitting
routines to compute a timing estimate function. We chose the size of the neighborhood of points
used in the local least squares fits by trial and error, but we intend to automate this process in the
future. We obtained the most accurate estimates when the number of points used equaled one to
two percent of the total number of measurements. Finally, using the timing estimate function and
the algorithm in Figure 3 we determined optimal block size sequences for a number of matrix sizes.

For comparison, we measured execution times for the fixed-block QR algorithm with block sizes
from | to 32. Figure 4 shows the results for a 500 x 500 matrix. Note that the time we show for

Execution Times for QR Factorization of a 500 by 500 Matrix

Block Size

Figure 4: Execution Times for Blocked QR Factorization on a Cray 2

block size | actually corresponds to the unblocked algorithm and not the blocked algorithm. The
initial jump in time from the unblocked algorithm to the blocked algorithm with block size 2 is due
to the additional overhead of the blocked algorithm which is not made up for when the block size
is so small. However, for larger block sizes the blocked code takes significantly less time than the
unblocked code. The optimal fixed block size is 26, and the corresponding computation takes 0.496
seconds.

Our algorithm returned the following block sizes for a 500 x 500 matrix:

28, 36, 33, 34, 34, 24, 27, 24, 20, 28, 22, 22, 22, 22, 21, 20, 20, 17, 19, 26, |

The measured execution time for this sequence is 0.495 seconds which is 0.2% lower than the ex-
ecution time for the best fixed block size. This value is shown by the horizontal dotted line in
Figure 4. While the performance gain of the variable-block algorithm over the fixed-block algorithm
is negligible, we have achieved this performance without having to compute the QR factorization
multiple times with different block sizes. Similar behavior was observed for other block sizes.



6 Conclusions

Block algorithms are a well-known technique for arriving at matrix algorithms that exhibit low
data movement overhead. As a result these algorithms achieve high floating-point performance on
systems employing any kind of memory hierarchy. An optimal blocking strategy, however, depends
both on the computing environment and the parameters of the problem at hand.

We explored these issues in the context of a block QR factorization algorithm for vector unipro-
cessor. By capturing the system behavior in timing models for the high-level kernels ofthe algorithm,
we were able to devise a strategy that described how block sizes should be chosen to achieve op-
timum performance. Using a dynamic programming technique, we could implement this strategy
inexpensively. The resulting adaptive blocking strategy performed as well as any fixed-width block-
ing strategy, independent of the problem dimensions. Adaptive blocking solved a given problem
in an optimal fashion in the very first run, which is exactly what most users expect. This makes
adaptive blocking strategies very suitable for library routines which in the first run are supposed to
perform optimally over a wide range of problems.

We readily admit, however, that much work remains to be done until performance portability
can be achieved in an automatic fashion. Generating timing models is not an easy problem, and
there is not very much software available for smoothing or interpolating multivariate surfaces. And
as we found out with the LOESS smoothing package, even with the right software there usually are
parameters controlling its behavior that have to be chosen carefully. Once timing models have been
generated, however, they convey a great deal of information about the behavior of a given machine
on a particular kernel routine. We certainly gained a lot of insight by looking at renderings of these
surfaces on a graphics workstation. We expect this technique to have applications in performance
prediction and benchmarking as well.
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