LEGIBILITY NOTICE

A major purpose of the Techni-
cal Information Center is to provide
the broadest dissemination possi-
ble of information contained in
'DOE’s Research and Development
Reports to business, industry, the
academic community, and federal,
state and local governments.

Although a small portion of this
report is not reproducible, it is
being made available to expedite
the availability of information on the
research discussed herein.

1



(" C/"Vf' -Jo -4
!Al.m -88-2391

Los Alamos National Laboraw.y 18 opersted by the -~ . sity of Califorma tor the United Stawes Depariment of Energy under contract W-7405-ENG-36.

LA-UR--88-2391
DE88 0143138

TITLE: PERFORMANCE COMPARISON OF THE CRAY-2
AND CRAY X-MP/416 SUPERCOMPUTERS

AUTHOR(S): Margaret L. Simmons
Harvey J. Wasserman

SUBMITTED TO Supercomputing '88 Conference
Orlando, Florida, November 14-18, 1988

DiSCLAIMER

This report was prepared as an sccount of work sponsored by an agency »f the UUnited States
Government. Neither the United States Ciovernment nor any ageacy thereof, nor any of their
employces, makes any warrsnty, expreas or implied, or assumes any legal lisbility or responsi-
bility for the accuracy, completeness, or usefulness of any information, apparatus, product, or
process disclosed, or represents that its use wuuld not infringe privately owned rights. Refer-
ence herein o any specific commercial product, process, or service by trade name, trademark,
manufacturer, or otherwise does not necessarily constitute or imply its endorsement, recom-
mendation, or favoring by the United States Ciuvernment ur any agency thereol The views
and opinions of authurs expressed herein do not necessarily siate or reflect those of the
United States Government or any agency thereuf.

By ar.ceptance ot |n's arucle the pubhisher recognizes that the U S Goveramaer.t retaing a noneaciusive royaity-1ee license 1o publish or reproduce
the pubhished form of tms contnibution or 10 allow others to do so. for US Government purposes

The L ns Alamos National Laboratofy requesis thet tha pubhsher dentity this articie as work performed under the suapices of ihe U S Depariment ot Energy

LYY
Los AlamOs tezpmstemaineey

FORM MO 838 A4 . . v nden
ST NO 2028 38


About This Report
This official electronic version was created by scanning the best available paper or microfiche copy of the original report at a 300 dpi resolution.  Original color illustrations appear as black and white images.



For additional information or comments, contact: 



Library Without Walls Project 

Los Alamos National Laboratory Research Library

Los Alamos, NM 87544 

Phone: (505)667-4448 

E-mail: lwwp@lanl.gov


PERFORMANCE COMPARISON OF THE CRAY-2 AND
CRAY X-MP/416 SUPERCOMPUTERS

Margaret L. Simmons and Harvey J. Wasserman

Computng and Communicadons Division
Group C-3, MS B265
P. O. Box 1663
Los Alamos National Laboratory
Los Alamos, New Mexico 87545
mis@lanl.arpa (505) 667-1749
hjw@lanl.arpa (505%) 667-2136

Abstract

The serial and panallel performance of one of the world's
fasiest general purpose computers, the CRAY-2, is analyzed
using the sandard Loc Alamos Benchmark Set plus codes
adopted for paraliel processing. For comparison, architectural
and performance data are also given for the CRAY X-MP/416.
Factors affecting perfarmance, such as memory bandwidth,
size and acress speed of memory, and software exploiuation of
hardware, are examined. The paralle] processing environmrents
of both machines are evalusied, and speed-up measurements
for the parallel codes are given.

Keywords: performance, benchmark, supercomputer.

1. Introduction

In 1945, the first Cr2y Research Incorpwawed CRAY-2 super-
computer was installed a1 the National Magneuc Fusion
Energy Computadonal Center (NMFECC). Since that dme
this series of machine has undergone many changes, both in
hardware and software. This peper evaluates some of these
changes by observing their effect on a series of computation-
ally inensive benchmark codes. We measured the perfor-
mance of three models of the CRAY-2 that differ ¢ their com-
mon memory hardware. The irm rwo models we measured
had common memory implemented with dynamic randowm-
access memory (DRAM) with chip access tmes of 120 and 80
nanoseconds (ns). These machines are Serial 2003, locased at
the Universiry of Minnesota, and Serial 2011, locaied at the
Air Force Weapons Laboratory in Albuquerque, New Mexico.
The third model, Serial 2012, locased at Cray Reecarch, wses
static andom-access mamory (SRAM) with a chip acoess e
of 33 ns.

In Section 2, we present a brief outline of the architectural and
functional features of the CRAY-2, with emphasis on those
fearures that affect performance. For comparison, correspond-
ing aschitectural feanwmes from another Cray Research product,
the X-MP/416, are included. Later sections present beachmark
daus with gingle-processor and multiprocessor results discussed
separately.
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2. Comparison of Architectures

The CRAY-2 is a general-purpose parallei/vector supercom-
puter system. There are four central processing units (CPUs),
2ach with vector and scalar capabilides. Up to 256 million
words of dynamic CMOS memory gives the CRAY-2 one of
the largest memory capacides of any supercomputer on the
market today. For a schematic of the mainframe configuranon,
see Figure 1. For comparison, the X-MP is also a 4CPU
machine, each CPU having vector and scalar capabilites, but
with a common memory of up 0 16 million 64-bit words of
static bi-polar memory.

21 CPUs

The CPU clock period on the CRAY-2 is 4.1 ns, while on the
X-MP/416, the CPU clock period is 8.5 ns. The effect of this
difference is not always as large as it at first seems. Insouctions
can issue frcm the instrucdon buffer on the X-MP every clock
period (CP), while on the CRAY-2 the rate is one every other
clock period. This gives the CRAY-2 an effecdve clock period
of 8.2 ns with respect o insructdon issue, nearly equal w that
on the X-MP. Afier an appropriase sart-up, however, arith-
metic resulus are produced every CP on both machines.

The CPUs on both machines contain three sets of registers that
serve as source and destnadon for compuwtons in the func-
tonal units. These are address registens, acalar registers, and
vector registers, referred to as A-, S-, and V-registers. In addi-
ton, the CRAY-2 has 16K words of local (or fast) memory that
can be used by these registers as wmporary morage. The
access time between local memory and A and S regisens is 3
and 4 CPu, respectively. The access tme for V-registers is 8
CP1 + length of the vector. Inssead of local memory, the X-MP
has an exta set of 72 temporary siorage reginars called B- and
T-registers. Access times for these registers is | CP. The V-
regisiers on the X-MP have no corresponding temporary regis-
ters. In addition to these registers, the CRAY-2 has eight
ssmaphore flags © enable synchronizaton of commo memory
during mulduasking. Only one of these semaphores can be
asigned 10 2 "job." In contrast, the X-MP has five sets of
shared regismers (shared among the four CPUs) including 32
semaphores. Arithmetic on both machines is done in fully seg-
i !
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Figure 1. CRAY-2 mainframe configuranon.

mented (pipelined) functional units. This pipelining allows the
funcoonal unius, some of which can also operae in parallel, w
debiver a result every clock period. afier a suitable san-up
me. Chairung, which allows the ourput of one arithmetic
operation 0 serve as the immediste input to a subsequent
operanon, is vx available on the CRAY-2. There are also dif-
ferent numbers of functdonal units on the two machines: the
X-MP has 14 while the CRAY-2 has 9, including the .ecipro-
cal square root unit. Table | pives some represenuatve tmes
for arithmetic operution.. For s mare complew explanation of
the CPU organizanon, see {1),

22 Memory

As mentonec previously, the CRAY-2 has up to 256 million
64-bit words of common, or shared, memory, interleaved up w
128 ways. The memory is organizsd ino quadrant with 32
baaks in each quadrant Each quadrant bas a data path w fom
common memory parts, coe for each procsssor. The four qua-
drants are acceised by the four procstson in “phase tme " This
means that each processor can accets one partcular quadrant
every fourth clock period. The quadranus are acoessed in o
round robin fashion, that {s, processor 1 can ecosss quadrant |

T e T T O T

Operadon CRAY2 X-MP/416
Add 76 (15CP)  351m (6 CP)
Muldply T6n(19CP) $HSm(7CP)
Divide 88ns QICP) 119ns (14 CP)

at cycle 1, quadrant 2 at cycle 2, and so on, back 10 quadrant |
at cycle 5. This urangement has imporant implicadons for
stnded memory references, as discussed below. With one pont
per processor, the CRAY-2 can do one load or one store at a
ame. The X-MP, with iy four ports per processor, can do two
vector loads, one vector more, and one 10 memory reference
simulan. ously.

While the large size of th: memory on the CRAY-2 is an asser,
the memory cycle nme on the earlv CRAY-2 models of 234 ns
(57 CP1) was slow enough 10 be a demiment. Cray’s first solu-
ton o the memory speed problem was pseudobanking, a tech-
mique o allow access 10 a phyncal memory in lkess ome than
the memory chip cycle tme. Cycle dme is made up of ™wo
parts, access ume and off-chip ame. The logic chips are busy
for a ime equal o the access ume, while the memory chips are
busy for an additdonal dme equal w the offchip dme. Pseu-
dobanking uses the simple Lrick of addressing alternate planes
of chips within the module. This can be don¢ in a time equal to
the access time, cffectvely reducing the cycle ume by nearly
half. Using this approach the effecuve cycle ume on the 256
Mword DRAM decreased from 57 CPs w 33 CPs [2]. Paeu-
dobanicng is only needed on CRAY-25 with DRAM. Later
solutions have involved the use of fasier memory chips and
srioc rather than dynamic memories. The X-MP uses chips
with a scalar memory access ume of 14 CPs (119 ns).

Several faciors affect the rute of data ransfer berween common
memory and the vector regiseers on the CRAY-2.

The firm is the rate of insguction issue for vector reads and
wnies. With only one commnon memary port per proceisor,
cach read or write instrucdon must walt for the port 0 oe free
befare it can issue. If one word oansfers per clock period, then
the nexi instruction can issue VL + § CP later (2], where VL
is the requesied vecior length. The minimum ransfer dme per

word, T (min), 13 approximated by
T (min) = (VL + 8YVL CPs. )

For s vector length of &4, this dme is 72/64 or 1.125 CP/word,
giving « meximum Tangier raxe of 217 Mwoard/s (assuming a
4] ns clock). Tais rawe is hughly opdmisdc and assumes no
quadrant or bank conflicus.

Memory coaflics «iso reduce the daa tansfer rae. Memory
conflics on the CRAY-23s accwr a1 two levels: quadnant
conflicu and bank conflicts, Quadront conflics arc caused by
the difference in the e st which memory-request addresses
aTive o the pont apd the rie &t which the pont can proce.s
these requests. Pocall thal eech memory quadrant on the
CRAY-2 can be addressed by sach processor only onoe every 4
CP3. The time berween memory requess 1 the same quadrint
is clled the quadry peniod  Quadrnt periods of four cause
ro conflics v occur, while periods of rwo or ore do cause
conflics. Vecwon with odd strides, including serides of one,
have a quadrant period of four, and thus cause no conflicu.
Even strides, however, cause conflicts of varying ssverity. The
worm case |3 & soide dividble by four, har the quadrant period
is one. Even (n the atesence of other conflics, memory qua-
drant conflicts can caus: performance de gradation

[



Bank conflicts, like quadrant conflicts, sre caused by anempts
0 access dan 1r the same bank within too small a ume period.
The bank conflict effect is a functon of bank cycle ume and
number of banks. See Table [I for a List of cycle dmes for the
machines we tested. When a bank conflict occurs, the address
in the quadrant buffer requires more than the 4-CP quadrant
access ume o ckear. Memory backup then occurs because
these quadrant buffers remain full unol the requesied bank 1s
free.

). Description nf Benchmark Programs

The Computng and Communicatons Division at Los Alamos
Nanonal Laboratory maintains a set of portable benchmark
programs representing characeenstic ks that a large super-
computer would be required o run a1 the Laboratory. This
benchmark set has beea run on a wide range of both scalar and
vector machines {3-9]. A darabase s mainwined conmaining
results of past runs of these programs on a vanety of compul-
e, A repon from the Naconal Research Council has charac-
wrized supercomputer benchmarks in terms of a hierarchy
(10]). Using their characrerizadon, the Los Alemos benchmark
et consists of wsis a1 the kevels of hardware demonstaton
programs, basic routnes, and stripped down applicanons. A
descripton of the codes can be found in Ref. [11). The pro-
grams described there are coded in ANSI Forran for porabil-
iry and typically can be run on a new machine with litde or no
change. Executon rases will be indicanive of the potendal ini-
dal usefulness of 2 new machine.

4. Single-Processor Results

The benchmark of CRAY-2 Serial 2003 wok place in July
1987, while Serial 201! was measured in October 1987, and
Serial 2012 was messured in January 1988, The X.MP resulu
were obained in November 1987. Two of the CRAY-23,
Serial 2003 and 2012, ran UN.COS, s UNIX-like operating
systemn, Serial 2011 and the X-MP/416 ru the Cray Tuoeshar-
ing Symem (CTSS). All measurements were made during
dedicamd ume on a single processor.

41 Comparisos of Three Types of CRAY-2 Hardware

Table I shows the effect of the fasrtr memory hardware on
ous benchmark codes. The resulu for the 80-ns DRAM
CRAY:-2 ars not always consissem with results from the other
two machines. That is, the omes for scom benchmaerks
increase in going from the 120-ns CRAY-2 w the 80-ns
CRAY-2. We balieve this is due o different implementagons
of the CFT77 compiler, and, in perticular, the implementaton

'y Chasacaerisics for Thres Teced Models

of e CRAY:-2

Chip Memory

Acoam Acoms Memory Maemory
Mode! Time(ns) Time(CP) Type  Sim (Mword)
3003 120 ¥ Dynamic LY
2011 00 a4 Dynamic 236
2012 33 41 Sutc 128

Tk M. Companson of Benchmark Execunon 1imes
(in seconds) for CRAY-2 (One Processar) Showing
Effect of Hadware®

Code 120-ns 80-ns 55-ns

DRAM DRAM SRAM

(SN 2003) (SN 20i1) (SN 2012)

FFT 107 10.5 9.6
GAMTEB 53 75 47
SCALGAM 104 .6 100.9 922
LSS 95 95 89
MATRIX 619 554 573
INTMC 208 206 18.6
HYDRD 79.7 796 68 8
WAVE 186.6 203.0 174.6
ESN NR 215 229
MCNP NR 94| 778

*CTT77 version 1.3 compiler.

of CFTT7 under CTSS on Senal 2011, For this reason, and
Al because we wish to illusrare the maximum performance
gain that could be realized from faster memory, in this discus-
sion we focus on the difference in performance berween the
120-ns DRAM CRAY-2 and the 55-ns SRAM CRAY-2S.
Speedups because of the smtic memory are in the range 7 -
16%. The rwo scalar codes STALGAM and GAMTEB show
Mendcal speedups of 13%. HYDRO, which is nearly 100%

do loads from common memory. On the DRAM machine, the
scalar access lamency is 59 CPs, while on the SRAM machine,
the laency for scalar loal's is 43 CP. Thus, the maximum
speodup we could observe bere is about 37%. That the max-

Using CFT77 2.0. HYDRO speeds up by 33%. HYDRO con-
taing one minor loop -hat condidonally vectorised with CFT77
1.3 and mow fully vectorizes with CFT77 20 HYDRO also



ﬁbl—cmpmson of Benchmark Executon Times
(in seconds) for Seral 2012 CRAY-2S (55 ns Memory,
One Processor) Showing Effect of Compiler

Code CFT7713  CF17720  Speed-Up
FFT 9.6 4l 234
GAMTEB 47 44 1.04
SCALGAM 922 928 0
LSS 8.9 8.9 0
MATRIX 573 57.0 0
INTMC 18.6 18.2 1.02
HYDRO 688 511 138
WAVE 174.6 109.7 16
ESN 218 204 1.0
MCNP" 77.8 78.1 0

*Four thousand source particles.

consumes a conuderable porton of the execuuon tme does not
vecworize with any Cray Research compiler, although we know
of other corpilers tha are successful in vectorizing this loop.

The WAVE code also derives impressive gain from use of
CFT77 20 on the CRAY-2S. The 60% decrease in execution
dme results from full vectonzadoy of over 30 loops that had
been cndivonally vectonred in version 1.3. However, 16
Joops in WA VE remain condinonal.y vecionzed.

So fir we have focused on CRAY-2 resulis cbuined with the
CFT77 ompuer A vermon of the Cray Researcih CFT
compil1, called CFT2, is also available on the CRAY-2. A
cooparison of benchmark execution nmes for code produced
usirg both compilent is given in Table V. The CFT77 2.0
compiier produces much beoer code in all cases.

4.5 Comparisom of CRAY-2S with CRAY X-MP/416

In this sscdon we examine the performance of only the
CRAY-2S with that of the CRAY X-MP/M16 resuls. We used
a pre-release of CFT77 2.0 (BF185) on a CRAY X-MP/416
running the CTSS operudng symem a1 Los Alamos National
Laborasory (LANL) (The version of CFT77 2.0 we uned on
tre CRAY-2S was also a pre-release, BFi84))

Fible V. Companscn of Benchmark Executon T .mes
(in seconds) for CRAY-2 (One Processor) Using
CFT2 and CFT 77 Compliens on SN-2012

Cod: CFT2 F177 20
T IR 4l
CAM tB 100 44
SCALGAM 1447 921
LSS 124 89
MATRIX °5 70
INTMC 20.6 W
HYDRO 107.0 $1.1
WAVE . 1097
ESHN 70 204
MONP . 7.1

4.3.1 Primitive Vector Operstions

First we examine performance of sclected elementary vector
operanons, listed in Tables VI and VII. These wbles conwun
rates, in MFLOPS, for various elemenuary vecior operatons as
a funcoon of vecior length. All operations were carmed out
with unit strnide except for the second and thurd operanons in
both tables. The X-MP/416 tesis used bidirectonal memory.

For the non-strided. non-scaner/gather operatons in Tables V1]
and VI, the differences berween the rwo machines at veclor
length 1000 can gencrally be reconciled with the rate a1 which
each machine is capable of producing resulis  For example, on
the imt operation, V = V + §, we expect companable rates, and
we obecrve 83 MFLOPS for the CRAY-2S and 97 MFLOPS
for the X-MP. As another example, on the fourth operation, V
=V *V, we expect the asymptoae rase on the CRAY-2S o be
leas than that of the X-MP by about a factor of 1.5; a1 vecior
length 1000, the observed ratio i3 1.76 (51 MFLOPS for the
CRAY-2S and 90 MFLOPS for the X-MP). However, the
CRAY-2S compiler has o unroll all these loops (o a depth of
four) w achicve this performance. At shorer vector lengths
the X-MP 13 faster than the CRAY -2 by about a {factor of 2.

Comparison of the firsl and second operatons in Tabl: VI
shows that, a3 expected, the CRAY-2S suffers no performance
degradation with odd strides. (The X-MP thould not show any
degradation with stnde; it does, and this appean 10 be an ano-
maly with CFT77 2.0.) However, with stnde 8, performance on
the CRAY-2S is about one-fourth of the non-strided rate. The
minimum tme for memory tansfer on the CRAY-2S s
tlighly more than 1 CP/word However, with sride 8 all
words of daw reside in the same Quadrant. Therefore, the
minimum transfer dme, delayed by quadrant conflict only, is
sbout 6.5 CP/word With a mride of 8, there ar- no bank
conflics on the tnachine we used.

Scaner/gather operadons, the last two rows in Tables V1 and
V11, are much more efficient on the X-MP than they are on the
CRAY-2, over the entire range of vector lengths. The gather
operagon on the CRAY-2 i3 subject w0 a special hardware
delay 30 that references e allowsd roughly once every 4 CPs.

432 Beachmark Cedw

A comparison of the current CRAY-2S results with the CRAY
X-MP/416 for the rest of the benchmark coder is shown in
Table VIII. Two sets of results are given for the X-MP: one
from a pre-relsase of CFT77 2.0 and one from d\epuducdon
compiler, CFT 1.14. The firm thing w nouce in Table VIO
(comparing columns two and three) is that on the X-MP,

uces better code shan CFT1.14 (with no
but one benchinark. The only (munor)
for which CFT 1.14 with the BTREG

The X-MP has a significant performance advanmage over the
CRAY:2S on seven of the en codes. Of the seven, four are
highly vecrorizatde: HYDIRO, LSS, MATRIX. and WAVE In



Tible VI, Kaies (MILOTS) on the CRA Y28 lor Selecied Veclor Operanons as a
Length (Single Processar, CFT77 2.0)

Operanon 10 50 100 200 1000
aG) = i) + 8 10 37 44 47 83
a(i) = (1) + s(1=] n,23) 9 s 42 46 84
a() = (i) + i=1.n.8) 8 16 16 16 18
aGi) = b(i)*c(i) 8 28 23 36 s1
(i) = B(i) + 5 ® c(i) 15 4 65 72 113
(i) = b(i)*c(i) + d(i)*e(i) 19 60 66 76 90
a(i) = b(Ki) + 8 7 19 21 22 29
A(j(1)) = B(i)*c(i) 8 28 2 34 3s

Tablc VIT Yaics (MFLOPS) on the CRAY X VP18 Tor Sclected Veclor Operatons as 4

Funcoon of Vectr Length (Single Processor, CFT77 2 0; Bidirecuonal Memory)

Operanon 10 50 100 200 1000
a(i) = b(1) +3 17 75 75 83 97
o(i) = (i) + 8(i=1,n,23) 11 39 a4 49 59
a(i) = b(i) + 8(i=] n.8) 11 » 43 48 S8
&(1) = b(i)*c(1) 14 68 70 71 90
(1) = (i) + 3 * c(1) 27 136 145 143 173
a(1) = b(1)*c(i) + d(1)%e(1) 32 114 126 126 143
a(i) v b(KI) +s 14 54 S8 49 57
2(4(1)) = b{i)*c(1) 13 44 4} 43 48

HYDRO, LSS, and MATRIX, the predominant loop length is
sbout 100. The VECOPS dan in Tables VI and VIl showed
that the X-MP ran loops a1 vector length 100 pearly rwice as
fast a3 the CRAY-2S did In WAVE, the predominant loop
length is 236. WAVE also involves many gathers for which,
a8 shown above, the X-MP is superior.

X-MP s
higl.'y vectorized
X-MP should be

Inwerestingly, in contam with the VECOPS daia, the
only sbout 3% fasser on the FFT code, s
code with short vecwor lengths on which the
famest

An important aspect of vectorizadon on the CRAY-2S ocon-
osrns the way in which armays are dimensioned. Because of
quadrant conflics that can have s poticsable effect on perfor-
mance, amays with even dimensions will puffer performance
degradations reladve © srmays with odd dimensgions. This fact
is highlighwd in the perfarmance of the codes LSS and
MATRIX relstve w the X-MP. Both codes spend mon of

their dme in SAXPY, and both hsve loop lengths of 100, Yet
MATRIX runs nearly 63% faster on the X-MP than it does on
the CRAY-2S, whereas LSS runs sbout 45% faster on the X-
MP. In MATRIX, two of thwee critcal srmays have even
dimensions, while in LSS, all criocal smays have odd dimen-
sons. Thus, relatve w the X-MP. one Tust be far more care-
ful of program amy dimensgions on the CRAY-2S.

The relsronshup berwesn the X-MP and the CRAY-2S on
codes not overwhelmingly vecwor in nanoe is harder 10 explain,
Of the rwo Monw Carlo phoson trenspont codes, one, SCAL-
GAM, runs sbout 28% faseer oo thh X-MP. while the other.
GAMTEE. runs about 18% fasesr on . » CRAY-23. ESN. s
wully scalar code, runs sbout 28% fas. o the X-MP. Buton
MCNP, the X-MP is only 7% faswer than the CRAY-2. The
reason for this is mot clear.



Tabie VIII. Companson of Benchmark Executon Tumes (in seconds) for CRAY-2S§
(Seral 2012) and CRAY X-MP/416 (Single Processor)

Code CRAY-2 X-MP/416 X-MP/a16
(CFT7720) (CFT7720) (CFT 1.14)

FFT 4] 39 43

GAMTEB 44 52 7.6

SCALGAM 928 725 58 4 .

LSS 89 6.1 11.6 (6 7)_

MA TRIX 570 349 547 (33.2)

INTMC 18.2 121 402

HYDRO 51.1 398 48 9

WAVE 1097 860 1112

ESN .e 204 159 182

MCNP 781 732 767

*Tune in parenthesis is with bidirecoonal memory and OPT = BTREG for the CFT 1.14 compiler

**Four thousand source parucles started.

433 X-MP/416 External Storage Performance

The larger cencal memory on the CRAY-2 is an imporant
asse1 for tus machine. However, the X-MP can be equpped
with an exeernal Solid-sate Storage Device (SSD) that can also
offer posental for large codes. An obvious queston 1s° if 8
problem can be with an “out-of core” algonthm,
how does the X-MP with SSD perform relacve w the same
problem run "in-memory” on the CRAY-2?

The WA VE ~ode car be 10 programmed. We ran a job requir-
ing about 20 Mwords of ssurage on the CRAY-2 (Senal 2011,
80-ns 'memory). We ran the same code on an X-MP/416 run-
rung CTSS and equipped wath a 512-Mword SSD using one
channe! (1250 Mbyte/1). Both machines used the CFT77 ver
sion 2.0 compiler. The X-MP/416 veruon tansferred w the
SSD in block sizes of 204800 words. The CRAY-2 ran the yob
in 461 seconds, while the X-MP required 355 seconds CPU
time and 360 seconds elapsed (wallclock) dme  Although we
did not run this code on the 53-n3 CRAY-2S, we can approu-
mate what the perfarmance will be. Unng the CFT77 version
2.0 compiler, the mandard WA VE benchmark runs about 12%
faster on the 35-ns CRAY-2S than it doss on the 80-ns
CRAY-2, 50 the bast CRAY-2S tme for the 19-Mword job
would be about 411 ssconds. This value is still larger than the
X-MP wall clock dme. Now that although /O o the SSD does
a0t require partculurly difficult coding (as might 1/O w0 a disk)
other than insuring s large bloct mae, the CRAY-2 venuion
requires 8o extra coding.

5. Muititasking Rasuits

The four processors of the CRAY-2 can simultaneously be
trought 0 bear on s single job twough te muldmaking
environment. We mn our largs Monwe Carlo owaspon code,
MCNP, in this envi—onment on the Serial 20! | CRAY-2 o the
Air Farce Weapons Labcratory in February 1948, The com-
pler was CFT77 2.0, the oparating syssem was CT3S, and the

multasdng library was Mulolib. We ran a problem size of
60000 source parucles. Far companson, we ran the .ame prob-
lem on an X-MP/416 a1 Los Alamos uging the CFT77 2.0 com
piler, the CTSS operaang system, and a muluwaskong library
tha! is & Jocal syssem We used s parallelizanon method called
macroasking developed st Cray Rescarch and adapted for
CTSS on the CRAY-2 by the NMFECC. This method operates
at the granularity level of the subroutine * Multitasking runs on
both machines were done dunng Jedicared ume. The umes arc
given in Table IX. Notr thai the X-MP 1y about 40% faster
than the CRAY-2 for one 10 four processors. The senal ames
differ by 34%, which is comparable w the differences observed
for the other scalar senal codes

Speedup is defined as

SaT, T, . Q)

where T, is the senal execution tme and 7, is the execution
tme using n piocessors. The speedups for MCNP are plotied
in Fig. 2. The CRAY-2 shows a speedup of 3.53 for four pro-
cessory, while on the X-MP, gpeadup is 1.65. Thus difference
might be armibuwed 10 seversl facion, one of which is the avai-
Labelity of only s single semaphore per ‘ob on the CRAY.2.
The X-MP has 32 somaphores available to 8 Job. Another fac-
wr affecting speedup is the implementaton of synchronizanon
primidves. The Los Alamos system has boplemenwed spin-
wail locks while the Cray Research/NMFECC implemeniaton
is somewhat less efficient Since Monte Carlo algorithms are
considered © be ideal candidases for paralle! processing. one
might expect 8 speedup for four processors that is somewhat
closer w four. One reason that we do not see this for dus set of
runs is thai the time speni in the serial sectons, such as the ser-
ting up of the problem. is constant and independent of the
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Table IX. Mulowsking Execuoon Tumes (in Seconds)
for MCNP on the CRAY -2 (Serial 2011) and
the CRAY X-MP/416

CRAY-2 CRAY X-MP/416
TOTAL TOTAL
| Processor 134313 9636
2 Processor 697 4 4863
3 Processor 4772 3309
4 Processor 3518 2530
Senal 12409 9238
4
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Figure 2. Speedup on a CRAY-2.

course, Amdahl's law [12].

If we interprer Ware's model (13) (of Amdahi’s law) of vecwor

performance as applying © multprocessor performance, we
can also define spesdup

Se[(l-f)+(¢ )" . 3

where / s the fraction of the code thal can be exscwmad in
panilic! and p is the mumber of processons. For MONP, which

shout 93% paraliel, we get a predicwed spsedup of 3.77 for
four processor. Thus s quise 8 bit highar than ow measured
speadup of 3.3 on the CRAY-2S

There are several reasons for the difference 1n these rwo
speed-ups One 13 the effect of muloprocessor synchronizaoon
overhead (14]. Apother 15 the addinonal ome required for sys-
wm overhead in the mulnple processor runs  The senal ver-
non of MCNP, for example, 13 not siack based and so incurs ne
overhead atsocisted anth sack management

¢ Conclusions

The faster memory chips on recent models of the CRAY-2 pro-
vide wome improvement on owr benchmarks, but do not, by
thermae Ives, allow the CRAY-2S w0 performn benter than the X-
MP/416 in gingle-processor mode. Thus 15 because wo much
of the memory botueneck on the CRAY-2 is due 10 faciors
other than chip access ame.

The biggest improvemenus we have observed dunng the evolu-
oon of the CRAY-2 are denved from com.piler changes, not
hardware changes. In paroculr, HYDRO and WAVE. two
benchmark codes that closely re. ~mhle productoon codes at the
Labomwory, bencfit significandy rmom the combination of new
hardware and a new vernon of CFT77 on the CRAY-2S

The X-MP has & clear performance advanuge over the
CRAY-2S on our codes that are hughly vectonzed. However,
the difference berween these machines 15 less clear on codes
that are not overwhelmingly vector. The significant facior here
appeans 0 be the longar memory laency on the CRAY -2
Although the CRAY -2 provides more cenoal memory than the
X-MP, we have shown that on onc code that akes advantaage of
the X-MP SSD, the faster processor and high /O raies can
overcome the Lack of X-MP memory

In mulou sking mode, te CRAY-2 performs about as well as
te X-MP on the problem that we ran. While the overall ames
are not as fast as the X-MP, the speedups are comparable The
overhead observed for the problem we ran could be reduced
eathea by running a larger problern or by the use of more
efficrent synchromzaoon (mecrotasking).
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