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Abstract

This paper continues the discussion of parallel tool support with an overview of the
current state of tools for runtime control and performance tuning. Each is discussed in
terms of the programmer needs addressed, the extent to which representative current
tools meet those needs, and what new levels of tool support are important if parallel
computing is to become more widespread.

1 Runtime Tools for Scientific Applications

Our focus in this section is on runtime tools that are designed to be used by scientists
and whose purpose is to improve or enhance the way computational science is now done.
Runtime tools provide users access to information about and within running applications.
Popular examples of such tools include computational steering and interactive visualization.

Interactive visualization has become more and more important over the last few years
because the sheer volume of data generated by computational experiments requires some
method for the scientist to interactively explore the results. By moving this capability into
the runtime environment, the scientist is able to watch the evolution of the computation
and determine much earlier if the expected physics is being properly simulated.

Computational steering, which provides feedback during execution, has the potential
to revolutionize computational experiments by allowing scientists to interactively steer a
simulation in time and/or space. Computational steering helps a scientist or engineer to
concentrate more on the science and less on the computer. Through the use of interaction,
the computer becomes a more useful tool to the engineer, allowing experimentation and
real time exploration of a design space. This provides a much more flexible framework for
science that the typical simulation cycle — manually setting input parameters, computing
results, storing data off to disk, visualizing the results via a separate visualization package,
then starting again at the beginning.

Computational steering and interactive visualization tools are further complicated when
the application is parallelized and the data and computation are distributed across many
processors. Because these parallel runtime tools have the potential of being used on every
run, rather than just to initially debug or tune an application, it is important that the tools
be designed with scientists in mind.
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1.1 Basic Requirements for Runtime Support

Scientists want to have computational steering and interactive visualization in their
applications. They see the advantages these capabilities bring to their ability to do science
better. At the same time they want these capabilities to be easy to incorporate and easy to
customize to the views and steering parameters unique to their application. It is important
that the visualization tool be able to dynamically attach and detach from a long running
application. The scientist also wants to make sure the incorporation of computational
steering and interactive visualization have little or no impact on the performance of the
application when the visualization tool is detached. Further, he or she wants the impact
minimized (or user controllable) when the application is being steered.

1.2 Examples of Current Runtime Tools

There is no widely-used runtime visualization tool for parallel programs. Applications with
this capability have often had to reinvent much of the synchronization and data collection
algorithms required to create time coherent views from distributed asynchronously created
data.

1.3 Looking Ahead

We present three new experimental projects to develop runtime packages that provide inter-
active visualization and computational steering capabilities to general parallel applications.
Each of these packages allows client “viewers” to dynamically attach and detach from the
running application, and all handle the details of collecting and sending distributed data
fields to and receiving steering parameters from a viewer.

Oak Ridge National Laboratory is developing a system called CUMULVS [1] which
allows scientists to easily incorporate fault tolerance, interactive visualization and compu-
tational steering into distributed applications. Built upon the PVM [2] virtual machine,
CUMULVS is portable to all the architectures that PVM runs on. The CUMULVS system
supports collaborative computational experiments through multiple dynamically attached
viewers. These viewers are independent and can be commercial packages such as AVS or
customized viewers for a specific application. All data collection and control in CUMULVS
is done asynchronously to minimize intrusion. An additional runtime feature available
through CUMULVS is automatic fault detection and checkpoint/restart in a heterogeneous
environment. CUMULVS can even reconfigure a checkpoint file for a different number of
processors if a replacement processor can not be found.

MIT is developing pV3 [4], which is a visualization software system for three dimen-
sional, distributed, unsteady, unstructured, CFD calculations. While pV3 is primarily used
in CFD applications, it is general enough to be used in a a wide range of applications.
Built upon PVM, pV3 can run on clusters of workstations as well as supercomputers. The
unique feature of pV3 is that the visualization calculations are co-processed on the parallel
computer. This significantly reduces the network bandwidth requlred for animations at
the cost of sharing computational power and memory between the visualization process
and the application process. By performing the visualization calculations in parallel, pV3
can rapidly display isosurfaces, streamlines, and other features from very large datasets.
Since the visualization processes need to take advantage of customized hardware, there is
a number of restrictions on what hardware platforms pV3 is supported on. A single client
"viewer” is allowed per application. The viewer is based on OpenGL and is supported on
DEC, HP, IBM, SGI, and SUN workstations.




Georgia Tech is developing Falcon [3], which is a set of tools and libraries supporting
runtime monitoring and steering of parallel and distributed applications. Falcon consists of
a sensor specification language and compiler for generating application sensors, local agents
for collection of event data, and steering middleware that allows multiple dynamically
attached clients to interact. Falcon uses the Openlnventor graphical display framework for
its collaboration infrastructure. Each of the clients is independent and each collaborator
can customize his views to match his interest. The Falcon software has been tested on
SUN, SGI, and IBM workstations, as well as the SP-2 and KSR.

2 Tools for Analyzing Parallel Performance

Performance analysis tools provide users with information about system and application
behavior during execution. The information comes in diverse forms depending on what is
being monitored and how it is being monitored. One of the most challenging aspects
of performance analysis is presenting the information at a level of abstraction that is
meaningful to the scientist. Moreover, tools should provide the scientist with some
insights on tuning the application. The role of performance analysis tools is complicated
by emerging computing and problem-solving environments. In this section, we consider
the implementation of an application in several environments and highlight performance
analysis tool options, particulary in support of high-level information.

As usual, the rapidly changing landscape of high-end computing systems and paradigms
complicates the process. Even before programmers are faced with navigating through
information provided by a particular analysis or visualization tool, a number of steps must
be taken to collect, store, process, and present the information. The tools available at each
of these steps impact the ability of programmers to effectively tune an application.

2.1 Basic Requirements for Performance Analysis Support

As stated by Hollingsworth et al. [6], performance analysis tools exist to provide insight to
programmers to help them understand why their programs do not run fast enough. For these
tools to be effective, they need to collect data about the application, the operating system,
and the hardware and to synthesize it in a way to let programmers concentrate on getting
their work done. Users of high-level parallel programming languages need performance
information that is accurate and relevant to the programming model and the source code.

2.2 Examples of Current Performance Analysis Tools

Most commercial parallel systems provide a platform- specific set of tools and utilities for
profiling and tracing program execution, typically including some source-level information.
Examples include: CrayTools (including MPP Apprentice and ATExpert); Silicon Graphics
SpeedShop and Co-Pilot; Hewlett Packard CXpa; and IBM UTE and VT. The environments
described in the following subsections represent a spectrum from what is presently available
to the user to what is on the horizon, in terms of support for performance information
associated with three different programming paradigms.

2.2.1 In Message-passing Environments PVM (Parallel Virtual Machine) [2] is a
widely used environment for distributed computing. The PVM package allows a collection of
computers connected to a network to be used as a single message-passing parallel computer.
It is portable across many different computers and provides users with a common parallel
programming interface.



XPVM is a graphical user interface for PVM that displays both real-time and post-
mortem animations of message traffice and machine utilization by PVM applications [2].
While an application is running, XPVM displays a space-time diagram of the parallel tasks
showing when they are computing, communicating, or idle and animating messages between
tasks. XPVM stores events in a trace file that can be replayed, stopped, and stepped to
analyze the behavior of a completed execution. The trace file written by XPVM is in SDDF
format as defined in Pablo [9]. The format also can be converted to PICL format for use
with ParaGraph [5]. Pablo and ParaGraph provide a large number of visualizations, so
the number of displays available in XPVM is small, with particular relevance to the PVM
environment. The performance of the PVM package itself continues to be enhanced by its
developers.

Pablo and ParaGraph are trace-based visualization tools for performance tuning of par-
allel applications. An alternative tool for measuring the performance of large-scale parallel
programs in the PVM environment is Paradyn [8]. Paradyn supports networks of worksta-
tions running PVM, works well with several hardware platforms (e.g., Sun SparcStation, HP
PA-RISC, and IBM RS/6000 and SP-2), operating systems, and programming models, and
measures programs running on heterogeneous combinations. Paradyn dynamically instru-
ments an application (inserting and removing instrumentation automatically) as it searches
for performance bottlenecks. Paradyn’s Performance Consultant uses the W3 search model
to assist the user in locating program performance problems on the basis of three questions:
Why is the application performing poorly? Where is the performance problem? When does
the problem occur? Paradyn allows high-level language programmers to view performance
in terms of high-level objects (such as arrays and loops for data-parallel Fortran) and maps
high-level information to low-level objects (such as nodes and messages). Paradyn also
provides a set of standard visualizations (time histograms, bar graphs, and tables) and an
interface to use displays from other sources (e.g., ParaGraph, Pablo, or AVS).

2.2.2 In Object-Oriented Environments TAU (Tuning and ‘Analysis Utilities) is
a visual programming and performance analysis environment for pC++ [7). The TAU
graphical interface represents objects of the pC++ programming paradigm: collections,
classes, methods, and functions. These language-level objects appear in all TAU utilities.
TAU uses the Sage++ toolkit as an interface to the pC++ compiler for instrumentation
and accessing properties of program objects. TAU provides profiling and tracing support.
The TAU tools act in concert, and each tool implements some well-defined tasks; a tool can
request a feature of another tool. Global features can be executed in all currently open TAU
tools. The program and performance analysis environment includes tools for accessing static
information about the program and for querying and analyzing dynamic data obtained from
program execution; it also includes interfaces to stand-alone performance analysis tools from
other sources (e.g., Pablo, Nupshot).

2.2.3 In a MultiMATLAB Environment MultiMATLAB is one of several projects
to develop a high-performance computing version of MATLAB. The analysis tools for these
environments are not yet mature. Problem-solving environments pose the greatest gap
between low-level performance information and programming abstractions. Current options
for analyzing the performance of MultiMATLAB applications are limited. One option is to
use the MPI profiling interface to provide an MPI trace library for MultiMATLAB. This,
coupled with visualization tools such as Pablo, Nupshot, or ParaGraph, lets the user view
low-level behavior. The The IBM SP-2 version of MultiMATLAB can take advantage of
IBM'’s unified trace environment (UTE) [10] or its visualization tool (VT). These approaches
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require re-linking or re-compiling for trace generation. Michigan State University is
collaborating with the Cornell Theory Center to support high-level performance analysis
in the MultiMATLAB environment.

2.3 Looking Ahead

The advantages of high-level programming environments will be fully realized only if
programmers are able to understand and tune the performance of their applications based
on high-level performance information. In part, this will require greater integration of
compilation and performance analysis processes. Additionally, enhancements for developing
application-specific instrumentation and visualizations will assist programmers, as will
search-based tools that support performance diagnosis strategies. Tools also must support
automated analyses, for example, of multiple executions of a program or of program
scalability (without requiring users to develop extensive program and/or system models).
The closer tools come to mapping low- level performance data to abstract program
information, the closer they will be to prescribing solutions for performance problems.

3 Conclusions !

Of the four areas of tool support discussed in this paper, only debugging and performance
analysis include enough current offerings that an application programmer is likely to find
tools regardless of what parallel machine he or she uses. Even in these cases, the tools
vary widely from one machine to another, and most address only a subset of the real user
requirements. Interactive runtime tools are an emerging area of interest that is likely to
yield significant innovation over the next few years. The fourth area, support for code
development, appears to be receiving less and less attention, in spite of the fact that it
accounts for a significant proportion of user efforts.

A promising aspect of the current situation is that the tools community is beginning
to respond to user demands for greater consistency and interoperability across machine
boundaries. The increasing use of standard file formats (such as SDDF for recording
performance data) and new efforts to standardize tool interfaces (chiefly the Parallel Tools-
Consortium) reflect this long-overdue change.

Finally, the growth of the World Wide Web has made it easier to share information on
tool development and user experiences with parallel tools. These new resources include:

e http://www.ptools.org: various tool projects sponsored by the Parallel Tools
Consortium

e http://nhse.cs.utk.edu/sw_catalog: catalog of shareware, including a number of
parallel tools, sponsored by the National HPCC Software Exchange

e http://www.nhse.org/ptlib: results of evaluatlons of parallel tools, sponsored by
the National HPCC Software Exchange

e http://www.nero.net/ pancake/SSTguidelines: guidelines for writing system
software and tools requirements in procurements, results of a task force sponsored
by the National Coordinating Office for HPCC

Given the time- and effort-intensive nature of parallel application development, improve-
ments in the quality and the availability of parallel tools are important investments for the
* future of parallel computing.
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