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Chapter 1

INTRODUCTION

Persons interested in using the computers at Argonne
National Laboratory (ANL) need basic information about the
. physical layout and facilities of the computing center. The
Guide tg Computing at ANL is intended to provide this infor-
mation, giving details about hardwvare, software, procedures,
and services of the Central Computing Pacility, as well as
information about how to become an authorized user.

BELATIONSEIP TO CTHER DOCUMEHNTS

This document, along with the other new docusents, Data MNan-
agerent at ANL (Tech. Memo. 338), Batch Processing at ANL
(Tech. Memo. 337), ani Graphics 1.0 (Tech. Memo. 335),
replace the old ANL Computer User's Guide. We have reorgan-
ized the material presented in that guide, putting the most
important and useful information first, so that you can find
vhat you need to knov in a logical sequence. We have also
reduced the pnumber of chapters, combining closely related
topics and deleting others where a separate document seeamed
scre appropriate (e.g., data manageament). In addition, we
have reduced the level of detail 4in this 4introductory
sanuval, to make the it more readable. The

Guide to Computing at ABL assumes that you know basic coa-
puter and programaing concepts; however, you need not be an
expert in using asseabler or coamapiler languages.

This guide alsc replaces the Interim Supplement, which pro-
vided information on the newvw procedures and egquipment of the
expanded Central Coaputing Pacility. We havé updated that
ipfcrmation and revised various sections to reflect the most
recent system changes.

The Gyide to Compyting at ANL represents a major change in
our approach to documentation. In the past, changes in
softvare, hardvare, procedures, or services at the Central
Computing Pacility made it difficult to keep the User's
Guide up to date. Bather than constantly revising the guide
¢r issuing supplements, ve have decided to limit this docy-
ment to general infcrmation applicable to all the 3:aain pro-
cessors and to all computer users at: Argoane. For more
detailed discussion of ipndividual hardware and softvare sys-

-1-
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tems in the Central Computing Pacility, you are referred to
other sore specific docusentation or to special reports,
distributed by the Documentation Center (Building 221, Roon
A142B, 2-5406).

AMD will continue to publish The HEX, a mopnthly newsletter
describing recent modifications to the Computer Center hards
vare, softvare, and administrative policies. Copies of The
HBEX are available from the Documentation Center, A142B,
2-5406, vhere you may also bave your name entered onto the
mailing list for the EEJ. (Everyone having a coamputer
account is automatically placed on the mailing list.)

OBRGANIZATION

- The first three chapters are introductory: Chapter 1 intro-
duces the new Guide to Ccmputing at ANL itself, Chapter 2
the hardvare and operating systems of the Central Computing
Pacility (CCF), and Chapter 3 the various services offered
by the CCF, .

Chapter 4 describes accounting and rationing. The service
rates are outlined, batch and TSO rationing is explained,
and user responsibilities are discussed.

Chapter 5 discusses the various languages and compilers in
- use on the Central Computing Pacility. We also make some
suggestions for debugging prograss.

Chagter 6 is devoted to libraries and Chapter 7 to applica=-
tions packages available at Argonne.

ADDITJIONAL EEFERERCE MATERIAL

Each chagpter also lists references to more detailed documen-
tation on bardware and softvare systeams in the Central Com-
puting Facility. _



Chapter 2

HARDWABRE AND OPERATING SYSTEMS

Argonne's Central Computing Pacility maintains and operates
"four IBM computers: a 3033, with ASP, batch, and WYLBOR
timesharing; a second 3033, with CHS and batch; -a 370/195,
used for batch processing; and a 360,75, with IB¥'s TSO
(IiseSharing QOption). The processors have a total of 20
megabytes of main amemory. Tventy-five channels (including
selector subchannels) provide paths between the CPU's and
the peripheral devices to keep the systea perforaing satis-
factorily, even under heavy utilization.

In addition, the ccoamputational resources listed in Table 1
are provided by the Central Computing Pacilitys

l ‘ {
. TABLE 1 i
i |
| ADDITIONAL BRESOURCES |
| - (
{ {
o -
Disks : l
No. of drives 97 |
Tapes ' ‘ : |
Bo. of drives 24 |
Fixed-head storage |
Bo. of drives S |
Printers : {
Bo. of printers : S 7 |
Bominal capacity (60-line pages/hr) . 19,500 |
Timesharing access [
No. of ports vith modeas 197 {

Bo. of ports available for growth 107 |

|

- |

To ensure an orderly flowv of vork through this coemputer cos-
plex, the Central Computing Pacility uses several different
ccntrol prograas. The most basic of these is IBA's OS/HVT
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Operating System/Bultiprcgramaing with a Yariable Number of
Tasks). Each user-initiated task (e.g., a batch job step, a
TSC ccamand, or a WYLBUR command) requires the services of

0S, or CS in conjunction with another control prograa such

as ASp, VM, TSO, CMS, or HILBUR.

Most cf the time you need not be concerned with the probleh
of selecting a particular computer. ASP automatically
routes jobs to the CPU that can provide the best turnaround,
subject to the constraints of specific user reguests, data
accessibility, and job class. Nevertheless, if your pro-
grams use a lot of CPU time, you may want to experiment to
determine vhich rmachine is more efficient. Should you £ind
it desirable to specify a particular processor, you will
bave to include an ASP control card //*MAIE SYSTEN= in your
job.

ASP will also handle remote jodb entry. A front-end systea
supports connections to national networks (e.g., ARPAKET)
and HASP vorkstations -(remote job entry stations with one or
Bore card readers and line printers), vhile remote batch
stations are supported through the RADS (Renote Access Data
Staticne) stations.

This chapter is an introduction to the hardware and operat~
ing =eystees at Argonne's Central Computing Facility.
Further information jis provided in subsequent chapters and
in the additional documepntation listed.

EEQCESSORS
The Central Computing Pacility supplies four IBM processors.

IEH .3..Q§él§
Each IBE 3033 has 6 million bytes of main storage and access
to nearly 6.7 billion bytes of direct-access storage.

The IEN 3033 computer is often compared with the 370/195.
It runs spall jobs and operating system overhead work faster
than the 370/195, while the 370,195 rums "number crunchers®
faster than the IBM 3033. Hovever, the performance ratio
can vary. The 3033 provides faster access to memory than
the 370,195, but perforas <floating point operations more
slowly. Purthermore, since the 3033 does not have parallel-
ism in the execution unit, it 4is somevhat slover than the
3707195 in the actual execution of instructions.
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In addition to running batch jobs, the 3033's also run the

BYLBUR text-editing system and the CMS timesharing systean.

About two hundred dial-up lines are available (shared with

1S0), and several transaission rates are supported, includ-
ing 110 baud, 134.5 baud, 300 baud, and 1200 baud.

Por further information on the 3033, see JIBM 3033 Processor

Complex and 3033 Hultiprocessor Complex Pynctional Charac-
terjstics (Ga22-7060). '

188 3702195

The IBM 370/195 has 4 million bytes of main storage and
access to nearly 6.7 billion bytes of direct-access storage.

The machine is used to process batch jobs, performing float-
ing-point operations particularly fast. It is capable of

executing frecm 1 to 8 MPLOPS (million floating-point opera-
tions per second), and 2 to 14 MIPS (million instructions

Fer second), depending on the particular program structure.
BPart of this speed is attributable to the two-level aemory

structure. A buffer containing 32,768 bytes, running ‘at 54
ns for each 8 bytes, is used by the hardware to contain the
Bcst recently accessed blocks of main meaory. 8ain menmory

runs at 756 ns for each 8 bytes. Beasureaents have shown

that wvhen the information desired by a program is in core,

it is available in the buffer 98 percent of the tinme.

The parallel organization of the 370/195 also contributes to
its speed. Instruction fetch and decoding are performed
independently from instruction execution, £loating-point
operations are executed independently froa fixed point oper-
ations, and the floating point adds are executed indepen-
dently from floating point maltiplies. This organization
allcws many logically independent operations within a pro-
gras to be executed at the sampe tinme.

For further information on the structure of the 370/195, see

IBN System/370 ¥odel 185 JPunctional characteristics
(GA22-6943) .

Ikn 3604375

The IBM 360/75 has two million bytes of main storage, 2 ail-
lion bytes of slow core storage, and access to 1.8 billion
bytes of direct-access storage. It can overlap main storage
fetches and stores with {instruction decodes and execution,
using main memory, with a storage cycle time of 750 as for
each 8 bytes. It also overlaps instruction decoding with
execution of previously decoded instructioms.
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The machine rums the timesharing optioh (TSO0) of Os/nve,

A<'Currently about 200 dial-up lines are available for time-

sharing. -

ABPANET is also supported on the 360/75. The same ARPANET
front-end implerentation that is connected to the 3033 pro-
vides connection to the timesharing facilities of the Cen-’
tral Coxputing Facility. This allows remote AEPANET users
to gaipn access to a front-end coamand process that will auato
- dial a local timesharing port. All of the pormal RYLBUR and
7SO0 ccmpands can then be executed.

For further information on the 360775, see IBNM System/360
Bodel 15 Functjional Characterjistics (GA22-6889).

DIEECI-ACCESS STOEAGE

Dser-accessille Drives

Three types of direct-access storage are accessible froe the
main processorss

1. IBM 3350-equivalent disk drives. - Thirty-tvo ITEL
7330-12 disk drives have recently been added to
Argonne's system. Bach is functionally equivalent
to the IBN 3350 disk units and has a track capac-
ity of 19,069 bytes. These are Argonne's fastest -
drives, wvith a seek time of less than 40 =s.

2. IEM 3330-equivalent disk drives. Smaller than the
3350*s, with a 13,030 byte track capacity, these
drives include 14 IBE 3330's and 58 1ITEL :
7330-Model 10's a'nd 11's. Both single and double
density packs are available. :

3. IBM 2314 disk drives. Shared by the 3033 and the
360/75, these devices require the use of the chan-
nel for the entire time that a record is being
located and read.

In addition, a fourth tyée of direct-accesé ‘storage is
available to only the 370/195:

4. IEBEX 2321 data cell drives. The slovest of the
disk drives are the IBM 2321 data cells, A data
cell is a direct-access device that consists of
strips of magpnetic tape stored in subcells. Each
data cell drive contains 10 cells, each of which
contains 20 subcells vf 10 strips each. Cells are
suited for storing large but infrequently accessed
datasets. A bin is rotated under a picking
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~mechanisa that extracts the desired tape strip and
vraps it around a drum for data access.

The type of disk drive you select depends, of course,
sarily on its use for long- or short-tera work, setups, etc.

pri-

Table 2 suamarizes capacity, timing, and utilization charac-

teristics of the drives.

TABLE 2

CHARACTERISTICS OF DISK DRIVES

r—wb———.—-.-q

BA = not applicatle

p-—————-._-——-—q-——-q-‘-qp-—d

7330-12 3330-152 2314 2321
Track size (max. ‘
block size), bytes 19,069 13,030 7,294 2,000
Cylinder size :
tracks "~ 30 19 20 20
bytes . 572,070 247,570 . 145,880 40,000
Tisings
aver. seek, as 25 30 75 387.5
aver. rotat. delay, as 8.4 8.4 12.5 47.5
trapsfer rate,
bytes/sec ' 1,198 806,000 312,000 55,000
utilization for
reconneaded blksize
card image :
© 2960 - cards/trk 222 148 74 NA
- % used 93 91 81 NA
locad module
- blks/trk 3 2 1 NA
- % used ' 97 94 84 NA
unformatted I/0
- blks/trk 3 2 1 NA
A - % used 98 96 86 NA
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Drups 2apd Disks

The IEN 2305-II fired head disks are used to contain heavily
accessed systea rodules that are essential to systea sup-
port. These devices are not available to user data.

Alsc inaccessible are the IBM 2301 druams, used by the TSo!
syster to swap user prograss into and out of core when the
user is not active and tc contain the operating systea (OS)
job gueue.

For further information, see IBN stte /370 Coxponent Des-
criptiopns--2820 Storage Control and 2301 Drum Storage
(GA22-€895) . :

IAPE DRIVES

Tventy-three IBM tape drives are accessible to the batch
processors, as well as one tape drive used to initialize the
360/75. These include both seven-track models with record-
ing densities of 200, 556, or 800 bpi and nine-track models
with reccrding densitites of 800, 1600, or 6250 bpi. Cor-
responding to these densities are the data transfer rates
and capacity of the tape drives, as shown in Table 3.

TABLE 3

CEBARACTERISTICS OF TAPE DRIVES

Density Data Rate ’ Capaéity, bytes

tytes/in. bytes/se¢ (2400* at 10,000

bytes/blk)

7-track :

200 22,500 S,U38,424

556 - 62,500 14,731,304

800 90,000 _ . 20,830,189

S-tiack )

800 '90,000/160,000 21,068,702

1€0C 320,000 40,291,971

6250 1,250,000 125,454,545

o eum (R et amm efn GED Gae SIS Gne Gyin SRm GED aun GEe GID QU CER AN SR SR Y
e e GES S s e e e S sun pee olie e aue e ol GEe ST e G e S o
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OEIT RECORD BQUIPMEXT

The Central Coaputing Pacility supports seven IBM printers,
a8 CalCoap wmicrofiche printer, and ¢twc 1IBM card
‘reader/punches.

jrinters

Seven printers provide a nominal printing capacity of 19,500
Fages per hour. Six of the printers function by impact,
rrinting at a rate of 1100 1lines per ainute; the seventh,
the 1IBN 3800 Printing Subsystea, uses electrophoto-
graphic/laser technology to achieve printing speeds up to
20,000 lines per minute, vhile operating at a constant paper
speed of 32 inches per second. The latter is further dis-
tinguished in that it is a page printer. Pages are 11 x 8
1/2 inches, somevhat smaller than the typical fanfold paper
cf the iampact devices, vith a 1/2-inch margin required on
all sides.

The P¥ train character set for uppercase letters, plus PL/I
special characters, is standard on five impact printers. 1In
addition, uppercase and lowercase text printing, reguiring
the TN train character set, is supported on a sixth iampact
printer and on the 3800.

For further ihforlation, see IBM 1403 Printer Component Des-
cription (GA24-3073) and JIBNM 2821 control Omit (GA24-3312).

cro he

Computer~-generataed aicrofiche output 41is produced by a
CalComp 2100 vhich, while functionally equivalent to an IBM
1403, {is approxinately 15 times faster. One fiche, a
10£x145-am piece of fila, contains 288 frames, each of wvhich
is equivalent to a page of standard printer output. A 48x
reduction scale is used.

For further information, see "Producing Microfiche Output at
Argonne's Central Computer PFacility," Tech. HMemo. 260.

4

gard Beader/pPunches

There are twvoc IBM 2540 card reader/punches that read at the
rate of 1000 cards per minute and punch at the rate of 300
cards per ainute. Tvo modes are available: Up to 80
coluans of BBCDIC ipformation may be punched into a card, or
a card may be punched in column binary foraat.
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For furtber information, seé IBM 2540 card Beader/Punch
(GA21-9033) apd JIBN 2821 Control Unjit (GA24-3312).

GBAPEICS EQUIPMERT , : v
Several offline graphics output devices are operated by the
Central Computing Facility. These include three CalComp
plotters and a VERSATEC plotter, -as shown in Table 4.

TABLE 4
PLOTTEES
~ CalComp
VEBSATEC - 580 780 - 936
tape drive
(unlabeled)
tracks v 9 7 7 9
density, bpi 1600 200 556 1600
Fafger sizé,
in. x £t 10.56x500 12x120 122120 | 36x120
pletting speed,
in./sec 1.1 3.0 1. 125 3.6 (pen down)
o 5.0 (pen up)

resolution, in. 0.005 0.01 0.0025 0.002

p-.p_‘—qp-—-p_——-qp—-q-——-—-T

Alsc cperated offline is a III FR-80 film recorder, driven

by an unlabeled nine-~track 800 bpi tape. It plots on 35-anm
unsprocketed B6W film and 35~-mam and 16~-em sprocketed B&W or
color film. Colo. combinations are produced by selecting

vhite, red, green, and tlue filters under program control.

A wide range of intensities and thicknesses is also avail-

able, vwith a maximum resolution of 1 part in 16384 for one

directicn on 35-mm £ila and a minimum resolution of 1 part

in 4096 for ome direction of 16-am film, ‘

| L—i—-dL——-_—iL—-—db-—-——-L—-L—-—_—_;'
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Operating online <from the 360/75 under TSO are several
Tektronix graphics terminals. Among these are the 4010 and
4014 models, with cursor coordinate input capabilities for
interactive graphics prograsaing.

Purther information on plotting devices and graphics pack-
ages is presented in Graphicg 1.0 (Tech. Memo. 335).

JERMINALS SUPPORTED .

Terminals that can ke connected to the Argonne timesharing
systems are videly dispersed around the Laboratory. Most of
these computer terminals are general-purpose units that can
also be connected to other off-site timesharing systeas,
jJust as most off-site coamputer teraminals could be used on
cur systen.

Instructions for the use of specific terminals, 4including
instructions for dialing the coaputer and selecting alterna-
tive timesharing systeas, vary considerably. We urge you to
prepare and post specific instructions near each terminal in
your area. - Bach issue of the HEX contains a current list of
telephone nuabers; the several locally-written timesharing
reference manuals contain LOGON/SIGNON instructions; and the
AMD User Services consultant will ansver questions about the
use of various terainals.

Bost of the time you can use any available terainal, regard-
less of its type, to perform common tasks such as changing
the contents of datasets, submitting batch jobs, and running
programs interactively. Special terminals are required,
hovever, to plot graphs or to produce high-quality types-
cripts.

The four terasinal types most cosmonly used at Argonne are
discussed below.

JSCII Printing Terminals

ASCII printing teraminals are the most common type of time-
sharing terasinals in use at Argonne. This category includes
Bodel 33 Teletypes, vwhich operate at 10 characters per sec-
cnd, and Texas Instruments Silent 700 terminals, vhich are
typically set to operate at 30 characters per second. They
comnunicate with the coaputer in the American Standard Code
for Inforsation Interchange (ASCII), which defines 128 char-
acters; ninety-four of these may be printed as unigue
grathics, and thirty-four are non-printing control charac-
ters.

-1l =
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Some ASCII terminals send only 97 of the possible 128 ASCII
codes, opitting lowvercase letters and the five special char-
acters: acute accent, opening brace, closing brace, verti-
cal lipe and tilde. Boreover, there are variations in the

vay several other characters are printed; for exaample, on

Model 33 Teletypes, underline appears as a left-pointing

arrcv and the circumflex appears as an upward-pointing

arrov. '

Por compatibility with the 1IBM internal character code
(EBCDIC), which differs from ASCII, several characters have
been assigned special meanings: The ASCII tilde is stored
in the coaputer as the NOT sign, and the ASCII vertical line
as the logical OR symbol. Otber characters transaitted by
tbhese tersinals have no counterparts in BEBCDIC and are vari-
ously ignored or translated into "unassigned" characters by
the timesharing systems progranms.

Most of these terminals use an acoustical coupler and an
crdinary telephone to connect to the computer systea.

ASCII CRT terminals

ASCII CRT terminals display their outpat on a television
screen rather than printing it on paper. Exapples of CaT
terrinals in use at the laboratory are Infoton, Beehive, and
Tektronix 4023. They are functionally eguivalent to ASCII
printing terminals but have the added advantage of running
at bhigher sgeeds; - typically terminals of this type at
.Argonpe rum at 120 characters per second, using a special
coupler and telephones eguiped with a wvhite "exclusion® but-
ton.

.

ASCII graphics terminals

ASCII graphics terminals are represented by Tektronix Models
4006, 4010, 4012, and 4014. They have green screens on
which text can be displayed, or dots and lines can be plot-
ted. Like ASCII CRT terminals, they typically are set to
run at 120 characters per second, using a special coupler
and telephone.

If a Tektronix graphics ‘erminal is left idle for more than
90 seconds, the scope will go into a *hold® status (the
screen brightness dims); if the shift key is depressed or
any character is entered, the scope vill return to its nor-
pal display status. Keeping the same image on the screen
for 15 minutes in display status, or 1 hour in hold stataus,
could damage the screen. Therefore, you should always clear
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the screen by bhitting the BRESET-PAGE button Dbetveen
sessions. °

IBM typewriter terminals

IEE typewriter terminals, based on Selectric typewriters,
have changeable type-spheres, and print at 15 characters per
second. There are IBM 2741 terminals, IBM CMCSTs (Communi-
cating Magnetic Card Selectric Typewriters), and various
coapatible units marketed by other companies. There are two
different keyboard arrangements: (1) Correspondence, which
is identical to that of a standard electric typewriter, and
(2) PTTC/BBCDIC, which is designed for ease of use by pro-
grammers. Not all IBM~-compatible typevriter terainals wvwill
work on the Argonne timesharing systeamas, because several
special options are required.

CEEEATING SYSTENS

Several different control prograes are used by Argomme to

run jobs through the computer system. BEach of these coantrol
Frograas has different tasks to perform and interacts wvhen

necessary vith one cr more of the other control progranms.

QS/HVT

0S/BMVT (Operating §Systea Nultiprogramming with a Yariable

Bumber of Tasks) 4is the primary control prograa running the
four central processors. OS is responsible for allocating

the resources (memory, CPU, I/0 devices, channels, direct-

access storage) required by a particular job step, arbitrat-
ing vhen there is ccntention for one of these resources, and
ensuring that a JoL step does not use aore resources than

allcvwed.

A3P

UOsed alone, OS would be insufficient to meet the needs of
Argcnne's vorkload (typically a 1large number of short-tera
jobs). . Indeed, in many cases, the time involved in setting
up the devices would far exceed the time required for job
execution.

Consegquently, OS is used in conjunction with ASP, the Asya-
metric Multiprocessing System control progras. ASP manages
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job input and output, setup scheduling, and cosaunications
betveen the computers.

-

A1 "
Anocther contrecl program developed by IBN, _ia (Virtual
Machipe), is intended toc help minimize the stand-alone sys-
texs time needed to test modifications to the other comtrol
prograss., VM is installed on one of the 3033's.

Bunnipg as part of V8/370 is IBA's Conversational Monitor
Systes (CES), an outstanding modern interactive system. CHS
allows the development of new interactive work and will also
permit use of the 3033 for OS/EVT batch and for extensive
system testing leading to the installation of pev systels,
VH Belease 6, and HMVS.

Por more information about CMS see.CMS at ANL: 1A Primer
(Tech. Memo, 339).

BYLBUEK apd ISC

Beitber CS alope nor 0S in conjunction with ASP provides for
interactive computing. To satisfy this need, ¢twvo time-
sharing contrcl programs are used: WILBUR, developed at
SLAC, and TSC, the Timesbaring Option of OS/HVT.

WYLBUR provides easily used, powerful, 4interactive text

editing, and the facilities to create, subait, and control
jobs to ke rum on one of the batch systeas. Since WYLBUR's
capabilities include those required by the majority of the
timesbaring sessions and since WYLBUR uses relatively few
computer resources, it is the preferred timesharing system

at Argonne. :

TSO is used to provide other interactive computing capabili-
ties. A TSO user can cocmpile and execute a source program,
produce graphical output on a . CRT terminal,  and invoke a
nubber of utilities to manage data on direct-access storage
- devices. 1S0 also includes text-editing facilities and the
ability to create, subzit, and cont:ol jobs to be run on one
of the batch systeas.

Both 7SC and RYLBUBR run as jobs themselves under the control
of Os, Both also interact vith the batch systems under the
contrcl of ASE.

- 14 -
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MORE INFORMATION ON OPERATING SYSTEMS

Por more information about the Operating Systeés' at ANL,
censult: : :

GHS at ANL: A Primer (Tech. Nemo. 339)

I¥E Virtual Machine Faciljty/370: Intggduction (GC20-1800)
. Batch Processing at ANL (Tech. Memo. 337)

Syltur Beference Mapual (Tech. Memo. 294)

AEplied Bathematics Division's Ipplepeptation of the Time-
- Sharing Option (Tech. Memo. 262)

- 15 =
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Chapter 3
SERVICES AO?PERBD BY THE .CB'NTBAI. CCMPUTING FACILITY
Various coiputing services offered by the Applied Matheaat-
ics Division (AMD) are listed in Table &dir. below, together

with information on the person or group to contact for
assistance. :
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| TABLE 5 |
| |
| DIRECTORY |
| ; |
| ‘ |
L yi
| " - v 1
§ T0 OBTAIB COHTACT " ROOA PHONE |
i ]
— — : 4

{V Setuf Disk Pack Systers Specialist: : |
i o Joe Marentic . k138 2-5450 |
t - - - 4
{ Account nunmber, Data Management and i
| CuUa card Accounting Services: |
| : Ethel Fearnow A143 2-5425 |
J . - . d
- S —|

r— Tage Tape Litrarianm: . |
i Janet Stonebrook A143 2-7681 |
| FKeypunch Information, Data Services, 221: {
| Data Preparation Joanne HNachtman 2120 2=-5426 |
| Data Services, ADP, 801: |
| Eileen Graff : c123 - 2-6924 |
L |
| Systess and - ‘ ~ {
{ 2prlications Office 4259 2=7182 |
' | ‘ , o h
| Systems Status . » |
| Information : _ - 2-5466 |
t -
 § N = " - - i 1
| Courses, : i
| Information User Services A142A 2=-5415 |
8 . 4
{ General Information Progras Consultants A142B 2-5405 i
L ) ]
. R

; Docusentation, Documentation Center AT428 2-35406 |
{ Manuals, Prograe . |
| Lilrary Material |
t “ : —
| Eguirment Malfunction C |
| Reports : , 2=7273 |
[ 1
| EADS Bardware RADS Maintenance D156 2=7273 |
| Baintenance (RCA Service Corp.) 2-7273 |
| -Scheduling Area | - 3134 2-5421 |
3 . ¥ 1
| Operations ' A134 . 2-5421 |
| IBN BMaintenance for 2741 Terminals : c112 2-5419 |
| ) . I




Services Offered

DATA PREPARATION
In addition to the services listed, AMD provides data prepa-
ration facilities, consultation, code tuning, and code
export services. Bach of these 1is discussed below in
greater detail. The folloviug services are available in the .
Lata Preparation Rocm, A120, 2-5426:
e Keypunching (all types).
e Preparation of drua cards.

e Instruction from Data Preparation operators as to
the use of machines in the Data Preparation Area.

e Wiring of boards for the teprodncer (IBX 519) or for
the interp:ete: (IBM 557).

As time permits, Data Preparation operators will also per-
focras the following fuzctioms:

e Card rerroducticn.
e Card interpretation.

The folloving facilities are available for you to do your
ovwns . : :

e Keypunching. (IBX 026 and IBM 029) .

e Card reproducing or gang-punching (IBM 519).

e Card interpreting (IBM 557).'

e Card reproducing and interpreting on Burroughs PC8.
Bo special procedures are required to use the available
machines in the Data Preparation Area. If you are unfaamil-

iar vith their operation, please ask the Data Preparation
personnel for help. -

CONSULIATION
The Consultant's Of fice (A142, 2-5405), provides help to
persons using the computer systes. In addition to giving

on-the-spot assistance, the Consultant's Office receives
regorts of systea and hardvare malfunction and is the col-
lection point for requests for system design modifications.
The~ Consultant's Office is open fros 8:30-11:30 and
13:00-17:00, HMondays through Pridays. ABD will help you
isgrove the performance of prograams that consume substantial
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'anounts of cdlputer time. These p:ograns vill be ruam under
a softvare monitor (PROGLOOK) to 4isolate the most active

"blocks cf code. The results of these runs vill be made
available to you, and the consultants will offer suggestions
aimed at improving performance. Coding changes suggested

vill generally be in the program source language and will
attezpt to take advantage of bardware performance features'
available on the processors.

If you feel your codes are candidates for tuning, contact
User Services at 2-540S5. AMD goals and resources restrict
consideration to only those codes with major system impact.

CCDE EXECRT SERVICE

AMD provides the ability to use the computer facilities of
five cther organizations. '

o lavrence Berkeley laboratory.
2-CDC 6600's, 1-CDC 7600

. Brookhaven National laboratory
2-CDC 6600°'s, 1-CDC 7600
(See TK-279)

) Stanford Linear Accelerator Center
2-IBX 370/168's, 1-IBM 360/91

. University of Chicago
1~-IBM 370/ 168
(See Tech. Memo. 280)

o Control Data Corp. Cybernet
1-CDC 6600, 1-CDC 7600

Data comsunications and remote job entry equipment have been
ipstalled in AMD to allov use of these remote facilities.

Procedures for remote submission of Jjobs have been establ-

ished. You may bring jok decks (and tapes with card images)
to the code export counter, located in the AMD Scheduling

Area, Output will be delivered to your bin.

User Services provides cclsulation and information about all
off-site facilities., Guides for the most popular sites are
alsc available from User Services.

The ccsts of computing at other sites are determined by for-
nulae that differ from ABD cost computing methods. Differ~-

ent types of programs will either benefit or be hindered by
different cozputing hardware. AED's policy is to pass the

computing costs on to the users without adjustzent.

- 20 -



Chapter 4

ACCOUNTING AND BATIONING

Both the batch and timesharing computing systeas are
rationed. Laboratory aanageaent allocates to each cost cen-
ter a fixed amount cf dollars that can be spent on rationed
resources during each veek. Bach cost center appoints a
ration mapager to oversee the proper use of its allocation.
You should may direct any gquestions about rationing to your
cost center ration manager.

Batch rationing is based on limits £for the total number of
dcllars that can be spent on CPU, WAIT, and CORE during each
week. A veek begins on Monday moraning (0700 hours). Conpu-
ter center personnel monitor coaputer usage daily. Fhen a
cost center exceeds its allocation, a job priority barrier
is set to allowv the cost center to submit only stand-by pri-
ority jobs. Jobs of a higher priority are automatically
reclassified to stapd-by status. You cannot raise the pri-
crity of a stand-by job in this instance. Stand-by jobs are
not charged any ration, and they are released to be run only
vhen the sachine is otherwvise idle. Batch charges in excess
¢f the allocations bave no effect on the following vweek's
allccation. -

1S0 rationing is based on resource units (RU's). A measure
cf CPU time, terminal connect time, and disk I/0 operatioms
is used to calculate the BU's for a session, specifically:

BO's = ax(cpu-rate x CPU~-seconds + connect-rate x connect-
bours + I/O-rate x pnumber of ERXCP's)

vhere » is a multiplier that is currently equal to 1 for - a
prise-time session (see below), .25 during the evening
hours, and 0 during late hours and holidays.

The hours of the veek are divided into three periods for TSO
rations:
L

e PRIME: Weekdays from 07:00 until 17:00
e EVEBING: Weekdays from 17:00 until 22:00

e LATR: Weekdays from 22:00 auntil 07:00 and all
veekend.

logon requirements vill vary for these periods:



Guide to Computing at ANl (DRAPFT) Jumne 1, 1979

e PRIME: During this period, you are not allowved to
logen unless

chﬁrges ( ration + 13 units

The 13 units are known as the ‘'cushion' and allow .
ycu some flexibility. '

e EVENING: During this period, you can logon uncondi-
ticpally and spend your rations at the rate of 25%

. LAT!& bDuring this period, you can logon uncondi-
tiopally and are not charged for ration usage.

TSO chbarges. are defined as follows:

charges = carryover ffch prior veeks + usage'- refunds

*The carryover froe prior weeks (negative carryover) can be
accunulated as a result of an extremely costly session or
overusage during the prime or evening periods. Negative
carrycvers are zero if your cost center in aggregate did not
oversgend. When center overspending occurs, your negative
carryover is proportional to your overspending.

You xust logoff and logom at  period boundaries to gainm the
benefit of the tigme period changes in charges. Currently,
ration dcllars are egquivalent to billed dollars during PRIME
and EVENIEG periads. Although no ration <cbarges are
assessed for LATE period usage, cost codes are billed at
current cff-prime rates.



Chapter 5

LANGUAGES ABD COMPILERS

The major prograaming languages available at ANL include
POETRAB, PL/I, Speakeasy, Assembler lLanguage, COBOL, ALGOL,
and BPG. All except Speakeasy are maintained and supported
by the Applied Mathematics Division; Speakeasy is a high-
level language maintained by the Speakeasy Computing Corpo-
ration. Since COBOL, ALGOL, and BPG are seldoa used in the
ANL environment, discussion of these languages will be mini-
mal.

Bany levels of programming manuals for all of these lan- .-
guages are available in the Documentation Center. :

CBCICE OF A LANGUAGE

Once you have decided to solve a problem using the coaputer,
you are faced with the choice of a programming language.
The choice is simple if you have had prior experience with a
major language and are satisfied with it: The reasons for
learning a newv language, . rather than building on the prior
investment of time, are few, Siamilarly, if you know several
languages, you vill be able to evaluate the suitability of
each as the potential medium for the expression of your new
problesn. Bovever, the new programmer has to make a choice
that wvwill significantly affect bis use of computer
rescurces, This section is intended to guide new users in
making a rationmal choice.

The individual factors affecting choice of a 1language are
treated separately.

HOTICE: lLanguages and compilers available on
CAS are not discussed here. See CMS at ANL:
) Primer (Tech. HMemo. 339), and the June,

1979 issue of the HEX for more information. .

[* oun sum SUD SEm GMND cxn &)
I cam B0 wve o sen . o




Guide to Computing at ANL (DRAFT) June 1, 1979

Nature cf Application

The nature of the application vill soretimes completely
override other comnsiderations, because some languages sup-
port certain types of aprlications =uch more naturally than
ctber larguages do. ¥

FOETEAN is generally suited to all types of nuserical compu-~
tation and has the advantage that almost the wbole language
is devoted to that goal. FORTRAN is very widely used, and
compilers for it are available on most computers. FORTRAN
prograps tend to be more tramnsportable froa one machine type
to ancther than programs in other bhigh-level languages,
Dovever, even striot adbherenoce to the 1966 ANSI FORTRAF
Standard syntax seldom results in a program tbhat can be run
on different machines without modification.

PL/I is intended to be an all-purpose language serving busi-
ness, scientific, and systeams applications. Business appli-
cations xake use of its string-manipulation, editing, and
file-bandling capabilities. Its mathematical operations and
litrary support scientific applications. The list-process-
ing, nmultitasking, and teleprocessing capabilities provide
support for systems applicationms. Some of these features
are applicable to an intermediate class of problems gener-
ally called "pon-numerical®. Por instance, PL/I's broad
stiing-manipulation capability makes it emibpently suited for
specialized editors and other processors of textual data;
and its list-processing capability makes it ideal for the
vriting cf coepilers and other applicatioms, suach as model-
ing, where information is represented by the dynamic rela-
tionshifs among items of data. PL/I is a much more extep-
sive lapguage than FORTEAN; to code a purely numerical
protler in PL/I, you should knov what parts of that language
to avcid.

Speakeasy has basically the same range of applicability as
FORTRAN. Hovever, coaron scientific operations, such as
matrix arithmetic, statistical calculations, and tabulation
of functions are expressed concisely in the high-level nota-
tion cf Speakeasy, vwhereas in FORTEAN they would have to be
prograceed cut of simpler constructs, including the applica-
tion-independent loop.

Assembler language is not application-oriented; any problea
that can be sclved on the hardware can be coded in Assembler
Language. It is generally chosen only for small "modules™
of a large system, where a great degree of efficiency and
progras compactness is necessary, or to provide a service
that the higher level language cannot perform.

COBOL is oriented towvard business prograesing applications,
in wbhichk file hapndling and output reports play a more signi-
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ficant role than numerical calculations. ALGOL is a
bigh~level language suitable for expressing a large class of
pumeric processes concisely. RPG is a problem-oriented lan-
guage that provides an efficient, easy-to-use technique for
sanipulating files and writing reports.

Jransportabjlity Beguirements

If you are going to write a program here that may be used at
anocther installation, such as another DOE laboratory, Yyou
shculd choose a widely supported 1language. To be on the
safe side, you should also probably restrict yourself to
standardized features of that language. FORTRAN, PL/I, and
COBOL have been standardized by the American National Stan-
dards Institute (ANSI). The PORTRAN standard, dating from
1966, is recognized as the "transport®™ language. (A major
revision of the ANSI PORTBAN Standard vas coapleted in 1977
but has not been widely implemented.) PL/I wvas standardized
cnly as recently as 1976 and thus has not yet been as widely
isplemented as PORTRAR.

learning Tine and Difficulty

The investaent in time required to 1learn a new language can
be a significant factor in the choice of a language. Scien-
tists may choose Speakeasy for several reasons: (1) -few nevw
concepts must be learned; (2) an interactive version with a
tutorial facility and an extensive BHELP facility is avail-
able on CKHS or TSO; and (3) several documents froa the
introductory to the advanced level are available. PORTRAN
requires sosevhat more time to learn, but, for large~scale
numerical calculatiocns, 4its use is fairly straightforwvard;
it is certainly easier to learn than PL/I. PL/I is a large
and very rich language, and the IBM manuals are not too well
crganized for identifying and learning a subset of it. In
addition, there are hidden costs in learning to use PL/I
properly vhen one's experience with it is not extensive:
The generality of the language peraits many incorrect pro-
grass to run, producing erroneous results the cause of which
may be bhard to find. COBOL's Bnglish-like syntax makes it
relatively easy to learn and use. The expenditure of time
required to learn Assemabler language is much greater than
for the bhigh-level languages.

- 25 =
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Availability of librariesg

Unnecessary effort can often be eliminated by using prograas
or routines from libraries. Libraries may be standard
(sanufacturer-supplied) or local (user-developed), run~-time
(code inserted wvhen program is executed) or compile-tinme .
(code inpserted when program is compiled). Assewbler Lan-
guage has an extensive standard compile-time library of sys-
ter pacres. FORTRAN, Speakeasy, and PL/I have extensive
standard run-time libraries of =mathematical and miscellane-
ous functions, Speakeasy has a small standard cospile-tine
litrary. If you use PL/I and Asseambler lLanguage, Yyou can
develcop your own local compile-time libraries. If you use
Speakeasy, you can develop your own local run-time libraries
of fupctions; the conventions surrounding their use are con-
siderakly different from those for the other languages. You
can alsoc create and use libraries of named "objects", such
as prcgrams or data values, resulting from Speakeasy runs.

Interlanquage Compmunication

Interlanguage communication means that a compiler provides
the necessary code to allov subprograms or library routines
sritten and compiled in different 1languages to run together
as a single progranm. Interlanguage comrunication xmay be
advantageous, for example, to the PL/I user who wvants to
utilize a package such as EISPACK, vhich is written in POR-
TEAN.

Interlanquage communication betveen PL/I and either FORTRAN,
COBOlL, or Assembler Language is handled by the PL/I Prograna
Product compilers, regardless of wvhether PL/I is called or

does the calling. See Chapter 19 of the PL/I Checkout and

Optieizipg Compilers: [Language Referepce HManual (SC33-0009)
for mcre details.

Interlanguage coxrunication is also possible with Speakeasy.
The run-tire environment of Speakeasy is essentially that of
FORTRAR; thus, locally wvritten run-time routines, for use by
Speakeasy prograes, are usually written in FORTEAN.

Efficiency and Optimjzation

Efficiency and optimization are relatively unimportant in
one-shot applications, or in any simple application that has
a very short running tise. Longer running prograss, parti-
cularly those that are CEU-bound, can benefit significantly
from cptimization. FORTRAR H, FORTRAN H Extended, and the
PL/I Optimizer all have optional sophisticated optimization
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capabilities. WATPIV is slov because of extensive run-tiame
error checking code inserted. Speakeasy and the PL/I
Checker are interpretive systeas and are thus relatively
expensive to use for large or repeated calculations. PL/I P
has only rudisentary optieization capabilities. The most
efficient code can ke written in Asseambler language, but
only at the cost of greater development effort.

COMPILERS

In the fcllowing section, wvwe discuss the features of the
various coapilers that can be used for PORTRAN, PL/I, Speak-
easy, Asseabler, COBOL, and BRPG.

PCRIRAN

The FORTRAR (FPORmula TRANslator) language is especially use-
ful in vriting programs for applications that involve mathe-
matical computations and other manipulations of numerical
data. AEL supports four PORTRAK compilers (G, 61, B, H
Bxtended), the WATFPIV compiler, and the MORTRAN preproces-
S0r. We recommend using WATFIV for early program develop-
sent and debugging, the G1 compiler for 4initial progras
checkout or short-running prograas, and the H Extended com-
Filer for long-running codes. .

BATEIV

WATPIV is a one-pass PFORTRAN compiler that achieves
xtremsely fast cosmgilation times and perforas run-time
‘checking for such errors as using uninitialized variables,
array subscripts out of range, or mismatched arguments in
subprogras invocation. It is a very powerful debugging tool
and should be used only for that purpose. The overhead
involved in extemsive error checking causes execution times
to be as nuch as an order of magnitude 1larger with WATPIV
thap with PORTRAN H Bxtended with OPT=2.

Bany of the WATPIV extensions to PORTRAN have been removed
ffom ANL's implementation of the interpreter, to prevent
anyone froam writing programs that are dependent on any spe-
cial feature of WATPIV. The current version of WATPIV also
bas some restrictions: No searches of load module libraries
can be perforped, and the inclusion of object modules froaz
cther coapilers requires non-trivial effort.
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WATFIV is available to TSO through the WATPIV coazand. Its
interactive debugging capability greatly enhances the tools
availatle for program developsent and checkout. With this

facility, you can trace portions of your prograz, bhalt exe-
cution at various points, display or modify program varia-

bles, alter the logic flov of a programs, and correct certain’
executior-time errors interactively. The description of '
ANL's ixplementation of RATFIV is found in the WATFIV Refer-

The FORTIRAX IV G1 compiler is suitable for relatively short
checkcut runs, Its MAP option associates 2a hexadecimal
address with each executable statement (not just those with
FORTRAN statement nurbers, as with the H and B Extended com~-
pilers); this is a very useful debugging aid. G1 also sup=
ports list-directed input/output, which frees you from FOR-
MAT statement restrictions, apnd . a debug facility, whkich
enables you to trace program flow and to check for errors.

The G1 compiler is the ope most easily accessed in TSO. Two
methods of invoking the compiler are available: 1) the RUXN
comnmapd, which, wvhen issued in edit mode, compiles and exe-
cutes a FORTRAN program, _and 2) the PORT command, vwhich,
vhen used in command mode, conpiles a prograr followed by
LINK and CALL compands to linkedit and execute the prograam
or the LOADGO comxand to 1locad and execute the prograa.
Further information can be found in the PORTRAR IV G1 TS0
Termipal]l Users Supplement, in the Applied Mathbematics Divi~
sion's Izplementation of the <Time-Sharjing Option (Tech.
Memo. 262), and in the ISO Command Lapnguage Reference
(GC28-6732) . )

A complete explanation of the options available for the G1
compiler is found 4in the FORTEAE IV G1 Programmer's Guide
(SC28-68£3) . The detailed description of the 61 compiler
diagnostic messages is found in the FORTEAN IV G1 Processor

and IS0 FORTRAN Prompter Installation B_ference natgrial
(SC26-6656) «

FORTEAN H Extended

The FCETFAN 1V H Extended coppiler offers the following
advantages:

e Optimization: Compiler options OPT=1 or OPT=2 typi-
cally result in much more efficient object code than
is produced by the default OPT=0 or by the G1 com-
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piler, at the cost of moderately 1longer coapile
times. OPT=2 often yields 30% or greater reduction
in execution time of the resulting object module.

e Bxtended Precision: BREAL*16 and CONPLEX*32 varia-

> bles are acconmodated, and a library of extended

precision versions of the coamon elementary func-
tions is available. :

e Automatic Punction Selection: The GENERIC statement
causes the appropriate function to be selected,
based on the length and type of arguments specified.

e Automatic Precision Increase: This option (together
with the GENBRIC statement) facilitates conversion
of programs froa single to double or double to
‘extended precision. :

e BITERNAL Stateazent Bxtension: An extension to the
EXTERNAL statesent provides a means of declaring a
user-supplied subprogram to be executed, instead of
a PORTRAN library or built-in function,

e Asynchronous Input/Output: This facility enables
the transmission of unformatted sequential data
between direct-access or sequential storage devices
and arrays in parallel with other computatioas.

e List-Directed Input/Cutput: This feature allows
input/output without specific FPORMAT stateaents
(also available in PORTEAN G1).

You can also access the FORTRAN H Extended compiler froa.
1S0. Because it needs considerably more CPU time and memory
thap the G1 compiler, hovever, its use on 7SO should be lim-
ited to ipceractive applications requiring its special fea-
tures. fhe compiler options available for FORTRAN IV H
Extended are discussed <£fully in the PORTRAN IV E Extended
Progqrasmer's Guide (SC28-6852).

POBTIRAN B

The PORTRAN IV H coampiler, although guite reliable, is no
longer supported by IBM and can generally be replaced by the
B Bxtended compiler. The major reason for using this com-
Piler is to take advantage of its excellent optional optiam-
izing capabilities to increase execution speed and to reduce
the size of the object module. Tvo levels of optiaization
are available. With OPT=1, the compiler treats each source
sodule as a single program loop and optimizes the loop with
regard to register allocation and branching. With OPT=2, the
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coxpiler treats each source nmodule as a collection of
progras loops and optimizes each loop with regard to regis-
ter allocation, branching, common expression elimination,
and replacesment of redundant coeputations.

If you are interested in gaining access to the PORTRAN IV H
compiler in TSO, you should read the Applied Mathematjcs !
Divisior's Implementation of the Iime-Sharing Option (Tech.
Memo. 2€2) and in the TSO Commapnd language Eeference
(GC28-6732) .

Options available with the B compiler are explained fully in
the FORTRAN IV G6B Programmer's Guide (6C28-6817), which
alsc coptains other information abont the compiler-generated
diagpostic messages.

MORTIEAN

MOBRTEFAR is a structured language translated by the prepro-
cessor into FORTRAN statements, . vhich are then processed in
the usual way. A set of macros is provided to help you
structure your prograa, and user-supplied macros may also be
specified to define other problem-oriented applicatioms.
Some of the features of MORTERAN include free fore coding,
alphapumeric labels of arbitrary length, ccrzents inserted
anyvhere ip the text, nested block structure, nested condi-
tional statements, loops that test for termination at the
- beginping or end or both or neither, =multiple assignment
statezents, abbreviations for siaple I/0 statements, and
intersnersion of FORTEAN téxt and MORTRANR text,

Further informaticn on MCRTRAN is available in the Documen-
taticn Center.

FORTEABR €

The PCETFAN IV G corpiler is not recormmended; it has been
superseded by the G1 and H Extended compilers. Should you
wish to use this conpiler, hovever, you should get a copy of
EFORTIRAN IV ng Programmer's Ggjide (GC28-6817). '

BL/I

The designers of PL/I have produced a language that will

accorsodate a variety of users vhose needs are sufficiently
diverse to bhave formerly required the isplexentation of sev-
eral separate languages. Its significant features include a
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very large collection . of data types, expressioﬁs, four types
of storage allocation, extensive I/0 capabilities, aulti-
tasking, and 1ist processing.

The folloving features of PL/I are not supported by the cur-
rent configuration of our hardware and operating systens:
trapsient files (telecommunications), VSAM datasets, and
checkpoint/restart,

The PL/I language is described in PL/I Checkout and Optimiz-
ing Compilers: JLanguage Reference Manual (GC33-0009).

Other useful references are A Gujide to PL/I for PORTRAN Pro
grapmers (SC20-1637), A Guide to PL/I for Commercial Pro-
grampsers (Sc20-1651), Class Notes for a BL/I Course, (ANL
76-70) , and PL/I P Lapquage Reference (GC28-8201) -

Three PL/I coapilers are available to ANL users: Checkout,
Cptimizing, and P.

Checkout Compiler

- The PL/I Checkout Compiler (also called Checker) is intended
for program developament, It is organized as a tranmnslator,
vhich produces intermediate text, and an interpreter, which
interprets the interpediate text. The translation phase is
very fast, because it does not need to provide optimized
executable code, and because some of the global checking is
deferred until interpretation. The interpreter 4is much
slover but is capable of detecting errors and illegal lan-
guage use apd reporting these in source-language teras.
Bany of the errors that it diagnoses are not detectable by
sore conventional coapilers. The Checkout Compiler offers
complete facilities for interactive debugging in CMS and
1s0. »

Faurther inforsation on using the Checker in TSO, including
essential information on source margins, is found in the
Class Hotes for a PL/I Course (ANL 76-70) and in the PL/I
Checkoyt Compiler: 1ISO Usert'!s Gyide (SC33-0033).

A complete explanation of the options available with the
Checkout Cospiler is found in the PL/] Checkout Compiler:
Progranmer's Guide (SC33-0007). The diagnostic messages
issuved by the conpiler are explained in the PL/I Checkout

Compiler: Messages (SC33-0034).
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Cptimizing Compiler

The Cptimizing Compiler produces efficient, optimized
machine code for PL/I programs that have been debngged using
the Checkout Compiler.

A very belpful discussion of some special features and cont
siderations for using the Optimizing Compiler in batch pro-
cessipg is found in the last bhalf of Chapter 13 of Class
Notes for a Pl/1 Course (AEL 76-70). The PL/I Optimizing
Coppiler: IS0 User's Guide (SC33-0029) contains complete
instroctions for using the Optimizer in the TSO environment.

All cf the options available wvwith the Optimizer are
descrited ip the PL/I Ortimizing Compiler: Programmer's
Sgide (SC33-0006), which also contains a great deal of other
ipfcrmation about the Optimizer. Diagnostic messages issued
by the Optirizer are explained 4in PL/I Optimizing Compiler:
Messages (SC33-0027).

F Compiler

The PL/I P Compiler vas the original IBM compiler for full
PL/X. The enbancement of this compiler ceased long ago vhen
IEM cbcse to emphasize the Checkout and Optimizing Compil-
ers., There is little to recomeend the use of PL/I P for new
develcpmept; this compiler, ipn fact, is no longer supported
in the never (virtual storage) operating systems. PL/I F
can be invoked in batch processing but there are no public
compand procedures for invoking it im TSO.

A complete explanation of the compile-time options, as wvell
as cther information about the compiler and a description of

diagnostic messages, is found in the PL/I P Prograpser's
Guide (GC28-65S54) .

Speakeasy

Speakeasy is a copputer language maintained by the Speakeasy
Corputing Corporation, Ease of use, natural notation, and
built-ip capabilities for growth are important features of
Speakeasy. The language is based on the concepts of arrays
- and matrices tnat are processed as entities, thus eliminat-
ing tbhe peed for many of the loops necessary in other pro-
gramping languages. It has a large vocabulary (over 500
vords) of functions and commands in the area of array mani-
pulaticn, matrix algebra, including eigenanalysis, special
zathepatical functions, numerical integration and differen-
tiation, statistics, grarhics, and character processing. It
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is also used at over eighty other installations around the
verld. _

Speakeasy is available for batch processing, CNS and TSO. A
Ggide to TSO Speakeasy (ANL 75-44) is available in the Docu-
mentation Center. A complete description of Speakeasy capa-~
tilities is available in The Speakeasy-3 Reference Manual
(ANL 8000 Rev. 1).

Assembler Language

Coaputer programs Bmay be expressed in machine language,
i.e., language directly interpreted by the computer, or in a
syskolic language that is more meaningful to the user. of
the variocus symbolic programaing languages, asseabler lan-
quages are closest to machine 1language in form and content.
They contain mnemonic machine-instruction operationm codes,
asseabler-instructicn operation codes (used to specify auxi-
liary functions to ke performed by the assembler), and macro
instructioas (vhich stand for a sequence of machine and/or
asseabler instructicas).

Pour levels of asseablers are available to ANL users: P, G,
¥S, and H. Bach of these is described belovw. Asseambler
language for the P and G levels is described inm 0S Assembler
lapguage (GC28-6514).

Special features of the VS Assembler are presented in
gg/!g-nosxgg-gg/__g Assesbler Lanquage (GC33-4010). The
language for the level is dzscussed in 0S Asseasbler H Lan-
quage (GC26-3771).

AIsseabler ?

The P Level Asseabler is the oldest and least powerful one
available at ANL. Available in both batch and TsO0, it is
explained 4in the QS JAssembler [F Prgogrammer'’s Guide
(GC26-3756) , which also describes the dlagnostzc messages
issued by the asseabler and contains other useful inforama-
tion. Assesbler P is standard with 0S; code asseabled by it
will asseable at any IBN site.

4
isselblet e}
The G Level Assembler wvas acquired froa the University of

Waterloo and is a modification of IBN's level P Asseabler.
It considerably reduces the time required for asseably and



Guide to Computing at ANl (DRAFT) June 1, 1979

allows larger programs tc be assembled. In addition, it
provides a batch-processor for ssall asseablies and a more
concise cross reference dictionary, allovs suppression of
the external symbol dictionary and the relocation diction-
ary, allowvs the concatepation of unlike datasets on unlike
devices, and provides several lapnguage extemsions (all under
the control of the EXTEN option). The update facility of
Assepktler G allows the inclusion of IEBUPDTE-type additioams
and deletions to the master source dataset (which resmains
unchanged) . .

Assexbler G is available in both batch and TSO. Purther
infcrmation is given in the Assepbler G User's Guide.

Assenktler B

The IEN program product, Assembler H, contaips significant
extentions in the functions and features of the asseabler
language and the macro language. - - Some of the features
include increased maxipum length for symbols, named common
support, extended mneronics, cross referenced literals,
short XBEP option, nested copy, macro redefinition support,
nev systee variables ($SYSTIME, $SYSDATE, $SYSPARN), batch
assexbly, and error message printout at the point of error.
Assentler B is recormended for large or complex asseublies
or for applications that make .extensive use of the macro
facility. 0S Assembler B language (GC26-3771) describes the
language features of this assembler, whick is available only
in katch.

NOTICE: Code using extensions available in 6 and H
may not assemble at some IBM sites that have only
the P level assembler.
Further inforeation is given in the 0S Asserbler B Prograg-

per's Guide (SC26~3759) and in the QS Assembler B Messages
(5C26-3770) . '

COBOL

COBOL (COmmon Business Oriented lLanguage) wvas developed pri-
marily fcr the programsing of commercial problesms. It uses
a syntax closely resembling Bnglish and avoids the use of
symbols as much as possitle. It is especially efficient in
processing business problees that involve relatively little
algebraic or logical processing, but that sanipulate large
files of similar records in a relatively siaple way. COBOL
Version 4, wvhich is installed at AEL, features optimized
object code and advanced symbolic debugging capabilities.
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The language {is described in QS Pull Aperjcan National
Stapndard COBOL Reference Gujide (GC28-6396).

The COBOL coapiler is available in both batch and TSO, but
there are no conmands to facilitate TSO use. Compiler
cptions available with COBOL Version 4 are explained in the

QS Pull Americap JHNational Standard COBOL Compiler and
Library, Yersion 4, Programmer's Guyjde (SC28-6456), which
also describes how you can obtain a listing of the compiler-
generated diagnostic messages.

EBG

BPG (Report Program Generator) is a problea-oriented lan-
guage designed to provide an efficient, easy technigue for
geperating programs to manipulate data on files, perfors
calculations, and write reports. RPG uses a set of specifi-
cation foras on which you make entries describing files,
calculations to be made, and reports to be generated. This
coppiler is available only in batch.

CEBUGGING AIDS

Several facilities are available, both froa the operating
-8ystes and froam the individual compilers, to help you check
cut and debug your grogramss. Additionally, compilers that

are principally designed as debugging aids have been
installed for PORTRAN and PL/I. This section will explore
scse of these features available at ANL.

Gepera] Hints

The MSGLEVEL parameter of the JOB statement specifies which
job control statements and allocation/termination messages
are to be wvritten ip the SYSNASG portion of the output. The
default, MSGLBVEL=(1,1), causes all such messages to be
written., These messages are useful in isolating JCL errors,
assessing step completion codes, and deteramining dataset
location and dispostion. Step sunmeparies also shov the nua-
ter of blocks of data transmitted for each device.

The SYSHSG output should be scanned, step by step, for the
step condition code, vwhich is 1located Letveen the device
allocation and the dataset disposition messages. A message
cther-than IEP142I - STEP WAS BXBECUTED - COND CODE 0000
indicates possible trouble within that step. Abnorasal ter-
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mipation (ABEED) messages appear in this portion of SYSASG
output if execution vas halted because of severe probleas.
In this event, system and user coepletion codes are given.
The explanation of systens corpletion codes is found in Part
I of CS Messages and godes (GC28-6631). Part II of that
sanual describes the other system messages. Diagnostic mesr
sages issued by cospilers are generally exglained in the
prograemer's guide for the compiler or in a separate message
sanual (previous sectiones of this chapter indicate the loca-
tico cf corpiler messages for each of the ANL supported com-
pilers). Messages froa the linkage editor and loader are
found in 05 linkage Rditor and loader (GC28~6538).

A syster duep may be obtained im the event of an abnoramal
terzipation by the inclusion of a special DD statement in
the JCL for a job step. A dump of the processing prograas
storage area, which is genmerally of greatest interest, can
be cbtained with the SYSUDUNXP ddname. Dumps of this type
are geperally most useful in the execution step of a job
(corpiler ABEKNDS are usually self-explanatory). A typical
use of the SYSUDUMP statement in a- FORTEAN compile, 1loagd,
and execute job would be:

7/ EXEC FTICLG
//7SYSIN DD *
(source program)
//GO.SYSIN DD *
(data)
//G0.SYSUDUMP DD SYSOUT=A

If the program terminates abnoraally during exzecution (GO
step), a durp will be written to the printer. Deciphering a
dump, unfortunately, is not as easy as obtaining one. A
couplete explanation of the contents of the dump is con-

- tained in Q0§ pProgramper's Gyjde to Debugging (GC28-6670)
(the applicable section is ABEND/SKEAP Dump (EVT)). A gener-
ally mcre useful reference is Debugging System 360/370 Pro-
graps Using OS apd ¥S Storage Dueps, D. H. BRindfleisch.
This ook is in the ANL library. User Services Consultaats
can help interpret dumps. The DDname SYSABEND can be used
to defipe a dataset where a duxp of the syster nucleus, the
processing program storage area, and possibly a trace table
can be written. SYSABEND duaps are seldom useful for higher
level lapguage prograams,

It is sometimes useful, particularly vhen one of the optim-
izing ccepilers is being used, to obtain a pseudo-assembler
language listing of the compiled progras. Most corpilers
provide a LIST option for this purpose. This listing cam be
used to pinpoint more precisely an offending statement or to
deterrine the effects of optimization on compiled code
(occasionally code removed from loops causes disaster).
Other compiler options that generate various types of state-
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ment label maps and cross-reference tables are also useful
debugging aids (see the 1list of options for the coapiler in
question).

The program consultants in AMD's User Services Group are
available in‘Bldg. 221, A142B, to help with stubborn debuag-
ging probless. They may also be able to make suggestions
for using the facilities more efficiently.

Por FPORIRAN Users

Ap outstanding debugging tool available to PORTRAN users is
the WATPIV compiler. It has extensive diagnostic facilities
during both compilation and execution (when it checks for
uninitialized variables and suabscripts out of range). If a
program meets the reguirements of WATPIV, a run in its envi-
ronment is reconmended for initial program checkout (it
shotld not be used for production runs because of its
increased execution time).

Unfortunately, not all prograss can be tested under WATFIV.
The coapiler is not currently able to search load module
likraries (e.g., SIS1.DISLIB, SYS1.AMDLIB, or private
libraries), nor is it able to accept object modules froa

- cther cospilers without significant effort. These restric-

tions can be circunvented in several ways. Boutines from
private libraries for which PORTRAN source code is available
can be included. in that form along with the user prograsm.
Source code for AMDLIB routines is available in- the Documen-
tation Center. DISLIB (DISSPLA) plotting routines are not
avajilable in source fora, but it is often possible to dumay
these routines for testing purposes with the addition of
subroutines of the fora:

SUBROUTINE CURVE(X,Y,I,J)
RETUORN
BED

Once the non-graphic function of the prograa 4is working.
Froperly, the duaay plot routines can be removed, and the
Frogram can be further tested using another of the PORTRAN
cospilers.

The PORTRAN IV G1 Compiler offers a debug facility that pro-
vides for tracing the flov within a program, tracing the
flov between prograas, displaying the values of variables
and arrays, 'and checking the validity of subscripts. The
facility is described in Appendix B of the Lanquage Refer-
ence (GC28-65195).
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A formatted@ duap of portions of storage can be obtained
using the DUMP or PDUMP service subroutines available for
all cf the PORTRAR production compilers. The DUMP subrout-
ine terminates execution following the dump, vwhile PDOUNP
allows execution to continue. These subroutines are
explained in Appendix C of the lLanguage Reference
(GC28-€515) .

Executicn Error Messages in FPORTRAN

Rbhep ap error occurs during execution of a FORTRAN progras,
a TORTRAN system erIror recovery routine automatically
receives control. This routine interprets the arror, prints
a message, and, if possille, applies a standard correction
and resupes execution. Por' a Giscussion of the correctable
errors and tbhe standard corrections, see the prograsmer's
guide for any of the FORTRAE production compilers under
"Extended Error Bandling Pacility".

The description of the informational messages is incomplete,

hovwever, due to the fact that the 370/195 can generate

imprecise interrupts. When such interrupts occur, the Pro-

grap Status Word (PSW) is displayed in the hexadecimal fora:
PSW JJJJIIIKJIJAAALAL

vhere K = 0 indicates an imprecise interrupt

apnd J = junk (irrelevant)

I1I = indicators of the error type

ARAAAA

address vhen the error wvas detected

The values of IIX (bits 16 through 27) aust Le inspected.
Each kit corresponds to, at most, one interrnpt condition.
The occurrence of multiple interrupts is detected by noting
rultiple bits in this field being turned on (this is a rela-
tively infregquent occurrence). Table 6 indicates the possi-
tle imprecise interrupts (many of which would not occur in a
FOBTEAN progranm).

In FOETRAN "240" pessages (e.g., IHC240I, IHO240I, etc.),
the value of III is always 000. Hovever, the text of the
message will contain the characters:

USER 1024 - indicating an addressing error (nsnélly
caused by a ®yild" array subscript), or
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TABLE 6

IMPRECISE. INTERRUPT INTERPRETATION

5

. PSE Bit Value of IIIX Exception
16 800 Protection
17 400 Addressing (outside available
' storage)
18 200 Specification (boundary
‘ violation)
19 100 Data (conversion violation)
20 080 ‘Pixed Point Overflow
(result >(2 to the 31)-1
_ or <-2 to the 31
21 040 Fixed Point Divider (by 0)
22 020 Exponent Overflov (result
>10 to the 75)
23 010 Exponent Underflov (result
: <10 to the =79 and ==0)
24 008 Significance
25 004 Floating Point Divide (by 0)
26 002 Decimal Overflovw (result
exceeds field size)
27 001 Decimal Divide (gquotient

exceeds field size)

e o o G e GRS G SR G AR M G GRS A S GED R R GED SND R S can G . S S G wn e o

USER 2048 - indicating an atteapt toc store into a
mrenory location outside the
prograa (usually caused by

The address,
interrupt cases can be related
t%e traceback information and the FORTRAN
with the MAP option as.illustrated in the following example:

1. IHO240I STAE ....

region of the
a "wild" array

subscript on the left side of an assignaent
sStatenent).

AAAAAA, in the PSW in any of the imprecise
to the PORTRAN source using .
source listing

USER 1024 ... PSW FP85000D021BA1EA

2. TRACEBACK BOUTINE ISHE REG 14 BEG 15 ...
3. BAL 20 1A90C 1BA002
4. " HAIN 16122 128010 -
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The USER 1024 in line 1 =means an addressing error by an
instruction around 1BA1EA, Line 3 indicates the failing
instruction wvas in subroutine BAD wvhich was called from the
BAIN program at ISF (Internal Statement Buaber) 20. Purth-
ereore, REG 15 will have the address of the entry point of
BAD. Thus the failing instruction was around location 1BES8y
(1EA1EA-1BA002) into BAD. Suppose BAD had the following
structure:

SUBROUTINE BAD (X)

10 J=I

XY ,
Z=SIH(3)
E=1 (J)

20 C=SQRT ()

BETURN

The XAF printed by the compiler would show:
LAEEL | ‘ ADDR LABEL | ADDE
10 190 » 20 2AC

The failing imstructiorn is probably betveen statements 10
and 20. Since it is an addressing error, a subscript is
likely to be out of range, and statements Ltetween 10 and 20
¥ith subscripts, such as B=A(J), should be suspect.

Note tbhat the MAP option of the FORTRAN IV G1 compiler pro-
duces a map of addresses for all executable statements, not
just those having statement numbers as in the example above
(vhich uses the H Extended Compiler).

Since several types of machine instructions can be executed
sinultaneously on the 370,195, it is possible that the
address derived from the PSW will point to an instruction
that could not have caused an interruption. In _this case,
instructions surrounding the address should be exanined to
£find the offending one. :

PORIRAN users may sometimes note that some lines of printed
output that had clearly executed before the interrupt occur-
red dc not appear on thke output. This situation results

fros the blocking of the output (12 lines per block) that is

- 40 - .
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used in the cataloged procedures. If it is important for
debugging purposes to see the last fewv lines, an overriding
DD statement can be used to unblock the printed output:

//G0.FTO6F001 DD SYSOUT=A,DCB=(RECPM=PA,LRECL=133,BLKSIZE=133)

Ior BL/I Users

Tbe PL/I Checkout Compiler, as the name implies, is eai-
nently suitable for debugging PL/I prograas. It checks pro-
grams very thoroughly, providing clear and detailed diagnos-
tic information (during Dboth translation and
ipterpretation), couched in PL/I terminology for ease of

understanding. The manuals, 0S5 PL/I GCheckout Compiler:

Ixecution Logic (SC33-0032) and QS PL/I Optimizing Compjler:
Execution Logic (SC33-0025), have chapters on debugging froa

dusps, and a built-in function is available in the language

for requesting a duap. However, various kigh-level progran

checkout features of the PL/I 1language and its implementa-
. tion should sake it unnecessary to use a duap.

Additionally, 4in CHS or TSO, you can communicate with the
compiler or the system during translation and vith your pro-
gram or the system during interpretation. You may interrupt
execution, inspect or change the values of variakles, nmake
corrections to the source, and either continue or restart
the execution. Bxtensive information om the facilities for,
and techniques of, interactive debugging can te found in the
BL/I Checkout and Optimjizing Coapilers: Lanquage Reference
(GC33~0009) , the PL/I Checkout Compiler: TS0 User's Guide
{SC33-0033), and in Chapter 15 of (Class Notes for a PL/I
gourse (AHL 76-70).

There are several other features for the batch user of both
the Checkout Compiler and the Optimizer, which aid in debug-
ging PL/I programs. These are outlined in Sections 13.15 to

13.24 of Class Hotes for a PL/I Course (ANL 76-70).

\

Jor Asseablexr lLandyage Users

The TEST coamand of TSO can be used to debug and verify the
Froper execution of a prograns. This coamand enables you to
supply initial (test) values to the program being tested,
establish breakpoints within a program where execution will
be interrupted for the examination of interism results, dis-
play and/or modify register and main storage contents at a
breakpoint, display the prograa status word (PSW), 1list the
contents of control blocks, and step through a section of
the program executing one instruction at a tiame. The TBST

- g1 -
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comsanpd is described in the Applied Mathematics Division's
Izplenentatiop of the Tipe-Sharing Optiom (Tech. Memo. 262)
and in the ISO Copmand lgznguage Referepce (GC28-6732).
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Chapter 6

BATHEMATICAL AND STATISTICAL SUBPROGRAM LIEBARIES

This chapter describes four subprogram libraries available
at Argonne: SYS1.AMDLIB, SYS2.AMDLIB, IMSL, and SSP.

AMDLIE consists of several hundred subroutines for the Cen-
tral Corputing Pacility. These routines are writtem in pro-
graepaing languages such as PL/I, PORTEAN, and Asseambler.
The routines have been put into two on-line libraries,
namely, SYS1.ANDLIB and SYS2.AMDLIB.

I8SL, a commercial library, consists of about 350 subrout-
ines accessible through batch or 1SO.

SSP is ap older IBM package no longer supported by IBM but
still availakle at Argonne.

BOTICB: ° Libraries available on CMS are not
identified here. Por information on CMS see
CMS at ANL: A Primer (Tech. Memo. 339), or
the June, 1979 issue of the BEX.

G e e g ane AN o
--—-—d

SYS1.AMDLIB

The <routipes in SIS1.AMDLIB were developed at Argonne
Bational Laboratory. These routines are vell tested and
vell documented, and the library is fully supported by the
User Services Group..

SYS1.AMDLIB is searched automatically vhen you invoke the
linguage-processing cataloged routines. Because SYS1.AMDLIB
contains the IBM PORTLIB replacement routines, vhich are
more accurate than the equivalent IBM-supplied routines,
S1S1.ANDLIB is searched before the standard PORTLIB. Hov~
ever, Yyou may alter the order of search by giving appropri-
ate valuoes to the sylbolic paraseters.
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The contents of the library are 1listed in AED Tech. Kemo.
261, "EWIK Index and Cross Reference Charts for the AEL

Matbematical Subroutine library" by J. Y. W%ang and P. C.

Messina. The source codes and the documentation of ANDLIB
fros the Documentation Center (2-5406) are availabdle.

Below are discussed three of the major software packages in
SYS1.AKEDIIB.

EISPACK

EISPACK (Release 2) is a package of 58 FORTRAN subroutines
priparily dedicated to finding eigenvalues and eigenvectors
of matrices and matrix systess. One of the 58 subroutines
perforess the singular value decoaposition of 2 satrix (SVD),
apother provides the information for a linear least sguares
£it (MIKFIT), and a third can be used to solve linear sys-
tems witbh syemetric band coefficient nmatrices (BAEDV) (in
addition to its principal role in finding 'eigenvectors of
such matrices). The other 55 subroutines are used to solve
various classes of matrix eigensysteam probleans.

In addition to the 58 explicitly-called routines, there are
12 driver-subroutines and 1 control program (EISPAC) in the
package. A call to one of the main drivers will automati-

cally call the routines in its particular group. The names
of the drivers are shovn in Table 7. '

For a list of all EISPACK routines and further information,
see AMD Tech. Memo. 250, "Path Chart and Documentation for

the EISPACK Package of Matrix EBigensyster Routines", by B.

Garbow and J. Dongarra.

FOREAGE

The FUNPACK package 6£ special function subroutines is
organized into small packets of computationally related
subroutines, with only one entry point each and a separate
error handling packet containing all I/0 statements.

The FUNPACK routines are highly machine~dependent. The ver-
sions in the AMD library are certified only for use on IBHN
System 360 computers. The National Energy Software Center
(2-7250) has versions certified for use on the CDC 6000-7000
and Univac 1108 series computers. If PUNPACK routines are
to be used on otber tham IBM System 360 hardware, you should
obtaip tbe appropriate version froam EESC. Table 8 lists the
FUNPACK subroutines.
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TABLE 7

" BEISPACK DRIVERS

NANME FUNCTION

Cc6 To determine the eigensystem of a coamplex
general matrix.

CH To determine the eigensystea of a conpiex
' : Hermitian matrix.

BG To deteraine the eigensystem of a real
general matrix.

BS To determine the eigensystems of a real
syametric matrizx.

RSB To deteraine the eigensysten of a real
syemetric band matrix. .

BSP To determine the eigensystem of a real
symnetric packed matrix.

BST To deteraine the elgensystean of a real
symaetric tridiagonal matrix.

BT To determine the eigensystem of a certain
real tridiagonal matrix.

BGG To deteraine the eigensystea for the real
generalized eigenprobleam .Az=LANBDA*BX.

BSG To deterlihe the eigensystea for the real
syametric generalized eigenproblea Ax=LANBDA*BX.

BSGAB . To deteraine the eigensystea for the real
syametric generalized eigenproblem ABx=LAMBDAXx.

-———-——q-—q-—-—-—-—qr-’—-r——wn——-——qr——fn——-’-qn——————q
-_-.—-;.-—-—_....;-—dh_-Jh——--——-——u-—-d-——-b—;b———-——..

IINPACK

The LINPACK package is a collection of FORTRAN subroutines
for solving various types of linear systeas. The package is
concerned vith general, banded, symaetric, infinite, syame-~
tric positive definite, <triangular and tridiagonal sguare
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TABLE 8

FUNPACK SUBBOUIINES

DOUBLE PRECISION CONPLETE ELLIPTIC IRTEGRAL K

B -
| i
| |
| t
| |
i i
{ i
L 2
L L]
| |
| €3735-FP2 DELIPK~ |
}] C374S-F1 DELIPE~- DOUEBLE PRECISION CONPLETE ELLIPTIC INTEGRAL B |
| C€375S-F3 DEI- EXPONENTIAL INTEGRALS IN DOUBLE PRECISION {
i C377S-F2 DDAW- DARSONB'S INTEGRAL IE DOUBLE PRECISION |
| C395S~F KO- COMPUTE MODIFIED BESSEL FORCTION OF 2ad KIND OF ORDER (]
| €396s-F K1- COMPUTE BODIFIED BESSEL PUNCTION OF 2nd KIND OF ORDER 1|
| C3S57s-F BESIO- MODIFIED BESSEL FUNCTIOES OF 1ST KIND OF ORDER 0 |
| €398s~r BESI1~ MODIFIED BESSEL PUBCTIOES OF 15T KIND OF ORDER 1 i
| C3995-P PSI~ LOGARITEMIC DERIVATIVE OF GAMXA PUNCTIOB |
| c301s-P BESJO- BESSEL FUNCTIONS OF 1ST KIKD OF OEDER 0 {
{ C3C2s-F BESJ 1~ BESSEL FUNCTIONS OF 1ST KIND OF ORDER 1 {
| C303s-F BESYN- BESSEL PUNCTIONS OF 28D KIED OF NON-NEGA. REAL ORDER|
{ Q0 E6s~F MONERR- ERROR EANDLING FACILITIEBS FOR FURPACK {
! !
petrices, as well as with least sguares problems and the QR

and singular
Each routine bas four versioans:
complex single and complex double precisions.

double and
included in S¥S1.AMDLIB,

The Basic Linear Algebra subprograms (BLAS)
Lawvson,
SYS1.A8DLIB.

complex double precision version

Hanson,

value decompositions of rectangular notices.
real single, real double,
Only the real
routines are

developed by
Kincaid, and Krogh are also included in
Hovever, the routines were modified for incla~-

sion in the LIEPACK.

For a list of LIBPACK routines and further information,

see
the bock, LINPACK Users! Guide by J. Dongarra, J. Bunch, C.

Bcler, and G. Stewart.

SYS2.AMLLIB

SYS2.2MDLIB is a secondary subroutine library.

This on-line

versicn library is not searched automatically but can be
accessed through batch cataloged procedures and TSO.

SYS2.ABDIIB serves three purposes:
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) td'lake routines available that are candidates for
SYS1.AMDLIB but do not yet meet all the standards.

e to provide a staging area for routines that are
being deleted from SYS1.AMDLIB (and conseguently
from the on-line libraries SYS1.AMDLIB, S1S1.AMDLIB2
on the 370/195; SYS1.AMDLIBO, SYS1.AMDLIB on the
360/75) .

e to make routines available that = may never be added

to SYS1.ADLIB but are judged to be useful and reli-
able.

These subroutines may be classified into the following
groups: E

e Routines for Unconstrained Nonlinear Optimization

e PORTRAN Soluticns of Partial Blliptic Differential
Equations '

e PORTRAN Routine to obtain CPU Tiaing Information
- (£or segments of a progran.

e Real single and complex sirgle precision versions of
LIBPACK test version of MINPACK1.

The routines in SYS2.AMDLIB are compatible with Computers in
the ANL Computer Center. They may not execute properly at
other installatioms.

To access members of the éuhroutine library through batch
- cataloged procedures, specify code PRELIB='SYS2.AMDLIB' or

POSTLIB='SYS2.AMDLIB', for exasmple:

// BXEC FTHCLG,PRELIB='SYS2.AMDLIB'
To access the library on TSO, specify 'SYS2.AMDLIB' in the
LIB keyvord of a Loader or Linkage Bditor invocation, for
example,

LOADGO XXXX PORTLIB LIB(*SYS2.AMDLIB')

4
I8SL LIBEARY

The IMSL library, Bditiom 6, an extensive commercial library
of approximately 350 FORTRAE~-callable subroutines, is avail-
able in load module form in TSO or batch nmode. INSL
subroutines may be classified into the following groups:

Analysis of Experimental Design Data



Guide to Computing at AFL (DRAPT) June 1, 1979

-

Categorized Data Analysis

Differential Bquations; Quadrature; Differentiation
Eigenanalysis

Forecasting; Econometrics; Time Series
Generation and Testing of Random NHumbers
Interpolation, Approximation, and Smoothing
linear Algebraic Equations :

Bathematical and Statistical Special Functions
Nonparametric Statistics

Cbservation Structure

Regression Analysis

Sarpling

Otility Functions

Vector-Matrix Ar ithmetic

2eroe and Extrema; Linear Programeing

The INSL library is not searched autosatically because its
current level of usage does not wvarrant the increased over-
head ipcurred by the search,. The IMSL subroutines may be
accessed by JClL of the foram: -

//stepname EXEC xxCLG,[ PRELIB|POSTLIB)='SYS2.INSLIB®

To access the IMSL subroutine library froa TS0, specify
'SYS2.IESLIB' in the LIB operand of the LINK or LOADGO com-
mands. Por exanmfple, a FORTRAK main program in ‘the dataset
INTEG.FCRT calls the IMSI subroutines, The cormand, FORT
INTEG, will cause the FORTRAN IV G1 compiler to create an

object version of the main program and store it in the file,
IBTEG.OEJ.

The ccazand
~ LCADGC INTEG FORTLIB LIB('S!S:.I!SLIB')

vill invoke the loader and make available botbh the FORTRANR
litrary, S¥YS1.FORTLIB, and the INSL library, SYS2.IMSLIB,
for resclving external references. The resulting program
will alsc be executed.

If the routine bhas both single- and déuble-precision ver-
sions, the double-precision version will be executed. How=
ever, 1if a single~-precision routine calls other sin-

glesdcuble-precision routines, the result vill be in single
- precision. '

Further info:natxon is available froa the INXSL L p rary o g;
Beference Mapual and the consultants.
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SCIENTIFPIC SUBROUTINE PACKAGE (SSP)

?he Scientific Subrcutine Package (SSP) is not supported by
IEM or AMD. However, you may access SSP subroutines by spe-
cifying PRELIB='SYS2,.SSP'. You are encouraged to use AMDLIB
or the INSL library as a source for most subroutines because
of reported inaccurate results in SsP. Inforpation about
ABNLCLIB and the 1IMSI library is available £rom the consul-
tants (2-5405).

To obtain the source codes of SSP, you can find the informa-
tiocn in the AMD Tech. Memo. 205, "Retrieving Source Decks
for the IBM PORTRAN Scientific Subroutine Package”.
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Chapter 7
GERERALIZED APPLICATIONS PACKAGES
In addition to the mathematical subroutines described in

Chapter 9, we provide several general applications packages.
These packages and their purroses are shown in Table 9.

TABLE 9
APPLICATIONS PACKAGES

Por: Sorting and Nerging su1

Statistical Analysis BMDP, SAS, SPSS
Text Processing SCRIPT
Critical Path Analysis,
Pert, Pert Cost PMS, BZPERT
~ Database, Information  MARK IV, SYSTEN 2000
Nanagement Systeas LIBRARIAN
Continaous Sinulation CSHP

Heat-Trans fer Systesas
Analysis - THTB

R .-——-_-‘-——-———-qb—-—--.
-——-——-—--—-————u-—-——_—d
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NOTICE: Applications packages available on
CMS are not identified here. For informa-

tion on CBS see CHS at ANlL: A Primer (Tech,
Bemo. 339), or the June, 1979 issue of HEX.

b————-—J

SORT/EERGE

' SORT/BERGE (SM1) is an IBN program operating under 0S. It
has two basic fupctions: to sart records in a given
seguepce and to merge ugp to 16 previously sorted record
sequences into one sequence. Additionally, SE1 can, at var-
ious times during execution, be linked with ycur own rout-
ines tc perfora such tasks as summarizing, inserting, or
altering records as they are being sorted or merged. These
routines can be included as an object deck in the input
strear at execution time or a part of a private likrary.

SK1 orders your records on the basis of one or more control
fields. FPirst the pajor fields (those specified first) are
ccopared and sorted in the order specified. If the major
"fields in two records are the saae, the program sorts
according to minor fields. If the first minor fields in two
records are the same, the prograam compares the second minor
fields, and so on until it finds a difference. Up to 64
control fields, both alphabetic and numeric, are permitted.

Since s¥1 tends to be I/C bound, you shonld run the prograa
as a CLASS=A djob. This will avoid tying up the I/0 devices
while SE1 vaits for CPU time.

Two cataloged procedures are available: SORT, nsed vhen you
include user routines, and SORTD, used vhen you do not
include user routines or do not require linkage editing. To
invoke SORT, specifys

/7 EXBC SCRT
//SCBTI‘ DD « ¢ &
//SOETOUT DD o o« &

To invoke SORTID, specify:
// EXBC SORTD

//SORTIN DD « . .
//SORTO0T DD o . .

If neither catalogue procedure is used, you must specify
//SOBRILIB,
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The IBM smanual detailing the ptodnct is 0S SORT/MERGE
Prcgrammer's Guide, (SC33-4007).

STAIISTICAL ANALYSIS

Three programs are available at Argonne for statistical ana-
lysis: BMDP, SAS, and SPSS.

nu ni_q__-edical Computer Programs

The BADP Biomedical Computer Programs, developed by the
Bealth Sciences computing facility at UOCLA for the process-
ing and statistical analysis of data, are available on the
batch processors. Although based on the earlier fixed for-
mat control BMD series, the 26 BMDP programs use parameter
language control and take advantage of nevly available sta-
tistical techniques and computing algorithas. The BMDP pro-
graes provide many nev features, such as graphical output,
increased options, and transformations not contained in the -
clder BMD series. Por example, with the BMDP programs, you
can do repeated analyses from the same data file with only

.#incr cbanges to the control input.

EMDP programs are classified into the categories shown in
Table 10.

You need three types of cards to supply information to the
computer: system control cards (JCL), program control
cards, and data cards. = The individual program writeups and
the user's manual contain 4iastructioans for preparing these
cards. Por further inforsation, see the BNDP User's Hanual.

Statistical Analysis System (SAS)
Cescription of SAS

The Statistical Analysis System (SAS), supplied by the SasS
Institute, is a production oriented systea that provides an
integrated approach to the editing, susmary, and statistical
abalysis of data. Although SAS is a powerful statistical
toocl, it cap also be used as an information retrieval systea
or a report generating program because of its extensive
database sanagesent capabilities.

-Tuo versions of SAS are available: SAS.72, the 1972 version

of SAS, and SAS.76, the product of four years of improve-
ments and additions to SAS.72.

- 55 -
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TABLE 10
B EDP PROGRAMS

D-ceries:

Data Description Prograss

P1D - Simple Data Descriptionm

P2D - Frequency Count Routine

P3D - T Test and T-Squared Routine

P4D - Alphanureric Prequency Count Routine
P5D - Univariate Plotting

P6D - Bivariate Plotting

P7D - Description of Strata vith Histograams

) and Analysis of varianoce
P8D - Missing Value Correlation
P9D - Multidimensional Data Descriptionm

F-ceries:

Freguency Table Programs
P1F - Twvwo-Ray Contingency Tables

M-ceries:

Bultivariate Progranms

P1M - Cluster Analysis on Variables
P2M¥ - Cluster Analysis on Cases
Block Clustering

Pactor Analysis

Canonical Correlation Apalysis
Stepuise Discriminant Analysis

g
o
=

I I )

F-series:

BRegression Prograns
P1R - Multiple Linear Regression
P2R - Stepuise BRegression

P3R - Honlinear Regression

P4R - Regression on Principle Colponenta
P5R - Polyromial Regression

P6R - Partial Correlation and Multivariate

Regression

S-ceries:

Special Prograas
P1S - Multipass Transformation
P3S - Homparametric Statistics

-——--_-qP‘_—qp--—-—--P_—-__—‘qp_“.F—_‘-——‘—-———qp-_———ﬂ

V-series:

Apalysis of Variance Programs

P1V - One~-way Analysis of variance and
Covariance

P2V - Analysis of Variance and Covariance
Including Repeated Measures

B-——-dh--b-—-_-——db—————--h—_db---—--'-—db-g—--—d




SAS.76 provides a comprehensive set

Applications Packages

statistical analysis 6f data, as shown in Table 11.

of routines £for the

TABLE 11
SAS.76 BROUTINES

J

ANOVA
AUTOREG
BMDP
CLUSTER
CONTENTS
CONVERT

R

COEBR
DISCRINM
DUNCAR

PACTOR
PREQ
GLHM

GUTTMAN
MATRIX
BEANS
NBIGHBOR
HESTED

BLIN
PLAN
PRIRBT
PROBIT
EARK
BSQUAEREB
SAS72
SCATTER
SCORE
SOBT
SPECTEA
STABDARD
STEPWISE
SYSREG

~
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e

TTBST
VARCONP

analysis of variance fo: balanced designs
autor egression »

calling of a BMDP program from within SAS
cluster analysis

printing of contents and history of SAS datasets
converting of SAS72, SPSS, OSIRIS, BMDP or Datatext

files to SAS datasets
correlation coefficients
discriminant analysis

Duncan's multiple range test, Waller-Duncan

K-ratio T-test

factor analysis

frequency and crosstabulation tables
least-squares fitting of univariate and
multivariate models

Guttman scaling

matrix manipulation

simple univariate descriptive statistics
nearest neighbor discriainant analysis
analysis of variance and covariance for
nested desigas

nonlinear regression

randosized plans for experiments
printing of datasets

probit analysis

ranking

all possible regressions

calling of a SAS72 procedure

plotting

factor scores

sorting of SAS datasets

spectral analysis

standardization

stepvise regression .

least squares for interdependent systeas
of linear equations

T-tests

variance component estimation

e e S e S o A GEn AP EE WOO e GOR G G guy (T CINn AR Gue GRD G COER e ST S CTER CIFD (XS MTE I 4TSRS OFD gom G GRS v €05 alm @0m 00 e cwrs 0T orT> oS e
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Use of SAS

In tatchb, the folloving cataloged procedures are available:

SAS - to invoke the current version of SAS, SAS76 (1505)
SAS76 - to invoke the current version of SAS, SAS76 (150K)
SAS72 - to invoke the 1972 version of SAS (200K)
SASBCTE - to call the SAS.76 procedure SAS72 (200K)
SASEEDP = to call the SAS.76 procedure ENDP (300K)
You can invoke these by providing the appropriate statement
in JC1l, for example,
// EXBC SAS
//7/SYSIR DD *
SAS stateaments
/%
In 1S0, only SAS.76 may be invoked, and you must logon in at -
least the 140K region.  The folloving TSO ccamands are
availakle: -
SRS - to allocate the necessary files and invoke SAS.76
SASGO = - to imvoke SAS.76 again in the same TISO session,

using files proviously allocated

SASSORT - to allocate the work files needed for sorting

Table 12 shows the datasets required for SAS.

TABLE 12

DA IASETS FOR SAS

' - Datasets for SAS76
SYS1.SAS76 .LIBEARY load module library

SYS1.SAS76.KACRO SAS OS/Assembler macro library
SYS1.54576.PL1BACRO SAS PL/1 macro library

SYS1.SAS76.USER.LIBRARY user written procedure library

Datasets for SAS72

SYS1.SAS.LIBRARY load module library

P-———-Wb-—--——ﬂp—-<—---

SYS1.SAS.SLIBRARY supplenental procedures library

I-—-——Jb-——————Jb-———--d
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Por further information, see:

) Dser's Guide to §15.6

' SAS Rrogrammer's Guide

5)s Supplementary Lilrary User's Guide

Statistical pPackage for the §gcia;.§c1enges (SESS)
Lescription of SPSS

The Statistical Package for the Social Sciences (SPSS), an
integrated system of coaputer programs developed by the
Bational Opinion Research Center at the University of Chi-
cago, is available on the batch processors.

SPSS offers a variety of statistical routines shown in TAble
13.

TABLE 13

SPSS BOUIINES

1. Descriptive statistics

2. Simple frequency distributions

3. Cross tabulations

4. Simple correlation

5. Partial correlation

6. Heans and variances for stratified subpopulat;ons
7. Apalysis of variance (1 and n-way)
8. Bultiple regression

9. Discriminant analysis
10. Scatter diagrams
11. Pactor analysis
2 Canonical correlations
13. 6Guttman scaliag
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You can perfora an analysis thﬁongh Ynatural language' con-
trcl statements designed to sake the system easily accessi-
ble to people vith no prior coaputer experience.
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Version 1.02, wvhich vill process up to 1000 variable and 200
subfiles, 4is currently available. A cataloged procedure,
SPSS, which executes 4inp 250K and contains the basic JCL
statesents regquired for execution of every SPSS job, can be
invoked by the following JCL statement: '

!

// EXEC SPSS J

Two resource books are available from the AED Documentation
Center: SPSS, the comfplete guide including documentation .
for all versions of batch SPSS; and SPSS Prirer, a brief
introduction in sieple nontechnical language.

SCEIPT == A TEXT FORMATTING PEOGRAN

SCRIPT is a computer program, developed by the University of
Raterloo, that accepts input (text and control words), pro-
cesses it (text formatting), and produces output (a document
in vhich all the text has been foramatted according to the
instructions specified Ly the control words). To use
SCRIPT, you must use a text editor, such as ®YLBUOR, ¢to
enter, correct, delete, add, and save text and control
vords. ¢

Use of SCRIPT

The standard production version currently uses SCRIPT 3.3.
To access an earlier version of SCRIPT, you should use the
TSO ccommands, 'SCRIPTn' (on-line), and SCRIPIn (TSO batch
subrission) or the cataloged procedure SCRIPT (batch), or

execute the program SCRIPTI1. SCRIPT 3.4 is available under
cus. :

The TSO command, SCRIPT, will automatically invoke the most
currept version; however, you mpust be sure to LOGON specify-
ing at least SIZE(140): Logon Bnnnnn/passvword size (140).
Sipilarly, users of batch SCRIPT should specify at least
EEGION=140K. . :

Manuals are available from the Docurentation Center. Micro-
fiche copies are also available.

CRITICAL PATH ANALYSIS: PERT, PERT COST

Two prcgrams are available for critical path analysis: PHS
and EZPEET. '
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Prodect Management System IV (RHS LV)

ENS IV is ap IBM program, available on the batch processors,
that performs functions related to many manageaent applica-
tionms. PMS IV contains an extended Network Processor, a
Cost Processor, Resource Allocation Processc¢r, and a Report
Processor. Together, these processors provide crit;cal path
analysis, PERT, and PERT cost.

PMS IV wvas designed so that an analyst can understand,
scdify, and add to the prograa with mipipum difficulty. To
accomplish this objective, all the processor modules of PMS
IV are divided into procedures, which in turn are divided
into subroutines. The subroutines, procedures, and proces-
sors are usable in various coabinations. Some of the proce-
dures and subroutines perfora functions that are unigue to a
given processor, vhile others perform functions common to
more than one,

A1l the procedures c¢f£ a processor are described separately.
The descriptions explain the functions that each procedure
is perforaing and refer to the subroutines that they are
using. Similarly, all the subroutines have separate write-
urs and flowcharts pointing out the boundary conditions
required by each of these subroutines for successful opera-
ticn. You can add new subroutines if you observe the appro-
rriate boundary rules.

You may also change the system at the procedure level,
through a set of procedure comnmands., These commands are
used extensively in the .-Beport Processor to enable you to
change both the format and content of reports without repro-
gramming. You can specify a SYS2 prefix for the appropriate
Frocessor as shown: '

SYS2 .PMSINP
"//STEPLIB DD DOP=SHR,DSHN=SYS2.PMSCOST
SYS2 /PNSEAP
SYS2.PMSREP

Table 14 lists the component datasets for PHMS.

Application Description (H20-0210) provides an overview of
the components and capabilities of PMS IV, More detailed
infcrmation on the various processors is provided in the
folloving: pPMS IV Network Processor Program Description and
Operatjons Manyal, PMS IV Report Processor Program Descrip-
tion and Operations Manual, RMS I¥ Cost Processor Progranm
Description and Operations Manyal, and PMS IV RBesource Allo-
catjion Progqraam.
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TABLE 14 .

DATASETS POR PAS

L-——;——-

P G e cmte G At (L SRR SEm SN GRS ane Sin S ahe W e %)

CSNANE : DESCRIPTION i
v ) |
SYS1.PMSREP Report Processor load modules and link libraryi{
SYS1.PHSHACT Report Processor assembler macro library i
SYS1.PMSNAC2 Report Processor assembler macro library [
SYS1.PMSCOST Cost Processor modules N
SYS1.PHSXINDP Extended Network Processor modules |
SYS1.PuUSR2P Resource Allocation Processor modules {
|

EZPER1

. Description of EZPERT

If you use IBME's Project Managemenmt Systemr (PMS) you may be
interested in Systonetic's EBZPERT graphics package, avail-

.  able on the batch processors. EZPERT accepts input in the

fore of PMS REPFILE output to produce CalComp 936 plots
shoving cost, schedule, and resource information for project
mapagerxent.

EZ2PERT reads the project data, accepts English language con-
trocl comrands suprlied by you, and generates an output file
that drives the G[flotter to produce the desired networks,
charts, etc. Any of seven different commands, shown in
Table 15, can be used to specify the mode of operationm.

The output £rom EZPERT consists of a plot file (tape or -
disk) that drives the plotter and a printout that contains
information about each plot produced. -

An extensive set of diagnostic messages is provided to help
resolve any problems that may occur during a run.

" BOTE: You must use the newest version of BZPERT
if you wvant to maintain compatibility with the new
version of PMS IV. Specifys

SYS2.EZPERT1. FRANED

//GOBZPBBT.STBPLIB DD DISP=SHR, DSN=SYS2.EZPERT2.FRAMED
SYS2.EZPERT1.NOREAL
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TABLE 15

EZPERT COMMANDS

COMMNMAND ' NTERPRETATION

PRENET (TASKCHART) Operation is in the Premet Mode, and

all plots are to be Task Charts
(no dependencies among activities).

PRENET (LOGIC) Operation is in the Premet Mode, and
all plots are to be Logic Networks
shoving dependencies among activities.

BABCBART (SIHGLE) Operation is in the Gantt Barchart
’ ' Bode. All charts are produced from

a single schedule report. This
comrand is used most frequently when
the selection options are invoked to
extract activities and produce
several different charts froz a
single input report.

BABCEAELT (BATCH) Operation is in the Gantt Barchart
8ode. The input file contains a
report for several different subnets,

- and each chart is produced from a
separate report.

BETWOBK (SINGLE) Operation is in the Network Mode.

: All charts are produced froa a
‘single schedule report - typically
used in conjunction with the
selection options for producing
several "fragnet" plots froa a
single large netwvork report.

BETWOEK (BATCH) Operation is in the Network Mode.
The input file contains several
different subnets, and each network
diagram is produced froa a Separate
geport.

XYCBART Operation is in the Cost/Resource
Bode. Any number of different graphs
say be produced during the run.

p—-——-r-.———-n-—--——-1-——f——T-—————-—fﬂr-—-q-——-Wr—q-—-—-—-l
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Purther information is available fron the zPERz User's
guide, Tech., HMemc. 270,

ggg;gggg _HD JNFPORMATION MANAGEMERT SYSTENMS
W

Three programs are supported by AMD for database management:
MAEK IV, System 2000, and LIBRARIAR.

MAFE IV (Pile Bapagepent Systewm)

" MABK IV (Version 6.0) is a program designed by Informatics,
Inc., for file mapipulation and management. .The description
of the files is independent of a file itselZ. The structure
apd format of a file, the records within that file, and the
transactions used to create and update files are defined to
the MARK IV system and stored in a dictionary.

You can make requests to select entries from the file, ¢to
select specified data from the entries for computation and
lcgical processing, and to specify the desired output.
Beguests that are used repetitively can be stored in the
MARK IV system catalog and subseguently invoked by specify-
ing the reguest group nanme. Output nmay take the fora of
reports, internediate result files, subsets of the original -
file, cr a combination of all of these. The syster can pro-
cess pultiple input files sipultaneously; in a single run,
the systea can read 1 master, 1 transaction and 9 coordi~
nated files. It may produce 1 master-out, 10 subfiles, 1
deleted master, and 1 rejection roster, with a mraximum of
255 different reports. Other features of MARK IV include:

e Unlimited stoéage fer temporary fields

e Fixed or variable, blocked or unblocked record for-
mat - '

e Concatenation of unlike datasets

e sequential or indexed sequential access zethod

e Bierarchical data structure with up'to nine levels
e Nop-procedural language

e Use of any IBM 360/370 valid data attributes

e Variable spanned record support

e Storage resident ISAM index
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Job Control language for MARK IV amust be dqveioped for each
application. See the Consultants for assistance.

The following references are available ¢from Inforsmatics,
Inc.:

BABK IV Reference Manual (SM-7501-PO1B-1)
BABK IV User's Guide (SP'59'31°;3)

HARK ]V Operations Guide (S¥~-7501-PO2B)
BABK IV Pracniques Bandbook (SH-7306-PO4A)
EABK IV Special Peatures Nanual (SH-7408-4472)
EARK IV Quick Beferemce Polder

jgghgié&l Information Bulletin (55-7561-243?)

SYSTEY 2000 (Data-base Management Systes)

Systes 2000 is a general purpose database management systenm
fros HRI Systems Corp. It provides a user-oriented language
containing a full complement of database management capabil-
ities, 4including database definition, creation, aupdate,
retrieval, report generation, tramsaction logging, and
interfaces vith FORTEAE and PL/I.

System 2000 retains archival copies of databases and records
ap audit trail of changes made to a database. It is capable
of reconstructing a database by applying the aundit trail to
an archival copy of tbhat database. Data may be manipulated
by the programming languages, PORTRAN and PL/I, or a user-
oriented language fcr non-programsers.

The systea contains functions for finding the maximum, mini-
mBum, Aaverage, sua, standard deviation and counts when
accessed through the user-oriented language. There is also
a report-generation capability designed for people with 1lim-
ited computer experience.

Three cataloged procedures are available: S2KPTH (for FOR-
T8AN) , SZ2KPLO (for the PL/I optimizer), and S2KBEAT (for the
Natural Language).

System 2000 may be invoked through TSO. You must logoan in
the 200K region, using the SYS2K or S2KLOGON procedures:
for example, 1logon proc(sys2k). SYS2K is the preferred
logen procedure, since it allovs larger scratch files to be
tuilt., System 2000 file definitions and loader-strings aust
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be non-puabered card-image files. Since Systea 2000 files
(1~-€) have direct organization, they must be created through
batch mode. Because of TSO 1local system gueue attribute
limits, space extents should be kept to a minimaunm.

A card-image file called S2KPARNS is used for the Systea
2000 Report Writer.. There are two data cards in this file:
AEEAS=6 and RW=YES. In TSO mode, AREAS=6; 4in batch mode,
ABEAS=10, if the Report fWriter is desired.

Systes 2000 reference guides and manuals are available from
the Documentation Center.

LIEFAEIAN

The LIBRARIAF source proqram retrieval and maintenance sys-
ter igs available to store, on disk or tape, the source pro-
graes, test data, Jjob control staterents, or any other
inforzation normally stored on carads.

Storage on tape or disk is in compressed "paster" file for-
mat, by the automatic elimination of strings of contiguous
like characters from card images. Back-up speed and reduced
storage are obvious benefits of data compression. Also,
because LIBBARIAN re-uses its 1library space automatically,
you need not be constantly concerned with file reorganiza-
tion. If you update individual modules on tape, you must
generate a whole new master. You =may find it helpful to
move individual modules froe tape to disk if they become
very active.

Library updating is achieved by six basic coemands: ADD -
(add a nev module to a Bmaster file), DLE (delete a module
from the paster), SEL (select a module to be updated and/or
compiled, 1listed or processed inm other ways), IKBS (imsert
nev cards after a selected card), REP (replace old cards
vith rew), and DEL (delete existing cards).

In addition, the EDIT ccemand invokes a search of a module
(or pcrtion of a module) for a certaim string of characters
and replaces it with a newv string. SCAR perfores only the
search without making a replacement. FILL puts a specified
string of characters into chosen card positions without
checking for existing contents. All changes in a run may be
specified as temporary. The Group Processing Option pro-
vides for accessing groups of modules for wultiple updates.
Passwcrd, copy and date options are also available.

LIBEARIAR is available in TSO. You may add a newv module to
a rpaster file, retrieve or replace existing modules, and
display at a terminal the nases and characteristics of any
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modules. These activities are controlled by three TSO
cocsepands: :

LIBSAVE - to add a nev module to a LIBRARIAN master
file, or to replace one or more existing modules in a
master file. In either case, a specified TISO sequen-
tial dataset is transferred, in its entirety, to a
LIBEARIAN master file. : -

LIBGET - to retrieve a module fros a LIBRARIAN aaster
file. This action transfers the module from the master
to a dynamically allocated TSO seguential dataset.
LIBINDRX - to cbtain a 1listing of all modules associ-

ated with a particular programmer nase on a LIBRARIAN
master tile. :

Prompting and diagnostic messages issued by all commands are
self-explanatory; many messages have second- and third-in-
forsational levels that you can obtain by entering a ques-
tion mark at the terminal.

The folloving reference information is availahle from the
Documentation Center:

LIBRARIAN OS User Bontipe Abstracts
LIBRARIAN TSO User Re nce Manual
LIBEARIAN Release Hotice 3.2
LIBRARIAN User Reference Hanual
| LIBEARIAN Sumnacy of Hessages
LJEBARIAlvggggggg
ARIAN Concepts and Pacilities

CONTINUOUS SYSTEMS MODELING PROGRAN III (CSMP IID)

CSMP is an IBM program designed for the digital siamulation
df continuous processes. The Input language enables you to
Frepare statements describing a physical system, starting
from either a block diagram or a differential equation
regresentation of that systesn.

Since CSMP is an outgrowth of analog' colpntér technigues,

you can proceed directly fros an analog computer block dia-
gram to the digital solution. As a logical extention of
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this fact you can sisulate a bybrid (analog/digital)
computer.

You describe the system to be simulated to the program by a
series of structure, data, and control statements. The pro-
gram includes a basic set of functional blocks with which

the corponents of a continuous system may be representedy

Plus means for you to define functions suited to your parti-
cular sixulation requirements. Therefore, CSMP can take on
the characteristics of a language oriented to any particular
special purpose field in continunous system simulation. You
use application-oriented 4input statements to describe the

connecticns between the functional blocks.

CSHP also accepts FORTRAN statements, thereby alloving you
tc bapdle complex nonlinear and time-variant problems. A
translatcr converts structure statements Jinto a FORTRAN
subroutine, which is then compiled and executed alternately
with a selected integration routine to accomplish the simu-
lation. Centralized integration ensures that all integrator
outputs are coeputed simultaneously at the end of the itera-
tion cycle. Several different types of routines are avail-
able to perfora the integration operation, 4including five
fixed step~size routines (rectangular, trapezoidal, Siap-
scn's second-order Adams, and fixed step Runge-Kutta) and
four variable-step routines (fourth-order Runge-Kutta), one
of which handles stiff equation, and fifth order Milne pred- .
ictor-corrector). An alternative fourth-order Runge-Kutta
routine performs the integration in double precision.

Ap entire CSHF simulation can be controlled by a seguence of
FORTRAR staterments executed only at the termination of a
sipulation run. A user~-written FORTRAN progras can test run
responses, define run control conditions, and supervise both
input and output information, providing a method for han-
dling the type of iterative computation involved, for exam-
Ple, in automatic search procedures for parameter optimiza-
tion.

Forpat cptions peramit tabulating, print-plotting, or produc-
ing ccntoured or shaded print-plots of several variables or
the results of several simulation runs on a single grid.

Two cataloged procedures, CSMPGLG and CSEPGX, will invoke a
CSEF III model. Some examples are shown in Table 16.

By means of parapeter information in the PARM field of the
CSEP EXEC staterent, you can specify the CS¥P III transla-

tor, FORTRAN, 1linkage editor, and execution phase options
used. . '
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TABLE 16

CSHMP RXAMPLES

ke G e e SR GUIP GEs GER GRS gup CEn GEF GEn SR GIP GEn G G Gt G
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{

{

L

—

{ // BIBC CSMPGLG . no plots

i e . ,

{ // BXEC CSMPGLG, PLOTTER=PRINTER crude plots

i .

{ // BXIEBC CSHMPGLG, ELOTTER=S35BW for rR-80

| ,

{ // BXEC CSHMPGLG,ELOTTEBE=VBRS11 for VBRSATEC

{ // BXBC CSHPGLG, ELOTTRR=CAL780 for CALCONP780
\ .

i J// BXEC CSMPGLG, PLOTTER=CALS580 for CALCONPS580
' ) .

Polloving is a 1ist of differences between the IBM examples

given
at Ar

o

in their reference manual and the procedures followed
gonne.

Teaporary space allocations are between.3.5 and 7
times the amount given in the IBM example.

The PARN.X reference is unnecessary.

ANMDLIB, INSLIB, DISLIB are available to CSMP. The
paraseters PRELIB and POSTLIB allow you to add your
ovn choice of load module libraries.
TRANPGN=DEJTEOV, a nonoverlay tramslator module,
replaces the IBM default DEJCSHMPT. TRANMID (110K
overlay) is also available.

LInxuzuécanov, a nonoverlay execution module,
replaces the IPM default, CTLCDS (a 102K overlay).
CTLEID (110K overlay) is also available.

Output files are blocked.

Teaporary files SYSLIN, SYSLMOD, SYSUT1 are given
unit separation. :

lll CSMP PORTRAN subroutines are reoonpiled on the H
compiler using optimization level 2.
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e FORTPGM=IEKAAOO, OPTIONS='0PT=2! specifies the B
coepiler optimization level 2, replacing the IBE
default G compiler.

e 211 system datasets are prefixed by SYS1. The data-
sets are cataloged, and the VSYS parameter has been
resoved. '

e The raximur number of statements, macros, differen-
tial equations, etc. has been raised above the ori-
ginal IBHN levels. :

The cperation of CSEP III requires several datasets.
Takle 17 gives a list of the datasets, by DDname, and a des-
cription of their use: _ '

All of the above datasets (except PT15F001) and GRAPHICS,
are assigned to direct-access devices. 1ll may, however, be
assigped to tapes, except those referred to as direct
access, namely, CSMPLIB, STEPLIB, SYSLIB, SYSLEOD, and
SYSuUT1. ‘ -

Several IBM manuals introduce and describe the CSHMP III sys-
tem: ’

.

Contipuous Systee Modeling Prograe III (CSNP III)

(CSMP III Graphic Feature) General Ipformatiop Mapual.

A Guide to Dsing csHp -- A Program for Simulating Ehgs;cal
Systers, Prank Speckhart and Walter Green, Prentiss-Ball,
197 :
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TABLE 17

CSHP DATASETS

DDpape

Description

COMPRINT

SYSOUT dataset for PORTRAN IV Coampiler
phase

CSEELIB

Direct-access partitioned input dataset
containing members named in INCLUDE
Statements in the CSHP III model input
dataset (vhose ddname is SYSIK)

PTO1F001

The odtpnt dataset used as inpﬁt to the

- CS8P III translator phase

FTO2PC01

The oufput dataset used to punch the
syabolic deck if the DECK option is
chosen

PTO3P001

SYS0UT dataset for tramnslator input in
case of error in the input processor

FTOS5F001

Output dataset containing data records
used as input by the CSMP III execution
pbase -

PTO6FCO1

SYSOUT dataset for the execution pbase

FTO72001

Output dataset used as input to the
PORTRAN IV compiler phase

FTO87001

SYSOUT dataset for the translation phase

FT13F001

Intermediate dataset for ocutput and
preparation of output

PT14F001

Internediate dataset during the trans-
lation phase for translated structuare
stateaents and during the execution
phase for OUTPUT, PAGE, and IABEL
statements

FT15P001

Output dataset containing plot inforasa-
tion if the PREPARE statement is used in
the CSHEP III models (Otherwise, a nnll
dataset will suffice.)

T T T T T T T T T T T T T T T T

GRAPHICS

Sequential output for driving graphics
- 71 -
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devices

STEPLIB Direct-access paftitionéd inpit dataset
containing the CSEP III load modules.

SYSLIE Lirect-access partitioned input datasets
containing the CSNP III and FORTRAR IV
execution load modules, that are auto-
matically called during the linkage
editor phase

;

- b e el v e allp e

SYISLIE The object module output, from the
PORTBAN IV compiler, which will be part
of the primary input to the linkage
editor phase

SYSLIBK Erimary input to the linkage editor
phase, cobsisting of the output object
modules from the FORTRAN IV compiler
(SYSLIN) followed by the dataset con-
taining the linkage editor control cards
for the CSME III execution phase

SYSLNMOD Direct-access partitioned output
dataset containing the execution phase
load module created by the linkage

editor

SYSPRINT SYSOUT dataset for the linkage editor
phase

SYSOT1 Direct-acceés intermediate scratch
dataset used by the linkage editor phase

SYSIE Input dataset containing the CSHP III
nodel (8)

-——q-——-p—-qn—-——wn_—-—-—q-————.p—————qp—-—wn—
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TEARSIENI EEAT TRAKSFER, YERSION B (ZETB)

TBTB is a proprietary code written originally by General
Electric for the IBN 704. It is capable of analyzing gen-
eral three-~dimensional heat transfer systems using a finite
difference method. The basic function of the progras is to
set up the general heat balance equation for each node
point, to compute the terms that apply froam the input given,
and to solve the resulting set of equations Ly the Gauss-
Seidel method for the central temperatures of the nodes.’
The process is repeated for each time increment using the
texperatures fros the previous time increment as approxima-
tions tc the new temperatures.
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The origipal prograaz was revised at Argonne in the mid
1960's and reprogransaed for the CDC 3600. The version,
called BRE 322, was later modified to fit on the CDC 1604 at
the Idaho Site. The IBM 360 version of THTB is a result of
the Bational Reactor Testing Station - Computer Science Cen-
ter conversion of this CDC~-1604 version to their IBNM 360/75.

Seven modes of bheat exchange are treated by the prograa:
conduction, convection, grey body diffuse radiation, surface
flux, internal generation, non-sink mass flow, and latent
heat effects.

Either of two separate load modules =may be accessed by the
procedure THT. The smaller, or default, version (250 K
region) is stored in the cataloged dataset SYS2.THTBLS.
Specify:

// BIBC THT
//GO.SYSIN DD *

The large version (450 K region) is stored in S¥S2.THTBLSY.
Specify:

// BXEC THT,VERSION=THTBIG

//G0.SISIE DD *

You may also geperate a listing of the user input data by
adding:

//*FORMAT PR,DLHAME=ASPI0001
For further information on rumnning THETB probleas and on cod-
ing iaprovements, see Tech. Hemo. 281, "THTB at ANL,"™ and"

"TBTB/(GB) Three-Dimensional Transient Beat Transfer,® Pro-
gram Library 2209/kBE 322, ravised August 21, 1966.





