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DX centers are deep level defects found in some IIl-V semiconductors

and their alloys.These defects are characterized by several unusual physical

properties, including persistent photoconductivity and a large difference

between their thermal and optical ionization energies. We have used

hydrostaticpressureas a toolto studythe microscopicstructureof these defects

and examine whether their existence is a general feature of ali III-V

semiconductors.

We have observeda new localvibrationalmode (LVM) in hydrostatically

stressed, Si-doped GaAs. The corresponding infrared absorption peak is

distinct from the SiGa shallow donor LVM peak, which is the only other LVM

peak observed in our samples,and is assignedto the Si DX center. Analysisof

the relative intensitiesof the Si DX LVM and the Si shallow donor LVM peaks

has been combinedwith Hall effect and resistivityanalysis to infer that the Si

- DX center is negatively charged. The frequency of this new mode provides

importantcluesto the structureof thisdefect.

We have also discovered a pressure induced deep donor level in S-

doped In? which has the propertiesof a DX center. The pressure at which the



new defect becomes more stable than the shallow donor is 82 kbar. We have

measured the optical ionization energy and the energy dependence of the

optical absorptioncross sectionfor this new defect. We have also determined

the capturebarrier from the conductionband into the DX state.The fact that DX

centers can be formed in InP by applyingpressure suggeststhat the existence

of DX states should be very common in n-type III-V semiconductors. We also

suggest a methodfor predictingunderwhatconditionsthese defects will be the

moststable formof the donorimpurity.
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1. Introduction to DX Centers

1.1. Introductionto Deed Level_ in Semiconductors

Semiconducting materials are characterized by a fundamental band gap

. Eg in the range of approximately 0-3 electron volts. Because of this, their

electrical conductivity is intermediate between that of a metal ( Eg= 0) and that

of an insulator (E > 3 eV). The usefulness of semiconductors lies largely in the

ability to manipulate, in a controlled manner, their electrical conductivity over

more than ten orders of magnitude. This manipulation is normally achieved

through the introduction of impurity atoms into the sel;liconductor, making

possible the creation of semiconducting materials with behavior ranging from

nearly metallic to nearly insulating. Impurities are usually categorized as either

shallow and deep. Shallow impurities introduce electronic energy levels slightly

below the bottom of the conduction band (donors) or slightly above the top of

the valence band (acceptors). The carriers in these levels are easily excited to

the nearby bands and thus contribute to the conductivity of the crystal. Deep

impurities create electronic levels which are further removed from the band

edges than shallow levels, although it will be shown later that it is not

necessarily a straightforward matter to characterize a level as deep based

solely on this criterion.

The essential physics of shallow impurities in semiconductors has been

understood within the framework of effective mass theory for over thirty years

- (Kohn, 1957). This theory treats the potential of the impurity as a perturbation of

the host lattice potential. The basic ideas of this formalism can be understood by

considering a P impurity replacing a Si atom in a Si lattice. The P atom has five

valence electrons, one more than the surrounding Si atoms. Only four of the five



of these electrons are occupied in bonding to the Si lattice, so the defect can be

thought of as an electron and a positively charged P atom. If the extra electron

is not bound to the P atom and is moving through the crystal, then it travels with

energy ECBM + (_k)2/2m*, where ECBM is the energy of the conduction band

minimum, k is the electron momentum, and m* is the effective mass of an

electron associated with that band. The electron can, however, become trapped

by the Coulomb field of the P atom. The donor atom along with the trapped

electron forms a defect system which is analogous to a hydrogen atom. lt is

therefore not surprising that a detailed calculation shows that the ground state

energy level, Ed, and radius, rd, of the donor impurity are given by slight

modifications of the formulas appropriate for an isolated H atom. We have

Ed= ECBM- e4m*

2(4_)2 (1.1)

and

4/I:EEO_2
rd=

m*e2 (1.2)

where e is the charge on the electron, e is the static dielectric constant of the

material, and eo is the permittivity of free space. The fact the the donor is

embedded in a lattice is taken into account by 1) the static dielectric constant,

which corrects for the fact that the coulomb attraction between the charges is

reduced as a result of the polarization of the lattice by the positive nucleus, and

2) the effective mass of the electron, which accounts for the fact that the motion

of the electron is affected by the potential of the lattice. Using the values

2



appropriate for Si gives a binding energy of roughly 30 meV and a Bohr radius

of approximately 30 A.

This large orbit justifies the use of the dielectric constant of the material

since it will average the effect of the lattice over many lattice constants, lt also

justifies the use of the effective mass of the electron. If the wavefunction is very

spread out in real space, then it is easy to show through Fourier analysis that it

is very localized in momentum or k space. The wavefunction of the impurity

electron is thus comprised solely of band wavefunctions very close to the

conduction band minimum. Since (l/m*) = (1/_2)(d2Econd.band/dk2),this implies

that the mass of the electron is determined by the curvature of the portion of the

conduction band very close to this mit_,:_,Jm.

lt is clear that this formulation will break down if the impurity has a strong

short range potential, resulting in a much more localized wavefunction. The

polarization of the lattice then cannot be taken into account through the static

dielectric constant, lt will also no longer be possible to associate the impurity

level with a single conduction band minimum since the level will be spread out

in momentum space. Levels with a strong, short-range potential are referred to

as deep levels because they often introduce levels in the forbidden gap well

removed from both the conduction and valence bands. In order to treat deep

levels theoretically, the impurity potential Vimp and lattice potential Vlat must be

treated with equal care. lt is no longer reasonable to treat Vimp as a

perturbation.

An examination of Eqs. 1.1 and 1.2 shows that for a shallow level, a

o smaller wavefunction radius leads to an electronic energy deeper within the

gap. This line of thinking breaks down in the case of deep levels. If we expand

the impurity wavefunction _ in terms of the eigenfunctions (1)nkof the perfect

lattice, then



_ An.k(l:)n,k. (1.3)

As opposed to the case for shallow levels, the coefficients An,kare significant
=

over a large range of the Brillouinzone. The electronicenergy of the localized

state is givenby

E = (_Ho_ + (_Vir_, (1.4)

where Hois the Hamiltonianof the unperturbed lattice. Consideringjust the first

matrixelement in Eq. 1.4, usingthe fact that H0_n,k= En,k_n,k,we find

(_I_Ho_= _ An,kAn,kEn,k. (I .5)

Because bandwidthsare on the order of a few eV, even small coefficientsAn,k

far from the band edges, where En,kis large, can play an important role in

determining the energy of a deep level. The quantity An,kA'n,k is always

positive. Therefore, in the case that the final level lies in the forbidden gap,

which is in the middle of the range of En,k, there must be both positive and

negative contributions to the sum in Eq 1.5. lt is therefore the delicate

cancellationbetween many large terms which determinesthe final energy level

of the defect. This makes clear that there is no simple correlationbetween the
i

energy of a deep level and its degree of localization.For this reason it is more

illuminatingto refer to levels as localizedor delocalized rather than shallow or

deep.



A further complication when considering deep levels is that the

4_ O •localization of ,h. defect resultsin its being stronglycoupledto the lattice The

totaldefect Hamiltoniancan be writtenas

Htotal= He+ Hl + Hel. (1.6)

=

Here He representsthe electronicstates when the ions of the latticeare at their

equilibrium positions and Hi is a harmonic oscillator Hamiltonian with

eigenfunctions11(Q),where Q describesthe displacementof the lattic_i_:_,nsand

Q = 0 refers to an undistorted lattice. Q is commonly referred to as a

configuration coordinate. The term Hel represents the electron-lattice

interaction.The gap state is associated with an impuritypotential V(r,Q) and a

one-electron wavefunction_(r,Q). The Schr0dingerequation is:

(He + Hl + Hel)_(r,Q)= E(Q)_(r,Q), (1.7)

where

_(r,Q) = _(r,Q)TI(Q) (1.8)

and

!,

He_(r,0) = E(0)_(r,0), (1.9)

D

where E(0) is the electroniccontr;butionto the total energy at Q = 0. If Hel = 0,

then the quantity¢(Q) can be expandedaboutits minimumvalue to give



E(Q)=E(Q=O).
2_ (1.10)

whereka is a fome constant and the sum is over different lattice modes.

We now consider the effect on Eq. 1.10 if Hel is not equal to zero. We ,=

assume thai_we are cnly concerned with one lattice mode, described by Q, and

that changes in the electronic wavefunction and potential V with respect to Q

are small. Expanding V(r,Q) in a Taylor series around Q = 0 gives

V(r,Q) = V(r,0) + Q(aV(r,Q)/aQ)lQ--O+..... (1.11)

The electron-lattice interactionHel represents the change in the potential V as a

functionof the nucleardisplacement.Therefore, retainingonlyterms linear in Q,

' Hel = Q(aV/aQ)lQ=o. The total energy of the electronic state in the presence of

lattice coupling can thus be written in the form

e(Q) = E(0) + o_Q+ _-J3(Q)2. (1.12)

This means that the position of the lattice will be different depending on whether

or not the defect is occupied since this will change the value of ¢. We also have

implicitly used the Born-Oppenheimer approximation in this discussion, which

states that the nuclei are assumed to move slowly in comparison to the

electrons because of their much larger mass. This means that the electrons can

always follow the lattice motion and that the latter will not induce any electronic

transitions.

The total energy of the defect can be represented graphically in a

configurationcoordinatediagram, such as that shownin Figure 1.1. This type of
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diagram is a plot of the energy E of the defect (lattice plus electronic energy)

versus the configuration coordinate Q. In accordance with Eq. 1.12, the levels

are represented by parabolas. For simplicity, we assume that 13for the

conduction band and defect states are equal. The horizontal dashed lines

represent the vibrational eigenstates of the harmonic oscillator defect system.

The arrows represent different transitions whnchmay occur. As an example we

take the lower curve as the occupied state of the defect. Upon carrier emission,

the lattice will distort by the amount

Qrelax= (OCunocc"(Zocc)/k, (1.13)

with the corresponding relaxation energy

Ere!__= -(1/2)(O_unocc- Or.occ)2/k. (1.14)

Transition 1 represents optical ionization of the defect. The optical transitions

are vertical on this diagram because they take place in a time which is much too

short for the lattice to change its configuration. This is referred to as the Frank-

Condon principle (Condon, 1929). After ionization, the lattice relaxes to Q = Q'

by the emission of phonons. The relaxation energy is Shoo,where S is the

Huang-Rhys (Huang, 1951) factor and cois the frequency of the phonon emitted

in the relaxation process. The Huang-Rhys factor is essentially the number of
.t

phonons emitted in the lattice relaxation, and can be taken as a measure of the

strength of the electron-phonon coupling. Transition 2 is photoluminescence

from the band back to the deep level. The difference in energy between

transitions1 and 2 is referredto as the Franck-Condonshift, and is givenby dFC

= 2Erelax.Transition 3 represents a thermal transition referred to as multi-



phonon capture. The carrier is thermally excited over the barrier and emits

phonons as it relaxes to the lowest energy state. These diagrams can be used

to understand many of the properties of deep levels, and are used for exactly

this purpose in the next section to understand the fascinating behavior of DX

centers.

1.2. Introductionto DX (_enter_

Metastable defects are a special class of semiconductor impurities which

are stable in two different lattice configurations. In some cases, one

configuration introduces a shallow level into the gap while the other

configuration creates a deep level. If the different lattice configurations

correspond to different charge states then the defect is referred to as bistable.

Bistable defects can obviously be transformed from one lattice configuration to

another by either carrier emission or capture. Donor impurities in some III-V

semiconductors are bistable, and the deep level configuration of these

impurities is known as the DX center.

The DX center has been observed in AIxGal.xAs for x ___0.22 (Nelson,

(1977); Lang (1977)) and GaAs under hydrostatic pressure (Mizuta, 1985)

greater than approximately 20 kbar. lt is characterized by several unusual

physical properties, including a large difference between its thermal and optical
b

ionization energies, extremely small capture cross sections, and persistent

photoconductivity (Lang, 1977). In addition to these fascinating characteristics,

the DX center is important from a technological standpoint since the electrical

characteristics of a semiconducting material are affected by the relative stability

of the shallow and deep form of the defect. For example, this issue is crucial in



the design of semiconductor lasers where it is desirable to have heavily doped

layers of AIxGal-xAs with x > 0.3, above the alloying concentration at which the

deep DX levels are the stable form of the donor. If the ration of the concentration

of the two defects is nshallow donor/nDX = 0.01, then in order to achieve the
w

desired free carrier concentration one must put 100 times as many donor

impurities as compared to when the deep form of the donor is not present. This

results in problems with dopant diffusion when the device is heated during

processing. These fundamental and technological issues have stimulated a

great number of experimenters to study this defect since it was first identified in

1977.

The DX center was named based on the following two observations.

First, it was observed that the concentration of this deep defect was proportional

to that of the shallow impurity concentration. Second, consistent with the

properties described above, it was clear that the behavior of this defect could

not be explained by effective mass theory. Since in 1977 it was assumed that

an isolated impurity atom could not be responsible for such complicated

behavior, it was thought the the defect must be composed of a donor atom ("D")

which was part ,_f some unknown complex ("X"). Although it is now known that

the defect is in fact due to an isolated substitutional impurity, the name has

remained.

The first significant step in explaining the properties of these defects was

made by Lang and Logan (1977). They suggested that the behavior exhibited

by DX centers could be explained in terms of a large lattice relaxation. To make

clear how a lattice relaxation can describe the properties of a large Stokes shift,

a small capture cros,,_section, and persistent photoconductivity, it is useful to

refer to a configuratioq coordinate diagram for DX centers, which is shown in

Figure 1.2. Looking at the figure, it is clear that the DX center can be

10
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characterized by four energies: 1) Eo, the binding energy of the center relative

to the shallow donor state, 2) Ee, the thermal energy required to emit an

electron from the DX to the shallow state, 3) Eopt,the optical energy required to

emit an electron from the deep to the shallow state, and 4) Ec, the capture

barrier energy from the shallow into the deep DX state. We notice that, in

contrast to Figure 1.1, the lattice relaxation is larger here and there will be no

photoluminescence transition. In this case dFc = Eopt- Eo = She). Since the

only difference between the shallow donor parabola and the conduction band

parabola is a very small vertical offset, these two curves will not be differentiated

in the remainder of this thesis. In fact, when the electron concentration is high,

the impurity levels form a band which broadens and subsequently merges with

the conduction band. In this case there is no difference between the two

parabolas.

Fig. 1.2 illustrates the origin of the difference between the thermal and

optical ionization energies of the DX center. The diagram also illustrates the

origin of persistent photoconductivity. If the center is optically excited at low

temperature, the electrons do not have sufficient energy to overcome the

capture barrier and return to the deep DX state, lt is interesting to note that it is

not possible to optically excite an electron from the shallow level to the deep DX

state. This could imply that the DX center parabola is more highly curved in the

region approaching the unrelaxed donor configuration, and that the optical

ionization energy would therefore be extremely large.

Finally, this diagram also can be used to understand the small capture

cross section of DX centers. The capture of an electron is accompanied by a

relaxation of the lattice. The lattice relaxation energy of the defect is simply

Eopt- Eo, i.e., the energy difference between the DX state and shallow donor

state when the lattice is at the equilibrium configuration for the DX state. The

12



relaxation is accomplished by the emission of phonons. Since this energy is so

large (~1 eV), this implies that that a great many phonons are involved in the

process and that it is therefore not very likely.

lt was stated above that DX centers form in GaAs which has either been
I

alloyed or put under hydrostatic pressure. This suggests that the formation of

- DX centers is tied to the structure of the conduction band since alloying with

AlAs and applying hydrostatic pressure have similar effects on this band. One

percent AlAs alloying is roughly equivalent to the application of 1 kbar of

pressure. Since the DX level is deep and must therefore be localized in real

space, this implies that it is spread out in momentum space. This means that the

derivative of the DX energy level with respect to alloying or pressure should be

the same as that as the conduction band averaged over ali k space. The

average conduction band rises in energy much more slowly than the

conduction band minimum at F, which the shallow donor level follows.

Therefore, at some percentage of alloying or under sufficient hydrostatic

pressure the DX level becomes a more stable form of the donor than the

shallow, substitutional form. This behavior is demonstrated in Figures 1.3a and

1.3b, which show how the DX level and various conduction band minima vary

with alloying content and pressure in GaAs. The DX center becomes the most

stable form of the defect at 20 percent AlAs content or about 20 kbar of

pressure.

One of the first important clues about the microscopic structure of the DX

center came from an experiment which used local vibrational mode

spectroscopy to demonstrate that the DX center is related to an isolated donor

impurity (Maude, 1987). In this work, spectroscopy was used to show that in a

sample of GaAs ninety percent of the Si was sitting substitutionally on the Ga

site. The sample was then put under hydrostatic pressure sufficient to form DX

13
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centers, and it was found that the number of DX centers formed was roughly

equal to the free-electron concentration due to the Si donors. Since it is

extremely unlikely that simply applying pressure could cause a donor to form a

defect complex, this made clear that the deep level was due to an isolated

donor impurity.

There have been many subsequent experiments to further elucidate the

microscopic structure of this defect. The two main questions to be answered are:

1) What is the charge state of the defect, and 2) What is the exact form of the

lattice relaxation which occurs when the defect forms. A great deal of progress

has been made in answering these questions on both experimental and

theoretical grounds. Chapter 4 of this thesis describes an experiment which

provides a definitive answer to the first question and important clues for the

answer to the second question.

lt is also important to know how general the formation of these defects is

in III-V semiconductors. DX centers have been found in GaAs under pressure,

AIGaAs, and GaAsP, but it is unclear whether or not this type of defect is a

common feature in ali III-V's, or if there is any method for predicting the

conditions under which they might be observed. Chapter 5 of this thesis focu.,_;es

on this question.

The bulk of the experimental results discussed in this thesis describes

optical spectroscopy of DX centers in Iil-V semiconductors under high pressure.

Chapter 2 will describe high pressure techniques in general, and Chapter 3 wili

describe how these techniques were coupled with optical analysis in order to

study DX centers.

15



2. Hieh Pressure Experimental Work Usino Diamond Anvil Cells

2.1. Introduction

t

Several different methods have been developed to obtain the high

pressures required for different types of experimental work (Williams, 1991).

These techniquescan be dividedintothe categoriesof dynamic and static. The

most commonly used dynamic method is the creation of shock waves to

produce high pressures. In this technique, a highenergy projectile is shot at a

targetcomainingthe sampleof interest.This createsstresswaves movingfaster

than the speed of sound in the uncompressed material, resulting in shock

waves which simultaneouslystressand heat the target material.This technique

is expensive and can onlybe usedto studyprocessesthat occur on the orderof

a microsecond,but it is a well establishedmethodfor producinghigh pressures

and temperaturesof manythousandsof degrees Kelvin.

A static technique for creating high pressure uses large volume anvil

cells. These cells are eitherof the pistoncylinder type picturedin Figure2.1a or

the multi-anvil type shown in Figure 2.1b. Piston-cylinder cells are simply

uniaxial-type stress rigs which create hydrostatic pressure through the

containmentof a pressuremediumby the cylindersurroundingthe piston.Multi-

anvil cells create a more hydrostaticpressureenvironmentthan piston-cylinder

cells and are also capable of providing higher pressures. However, they are

difficultto designand buildbecause of the simultaneousalignmentrequiredfor

ali of the anvils.The mainadvantageof these twotypes of cells for staticworkis

the possibility of containing a large sample volume. A disadvantage is the

difficulty of incorporating optical access into their design.
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Fig. 2.1. Schematic illustration of large volume static high pressure
techniques:a) piston-cylindertype cell, b) multi-anvilcell (E.K. Graham,
1986) design (Williams,1991).
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Another statictechnique,and the one employed in the studiesdescribed

in this thesis, makes use of diamondanvil cells. This techniquehas none of the

shortcomingsof the methods mentioned above. The central elements of a

diamond anvil cell are shown in Figure 2.2. Two diamonds are held
e

diametrically opposed with a piece of metal referred to as a gasket placed

between them. A hole is drilledin the gasket to formthe samplespace, which is

filled with the sample, a hydrostaticpressure medium, and small chips of ruby

which are used _orqeterminingthe pressure. Pressure is applied by either a

pistoncylinderarrangementor three to six screws.These cellswill be described

in much more detail below. Diamond anvil cells are relatively inexpensive,

simple in design, and provide full optical access due to the transparency of

diamond. This is of course the most critical feature for this work since it is

comprised largely of optical spectroscopy.The major disadvantage of this

technique is that one must use small samples, with maximum dimensions on

the orderof hundredsof microns.

The ranges of pressure and temperature for which the different

techniquesdiscussedhere are usefulare shownin Figure 2.3

2.2. The DiamondAnvilCell

2.2.1. Iqtroductionto the DiamondAnvilCell

Diamond anvil cells (DACs) were first developed in 1959 (Jamieson,

1959; Weir,1959). The core of the cell consistsof two diamonds which have

had their culets ground down to form a flat surface a few hundred microns in

diameter. The rest of the cell holds the diamonds diametricallyopposed and
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Fig. 2.2. Schematiccross-sectionof a diamondanvilcell iilustratingthe
way in which a sampSeis containedby a metal gasket while being
squeezedbetweentheculetfacesoftwodiamonds.Rubychipsare used
to measurethepressure(Williams,1991).
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applies the force necessaryto bringthe diamondstogetherand exert pressure

on the sample mounted between them. Diamonds are the best material for

creatingextremelyhigh pressuresbecause they are the hardestknown material

and are not prohibitivelybrittle. Diamonds are rated a 10 on the Mohs scale,

and the interval between 9 and 10 represents a much larger difference in

- hardnessthan is normallyrepresentedby a singlestep on this scale.

In additionto applyingpressure,there are two other important functions

that a DAC must perform. First, it must keep the two diamondstranslationally

aligned. If this is notdone, there willbe areas on the face of the diamond which

will have large pressure gradients, increasing the likelihood of diamond

fracture. Second,the diamondsmustbe kept extremelyparallel. If this does not

occur, then the edge of one diamond will be forced into the face of the other,

concentrating the stress at this edge and again making the probability of

diamond failure high. Though there are several variations of diamond anvil

cells, they differ mainly in the way that pressure is applied and fall into one of

two categories:1) piston-cylindertype or 2) Merrill- Bassettype.

An example of the piston cylinder cell is the National Bureau of

Standards cell designed by Piermiani and Block (1975) shown in Figure 2.4.

Pressure is applied by turning a screw, and compressing Belleville washers.

The upper diamond plate can be translated by the use of three adjustment

screws symmetricallysituatedaroundthe backingplate. The diamonds can be

made parallel by tilting the hemisphericalmount using the adjustment screw

shown in the figure. The diamond mounts are normally made of metal which

- has been hardened to Rockwell55-60 and have holes through their center to

allow opticalaccess for experimentalpurposes.Pressures as highas 500 kbar

have been reached with these cells, and pressures of several megabar have

been reached with other piston-cylinder type cells (Jayaraman, 1983).
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Fig.2.4. Sectionalview of the NationalBureauof Standardsultra-high
pressureDAC developedby Piermianiand Block(1975) (Jayaraman,
1983).

22



The DAC used in the research for this thesis, shown in Figure 2.5 was

designedby Sterer, Pasternak,and Taylor (1990). lt is a Merrill-Bassettype cell.

In this type of DAC, pressure is applied by either three or six screws which pull

the two halves of the cell together when tightened. The disadvantage of a
q

Merrill-Bassettype cell is that it is more difficultto keep the diamonds parallel

than when using a piston-cylindertype cell, where alignment is automaticlly

maintained. Alignmentis maintained in a Merrill-Basset cell by measuringits

thicknessat three pointsaround the cell diameter and tighteningthe screws in

such a manner as to keep the relativethicknessesconstant.Three pinscoming

up from the bottomof the cell mate with three holes inthe top of the cell in order

to help maintain this alignment. Translational alignment is performed using

three adjustment screws situated symmetrically around the bottom backing

plate. The upperbackingplate is machinedto fit very tightlyintothe hole where

it is held in and is not free to move. The main advantage of this type of cell is

that it can be made very small. In fact, the cell shown above is the smallest

diamond anvil cell currentlyin use. Its diameter is slightly less than one inch,

which allows it to fit into most cryostatsand made the present work possible.

This cell has been used to obtain pressuresin excessof three hundredkilobar.

2.2.2. Diamond_

The type of diamond one chooses to use in the diamond anvil cell

depends on the experimentto be performed. Diamondsare classified as either

- Type I or Type I1.Type I diamondsare characterizedby the presenceof nitrogen

impurities.The nitrogenforms several types of defects (Seal, 1984), including

substitutionalnitrogen,A centers (which are believed to be nitrogen pairs), B

centers (which are believed to be larger nitrogen aggregates), and defects
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Fig. 2.5. An exploded view of the miniature diamond anvil cell: 1) Allen
screws used to generate pressure, 2) platens, 3) upper fixed backing
plate, 4) gasket, 5) diamondanvils,6) loweradjustablebackingplate, 7)
positioningand gasket holder pins, 8) lower backing plate adjustment
screws, 9) cell holderused to change pressure (Sterer, 1990).
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which are referred to as platelets because they were at first thought to be planar

nitrogen defects. Although the platelets are believed to be nitrogen related, their

precise structure is at present unknown. There are further subclassifications of

these two categories, but these distinctions are not important for this work. The

important point is that the four defects mentioned above have strong

absorptions between 1100 and 1400 cm-1, making optical spectroscopy in this

region impossible. Type II diamonds are ali those diamonds which are not Type

I; that is, they contain virtually no nitrogen. Since these diamonds represent only

about 0.5 % of the total of diamonds mined, they are much more expensive.

Therefore, one chooses Type II diamond for optical work in the 1100-1400 cm-1

region, and Type I diamonds otherwise. Ali the work to be performed in this

thesis was carried out using Type I diamonds.

Diamonds can be further classified by the way they are cut. There are

two main types of cuts used in diamond anvil cell research. The first is shown in

Figure 2.6a and is called the modified brilliant design. As the name suggests, it

is a simple modification of the cut most commonly used to make jewelry. The

modificationis that the bottomof the diamond is truncatedin order to form the

culetface, which is the narrowflat sectionof the diamond.The largerflat section

is referredto as the table, and the girdle is the thickestsectionof the diamond.

This design was chosen by early workers in the field because it was readily

available, but it is notthe strongestpossiblecut. The brilliantdesignmaximizes

internal reflectionand dispersionratherthan strength.

The second, strongerdesignis referredto as the standarddesignand is

- shown in Figure 2.6b. The main goal of this design is to maximize the amount of

the diamond which is in the volume directly beneath the diamond table. The

fraction of the diamond outside of this volume is under low stress in a DAC and

does not contribute very much to the strength of the anvil (Seal, 1987). In fact, in
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(a)
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Fig. 2.6. Shapes of diamond anvils: a) modified brilliant design, b)
standard design (Seal, 1987).
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the modified brilliant design, only 57.5 % of the diamond is in the critical

volume, lt is clear from lookingat the figure that the standard design is much

more efficient in this respect. This is accomplishedby reducingthe number of

facets form fifty to twenty-six,drasticallythickeningthe girdle, and loweringthe

table towards the girdle. Diamonds of the standard design were used for the

. most of the work describedinthis thesis, lt shouldbe mentionedthat to achieve

very high pressures (> 500 kbar), the culet is often beveled. This reduces the

stressconcentrationsonthe edgesof the culet.

Low birefringence is another important factor in choosing diamonds.

Since diamond is a cubic lattice, if it were unstrained it should have no

birefringence.The currentbelief is that a diamondwith low birefringenceis less

strainedand is therefore less likelyto fail under the extreme conditionsto which

anvils are subjected.

2.2.3. Gaskets

When diamond anvil cells were first introduced, the sample was simply

squeezed between the two diamond anvils, which of course created a uniaxial

stress on the samples. To achieve high pressure it is necessary to use

hydrostatic pressure, and this necessitates the use of a gasket. A gasket is a

thin piece of metal placed between the two diamonds with a hole drilled in it in

order to form a sample space. Its use was first demonstrated by Van Valkenburg

(1965). The hole is filled with a pressure medium, a sample, and chips of ruby

- for measuri;_g pressure (this will be discussed in detail in Section 3.3). The

sample space is sealed by bringingthe top diamonddownonto the assemblyof

the bottomdiamondplusgasket.

27



Materials commonly used for gaskets include Inconel, spring steel, and

for very high pressures, rhenium.The initial thicknessof the gasket is usually

roughly250 _m and it is indentedto a thickness of approximately50-100 l_m.

The indentationof the gasket is shownin Figure 2.2, which also illustrateshow
I

the gasket material extrudes aroundthe diamond faces, lt is thought that the

extruded material helps to prevent diamond failure by supporting the anvils

near the edges where stressesmayconcentrate.

2.2.4. PressureMedia,

A wide variety of pressure media have been used for DAC research, and

Table 2.1 gives a list of some of these materials along with their useful pressure

ranges at room temperature. A 4:1 mixture of methanol:ethanol is perhaps the

easiest on the list to work with because it is a liquid at room temperature and no

cryogenics are required. However, a strong disadvantage of this medium from

the point of view of spectroscopy is that it absorbs in the infrared. This problem

can be overcome by using liquid N2 and Ar, both of which are transparent in the

infrared. Although these are cryogenic liquids, it turns out that loading cells with

them does not present too much extra difficulty. The most hydrostatic medium to

use is liquid He, but this requires sophisticated apparatus for the loading of

samples. Ali work in this thesis used either methanol:ethanol or liquid nitrogen

as _he pressure medium, and the techniques for loading cells using these

media will be discussed in the next section.
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Table 2.1. Some pressure media and their useful pressure ranges at 300 K
(Jayaraman, 1983).

Pressure Limit for
nearly hydrostatic
behavior (kbar_

Methanol:Ethanol =200

4:1 Methanol:Ethanol =200

He >600

Ne 160

Ar 90

Xe 300

H2 >600

D2 ?

N2 130

02 ?
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2.2.5. Loadingthe Dia,mon_lAnvilCell

In this section I will discuss how to load the miniature DAC described

earlier. The first step in loading this or any diamond anvil cell is to glue the

diamonds to the backing plates. The epoxy to be used is determined by the type

of experiment being performed. For the low temperature work described in this

thesis, it was found tl_at both Stycast 2850 and Miller-Stephenson 907 epoxies

worked weil, meaning they would adhere to the metal backing plates and

diamonds and remain stuck through many thermal cyclings between room

temperature and 4.2 K.

Once the diamonds are glued, they must then be aligned. The first step in

aligning is to roughly center the bottom backing plate using the three set screws

in the bottom the cell. The top plate (with diamond glued on) is pushed firmly

into the top half of the cell. lt is important to make sure that both backing plates

are lying completely flat, since otherwise the high pressure encountered in the

loading process will make them lie flat and change the relative tilt of the

diamonds.

The next step is to insure that the diamonds are parallel. After sliding the

top half of the cell down onto the bottom half, which should be done very gently,

one observes interference fringes between the diamond culets. These fringes

are simply an example of Newton's rings. By gently tilting the cell, one watches

for the disappearance of the rings to signal that the culets are parallel. At this ,=

point three screws should be put in and tightened so that the diamonds are

snug.

The diamonds must next be aligned translationally. This is done using

the three set screws which were used to roughly center the bottom backing

plate above. They are adjusted until the faces line up. If using standard cut
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diamonds, which have only eight sides, it is important to make certain that the

octagonal faces line up at each vertex. This usually requires rotation of the

bottom diamond. The culets of the sixteen-sided modified brilliant cut diamonds

are so close to circular that rotational alignment is not required.
t

After the translational alignment is complete, it is likely that the diamond

. will no longer be precisely parallel. So, the procedure for making them parallel

must be repeated, followed by another translational alignment. This procedure

is iterated until the culets appear to be completely aligned. At this point, the

thickness of the cell should be recorded at each of the three screw positions.

These relative thicknesses should be maintained at ali times when working with

the cell. The three thicknesses should ali agree to within 0.1 mm. If they don't,

there is probably some foreign matter underneath the backing plates which

should be removed. After the cell is aligned, the gasket must be prepared.

A gasket should be cut out in the shape shown in Figure 2.7. Three holes

are drilled in order to slip over the three alignment posts of the cell, which

makes it possible to slip the gasket on and off and continually place it in

precisely the same position. Most of the material must be cut away to make

room for the pressure application screws.

The next step is to pre-indent the gasket, which is done by first slipping

the gasket onto the bottom half of the cell. The top of the cell is then put on and

three screws are put in place and slowly tightened, measuring the cell thickness

at the specified points to insure the maintenance of culet parallelism. The

screws are tightenad until the gasket has the desired thickness. In addition to

the advantages of pre-indentation mentioned in the section on gaskets, it is also

believed by some workers in the field that the diameter of the sample hole is

less likely to increase under pressure if the gasket material is thin. If the hole

diameter does increase, the pressure medium will leak out when the hole
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reachesthe edge of the diamond culet. Of course, the gasket must notbe made

thinnerthan the sample.A furtheradvantageof pre-indentationis that it allows

one to drilla sample hole whichwill sit in the middleof the diamondfaces, and

it also helps in puttingthe gasket in preciselythe same positioneach time.

After pre-indentation is complete, pressure is slowly released and the

- gasket is removedfromthe cell in orderto drilla holeto formthe sample space.

A #78 tungstencarbidedrill bit was used to drilla 400 I_mholeto containa 300

I_msamplr for muchof the work describedin this thesis. One has to startwith a

hole biggerthan the sample diameter because the hole size initiallydecreases

with increasingpressure.Once the holeis drilledand deburred, the thicknessof

the pre-indentedportionof the gasketcan be measured. If it is notof the desired

thickness, further pre-indentation can be carried out. Once the gasket is

preparedthe cell can be loaded

Regardlessof the pressure medium which is used, the first steps in the

actual Iogdingof a sample are the same. The gasket is placed in positionand

the. sample, along with a few chipsof ruby which have been ground to a few

microns in d=ameter,are placed in the samplespace.The bottomhalfof the cell

is then pl_ced on a tighteningstage, which is simplya piece of aluminumwith

three posts which mate with three holes in the cell. This allows one to tighten

the cell withouthavingit rotate.

The remainder of the procedureis dependent on the pressure medium

used. In order to loadwith a methanol:ethanolmixture,a syringeis used to putt

one or two bigdropsof the mediumontothe sample.To avoidevaporation, the

- top of the cell mustbe broughtquicklydown and the screws tightened by going

aroundthe diameterof the cell turningeach screw a smallamount. Six pressure

applicationscrewsare used if the desiredpressureis above 50 kbar, otherwise

three screwsare sufficient.
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In order to load with nitrogen, the top half of the cell is mounted and the

pressure application screws are put in. However, no force is applied. The

screwsare tightened just to the point before any force is required, and they are

adjusted until measurements of the relative thickness around the cell verify that
ql,

the diamonds are aligned. The entire cell is then put on the tightening stage and

immersed in liquid nitrogen. After the nitrogen has stopped boiling rapidly,

helium gas is bubbled in. This reduces the boiling tremendously, making it

much less likely that nitrogen gas will be trapped in the sample space. If gas is

trapped, the hole will collapse inwards when pressure is applied and crush the

sample, lt is not clear why bubbling in the He gas is so helpful, but it is

hypothesized that the gas increases the thermal conductivity of the nitrogen,

which would mean that the heat would be brought to the surface much more

quickly and would subsequently decrease the boiling rate. Once the nitrogen is

sufficiently calm, the pressure application screws are tightened by going around

the diameter of the cell turning each screw a small amount. This procedure is

continued until the screws can no longer be tightened using a screwdriver allen

wrench. The cell is then removed from the liquid nitrogen.

2.2.6. Samole preoaratiorl

There are two steps to preparing semiconductor samples for loading into

a diamond anvil cell. The first step is thinning and polishing of the sample,

which occur simultaneously, and the second step is cutting. As discussed in the
t

previous section, it is thought that the diameter of the gasket hole is less likely to

increase under pressure if the gasket material is thin. If the hole diameter does

increase, the pressure medium will leak out when the hole reaches the edge of
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the diamond culet. This implies that the attainment of higher pressures requires

the preparationof thinner samples in order that they will not be crushed by a

thinner gasket. The desired sample thickness is normallyin the range 25-100

I_m, which correspondsto a maximum pressure between roughly 115 and 40

kbar, respectively.

. The first step inthinningand polishingis to use a dicingsaw to cut out a

small piece of semiconductor250-375 I_m thick. Any attempts to cut thinner

piecesof GaAs or InP will resultin a shattered sample. GaAs samples may be

then lapped by hand usinga 3 I_m AI203 slurryas long as the samples do not

need to be thinner than 50 I_m. Thinner samples are too fragile and must be

mountedon some form of lappingplate, which is often simply a glass slide. A

finer polishcan be producedon GaAs samples by a final polishon a felt pad

saturated with bleach. The preparation of very thin InP samples (~ 25 I_m)

requiresmorecare becausethese samples are extremelyfragile. They must be

lappedon a graphite blockso that after they are cut, the wax usedto hold them

in place can be dissolvedfrom behind the sample. This allowsone to dismount

the samples withouthavingto handlethem very much.Ali sample movement is

accomplishedwiththe bristlesof a very fine paintbrash.

In Fourier transformspectroscopyit is importantto minimizethe amount

of light leaking around the sample. Since the sample hole in the gasket is

round, it was decided that roundsamples should be cut to fill the hole. In order

to perform the delicate task of cutting cylindricalshaped samples 300 I_m in

diameter and ~50 I_mthick, a tip for a low power ultra-soniccutting machine

- was made which used the flattened end of No. 23 hypodermicneedles as the

cuttingsurface. Do-Ali wax was the only wax foundthat wouldconsistentlyhold

the samples to either the glass slide or piece of graphite to which the sample

was mounted. Sticky wax was somewhat less effective but also proved useful.

35



With this technique, a high percentage of undamaged samples could be

recovered after cutting. After recovery, the samples are boiled in TCA and

methanol to remove wax and grease.

2.3. Pressure Measurement

2.3.1. The Ruby FluorescenceScale

The ruby fluorescence scale for measuring hydrostatic pressure was

developed by Forman (1972) and is based on the pressure dependence of the

wavelength of the R1 and R2 fluorescence lines of the Cr3+ ion in ruby. These

lines may be excited with blue or green light from a He-Cd or Ar ion laser. The

doublet structure of the fluorescence is a result of the size of the Cr3+ ion. In a

cubic field the Cr3+ ion would show only a single fluorescence line due to the

spin transition 2E--->4A2. However, since the Cr3+ replaces an AI3+ atom and is

too big to fit substitutionally, it assumes a lower symmetry position and the 2E is

split due to a removal of spin-orbit degeneracy (Ferraro,1984). Pressure

measurements based on this doublet are problematic at temperatures above

300 °C where the two lines broaden into one. However, ruby has been found to

be the overall best pressure calibrant because 1) its fluorescence is more

intense than other materials, 2) the pressure dependence of the fluorescence
,w

lines is reasonably strong, and 3) the R linewidth is extremely sharp (7.5 A)

(Barnett, 1973).

The dependence of the transition wavelengths has now been calibrated

out to one Megabar against the p-V relationship of several materials, including

Co, Mo, Pd, and Ag (Mao, 1978), as shown in Figure 2.8. This dependence is
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Fig. 2.8. Shift of R1 and R2 ruby fluorescence lineswith pressure (Jayaraman,
1983).
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found to be linear below 300 kbar and to have a magnitude of 0.36 A/kbar. The

dependence is sublinear at higher pressures and Mao has proposed a

calibration curve of

IL

p(Mbar) = 3.808((A_A)/6942 + 1)5.1 ). (2.1)

The hydrostatic pressure dependence of both lines in the doublet is found to be

equal, and they could be used interchangeably for calibration purposes. The R1

line is usually chosen though because it is slightly strong¢r.

2.3.2. Pressure Measurement System

The pressure measurement system which was constructed for this

research is shown in Figure 2.9. The main part of the set-up is an Olympus

microscope which is capable of magnifications ranging from 200 to 400 times.

The main advantage of using a microscope is that it is easy to focus the laser

beam onto any particular chip in the ruby cell. This set-up is much simpler than

pressure measurement systems set up on an optical table since there are no

adjustments of any optical components required. The focussing is automatically

taken care of by the microscope.

A 25 mW Omnichrome Ar ion laser is used to excite the ruby

fluorescence. The light from the laser is directed onto a dichroic mirror which

reflects the blue-green laser light down to the diamond anvil cell but lets only

the red fluorescence light travel up through the microscope and into the

monochromator. The dichroic mirror is used to prevent any laser light, which

could potentially destroy the photomultiplier tube used to detect the

fluorescence, from entering the monochromator. The ruby fluorescence is then
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_.:ollectedby the objective lens and travels back up through the microscope. At

the top of the microscope,the light is reflected by a right angle prism into a

Sciencetech 9050 monochromator,which is controlled by a Gateway 2000

386/25 MHz computer.The lightis detectedat the exitslitof the monochromator

by a Hamamatsu 928 multiaikalaiphotomultipliertube which has a Harnamatsu

1606-01 pre-amplifierattacheddirectlyto its backend. The signal from the pre-

amplifier is then fed into a ND board pluggedintothe computer.Each time the

monochromatorsteps, one hundred values from the A/D board at the given

wavelength are averaged and the result then recorded. This allows one to

record a spectrum of intensity as a function of wavelength, and shows the

characteristic R1-R2doublet if the lasvr is focussed on a ruby chip. An example

of such a spectrum is shown in Figure 2.10.

One complication in this work is that it was necessary to know the

pressure in the DAC at low temperature, but it is not possible to perform ruby

fluorescence while the DAC is at liquid helium temperature. The following

technique was therefore employed to calibrate the pressure in the cell at low

temperature. The pressure in the DAC was measured at room temperature, after

which it was immersed in liquid nitrogen. The pressure was then measured

again taking into account dv/dT of the fluorescence, which is independent of

pressure (Jahren, 1990). lt was assumed that the pressure did not change

between 77K and 4K since the coefficient of thermal expansion of the cell,

which is made of Vascomax 350, is small at low temperatures, lt was found that
,,f

the pressure in the cell at 77 K was roughly four kbar below the pressure

measured at 300 K after the cooling process. This change in pressure is

independent of the pressure in the cell.
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Fig. 2.10. Sample spectra of ruby fluorescence R1 and R2 lines taken
with the pressure measurement system described in the text (P - 51
kbar).
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3. CharaCterization Techniaues

While the previous chapter described techniques for bringing

semiconductorsample_ ;o high pressure,this chapter will focus on how these

samples were characterized in the work described in this thesis. The main

techniques used to study the samples were optical spectroscopy,employing

both Fouriertransformand gratingspectrometers,and Hall effect.This chapter

will providean introductionto ali of these techniques, includingthose used to

performopticalspectroscopyunderhighpressuresin a diamondanvil cell.

3.1. FourierTransformand GratinoSDectroscoovv - -

3.1.1. Fourier Transform SoectroscoDv

Spectroscopyof semiconductordefects comprises a major part of this

thesis, so it is appropriate to give a brief discussionof the different types of

spectrometers used. We begin with a description of a Fourier transform

spectrometer.The heart of this instrumentis a Michelsoninterferometer,shown

schematicallyin Figure 3.1. lt consistsof a lightsource, a beamsplitter,a fixed

mirror,a movingmirror,and a detector.The lighttravels from the source to the

beamsplitter,where part of the beam is reflectedto each of the mirrors.The two

beams are then reflected back to the beamsplitter, where they recombine en

routeto the detector. In Fouriertransformspectroscopy,the intensityof the light

at the detector is measured as a function of the positionof the movingmirror.

The plot of this intensity versus position relationship is referred to as an

interferograrn. The desired result in a spectroscopyexperiment is a spectrum
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of intensityversus frequency, which is the Fourier transform of the interferogram.

The calculation of the Fourier transform of an interferogram is computer

intensive so the use of this technique did not become practical until computers

with sufficiently large memory and high speed became available. The process
e,

of how spectra are obtained using this type of instrument will now be explained

in more detail.

We begin the discussion by considering a very simple experimental

arrangement in which the light source is a monochromatic laser of wavelength

;L.When the path lengths from the beamsplitter to the two mirrors in Figure 3.1

are equal, the two beams will constructively interfere and there will be an

absolute maximum in the intensity of light detected. As the moving mirror is

translated, a phase shift develops between the recombining beams which

reduces the intensity of the light reaching the detector. When the moving mirror

has moved by the distance ;L/4,the path difference A between the two beams is

Z/2 and the two beams will destructively interfere, resulting in a minimum of

detected light. The sum of the two beams can be shown to be 10(1+ cosS),

where Io is the intensityat A = 0 and 5 = 2_(_)/'L. Therefore, the interferogram is

simply a cosine wave of wavenumber k = I/Z. The Fourier transform of a cosine

wave is a delta function at k = 1/'k, and the spectrum will thus show a single

peak at the laser frequency. Because the moving mirror has a limited path

length, however, the peak will not be a delta function. The interferogram shows

a finite number of sinusoidal oscillations and not an infinitely long wave. A

detailed calculation (Bell, 1972) shows that the spectrum of a monochromatic

source of wavenumber k' produced by transforming a finite interferogram is

B(k) = 2L(sinz/z), (3.1)
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where L is the maximum optical path difference between the two arms of the

spectrometerand z=(2_)(k' - k)L. This functionis referredto as the instrumental

line shape, lt produces a peak with full width at half maximum of 0.61/L. One

, normallytakes enoughdata pointsso that the instrumentalresolutionis higher

than the naturallinewidthsof the peaks being observed.

- In an actual spectrometera broadband source is used and the response

at the detector is a sum of cosine waves from ali of the different wavelengths

present.There is a strongmaximumat z_= 0, whichis referred to as zero path,

since ali wavelengths constructivelyinterfere at this point. Far away from zero

path the intensityfalls to Izeropath/2since the phase of ali the differentwaves is

random and

1 _,2_ 1

_-_]o de cos2e=g. (3.2)

An example of an interferogram is shown in Figure 3.2a. The spectrum of the

sample, which is the Fouriertransform of the interferogram, is seen in Figure

3.2b. The Fouriertransformis essentiallya calculationof the relativeamplitudes

of each frequency present in the interferogram.The result is a plot of detected

intensityversusk.

A critical aspect of spectroscopy is the need for filters to eliminate

aliasing, which is the appearance of high frequency spectral features in a low=.

frequency spectrum. To observe radiation of a wavelength Z in Fourier

- transform spectroscopy,one must take a data point every Z/4 units of mirror

travel, whichcorrespondsto A = Z/2, sincethis is the minimumnumberof points

whichwill define a sine wave of a givenwavelength.This impliesthat twice as

many data pointsmustbe takento observefrequenciesupto 4000 cm-1than to
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observe frequencies up to 2000 cm-1. However, since collection time and

computerstoragespace are proportionalto the numberof data pointsrecorded,

it is desirable to take data only up to frequencies of interest. Aliasing arises

when the data are nottaken at sufficientlysmall mirrordisplacementintervalstoA,

observe high frequency light reaching the detector. For example, consider

- taking data over the range 0-2000 cm"1, which correspondsto taking a point

every 1.25 14mof mirrortravel. If there is light reachingthe detectorwhich is of

frequency3000 cm"1thispeak willbe aliased into the spectraand will show up

at 1000 cm"1.This occursbecause 3000 is a multipleof 1000 andthe amplitude

of the 3000 cm-1wave willmake a contributionto each data pointwhich defines

the 1000 cm"1 wave. The way to avoid aliasingin this case wouldbe to either

take data up to 3000 cm-1 or filter the incoming light to block radiation above

2000 cm-1. lt is much moreadvantageousto use a filter, as was statedabove.

Ali spectrashown inthis thesiswere taken over the range 10-1950 cm"1.

Two filters were used to block out any higher energy light. First, a mylar

beamsplitter was used, and it passes very little radiation above 2000 cm-1.

Second, black polyethylenewas used. This material is a low pass filter which

gently rollsoff at higherfrequencies.Virtuallyno lightabove 2000 cm-1 reaches

the detectorthroughthis filterwhen a piece several thousandthsof an inchthick

is used.

The type of Fourier transformspectroscopyperformed in this research is

referred to as absorptionspectroscopy. In this method, a sample spectrum is

divided by a reference spectrum. The reference material is usually identicalto

- the sample materialexcept for the particularaspect under study. For instance,

when studyingSi impuritiesin GaAs, the reference material wouldbe GaAs with

no Si present. Figures3.3a and 3.3b showsthe spectra obtained for GaAs:Si

and an undopedGaAs reference sample.The spectra are then divided and the
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negative logarithmof the result is taken to producean absorptionspectrum,as

shown in Figure3.3c. The reason for this procedure is made clear by the

followingargument. If at a particularfrequencyIo representsthe intensityof light

which reaches the detector through the reference material, then 10e-=xJk

represents the amountof light reachingthe detector throughthe sample, where

. x = the thicknessof the sampleando_= the absorptioncoefficient- na, where n

= the concentrationof the absorbingdefect and a = the defect absorptioncross

section. Therefore, the process described above for producingan absorption

spectrumgives

-Inl°e'=X= o_x,
Io (3.3)

where c_xis referred to as absorbance. The final result is therefore a plot of the

absorbance vs. k for the impurityunder study. As shown in Figure 3.3c, this

method yields peaks which are specific to the doped sample and not the

referencesample.

The particularspectrometer used for this thesis researchis a Digilab 80-

V spectrometer.A schematicis shown in Figure 3.4. The entire chamber of the

spectrometer is evacuated since water vapor in the air has a great many

absorption lines in the far-infrared. Since the moving mirror moves on an air

bearing,the air fed intothis bearingis first run through an air dryer. The source

. is a SiC globarwhich is simplya blackbodysource run at 1200 °C. While this is

not a particularly bright source of infrared radiation, it is the best currently
et

available. Below 100 cm-1 mercury arc lamps are superior light sources.

Lookingat the figure, one can trace the path of the lightfrom the source to a
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Fig.3.4. Schematicof Digilag80-V vacuumFouriertransform spectrometer.
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parabolic mirror which converts the light diverging from the source into a

parallel beam.

The light then travels through the interferometer, which is actually

composed of two interconnectedinterferometers. A mirror is mounted on the
4b

back of the movingmirror,and this mirror is the movingmirror for a secondary

- interferometer. This interferometer serves to define the positionof the moving

mirror in the primary interferometer. There are two additional light sources

presentfor thispurpose,a white liohtsource (whichis merelya lightbulb) and a

red HeNe laser. Since the white lightsourcegivesoff a large amount of visible

radiation,which has a short wavelength in comparisonwith infrared radiation,

the interferogram it produces is very sharply peaked at zero path. This

interferogram therefore provides a very accurate zero path position for the

primary interferometer.The relativepositionof the mirroris tracked by counting

maxima detected in the interferogram of the He Ne laser. As was previously

discussed,a maximumoccurseach time the mirrormovesa distance_LHeNe/2.

After emergingfrom the interferometer,the recombinedbeam is directed

by a planar mirror and a weakly focussing parabolic mirror into the sample

space. The size of the beam at the focus is roughly1 cm, and this is where the

sample is placed. The detector is usually mounted either directly behind the

sample or at a more remote location.The Digilabspectrometeris equippedwith

a TGS (TryglycineSulfate) room temperature pyroelectricdetector. An off-axis

parabolicmirror is combinedwith a planar mirrorto bringthe radiation leaving

the samplespace to a focusat the detector.A change intemperatureof the TGS

• detector creates a change in its capacitance, and this change is converted into

a voltage which is then recorded.The photoconductordetectors used in these

studies,which willbe describedin more detail in Section3.1.4, detect a photon

when it ionizes an impurityelectronic level. A bias is kept across the detector
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which sweeps out carriers as they are created. Photoconductivedetectors are

much more sensitive then pyroelectric detectors, but they do have several

disadvantages. First, they cannot detect any radiation below the ionization of

the impurity level in the detector.Also, they do not have a flat response as a

functionof wavelength. Pyroelectricdetectors have a responsewhich, although

it is not flat, varies linearly with frequency. Despite these disadvantages,

photoconductors must be used when photon fluxes are low.

3.1.2. GratingSDectroscopy

Another importanttype of optical spectroscopyis grating spectroscopy.

This is very different from Fourierspectroscopyin that spectra are recorded a

single wavelength at a time. The heart of a grating spectrometer is a

monochromator, which is normally comprised of an entrance slit, mirrors, a

grating, and an exit slit. A schematicdiagram of a monochromatoris shown in

Figure 3.5. As shown in the figure, lightenters the monochromatorthrough a

narrow entrance slit. The light is then made parallel by a parabolic mirrorand

reflectedby a planar mirrorontothe grating. The gratingof the monochromator

is comprisedof a series of closelyspaced parallel grooves as shown in Figure

3.6. Each groove acts as a radiationsource, diffracting the incoming light at

various angles. For a given reflection angle r, there is a maximum in the

intensityof a wavelengthX reflected from the grating when the path difference
.r

between light reflecting off successive slits is an integral number of

wavelengths.This is just the conditionfor constructiveinterferenceand is given

by

mX= d(sin i + sin r), (3.4)
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where m is the order of the maximum,d is the spacingbetween the slits,and i

and r are the angles of incidenceand reflectionmeasured from the normalto

the grating surface. First order implies that there is a path difference of one

wavelength between adjoiningslits, and so on for higher orders. The light is

then reflected by mirrorsthrough the exit slit. If lightof wavelength ;Lpasses

. through the exit slit of the monochromator, this implies that higher orders of

radiation with wavelengths Z/2, ;L/3, etc. will also exit through the slit. This

radiation must be eliminated using appropriate filters if this is important. By

rotating the grating one can choose the wavelength of light which travels

through the monochromatorand reaches the sample. A spectrum is produced

by rotatingthe gratingthrougha givenangular range, recordingthe responseat

each wavelength.The resolutionis limitedby the widthof the entrance and exit

slitsand the numberof groovesper cm on the grating.

A gratingspectrometer takes the lightfrom the exit of a monochromator

and sendsit throughthe sample to a detector.The gratingspectrometerusedin

these studiesis a Cary 2390 spectrophotometer.A schematicof the apparatus

is shown in Figure3.7. An extremelyuseful feature of this equipmentis that the

source beam is chopped. This is important because it implies that the

spectrometercan be used in conjunctionwith a lock-inamplifier to detect weak

signals, lt is capable of spectroscopyfrom the near infrared ali the way to the

ultraviolet region of the spectrum, though different sources, gratings, and

detectors are used for different wavelength regions. Ultraviolet and visible.l

lamps are used as sources in the appropriate ranges. Different gratings are

" used below and above 800 nm because it is only possible to optimize grating

geometries for a particular wavelength, and the grating efficiency decreases

rapidly away from this optimum wavelength. A photomultiplier tube is used to

detect visible radiation while a PbS detector is used to detect near infrared
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radiation.The PbS detector is a photoconductorwhich detects excitationsfrom

the valence band to the conductionband. Althoughthe Cary spectrometer is a

highperformanceinstrument,for the work done inthis thesis itwas used onlyas

a sourceof monochromaticlight.

3.1.3. ComDarisonof FourierTransformandGrating SDectrosCODY

There are several advantages of a Fouriertransform spectrometer overa

grating spectrometer,and this explainswhy the bulk of the opticalwork in this

thesis was performed on a Fourier transform machine. The main advantages

are normallyreferredto as the Fellgett (Fellgett, 1958) and Jacquinotadvantage

(Jacquinot, 1960). The most important conclusion which follows from the

Fellgett advantage is that it is possibleto acquire comparable spectra in less

time usinga Fouriertransformspectrometerthan a gratingspectrometer.This is

a consequenceof the fact that each scanof an interferometer(which is defined

as one translation of the moving mirroralong its full length of travel) contains

informationaboutthe whole range of wavelengthsbeing observedwhile a data

point in a gratingspectrumonly containsinformationabout a singlewavelength.

The Fellgett advantage can be considered quantitativelyas follows. If one is

measuringa spectrum using a monochromatorover a range of wavenumbers

kl - k2 with resolutionAk, thenthe numberof pointsin the spectrumis

- M = (kl- k2)/Ak. (3.5)

If the time for the total spectrum to be observed is T, then each point in the

spectrumwill take time (TLM)to observe.Assumingthe noise is independentof
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the signal intensity, then the signal-to-noise ratio (SNR) for a grating spectrum is

given by

SNRgrating_ (T/M)1/2. (3.6)
,v

Since in an interferometer ali wavelengths are observed simultaneously, the

signal to noise ratio is proportional to

SNRinterferometero_T1/2. (3.7)

Therefore, the advantage of the interferometer over the grating spectrometer is

proportional to M1/2. Since M can easily be on the on the order of 10,000, this

represents a substantial advantage, lt should be pointed out that in the visible

range where excellent detectors are available and the noise is photon limited,

i.e. it is proportional to the square root of the signal, then the Fellgett advantage

disappears. This advantage is also irrelevant if only a small spectral range is

being observed.

The Jacquinot advantage of interferometers over grating spectrometers is

a function of the relative optical throughput of these instruments. The resolution

of a grating spectrometer depends linearly on the entrance and exit slit width. In

contrast, the resolution of an interferometer is dependent for the most part on

the length which the moving mirror travels. This implies that the optics at the q

entrance of an interferometer can be made large without having any significant

reduction in the resolution of the instrument. Thus, for a given resolution, the slit °

sizes for the grating spectrometer are never comparable to the source and

detector areas possible with an interferometer. High resolution in a grating

spectrometer also requires large focal radii for the collimating mirrors, which
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results in small solid angles. Again, this is not a problemfor an interferometer

where the lightis not beingdispersed.For these reasons,the interferometerhas

a throughput roughly 200 times that of the best grating instruments and this

results in a significant decrease in the amount of time required to obtain a

spectraof a givenSNR.

. Despite the advantagesof an interferometerovera gratingspectrometer,

there is a very importantcircumstancewhere the use of gratingtype instrument

is crucial. For the study of some semiconductor defects, it is sometimes

importantto shineonly a singlewavelengthat a time on the sample. This is the

case for DX centers since certain wavelengths of lightcan convert them into

shallow donors.

3.1.4. Ootical SDectroscopyin the DiamondAnvilCell

Fouriertransformand gratingspectroscopyof semiconductordefects in a

diamondanvil cell (DAC) form the basisof the researchdescribedin this thesis.

Priorto this work,though,the techniquefor performingthistype of spectroscopy

had not been developed, lt is easy to understandthe difficultiesassociatedwith

performing spectroscopyof samples mounted in a DAC. The sample size is

limitedto the order of a few hundred micrometersin diameter and roughly 100

I_m in thickness. While it is common practiceto do spectroscopyin a DAC on

samples where the absorptionis due to intrinsiceffects (i.e., 1022 atcms/cm3),=1

spectroscopy of defects, where typical concentrations are 1017-1018 cm-3,

• requiresgreatly enhanced sensitivity.The problemis one of achievingsufficient

signal-to-noise ratio, and the remainder of this section will describe the

experimentalset-up used to overcomethis problem.
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The assembly shown in Figure 3.8 is the most importantcomponent for

the experimentalwork describedin this thesis (Wolk, 1991a). lt is a monolithic

assembly consistingof a mirror, light concentratingcone, diamond anvil cell,

and photoconductor detector, lt is mounted vertically into a liquid helium

cryostatplacedat the sample focusof either the Fouriertransformor the grating

spectrometerused in this work. The mirror directs the lightwhich is travelling -

horizontallythrough the spectrometerupwards towards the sample. The mirror

currentlyin use is a flat mirror,buta parabolicmirrorwouldbe superiorin that it

would help focus the lightontothe sample. The cone serves to concentrate the

spectrometer light on the sample, lt is a straight cone, which should be

replacedby a Winston cone in order to optimizethe system. A straightcone is

roughly70% as efficientas a Winstoncone. The only reasonthese suggested

improvementswere not tried initiallyis that they are much more difficult and

costly to fabricate.

A photoconductordetector is mounted directly behind the cell. Both

Ge:Be and Ge:Cu photoconductors,which have photoconductiveonsets at 200

cm-1 and 350 cm-1, respectively,were used for these studies.These detectors

are most sensitive for low photon fluxes, and the responsivity and noise

equivalent power (NEP) of the Ge:Be detector are shown as a function of bias

for a particularset of operatingconditionsin Figure 3.9 (Haegel, 1983). From

the figure it is clear that for these conditionsthe detector has a high responsivity

and an NEP which is not much largerthan the photonlimitedbackgroundNEP, R

which is roughly 10-16 W_/Hz.For this experiment,we are in a regimeof higher

photon flux than the case shown in Fig. 3.9, but the detector is still performing

close to the photonnoise limit.The detector was designedto fill the cavity it is

mounted in, and the cavity is spherical in the back to increase light collection

efficiency.
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This design has several criticalfeatures. First and mostimportantly,the

detectoris mounteddirectlybehindthe cell, insuringthat a significantfraction of

the photonswhich make it throughthe DAC will be collected by the detector.

Second, the designvirtually eliminatesstray radiation,a small amountof which

coulddominate the small numbercf photons reachingthe detector throughthe

- DAC. Finally, alignment is trivial since it is only requires the line-up of the 10

mm beam with the 12.7 mm diameter entrance to the mirrorassembly. If the

detector is separated from the DAC, which is the set-up commonly used by

other groupsperforming Fouriertransformspectroscopyof samples mountedin

a DAC, positioningof the cell becomes extremely critical and therefore very

difficult.

3.2. Hall Effect

The final characterization technique to be discussed is Hall effect

analysis, which is used to determine the free carrier concentrationin samples.

The principle of Hall effect is pictured in Figure 3.10. The figure shows the

cross-sectionof a sample which has wires attached to the top and bottom as

well as each side.The sample is in a magneticfield B pointingin the z-direction

and a current is passedthroughthe sample in the x-direction.The Lorentzforce

e(vxB) drives the electronsdownward,where e is the charge on the electron

and v is the velocity of the electron. This occurs until an electric field E of

sufficientstrengthis builtup and creates a force eE that balancesthe magnetic

- force. The forces balance when

eE = e(vxa). (3.8)
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For the geometry shown in Figure 3.10, this reduces to Ey=vBz. The Hall

coefficientRH isdefinedas

RH= Ey/(jxBz). (3.9)

- Usingthe relationshipj = nev, where n is the free carrier concentration,gives

RH= 1/(ne). (3.10)

Since j and B are controlledby the experimenter, and a measurement of the

voltage across the sample in the y-directionprovidesthe value of Ey, the free

carrierconcentrationcan be determineddirectly.

In most cases, a van der Pauw arrangementof contacts is used. In this

arrangement, ali four contactsare on the top of the sample as shown in Figure

3.11. The resistivityof the sample can then be shown to be (van der Pauw,

1958)

R12,34+ R23,41f,
P = In(2) 2 (3.11)

where t = the thicknessof the sample, R12,34 = the resistanceobtainedform the

ratioof the voltage acrosscontacts 2 and 3 and the current throughcontacts1

• and 4, R23,41 is similarly described, and the factor f depends on the ratioof the

resistances.For a squaresamplef =1. The Hall coefficientinthis case is

RH = (z_R24,13)t/B, (3.12)
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where AR24,13the change in resistivitywhen the B field is turned on, implying

that the free carrierconcentrationis equalto

n= B/(AR24,13)e. (3.13)
fl

These data can also be usedto calculate the mobilityin a sample, which

isjust the speed of the free carrierper unit electricfield.We have

=v = "1 = 21n(2) AR24,13 1

E nep (_) R12,34 + R23,41 f" (3.14)

The mobilityprovides a measureof the number and type of scatteringcenters

presentin a semiconductor.The three main typesof scatteringmechanismsare

ionized impurity scattering, which is essentially an example of Rutherford

scattering,neutral impurityscattering,and electron-phononscattering.

Because ali of the samples studied in this thesis were heavily doped,

ionized impurityscatteringwas the dominant mechanism limitingmobility.The

number of ionized impurities in a sample depends on the number of defects

which compensatethe majority impurity,if there are 1018 cm-3 shallow donors

and 1017cre-3 acceptors, 1017 of the donor electrons will fall intothe acceptor

states, as shown in Figure3.12. This is simply a matter ofthe electrons falling

intothe lowestenergy state whichis unoccupied.This impliesthat there will be

2x1017 ionized impuritiesin the sample. The compensationratio, e, is defined

as
e

concentrationof minorityimpurity

concentrationof majorityimpurity" (3.15)
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lt is clearly related to the ionized impurity concentration, which in turn

determines the mobility in a heavily doped sample. This relationship will be

used in the next chapter to determine the compensation ratio of the GaAs

samplesstudiedinthis thesis.
d
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4. LVM SpectroF_0py qf DX Centers in GaAs:Si

4.1. Introduction to Local VibrationalModes and their Observation
h

- 4.1.1. Theoretical Descriptionof LocalVibrationalMode_

The experiment described in this chapter uses the observation of local

vibrational modes (LVMs) of defects in GaAs:Si to determine the charge state

and study the microscopic structure of the Si DX center, lt is therefore

appropriate to begin with a discussion of how these modes arise and can be

observed. An LVM is always associated with the vibrational motion of an

impurity atom which is lighter than the atoms comprising the host lattice.

Because the impurity is lighter, its vibrational motion does not significantly affect

the surroundingportion of the lattice and only the atoms in the first few nearest

neighbor shells experience any significant movement from their equilibrium

positions.

We begin the discussion of local vibrational modes by considering

phonons, which are completely delocalized vibrational modes. We start by

considering an N-atom, one-dimensional diatomic chain with lattice spacing a,

as shown in Figure 4.1. The masses of the atoms are M (heavier atom) and m

(lighter atom), the force constants for the springs are k, and only nearest

neighbor interactions are considered. Using cyclic boundary conditions and

• taking N to be even, the equations of motion for the atoms in the chain are given

by
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M_I = k(x2- Xl) + k(XN- Xl)

mx2= k(x3- x2) + k(Xl - x2)

-- Mx3= k(x4- x3)+ k(x2- x3)

• (4.1)
l=

M_N = k(xl - XN) + k(xN-1 '- XN).

These equationscan be rewrittenin matrixform as

M_= J_, (4.2)

where
MOO
0m0 ..-
00M

M = (4.3)

and
2k-k 0 0 .. -k
-k2k-k 0 .. 0

k= 0-k2k -k .. 0 (4.4)
000 ".
-k0 0

b

- We now lookfor a solutioninthe form of a travellingwave

x = ei(qnw2-ct), (4.5)
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where q = 2_/Z is the wavevector and cois the frequency of the wave. In other

words, we are assumingthat we can find solutionsthat vary sinusoidallyin both

time and space. Substitutingthisexpressioninto Eq. 4.2 gives

_- 0)2M)_= 0. (4.6)

,w

This equationhas solutionsonly for values of 0)2 which make the determinantof

the matrix (k_.-0)2M) equal to zero. The problem therefore reduces to a

diagnolizationof this matrix where the eigenvalues are the allowed values of

oo2 and the eigenvectorsgive the displacementsof each atom.

This equation was solved by Barker and Sievers (1975) for a 2N atom

chain of GaP ( M = 70 amu, m = 31 amu). The resultingdispersionrelationship

is shown in Figure4.2 for the case N.-->o=.There are two main branches of the

dispersionrelationship,an opticaland an acousticbranch,separated by a gap.

The optical branch is so named because neighboringatoms move in opposite

directionsand this motioncan thus be excited in an ionic compoundsuch as

GaP by an electromagneticwave. In the acoustic branch neighboringatoms

move in the same direction.The q values are limited to the range -_/a _<q <_

+_/a sinceit does not make sense physicallyto have a wavelengthshorterthan

twice the latticespacing.

Since it will be shown that the introductionof a defect into the diatomic
i

chain will result in modes which no longer have a sinusoiclal spatial

dependence, it is useful for the purposesof comparisonto describe the perfect

chain in a q-independent manner. One method of accomplishingthis is to use

the densityof statesg(0o),where
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Fig 4.2. Dispersionrelationshipfor diatomicchainwith N atoms
. of mass M = 70 amu and N atoms of m = 31 amu, as N--)_.

(Barker,1975).
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[
N

- J g((o)d0o (4.7)
tl

and N is the total number of modes. Figure 4.3 shows a calculation of g(00) w

versus 0ofor an infinitely long GaP chain.

We now examine the effect of replacing a P atom (m = 31 ainu) with an

atom of m = 20 ainu, as pictured in Figure 4.4. One difference is that one half of

the modes, ali those in which the impurityatom undergoes some motion, are

affected.This is to be expectedsincethe introductionof the impuritydisturbsthe

periodicity of the chain, leaving a single reflection plane and therefore

separatingthe solutionsintothose of odd and even parity. If the impuritydoes

not move in a given mode its frequency is unaffected, but modes which do

couple to the impurityare shifted to slightlyhigherfrequencies.

The most striking result of this substitution is that a new mode appears

which has a frequency of 416 cm-1, well above the highest optical frequency

mode (370 cm-1). This is the local vibrational mode, and it can be seen

appearing in the plot of g((o) in FigL:re4.5. In contrast to the phonon modes, the

local mode has a highly non-sinusoidal character and the amplitude of the

nearest neighbor vibrations dies off quickly as one moves away form the

impurity. This behavior is illustrated in Figure 4.6. A physical argument for the
I

shape of the mode is that a high frequency mode is unable to propagate

throughthe chainsince it wouldbe outside_,le range of allowedeigenvectorsof .

the perfect chain.Thus, the mode mustdecay rapidlyas one moves away from

the impuritysite. This manner of thinking is justified mathematicallysince it is

foundthat the secularequation cannot be solved for the LVM frequency unless
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Fig 4.3. Density of states for diatomic chain shown in Fig.4.1 as
number of atoms in chain approaches infinty. (Barker, 1975).
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Fig.4.4. Diatomiclinearchainwith nearest neighborforceconstants
and a light impurity(m'<m) replacingthe lighteratom on the chain.
(Barker, 1975).
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Fig 4.5.,Densityof states for diatomicchain of 2N atoms (N--_o)
with light impurity.M = 70 amu, m = 30 amu, and m'= 20 ainu.
(Barker,1975).
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Fig. 4.6. Local vibrational mode of impurityon chain shown in Figure 4.4.
Lengthof arrowsrepresentsdisplacementfrom equilibriumposition.Atoms
far from impuritydon'tmovesignificantly.(Barker,1975)
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q is imaginary, indicatingthat the wave is damped for large deviationsfromthe

impurity site. lt is also interestingto examine how the degree of localization

dependson the impuritymass. As expected,a lighterimpuritymass resultsin a

greaterdegree of localization.
¢

,, 4.1.2. Observation of Local Vibrational Modes

Since the I.VMs studied in this thesis were observed using Fourier

transformspectroscopythis section will consistof a discussionof how light is

absorbedby a localvibrationalmode.We willfocus on the vibrationalmode of a

Si impurity residing substitutionally on a Ga site in GaAs. Since GaAs

crystallizesin a zincblendestructure,the Si atom is bonded tetrahedrallyto four

nearest neighborAs atoms. In the spiritof the precedingsection, we will model

the Si atom as connectedto the As atoms by a springof force constant k. We

regard the positionsof the ali atoms other than the Si and the four nearest

neighborAs atom to be fixed for the purposesof thisdiscussion.

By solving the equations of motion, one can calculate the

eigenfrequencies and eigenvectors for this system. Figure 4.7 shows two

solutions to these equations, both of which represent LVMs of the (Si + As

neighbors)system.The mode in 4.7a showsthe Si atom movingagainstthe As

atoms while the mode in 4.7b, which is referred to as a breathing mode

• vibration, shows the Si atom to be stationary while the As atoms oscillate

aroundit. These modeswill clearlyhave differentvibrationalfrequenciesand so

" could be differentiatedfrom each other experimentally.However, using Fourier

transformspectroscopy,it is in fact only possibleto observe the mode shownin

Fig.4.7a. The defect can onlyabsorb lightat its resonantvibrationalfrequency if

the vibrationalmode is infraredactive.
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p

Fig. 4.7. Vibrational modes of Si-As system imbedded in GaAs lattice. Bonds
to neighboring atoms are not shown and are assumed to be rigid. Only the
mode shown in (a) is infrared active.
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The absorptionintensityof an LVM is dependent on how well the energy

of the incomingphotoncan be coupledto a vibration.This is in turn determined

by the change in the dipole moment of the system in the presence of an

oscillating electromagnetic field. For a simple system of a positively and
e

negativelycharged particle,the dipolemomentis defined as the productof the

,, magnitude of the charges and the spacing between them. For a more

complicatedsystem, one replaces the distance between the charges with the

difference between the center-of-massof the positivecharges and that of the

negativecharges.The differingelectronegativitiesof the Si and As atoms result

in a transfer of charge between the atoms, leaving the As atoms with roughly

three quartersof an electron morethan the Si atom (Chadi, 1992a). The system

has no net dipole thoughsince the center-of-massof the positiveand negative

chargesare both locatedat the Si atom.Anotherway to lookat this is to say that

the four Si-As dipolesexactly cancel one another.

Absorptionis due to a change in the dipole moment, however, and this

can be induced by an incoming photon. Since the wavelength of infrared

radiationis much larger than atomic spacings,the Si and As atoms ali feel the

same electricfield. This meansthat the negativelycharged As atoms willmove

in one direction while the positivelycharged Si atom moves in the opposite

direction.This creates a separationbetween the center of mass of the positive

and negativecharges, changingthe dipole moment from zero to a finite value.

This type of motionis exactly the one pictured in Figure 4.7a, and this mode is,,p

infrared active. We see that no change in the dipole moment occurs for the

" vibration pictured in Fig. 4.7b. The center of mass for both the positive and

negative charges remains at the Si site throughoutthe vibration, implyingthat

this vibrationis infrared inactive, lt turns out that this vibrationcan be observed
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using Raman spectroscopy,which is sensitiveto the change in polarizabiEityof

a systemin the presenceof an electromagneticfield.

4.2. MotivationfortheExDeriment

Once Maude et al (1987) showed conclusively that the DX center was "

due to an isolated impurity, two basic questions remained about the

microscopicstructureof this defect: 1) What is the atomic arrangement of the

donor impurityand its neighbors,and 2) What is the charge state of thisdefect.

Progress on these questions has involved a fascinating interplay between

theoretical and experimentalprogress.We first discussthe differenttheoretical

modelswhich havebeen proposedfor thisdefect.

4.2.1. Micmscopi(;Modelsfor the DX center

4.2.1.1. The Chadi and Chang Model

Chadi and Chang (1988) proposed that DX centers form in AIGaAs and

GaAs when a substitutional group IV donor breaks a bond with a nearest

neighbor As atom and moves roughiy 1.2 A in the (111) direction, as shown in

Figure 4.8. The figure also shows that, for a group VI donor impurity, it is the

nearest neighbor Ga (or AI) atom which is displaced. An interesting feature of

this model is that these lattice relaxations are predicted to be unstable unless

the defect is negativelycharged. The reaction mechanism responsiblefor DX

formationis proposedto be a two step process:
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Fig. 4.8. Chadi and Chang model for DX center formation. The figure shows
that the atom which moves in the displacement depends on whether the
impurityis a groupIV (a,b) or groupVI (c,d)atom. (Chadiand Chang, 1989)
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dO_ d+ + e- (4.8)

dO+ e- _ DX-. (4.9)

The total reactionis

2d0 _ DX- + d+. (4.10) -

The first step is the ionization of a shallow donor, which requiresroughly6 meV,

while the second step is exothermic.The lattice relaxationwhich resultswhen

the electron is capturedby a neutraldonor is calculatedto decrease the energy

of the defect more than it is increased by the Coulomb repulsiondue to the

presence of a second electron.This type of defect is referredto as a negative-U

defect, where U is the Hubbard correlation energy (Anderson, 1975). lt is

defined as the difference between the Coulomb e--e- repulsion and the

stabilizationenergy due to the e--phonon interaction.A small number of such

defects have been identified in semiconductors.The A center in Si (Watkins,

1961) and interstitialB in Si (Troxell, 1980) have been shown to be negative-U

centers, and more recentlyit has been shownthat the O-As vacancycomplexin

GaAs also exhibitsthis behavior(AIt, 1990; Skowronski;1990).

Chadi and Chang also calculatedthe alloy and pressuredependence of

the DX center bindingenergy. These predictionsare based on their calculations

which showedthat the DX center is highly localizedin real space, implyingthat

it must be very spread out in momentumspace. If this is the case, then the DX

center wavefunction must be comprised of conduction band states from the

entire Brillouin zone. This implies that the DX level should have an energy

derivative with respect to alloying or pressure which is equal to that of the

conduction band averaged over ali k-space. A simple expression for the
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variationof the energyof the averageconductionband, ECB,is givenby (Chadi,

1988)

&EcB = &[E(['), 3E(X) + 4E(L)]/8. (4.11)
a

_, In addition to its simplicity, this expression is also extremely useful since the

dependence of these minima on alloying and pressure are well known. Implicit

in this expression is the fact that the impurity potential is not strong enough to

require the consideration of higher lying conduction bands. We will return to this

point in Chapter 5.

lt was found experimentally that the binding energy of the DX level

(Chand, 1985) roughly followed the L conduction band minimum, and it was

therefore postulated that the DX level was an L- derived level (Bourgoin, 1988).

Using the above formalism it can be shown that this is not necessarily the case.

Chand et al (1985) reported the alloy dependences of the conduction band

minima in AIxGal.xAs as

AE([') = (1.42 + 1.25x) eV,

AE(X) = (1.90 + 0.21x)eV, (4.12)

AE(L) = (1.71 + 0.64x) eV.

Insertingthese values into Eq. 4.11 gives

- AE(CB) = 0.55x eV, (4.13)

which is almost identical to the value of 0.54x obtained by Chand et aL This

result also clarifies the connection of this level to the L band. The change in
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energy with alloyingof the DX level ( 0.55x eV) is close to that of the L band

(0.64x eV), but it is now clear that this does not necessarily imply that the DX

level is tied to the L band.

The DX centerwill form when it is the moststable form of the donor, i.e.,

when its energy is lower than that of the shallow, substitutional donor. The

energy of the shallowdonor is tied to the F conductionband minimum, so the "_

DX levelapproachesthe shallowdonor levelat the rate

A(EcB- EF)= (1.25- 0.55)x = 0.7x eV. (4.14)

Usingthe experimental fact that DX levelsform when x > 0.22, this impliesthat

E(AX) = AE(F)+ 0.150x eV, (4.15)

meaningthat in pure GaAs the DX level lies 150 meV above the shallow donor

level.

lt is also possible to explain the observed maximum in the binding

energyof the DX centersobservedinthe allo_,range0.45 _<x _<0.48. From Eqs.

4.12, the X band becomesthe CBM when x = 0.46. As the AlAs percentage is

increased beyond this, the DX level is approaching the shallow donor level

associatedwiththe X band at the rate

_(EcB - Ex) = (0.55 - 0.21)Ax= 0.34_x eV. (4.16) "

The maximum in the DX binding energy should therefore occur at the F-X

crossoverpoint,whichis infact what is observed.

8£



Ali of the behavior described in the preceding paragraphs can be

summarized in Figure 4.9, which showsthe variation of the various CBMs and

the DX levelas a functionof alloying.

Analogousargumentscan be made for the pressurederivative of the DX

center energy.The pressurederivativesfor the variousconductionband minima

are (Chang, 1984)

dE(F_____)= 12 meV/kbar,
dp

dE(X) = _ 1.6 meV/kbar,
dp (4.17)

dE(L) = 5.5 meV/kbar.
dp

Using Eq.4.11 gives

dEcB = 3.6 meV/kbar, (4.18)
dp

implying that

d (E (F)- ECB) = 8.4 meV/kbar, (4.19)
dp

Whichis consistentwith experimentallymeasured values. Since for p=0, EDX =

- EF + 150 meV, this means that DX centers should form at pressures of

. approximately 19 kbar, which agrees reasonably well with the observed

formationpressurein the range20 - 30 kbar. The pressuredependencesof the

CBMs and DX level are shownin Figure4. 10.
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Fig. 4.9. Variation of the GaAs conductionband structure and the DX energy
levelas a functionof AlAs alloying.
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lt must be stated at this point that althoughthese arguments seem to

describethe experimentallyobservedfeaturesof DX centers,they do not prove

that the particular model proposed by Chadi and Chang is correct. These

arguments for the pressure and alloy dependent behavior of the DX energy

level work because the DX center is a localized state. Therefore, these

argumentsare valid for any modelwhich predictsa localizednature for the DX

center. The Chadi and Chang model does make two testable predictions,

however.First,they claimthat the chargestate of the DX center is negative, and

second,that the latticerelaxesintothe brokenbond geometrypicturedin Figure

4.8. Attemptsto test thismodelwillbe detailedlater in thischapter.

A fascinatingfeature of this model is its predictionthat the presence of a

second electron actually creates the level at which it is subsequentlytrapped.

This process is referred to as extrinsicself trapping, and has been described

theoreticallyby Toyozowa (1978). We consider a conductionelectron attracted

to an impuritypotential which is made up of short and long range forces. The

following analysis will show that, depending on the relative strengths of the

forces, there is a discontinuousdecrease in the impurity radius down to the

latticeconstantd. The totalenergyof the boundelectroncan be written as

E = B(d/a)2- V(d/a)-U(d/a) 3, (4.20)

where V and U represent the long (Coulomb) and short range potentials,

respectively,and a is the electronwavefunctionradius.The first term represents

the kinetic energy of the electron, where the coefficient B is taken to be of the

order of the width of the conductionband. The short range term is proportional

to (d/a)3 because onlythisfractionof the electroniccharge feels the short range

potentialat the impuritysite.
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We next considerelectron-phononinteractionswith long and short range

forces. The long range force is taken to be the electrostatic interactionwith the

optical phonons in polar semiconductors.The effect of such a term on the

. electronicenergy is given by -Eop(d/a)since the polarizationenergy due to the

electroniccharge presentwithinthe radius a is proportionalto (l/a). The short

range force is taken to be the deformation potential due to the acoustic

phonons.The conductionelectronis subjectto the deformationpotentialEdA(r),

where A(r) is the local lattice dilation. The bound electron with radius a will

distort the lattice within this region in order to minimize the sum of the

deformationpotentialenergy andthe elasticenergy, which is givenby a3CA2/2,

where C is an elastic constant.Minimizingthissum with respectto a gives the

stabilizationenergy to be-Eac(d/a)3.

The totalenergyof the defect-lattice systemcan then be written

E = B(d/a)2- (V + Eop)(d/a)- (U + Eac)(d/a)3. (4.21)

We now examine solutions to this equation as a function of the relative

strengthsof the short and long range forces. First we define short and long

range force parametersgs- (U + Eac)/Band gl- (V + Eop)/B.The nextstep is to

minimize Eq. 4.21 with respect to (d/a), restricting solutions to the region

0<(d/a)<1 since it is not expected that the impuritywavefunction ='adiusshould

. be less than a latticeconstant.The possiblesolutionsfor differentvalues of gs

and gl are shown in Figure4.11. This graph showsthat there are four different

" regionsof parameter space. In the region marked L, there is onlyone minimum

and it occursfor (d/a) = 1. Inthis regionthe defect is completelylocalized.In the

region marked D, the minimumin energy occurs for d/a = (1-I/1 - 3gsgl/3gs),

whichin this range of parameter space meansthat (d/a)<<1, correspondingto a
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Fig.4.11. Phase diagramfor an electron inan impuritypotentialand
interactingwith phonons. The state in parenthesis is metastable.
(Toyozowa,1978).
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delocalized state. Crossingthe thick solid line in the figure correspondsto the

disconti_uous collapse of the wavefunction from a delocalized to a highly

localizedstate. In the regionbetween the thin lines,there are two minima,one

at d/a = (1-1/1 - 3gsgl/3gs)and one at (d/a) = 1. In these regions, one of the,t

solutionsis stablewhile the other (labeled in parenthesis) is metastable, lt is in

-. this region that the DX level exists. Withoutthe short range potential U there

wouldbe no localizedstate. However, it is the combinationof the longand short

range forces which determines whether or not one obtains a localized or

delocalizedstate,and whetheror notthe defect is metastable.

4.2.1.2. The AI_

lt has also been proposedthe A1state in GaAs can be identifiedwith the

DX center. This state can be most simply described in terms of tight-binding

theory, and the startingplace for thisdescriptionis the four sp3 bondsformed by

each atom with its nearest neighborsin the GaAs lattice. Fig. 4.12 showsthat

bonding and anti-bondingcombinationsof these orbitals can be formed, with

the interactionof these levels broadeningthem intothe valence and conduction

bands, respectively.The figureshowsthat when a Ga atom is replacedwitha Si

atom, one creates bonding and anti-bondingcombinations of the four Si-As

bonds. Since Si is more electronegativethan Ga, the energy of these levels is

lower than the correspondinglevels in GaAs. Interactionbetween these levels4,'

splitsthem intoa singletA1state and a triply degenerate T2 state, also as seen

" in Fig. 4.12. The A1 state is resonant in the conduction band, and has been

identifiedas a possiblecandidate for the DX center (Lanoo (1989); Yamiguchi,

(1991)).
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states. CBM is the conductionband minimumand VBM is the valenceband
maximum.(Lannoo,1990).
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In order to test this idea, a self-consistentpseudopotential calculation

was performed by Yamiguchiet al (1991). In this calculation,a large number of

possibleconfigurationswere tested for their relative stability.Their conclusion

was that the moststableform of the donor was a deep A1 state in which the Si

sits substitutionallywhile the nearest neighborsrelax. The relaxationof the first

, and second nearest neighbors is shown in Table 4.1 for GaAs:Si at various

pressures.Q1 representsthe change in the Si-As nearest neighborbond length,

while Q2 and Q2' represent the change in the second nearest neighborbond

length and bond angle, respectively. Yamiguchi et al also examined the

energetics of the relaxationproposedby Chadi and Chang, and found that this

was a metastablestate with an energy roughly600 meV larger than that of the

A1 state. This is obviously in direct contradiction to the Chadi and Chang

calculation. Yamiguchi et al also showed how the A1 state level starts off

resonant in the conduction band but comes into the gap with pressure or

alloying.

Since this theory impliesthat a large lattice relaxationis not responsible

for DX center formation, it must provide explanations for 1) persistent

photoconductivity and 2) the large optical ionization energies which are

observed. To explain persistentphotoconductivity,Yamiguchi et al refer to the

results of a calculation by Hjalmarson (1984) which shows that the radiative

recombinationefficiencyof electrons falling from the ]" band to the A1 state is

10"22 times less than recombinationfrom X or L band donors.The barrier found

for destruction of persistentphotoconductivityis therefore the barrier between

- the I_band and these other extrema.Yamiguchi et al also claimthat the optical

ionization measured for DX centers is the transitionfrom the A1 state to the 1"2

state, the energyof whichthey calculate to be 0.95 eV, in roughagreementwith

experimentalvalues. However, there are seriousobjectionsto this identification.
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Table 4.1. - Values of Q1,Q2,and Q2' for the minimum defect energy in GaAs:Si
accordingto the calculationof Yamiguchi (1991).

P(kbar) _,Z_ Q2(%_ -_'-_

0 +0.91 +0.83 +0.26
=

30 +0.70 +0.80 +0.25

60 +0.50 +0.77 +0.24
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They made arguments as to why the transition probability to conduction band

minima,which wouldstart at much lowerenergies,are muchless probable than

the Al-T2 transition.However, Baraff (1991) showedthat these argumentswere

incorrect,lt mustbe statedtherefore that the A1state modeldoes not effectivelyB

explain the large photoionizationthresholdenergy.

- A third calculationwas carried out by Dabrowskiet al (1990). They found

both the A1state and the brokenbondstate, butwere unable to calculatewhich

was lower in energy, lt is clear that experimentsare needed to decide which

theoreticalmodel is closestto the truth, lt shouldalso be mentionedthat a more

recent calculationby Chadi (1992b) does predict the existence of the A1 state,

I_ut claims that it is higher in energy than the broken bond state and is in fact

al_o negativelycharged. He also claimsthat the latticerelaxationis larger than

that calculated by Yamiguchi and that it would in fact exhibit persistent

photoconductivity.

4.2.2. Summary_of PreviousExoerimentalWork on DX Centers

There have been a large number of experimentsperformed on the DX

center in the past decade, and this section will focus on experiments which

attemptedto delineate whichof the models describedin the previous sectionis

correct. These can be split into two categories 1) those which attempt to

. determine the lattice relaxationof the DX center,and 2) those which attemptto

determinethe chargestate of the DX center.

" Many experimentershave tried to find evidenceof a lattice relaxationin

the neighborhoodof the DX centers. In one of the mostconvincingexperiments,

deep level transient spectroscopy(DLTS) was used to observe AIxGal.xAs:Si

samples which had different alloy percentages (Mooney,1988). In pure GaAs
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only one peak was observed. However, as the AlAs percentagewas increased,

several closely spaced peaks were observedwhose energies did not depend

on x but whose relative intensities did. This result was interpreted as

demonstratingthat the Si atoms had moved to interstitialpositionswhere the

average number of AI neighborsthey had was a function of alloy content. As

many as four peaks have been observed,which wouldbe consistentwith zero,

one, two, or three nearest neighbor AI atoms. In a clever variation of this

experiment, AIxGal.xAs:Te were studied in a similar fashion (Dobaczewski,

1992). If the above interpretationis correct,then one would expect up to eight

peaks in highlyalloyedsamples,since in thiscase either a Ga or AI atom would

move, resultingin two seriesof four peaks.This is preciselywhat is observed.

Many other experiments suggest the presence of a large lattice

relaxation in the formation of DX centers. A study by Northrop et al (1991)

showedthat there was no evidence of any DX center photoionizationbelow 0.8

eV, and this cannot be explained by a small lattice relaxation model, as was

argued in the discussion of the A1 state (Section 4.2.2b). lt has also been

demonstratedthat the pressurecoefficientsof the ionizationenergy and capture

barrierheightof the DX center in GaAs:Siare only consistentwith a large lattice

relaxation (Li, 1987). Recent x-ray diffraction experiments also show that DX

formation is (Cargill,1992; Leczinski,1991) accompanied by an increase in the

lattice constant. EXAFS measurementsfound no evidence for a change in the

nearest neighbor distance for Sn and Se substitutional donor atoms

(Hayes, J989; Kitano, 1987), but the interpretation of these results is not

straightforward.In the Chadi and Chang model, the Se atom would not move

and the Sn atom would move to a positionsuch that its bond lengths are very

similarto those in the undistortedsubstitutionalposition.
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Other experimenters have attemptedto determine the charge state of the

DX center. An ingeniousset-up was used by Fujisawa (1989) to show that the

DX center is negatively charged. In this experiment, deep level transient

spectroscopywas performedon samplesco-dopedwith germanium and silicon

under hydrostaticpressure.Ge transformsinto DX centers at a lower pressure

- than Si, so belowthe Si transformationpressurethe Si atoms act as a source of

free electrons for Ge DX center formation. The experiment showed that the

number of electror:s trapped at the Ge DX centers scaled with the Si

concentration ab_; ::aturated at roughly twice the concentration of

uncompensated Ge atoms, demonstrating that two electrons were trapped at

each Ge DX center.

MSssbauer experiments on GaAs:Sn have also been interpreted as

being consistent with the localization of two or three electrons at each DX center

(Gibart,1990). Photoionization experiments by Dobaczewski et al (1989) have

also been shown to be consistent only with a negatively charged DX center.

Recent studies of the capture and emission kinetics of DX centers (Theis, 1991;

Mosser,1990) also show that observed equilibrium occupationsof DX centers

cannot be understoodifonly one electronis capturedor emitted.

A seeminglystraightforwardtechniquefor determiningthe charge state of

the DX center is to look at changes in mobilityafter photoionization.Roughly

speaking, if the DX center is negativelycharged, then there is no net change in

the ionized donorconcentrationupon DX center formationand there shouldbe

no change in mobility. If it is neutral, then there are more ionized centers and

• there should be a decrease in mobility due to additional ionized impurity

scattering.This analysisturns out to be far too simplistic, however, lt has been

hypothesized (O' Reily, 1989; Williamowski, 1991) that there is a correlation

between the locationof the ionizedshallowdonorsand DX centers which leads

99



to relatively weak dipole scattering of electrons. Changes in the Fermi level

must also be taken into account (Chadi, 1989a). Because of these and other

complexities the analysis of mobility data does not provide any definitive

conclusions.

An experiment whose results are in conflict with the negative-U model

used magneticsusceptibilitymeasurementsto show that DX centers in several o

approximately10 I_mthick epilayersof AIxGal.xAs (x>0.23) doped with Si or Te

were paramagnetic, implying that only one electron was bound

(Khachaturyan,1989a). However, a similar experiment performedon a 200 I_m

thick epilayerof AIo.3Gao.7As:Tewhich had itssubstrateremoved foundthat the

concentrationof paramagneticcenterswas an order of magnitudelessthan the

concentrationof DX centers (Katsumato,1990). There hasyet to be a resolution

of these conflictingresults.

4.3. Local Vibratienal Mode SoectroscoDv of DX Centers in GaAs under
. v

HydrostaticPressure

Althoughit is obvious from the precedingdiscussionthat a great many

techniqueshave been used to try to determine the structureof the DX center,

one of the most obviousexperimentshad yet to be attempted. If some form of

lattice relaxationtakes place when a substitutionaldonor transformsinto a DX

center, then the bondingof the donorto its nearest neighborsmust change and

the frequencyof the donor LVM shouldalso change.

The most straightforwardway of performingthis experimentwould be to

try to observe the DX LVM in epilayers of AIGaAs. However, the vibrational

spectra of alloys are extremely difficult to interpret because variations in the

local environmentof the defect lead to substantialbroadeningof LVM peaks. An
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even largerproblem exists in attemptingto study DX centers in this manner. Si

is the only donor which may be used for these studies,since it is the only one

which has an observableLVM (One would suspect that S could also be used

since it is lighterthan bothGa and As, butthere has beer=no LVM observed for

this impurity(Beall, 1985)). Unfortunately,Si has a massvery close to that of AI,

- which implies that its vibrational frequency is not very different. So, even in

AIGaAs with very small AlAs fraction, the amou,;_ of AI is two orders of

magnitudelarger than the Si concentrationin even a highlydoped (1018 cm-3)

sample, lt is thus seen experimentally that the AI LVM peak completely

overwhelmsthat due to the Si (Mooney,1991).

If pressure were to be employed to avoid the use of alloyed samples,

then the samplewouldhave to be placed in a diamondanvil cell (DAC). No one

had previouslyattempted to measure the DX LVM frequency by this method

because of the difficultiesdescribed in Section 3.1.4. These difficultieswere

overcome usingthe set-up described in that chapter, and the present chapter

describesthe firstobservationof an LVM of the Si substitutionaldonor and DX

center in GaAs underhydrostaticpressure up to 40 kbar (Wolk, 1991b; Hailer,

1991).

The experiment can be divided into two main parts. First, a new local

vibrational mode observed in hydrostaticallystressedGaAs:Si is identified as

an LVM of the Si DX center. The spectroscopicdata is then combinedwith Hall

effectand resistivityanalysisto determinethe chargestate of the DX center.

Before continuingwiththe descriptionof the experimentit is necessary to

• make a brief digressionto discuss free carrier absorption in semiconductors.

Because the Bohr orbit of donor impurities in GaAs is -= 100 A, the impurity

wavefunctions overlap at concentrations above a few times 10!6 cm-3. This

results in the formation of an impurity level band, which is so broad that it
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merges with the conductionband. Under these conditions,ali impuritydonors

contributecarriers to the conductionband at ali temperatures. This results in

free carrier absorption which makes the samples opaque to far infrared

radiation. Free carrier absorption results occurs when a carrier absorbs a

photon and is taken into a higher energy state in the same band. Additional

momentumis requiredsince only statesaway from k = 0 are available, and it is

provide_:_by a scatteringprocess with either acoustic phonons,optic phonons,

or ionized impurityscattering.Ali the samples studiedin this work were doped

heavily enough that the ionized impurityabsorption scattering process was

dominant.The high concentrationof free carders made the samplecompletely

opaque in the far infrared (The absorptioncross section for ionized impurity

scattering free carrier absorption is proportional to Z3.5), which makes

absorptionspectroscopyimpossible.

In order to overcome this difficulty, various techniques have been

devised. One method is to use defect passivation, in this technique, a fast

diffusing species, Li, for example, is introduced into the sample, lt forms

complexes with the donors which eliminate their electrical activity (Barker,

1975). This technique has the disadvantagethat the passivatingspecies often

forms complexes which themselves have LVMs, and this complicates the

interpretationof the absorptionspectra, lt is also true that in some materialsit is

difficultto find an elementwhichbothdiffusesquicklyand passivates.

Another technique used to make heavily doped samples transparent is

bombardment by electrons of roughly1 MeV in energy. The irradiationcreates

electronic levels near the middle of the band gap which compensate ali free

carriers (Theis, 1984). A quick calculationshows that the damage introduced

does notaffectthe LVMs of the donoratoms.The dose used in the irradiationof

GaAs is enoughto producethe same concentrationof compensatingdefects as
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donor impurities. At a concentration of 1018 cm-3 the average volume

containinga singleimpurityis 106 A3. The damage introducedby the electrons

is extremely localized.Usingvery approximatenumbers, let us say that volume

associated with an irradiationdefect is roughlythe same as that of an LVM,

which is approximately(4_/3)(10A)3 = 4000 A3. This impliesthat onlyone out of

• every (106/4x103) = 250 LVMs will be influencedby the point damage due to

the irradiation,and this lack of any observable broadeningof LVM peaks has

been borneout experimentally(Theis, 1984).

We nowdiscussthe observationof the Si LVMs in GaAs underpressure.

In order to determine if some change in the frequency of the impurity LVM

occurs upon transforming into a DX center, it is first necessary to determine

where the mode of the untransformedsubstitutionaldonor lies under pressure.

This was done usinga piece of GaAs:Si with nsi= 6.3x1017 cm-3, subsequently

referredto as Sample 1I. This sample had been irradiatedwith 1 MeV electrons,

making it transparent to infrared radiation at ali pressures. Whether the DX

center is neutral or negative, its formation is suppressed in an electron

irradiated sample since there are no free electrons available. A spectrum of

Sample 11in the DAC taken at P=35+_2kbar is shownin Figure 4.13. One peak

is seen whose frequency can be observed as a functionof pressure.Spectra at

different pressuresare shown in Figure 4.14 and the data for ali samples we

observed are summarized in Figure 4.15. This peak may be unambiguously

identified as the SiGaLVM since its frequency at zero pressure matches whatw

has been previouslyobserved for the substitutionaldonor (Woodhead, 1985).

• The dependence of the LVM frequency on pressureis linear over the range of

thisstudyand is givenby dVSiGa/dP= 0.66_-K).03cm-1/kbar.
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Fig. 4.13. Absorption spectra of samples 11 and 1U at T = 5K.
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Fig.4.15. Pressuredependence of the SiGaand SiDX LVM frequencies,x,

O, II, and • referto samples1I, 1U, 2, and3, respectively.
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Figure 4.13 also showsthe spectrumof Sample 1U at 30+_2kbar, which

is well above the pressure necessary to cause the DX transformation. This

sample is identical to Sample 11, having been cut from the same part of the

same wafer, exceptthat it had not been irradiated.There are two peaks clearly

observed in the spectrum,one at 404 cm-1 andthe other at 395 cm-1. The peak

• at 404 cm-1 is preciselywhere the SiGa LVM is expected at 31.5 kbar, but the

peak at 395 cm-1 is a new feature. The pressure dependence of this new

feature is shownin Figure4.14 and is dv/dp = 0.61+0.04 cm-1/kbar, roughlythe

same as that of the SiGa peak. There is no data below 23 kbar because the

sample is opaque below this pressuredue to free carrier absorption.This new

feature willbe identifiedas the LVM of the,Si DX center.

As a first step in makingthis identification,we confirmedthat DX centers

were present in the sample by performingthe following series of experiments,

which are outlinedin Figure 4.16. First, the sample was broughtto a pressure

high enough to form DX centers. The sample was then brought to 4K and

illuminatedwith white light. The amount of the infrared radiation reachingthe

detector was drastically reduced because of free carrier absorption resulting

from the photoionizationof the DX centers, and we were unable to obtain an

absorptionspectrumof the sample. The carriers remain in the conductionband

as long as the sample is kept at low temperature due to the capture barrier

against return to the DX level. The sample was then brought to room

temperatureand recooledat a pressureof only21 kbar, too lowto cause the DX4,

transformation.Once again, no spectrumof the samplecould be taken. Bringing

" the sample back to room temperature and increasingthe pressure to 24 kbar

resultedin the sampleonce again being transparent.

In heavilydoped GaAs:Si samples, many LVM peaks in additionto the

SiGapeak have been observed with FIRFTS (Woodhead, 1985). They have
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Action Result Explanation

Apply pressure to Sample is Carriers trapped at DX
_sample greater than transparent, centers. No free carrie_r

23 kbar. Cool to 5 K. absorption.

•
Shine light on sample Sample turns DX centers photoionized.
and keep at low opaque. Free carrier absorption
temperature, due to carriers in

conduction band. Carriers
have insufficient energy
to overcome capture
barrier into DX state.

Bring sample to 300 K. Sample is Shallow state is most
Lower pressure to less opaque, stable form of donor.
than 23 kbar. Free carrier absorption

due to carriers in
conduction band.

Fig. 4.16. The behavior of the samples studied is easily explained if DX
centers are present.
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been assigned to 28SiAs, 28SiGa-28SiAs, Si-X, Si-Y, 29SiAs, and 30SiAs. We

exclude the possibilitythat the lower frequencypeak we observe is due to any

of the defects listedabove based on the resultsof the followingexperiment. A

bulk piece of Sample 11 was investigated by conventional absorption

spectroscopyat zero pressure, and the only observable peak was that due to

• 28SiGa. This is consistentwiththe fact that only one peak was observed when

Sample 11was in the DAC, but providesa more stringenttest since the signal-

to-noise ratio for conventionalspectroscopyis roughlya factor of twenty better

than for spectroscopy performed in the DAC. As an additional check, we

extrapolatedthe frequencyof the new peak to zero pressure, lt would be found

at 376+1.5 cm-1. This value lies betweenthe frequenciesof the 29Si and 30Si

LVM peaks reportedin Ref. 38, and the absorbance in these peaks is less than

10 percent of the absorbance due to 28SiGa. In contrast, the new LVM peak

observed has roughlyhalf the absorbanceof the 28SiGaLVM peak. Finally, this

technique is not sensitive to defect concentrations much below 6x1017 cm-3,

and it is unlikelythat the three unirradiatedsamples we studied would have a

defect besides Si at this high a concentration. The above arguments

demonstrate conclusivelythat the lower frequency LVM is due to a previously

unobserved defect related to Si. Since this defect is only formed by the

applicationof pressure in a sample where free electronsare available, this new

peak is identifiedas an LVM of the Si DX center.

This spectroscopic data can now be combined with Hall effect and

resistivitydata to allow us to infer the charge state of the DX center. Correcting

" for the differentthicknessesof the sample,the area in the LVM absorptionpeak

of sample 11was compared with the sum of the areas of the SiGaand SiDx

peaks of sample 1U for several spectra and found to be equal to within thirty

percent. Since the concentration of the Si impurities is the same in the two
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samples, this impliesthat the absorptioncross-sectionfor these two defects is

the same to withinthis accuracy.This in turn impliesthat the ratioof the area in

the LVM absorptionpeaks ASiGa/ASiDX observed for a given sample is equal to

nSiGa/nSiDx to within thirty percent, where n is the concentration of the

correspondingdefect.

The theoretical ratio nSiGa/nSiDX depends on the charge state which is •

assumed for the DX center and the compensation ratio in the sample. The

compensation ratio is defined as nA/nD, where nAis the concentration of

minority acceptors and nD is the concentrationof majority donors. If the DX

center were a neutraldefect, ali uncompensateddonorsshouldundergothe DX

transformationand the ratio of the concentrationof Si shallow donorsto Si DX

centers would be

nsiGa na

nSiDx hd'na 1 -e • (4.22)

If the DX center were negativelycharged, only one half of the uncompensated

donors can transform into DX centers, since one half of the Si atoms would

need an additionalelectron from the other half. The concentrationswouldthen

be related to the compensationratioby

_-(nd- na)+ nanSiGa= = 1 + 0

nsiDx _-(nd-n a) 1 - 0" (4.23)

The compensationratio can be determined from th=. mobility,!1,and the

free carrier concentration,n, as shown below (Walukiewicz, 1990). In heavily

doped samples, the main factor limitingmobilityis ionized impurityscattering.

110



Taking only this scatteringmechanism into account, the following relationship

between compensation ratio, free carrier concentration,and mobility can be

derived"

na _ - Y,e=_= +_ (4.24)

where

y= _,2e3(m*)2Fccl,
'L 3_:¢2h3n / (4.25)

Fcc= In(l+t_)- _-_,
]+_ (4.26)

and

= (3_;n)l/3h2EQ.
e2m * (4.27)

Here ¢ois the dielectric constant in the material, n =nd - na, e is the charge on

the electron, and m* isthe effectivemass of the electron.The concentrationand

mobility can be obtained from a combination of Hall effect and resistivity

analysis, and this was done for ali the unirradiatedsamples which have been
9

examined in thisstudy.The resultsare given inTable 4.2. The analysistook into

. accountthe concentrationdependenceof the effective mass (Raymond, 1979).

We combinethe Hall effect analysiswithourspectroscopicdata, and plot

the results in Figure 4.17 along with curves for the predictionsof the DX- and

DXOmodels.Our resultsclearlysupportthe negative-Umodelfor the DX center.
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Table4.2. Resultsfrom Hall effect and resistivityanalysis

Nd-Na (1018cm-3) 1.1.110K(103 cm2/Vs)

11 0.63 ........

1U 0.63 2.70 0,31

2 2.9 1.53 0.39 "

3 2.1 1.41 0.47
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Fig. 4.17. Comparison between experimental results and theoretical predictions
for the ratio nsiGwnSiDXas a function of compensation ratio.
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Since there is not complete agreement between different sources on

obtaining compensation ratios from concentration and mobility data, it is

importantto considerhow usingtheoriesotherthan the one chosen here would

affect the interpretationof the data. Any modelwhichincludesscatteringeffects i.

in addition to ioinzed impurityscattering would lead to lower compensation

ratios,and wouldthereforeshiftthe data pointseven further away formthe DXo

curve sh,Jwn in Figure 4.17. A recent model (Meyer, 1991) which claims that

screening effects in other models have been overestimatedalso leadsto lower

compensation ratios, lt therefore appears that using other models would not

change ourconclusionthat the DX center is negativelycharged.

4.4. ComoadsonBetweenExperimentand Theory_

Since this experiment was performed,there have been two calculations

of the LVM frequencies of the DX center and one calculation of the pressure

dependence of these frequencies. A recent calculationby Saito et. al (1992) is

in fairly good agreement with this experiment.They calculated the energies of

several different large relaxationgeometries and found that the state with the

lowestenergy was essentiallythat suggestedby Chadi and Chang (1988), with

the exception that they predicted a Si donor would move 1.38 A in the (111)

directionratherthan 1.17 A. The bondingangle of the Si atom is 115°, which is

interme,:liatebetween sp2 and sp3 bonding.In this model, the nearest neighbor

bond distance of the Si atom changes form 2.43 A to 2.42 A upon

transformation,which is consistentwith the EXAFS data discussed in Section

4.2.3.
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They also calculatedfrequenciesof the LVM for this lattice relaxed state.

As expected, there are two vibrationalmodes, a singlydegenerate al mode in

the (111) direction and a doubly degenerate e mode. These vibrations are

shown in Figure 4.18. The zero pressure frequencies are listed in Table 4.3,=

along with the experimentally measured (and extrapolated) frequencies from

• this thesis. If the al mode is at the frequency calculated by Saito et al, then it

would fall withinthe restrahlenband of GaAs, where the sample is completely

reflectiveand would thus be unobservable.(The restrahlen band is the region

between the longitudinaloptic and transverse optic phonon frequency, where

the dielectric constant is negative and the sample is therefore completely

reflective, lt will be discussedin detail in Chapter 5). They calculate that the e

mode should be at 392 cm-1 whereas the extrapolation of the observed DX

mode frequencyis 376 cm-1. Since these calculationsusuallyare only accurate

to within 10%, this is reasonableagreement.

Althoughthese calculationsare extremely computer intensive,Saito et al

give a roughphysicalargumentfor why the triplet substitutional(Td) mode has

essentiallythe same frequencyas the e mode. Since bond bending forces are

much weaker than bond stretching forces in tetrahedrally bonded materials,

only the Si-As stretchingbonds are considered. In this approximation,the ratio

of the two frequencies is given by a valence force field (VFF) model to be

(Herzberg, 1945)

,=

R(VFF) V(Td) k(1 , _vl)
" = v(e) = k'(1 +_-3_sin213)|'

(4.28)
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4.18. Localvibrationalmodesforthe DX center in the brokenbondgeometry.
(Saito, 1992).
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Table 4.3. Comparison of experimental and theoretical frequencies of Si DX
LVMs (BB - broken bond configuration,A1 -A1 state configuration, sub =
substitutionalposition)(Cheong and Chang, 1992).

Mode Ex0eriment Saito Calculation Jones Calculation

. al (BB) not observed in restrahlenband in restrahlenband

e (BB) 376 cm-1. 392 cm-1 432 cm-1

' triplet (Al) 376 cm-1° notcalculated 347

triplet (sub) 384 cm-1 370 cm-1 386 cm-1

* Differentassignmentsmade by Saitoand Jones
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where k and k' are the force constants for the substitutionaland broken-bond

geometries, M is the ratio inthe atomicmass betweenthe As and Si atom, and

13 is the angle between the [111] axis and the Si-As bond in the broken-bond

geometry. For the defect geometryproposedby Saitoet al, assumingk=k' since

there is almost no change in the bond length before and after R(VFF) = 0.98.

Their more rigorous calculationsgive R(VFF) = 0.94, while the experimental •

value is 1.02. They claim that the agreement between experiment and theory

would be even better if relaxationsof the next-nearestneighborGa atoms were

taken into consideration,since this would lengthenthe Si-As bonds somewhat

and lower the al LVM frequency.Further movementof the Si atom shouldgive

the same effect, lt would therefore be interesting for them to carry out a

calculation of the dependence of the LVM frequencies of the modes as a

functionof the positionof the Si atom. If the Si atom hadto move significantlyin

order for theory and experimentto agree, than its positionwould be in conflict

with the EXAFS data of Hayes et al and Kitano et al, which provides an

independentcriterion. In summary,Saito et Ms calculationis consistentwiththe

conclusionof the work in this thesis that the DX center is negatively charged

and is in reasonableagreementwith the observedfrequency of the LVMs.

Another recent calculationwas performed by Jones and C)berg(1992).

They calculated the energetic positionof both the A1 small lattice relaxation

state as well as the energy of the Chadi and Chang broken bond state. The

resultsof their calculationsof the LVM frequencies for these defect states are

shown in Table 4.3 next to the results of Saito. They calculate a smaller

relaxationthan Saito for the broken bond configuration,and their estimation of

the e mode is therefore 11% higher than that of Saito. lt is not clear whether

they would calculate the same frequencies for the same geometry. Jones and

C)bergalso claim that the absorptioncoefficientof thisdefect is relativelyweak.

118



On the basis of these claims they reject the ioentification of the newly

discovered mode as being due to a vibration of the broken-bond geometry.

They calculate that the frequency of the small lattice relaxation A1 vibration

(which is just the Si atom vibratingin the tetrahedron formed by the relaxed As

atoms) wouldbe 347 cm-1 and that it would have an absorptioncoefficientten

times greater than that of the broken-bonde mode. They therefore feel that this

shouldbe identifiedwith the new LVM observed in this experiment. There are

two pointswhichthis interpretationfails to address, however. The first point is

that it ignores the conclusionthat the DX center is negatively charged. The

second point is that this interpretation fails to explain the occurrence of

persistent photoconductivity. Jones et al suggested that the broken bond

geometryandA1 state coexist,and that the broken-bondstate is responsiblefor

the persistentphotoconductivity.However,if the A1 state exists,there shouldbe

no barrier for an electron to fall into it. Therefore, as soon as a broken-bond

center was opticallyionized, it should fall into an A1 state and there shouldbe

no persistent photoconductivity.This contradicts what was observed in our

experiment.

Another calculationhas recentlybeen made by Chadi (1992b) in which

he claims that the A1 state should be also be negatively charged. He also

claimsthis defect would exhibitpersistentphotoconductivity.The properties of

such a defect would therefore also be consistent with the findings of this

research.However,Chadi calculatesthat the A1 state is 0.5 eV higherthan that
m

of the broken-bond geometryin GaAs:Si, and so this is not a likely candidate.

" Finally,a new calculationby Cheong and Chang (1992) investigatedthe

pressurederivatives of the LVMs of boththe broken bond configurationand the

A1 state. The resultsare summarizedin Table 4.4. They show that the pressure

derivativescalculated for the DX broken bond configurationand shallow donor
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substitutionalLVM frequencies are in roughagreement with those observed. In

contrast they find that the pressure derivative for the A1 geometry LVM

frequency is a factor of two larger than the observed values. This provides

further confirmation for the broken bond model of Chadi and Chang. lt is
t

importantto point outthat the pressuredependencesof the substitutionalmocie

is predictedto be higherthan that of the e mode,which is notwhat is observed.

lt would again be interestingto see how these pressure derivativesdepend on

the positionof the Si atom, and whetherfurther movement of the Si atom would

bring about closeragreement between experimentand theory.

In summary, an LVM of the Si DX center in GaAs has been observed for

the first time. The shift of the LVM frequency with pressure was found to be

dVsiDx/dP-- 0.61 + 0.04 cm-1/kbar for the Si DX center and dVSiGa/dP= 0.66 _+

0.03 cm-1/kbarfor SiGa.The ratioof the area of the SiGaabsorptionpeak to that

of the Si DX absorptionpeak has been combinedwith Hall effect and resistivity

analysisto providefurther evidencesupportingthe negative-U model for the DX

center. Two calculationshave been made for the LVM frequencies of the DX

center, but only the calculationof Saito et a appears to be in agreement with

ali of the experimental results presented in this chapter. This supports the

broken bond configuration model for the DX center. Further support for this

modelcomes from the calculationsof Cheong and Chang which showthat the

pressure derivatives for the LVM frequencies observed experimentally agree

with those predicted for the broken bond configurationbut are in conflict with
t

those calculatedfor the A1 breathingmode relaxation.
v
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Table 4.4. Comparisonof experimentaland theoreticalpressurederivativesof
the local vibrational mode frequencies of Si DX centers (BB = broken bond
configuration, A1- A1 state configuration, sub - substitutional position)
(Cheong and Chang, 1992).

Mode _Experiment Calculation

e (BB) 0.61 cm-1/kbar-+* 0.71 cre-l/kbar

+ triplet (Al) 1.27 cm-1/kbar

triplet (sub) 0.66 cre-l/kba_* 0.53 cm-1/kbar

*Assignmentssuggestedby Cheong and Chang
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5. Formation of ill DX Center in InP Under Hydrostaticw

Pressure

5.1. Motivation for the ExuerJment

lt was mentioned in Chapter 1 that DX centers have been observed in

GaAs under hydrostatic pressure (Mizuta, 1985) and AIGaAs (Lang, 1977).

Deep levelswith DX-like propertieshave also been observed in various alloys

of GaAsP (Craford, 1968), InGaP, InGaAIP, InAIAs, and AIGaSb (Mooney,

1990). This leadsto the questionof whether the existence of suchdefects is in

fact a general feature of ali III-V semiconductingcompounds. If this were the

case, one must determine why these states are not observed in every III-V

semiconductor and whether or not it is pos;_.ibleto predict under what

circumstancesthey will appear, lt was with these questions in mind that the

experimentdescribedin thischapter,a searchfor the formationof DX centers in

InP underhydrostaticpressure,was performed.

In making an educated guess as to whether or not DX centers will form

when hydrostaticpressure is applied to a given III-V semiconductor,there are

several characteristicsof the material which must be considered. Since it was

pointed out in Section 1.2 that the formation of DX centers is caused by

changes in the structureof the conductionband, a logicalchoice of material is

one which has a conduction band structure and band minima pressure
v

derivativeswhich are similarto those of GaAs. Many III-V semiconductorscan

be eliminatedfrom considerationby virtue of the fact that they are indirect band

gap semiconductorswith a conductionband minimumat X. The X minimumwill

move down in energy much faster than the average conduction band (see

arguments in Section 4.2.1.1). This implies that if the X band donors are the
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most stable form of the donor at zero pressure, then they will remain lower in

energy than a DX state at ali pressures.BN, BAs, AlP, AlAs, AISb and GaP ali

have their conductionband minimumat X. Since the DX center wavefunctionis

made up of ali the conductionband states, it is also importantthat the energies

of the other minima are not too far above the F minimum. Otherwise the state

, will be very high in energy and it willprobablyrequire extremely high pressures

to bring the state into the gap. A related point is that the material should not

undergo a phase transitionat a pressurewhich is lower than the pressure at

which the DX center becomesthe most stable form of the donor. In InAs, the

energy separationsbetween the F, X, and L conductionband minimaare E(X) -

E(F) = 1.91 eV and E(L)- E(F) = 1.16 eV (Landolt, 1987), much larger than

those in GaAs. This implies it would take a large p(essure to bring a DX state

(assumingit existed) into the gap. However, InAs undergoesa phase transition

at 70 kbar (Landolt,1987).

Taking the above arguments into account we find that InP is a strong

candidate among the III-V semiconductors in which to attempt to form DX

centers. The pertinent parametersof this material are listed in Table 5.1 along

with those of GaAs. The table showsthat the energy separationbetween the F

conductionband minimum(CBM) andthe X and L CBMs in InP is roughlytwice

that found in GaAs. Since the band edges are higher, one must be concerned

with the phasetransitionpressures.For InP, though, it will turn out that the DX

center transition pressure is in fact below the phase transition pressure. We

have omitted GaSh from consideration, even though the energy separations

• between F and L and X are small, because it is difficultto obtain highqualityn-

type material. Most GaSb is stronglyp-type due to native defects. However, as

will be discussed later, deep donors exhibiting DX-like behavior have been

observed in thismaterial more than a decadeago (Dmowski, 1979).
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Table 5.1. - Comparison of Band Structuresof GaAs and InP

GaAs InP

Ex- Ez"(eV) 0.4(a) 0.96(c)

EL- Ez"(eV) 0.2(a) 0.40(c)

dEr./dp (meV/kbar) 12-+0.5(a) 8.4__0.5(d)

dEx/dp (meV/kbar) -1.6_ 1.0(a) -2.0-+1.0(e)

dEL/dp (meWkbar) 5.5_+1.0(a) 3.7_+1.0(f)

Pphasetransition(kbar) 145(b) 110(f)

(a) (Chadi, 1989)

(b) (Zhang, 1989)

(c) (Landolt,1987)

(d)(Tozer, 1988)

(e) (Chang, 1984)

(f) (Goni, 1989)
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The remainderof this chapterwill describethe discoveryof a DX center

in InP:S under hydrostaticpressure greater than 82 kbar (Wolk, 1992). This

defect exhibits the persistent photoconductivitytypical of such centers. The

optical ionizationenergy for this new DX center is between 0.86 and 1.02 eV,
q

and we have measuredthe energy dependenceof the optical absorptioncross

section.The thermal barrier for capture from the shallow donor state into the

deep DX state is in the range 0.23-0.33 eV. At zero pressure the energy of the

DX center is estimated to lie 0.51+_0.07 eV above the F conduction band

minimum. Using this last result, we will suggest a method for predictingthe

conditionsunder whichthe DX center will be the most stable form of the donor

in any III-V semiconductor,lt will turn out that the precedingdiscussiondid not

consider one of the most important factors in determiningwhether or not DX

centers will be observable in a given semiconductor, which is the energy

separationbetween"iheconductionband minimumand the vacuum level.

5.2. Determinationof the DX Center.TransitionPressure

5.2.1 The RestrahlenBand

Determiningthe pressure at which the S donor in InP transforms into a

DX center involvesthe observationof the InP restrahlenband, whichis a region

of high reflectivity of the crystal between the transverse optic (TO) and

• longitudinaloptic (LO) phononfrequencies.The explanationfor the origir_of this

feature arises very naturally as part of a more general discussiot_,of the

interaction between a transverse optic phononand a photon. The quantum of
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the coupled phonon-photonfield is called a polariton.We begin by considering

Maxwelrs equationsin a non-magneticmaterial.

_7. D = 4_;p, (5.1)
P

v • H = 0, (5.2) ,

_, x E =..1 °_H
c _' (5.3)

v xH=I+--E°
C_t' (5.4)

where D is the electric field displacement, E is the electric field, H is the

magnetic field, p is the chargedensity,c is the speed of light,and t is time. In a

longwavelength (k = 2_/Z - 0) optical mode in an ionic crystal,the positiveand

negative ions move in oppositedirections,creating a polarizationdensity P. D

and E a_e relatedthrough the polarizationby

D = EE = E + 4xP, (5.5)

where s is the dielectricconstant.Inthe absence of free charge

V- D = 0. (5.6)

II

If we ignore the time dependenceof the magneticfields, then Eq. 5.3 becomes

V x E = 0. (5.7)
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In a cubic crystalE is a scalar and D, E, and P are ali parallel to one another. If

they ali have the same spatialdependencewe can write

= Re Eo e =k'r.

,- |Po/ (5.8)

Eq. 5.6 becomes

k" DO= 0, (5.9)

whichimpliesthat either

D = 0 or D, E, and P are J_k. (5.10)

Eq. 5.7 becomes

kx E0 =0, (5.11)

which meansthat either

E = 0 or D, E, and P are II k. (5.12)
,I

, For an LO mode P is parallel to k, so this implies that D = 0. From Eq. 5.5 this

requiresthat

E = -4_P, i_= 0 (forLO mode). (5.13)
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For a TO mode P is perpendicularto k, so Eq. 5.11 impliesthat E = 0. From Eq.

5.5 this meansthat

E = 0, s- =o (forTO mode). (5.14)

The zero of the dielectricconstantcan therefore be identifiedwith the LO mode

frequencywhile the TO mode occursat the pole of the dielectricconstant.

We now consider the effect of the the time d_.pendenceof the magr_etic

field in the right hand side of Eq. 5.3. We look for a solution to Maxwell's

equations of the form E = Eoei(k'r- o:_,).Takingthe cud of Eq. 5.3 and combining

itwith Eq. 5.4 gives

2

2 i(oV -(oVx(vxE)=.v E=.k2E=-- xH=--O2 .C
C

This is a wave equationand itcan be writteninthe form

c2k2E= _E, (5.15)

which leadsto

_((o)= c2k2/o_. (5.16)

li

Ignoring the time dependence of the magneticfield in the righthand side of Eq.

5.3 led to the conclusion that s = = for a transverse optic phonon. This

approximationis therefore reasonable so long as ck >> (o. The frequency of
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optic phononsis roughlyOOD= k;:_s,where s is the speed of sound and the 0OD

and kD are the Debye wavenumber and frequency, respectively.The Debye

frequency is the cutoff frequency for phonon propagation in the solid. The

validityof the approximationthereforerequiresthatm

" (klkd)<< s/c. (5.17)

Since kD is comparable to the dimensions of the Brillouin zone and s/c is

approximately 10-5, the approximation is valid for the whole Brillouinzone

except for k very closeto zero. However, this is exactly the part of the Brillouin

zone we are concerned with when considering the interaction of the TO

phonons with a photon, so it is clear that we cannot ignore the fight side of

Eq.5.3.

We now describe the couplingof the TO phononto an electromagnetic

wave. The firststep isto rewriteEq. 5.15 as

-c2k2E= (o2(E+ 4 _P). (5.18)

The polarization P caused by the electromagneticwave is proportionalto the

displacement of the positive ions relative to the negative ones. We take the

motionsof these ionsto be harmonic-oscillatorlike, so the equation of motion

for P is also of this form. The equation of motion for an undamped, forced

harmonicoscillatoris given by
IL

d2x.ox-_F
dt2 m' (5.19)
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where F isthe force drivingthe oscillation,m is the massof the oscillator,and coo

is the naturalfrequency of the oscillator.The equationfor P can thus be written

as

==

-(o2P+ (O2-FoP= (Nq2/M)E, (5.20)

where there are N ions pairsof effectivechargeq and reduced mass M per unit

volume•Equations5.18 and 5.20 can onlybe solved simultaneouslyif

I 0)2" c2k2 4/I;0)2 --0.

I Nq2/m o)2-o_0 (5.21)

The solution to this coupled set of equations gives the dispersion relation

plottedin Figure5.1. Two solutionsexistat k - 0 (Kittel, 1976), namely:

(o2= O, (5.22)

whichis a photon-likesolutionsinceco= ck in this region,and

(o2 -- 0)23-0+ 4_(Nq2/M) = (o2LO (5.23)

which is a polariton,since here the photonand phononare mixed. This latter002
e

can be identifiedas Oo2LObecause we will see in a momen_that it once again

definesthe zero of the dielectricfunction.From Eq. 5.20 we have

e(eo)= 1 + 4_P/E = 1 + 4Ne2/M
(O_o- o)2 (5.24)
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Fig. 5.1. Dispersion relationship for coupled transverse optic
phonon-photonfield. Regions where behavior of modes are photon,
phonon,orpolaritonlikeare indicated.
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The contribution to the polarization from the ionic cores can be taken into

accountthroughthe infinitefrequencyc'_electricconstante(==),requiringEq 5.24

to be rewrittenas

e(o_)= _(0o)+ 4Ne 2lM
o o- (s.25)

Combining Eqs. 5.23 and 5.25 gives

o)2 (5.26)

A plot of E(o_)is shown in Figure 5.2 and it can be seen that it is negative

between coTOand COLO.From Eq. 5.16 it is obviousthat a negative dielectric

constant implies that k or comust be imaginary and that ali electromagnetic

waves in this frequency regionwill be damped. The reflectivityof the crystal is

very high in this region,causingthe sample to appearto be totallyabsorbantin

this frequency range in an absorptionexperiment.This regionof highreflectivity

is called the restrahlenregion.Restrahlis the German word for "remainingray".

This frequencyband was giventhat name because if a lightbeam was reflected

between two plates of an ionic crystal then the only radiation remaining after

multiplereflectionswouldbe that whichfell inthe restrahlenband.

_t

5.2.2. Determininathe Shallow-to-DeeoTransitionPressurev

I will now discuss the technique for finding the shallow-to-deep donor

transition pressure. The samples we used were InP:S with a free carrier

concentration n = 2.1 x 1018 cm-3. Hydrostatic pressure was applied to the
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Fig.5.2.Dielectricconstant,_, asa functionoffrequency,co.ltis
negaitveintherestrahlenregion.
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samples using the diamond anvil cell described in Chapter 2 with liquid

nitrogen as the pressure medium. Fourier transform spectroscopy was then

performed using the techniques also described in Chapter 2 (Wolk, 1992b). Ali

spectra were taken at T=5K.

When the sample is at low pressure, the S donor electrons occupy the

shallow donor state. At this high doping level, however, the shallow impurity

band has broadened so much that it merges with the conduction band. This

makes the sample opaque to far infrared radiation because of free carrier

absorption (see Section 4.3). When the sample is put under a sufficiently large

hydrostatic pressure, though, the electrons are trapped at the deep DX levels

and the sample becomes transparent in the far infrared. Therefore, the transition

pressure is the pressure at which the sample becomes transparent. We observe

an infrared signal even below the transition pressure because of light leaking

around the sample, but because the sample is opaque we see no InP related

features. Above the DX formation pressure we detect light passing through as

well as around the sample. In this case we very clearly see the restrahlen band

of InP. Spectra above and below the formation pressure are shown in Figure

5.3. By looking for the appearance of the restrahlen band, we find that the

pressure required for DX center formation in our samples is 82 kbar.

There are other explanations for the decrease in free carrier

concentration, but we can rule them out as follows. The pressure-induced

transparency is clearly not due to a crossing of the ]" and X conduction bands,
I)

resulting in deeper X-band donors, since the new deep state exhibits persistent

photoconductivity. Additionally, the observed spectral behavior is reversible

with pressure, so it cannot be attributed to permanent structural defects created

by the high pressure.
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center transitionpressure.
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The transitionpressure can be used to estimate the energy of the DX level at

zero pressure relative to the shallow donor level. Followingthe arguments of

Chadi and Chang detailed in Section 4.2.1.1 for deep levels, the pressure

derivative of the DX center level is the same as that of the conductionband

averaged over ali k-space. This average pressure derivativeof the conduction

band can be estimated usingthe expression (Chadi, 1989b)

dEcB = ((dE(F) + 3dE(X) + 4dE(L))/8.tdp dp (5.27)

We use dE(F)/dp = 8.4+0.5 meV/kbar, dE(X)/dp = -2.0+_1.0 meV/kbar, and

dE(L)/dp = 3.7_+1.0meV kbarwith respect to the valence band maximum(Tozer,

1988; Chang, 1984; Goni, 1989). This givesdEcB/dp= 2.2._+0.6meV/kbar,which

impliesthat the DX level approachesthe conductionband minimumat F at the

rate dE(_/dp - dEcEVdp= 6.2_+0.8meV/kbar.

The restrahlen band can be observed when the free carrier absorption

becomes sufficientlysmall. Using a relationshipbetween the concentrationand

magnitude of free carrier absorption(Walukiewicz, 1980), it can be calculated

that the sample is 90 % transparentby the time the DX level lies 25 meV below

the shallow donor level. The DX level must therefore lie within 25 meV of the

conduction band minimum at 82 kbar. Taking this 25 meV uncertainty into

account, a transition pressure of 82 kbar implies that the DX level is 510-+70

meV above the F conductionband minimumat zero pressure.

lt is interesting to note that, as shown in Figure 5.4, the difference
Ii

between the energy at P = 0 of the S DX center in InP (.510_+.07eV) and GaAs

(.150 eV) (Chadi, 1989b) is equal to the conductionband offset between InP

and GaAs (=0.4 eV) (Nolte, 1988; Van de Walle,1989; Tersoff, 1985) withinthe
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Fig. 5.4. Line-up of sulfur DX levels in InP, GaAs, and GaSb. The
hatchedareas representthe errorsin boththe energyof the DX level
and the bandoffsets.DX levelsare shownas dashed lines.
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experimental error.We also show in Figure 5.4 that a DX-like level observed in

GaSh:3 also appearsto line up with these other levels, lt is observed in heavily

doped samples (Poole; 1990, Dmowski, 1979) and at pressures of a few kbar

(Kosicki, 1966), meaning that the DX level is roughly 0__..05eV above the

conductionband at zero pressure. Since the conduction band offset between

GaAs and GaSb is 0.06_+0.20eV (Van de Walle, 1989), the DX levels in ali

three materials line-up to within the given errors. This observation has a very

useful implication, lt means that if the band offsets between any given III-V

semiconductorand one of the three listedhere are known, then it is possibleto

predict the energyat whichthe DX levelwill lie inthat materialat zero pressure.

The energy derivativeswith respect to pressureor alloyingcan then be used to

predict the conditionsunderwhichthe DX center would become the stable form

of the donor.

The physical justification for the energy level line-up is not clearly

understoodat this point,as we will now discuss.The line-up is consistentwith

work showing that some deep levels may be used as absolute energy level

references in III-V semiconductors.(Nolte,1987; Langer, 1985). However, the

levels studiedinthese cases were largelytransitionmetal impuritieswhichsit in

substitutionalsites. A substitutionalimpuritymay be thought of as a vacancy

with its dangling bonds into which the impurity is inserted, lt can be shown

(Watkins, 1983) that the electronic energy levels introduced into the gap by

these transitionmetal impurities are made up largelyof wavefunctionsfrom the

dangling-bond-likeligandsof the of the nearest neighborhost atoms. In other

words,the level is essentiallyvacancy-like,lt has been suggestedthat energyof

a neutral vacancy is equivalent to the energy of a state made up equally of

contributionsfrom the conductionand valence bands (Nolte, 1988). Since the

gross features of the band structure of most III-V compoundsare roughlythe
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same, it is sensible that vacancy like levels would be located at the same

energy in differentsemiconductors.

However, thisdiscussionis inconflictwiththe seriesof equationsused to

determinethe positionsof the DX levels in InP and GaAs underpressure.These
J

equations are based on the assumptionthat the derivativeof the DX level with

- pressurewas the same as that of the average pressurederivativeof the lowest

conductionband. Chadi (1989b) justified this assumptionby stating that the

impurity potential is not strong enough to require the consideration of higher

lying conduction (or any valence) bands. If this is indeed the case, then the

argumentsstatedabove to justifythe line-upof transitionmetal impuritiescould

notbe appliedto the case of DX levels.A possibleexplanationis that: 1) the DX

wavefunction does requirethe use of states from a large portion of the band

structure, and 2) the pressure derivatives of _.,._.DX energy level calculated

taking ali these states into considerationwould not be so different than those

calculated above. However, this is only a conjecture. So, while the physical

mechanism remains unclear, it is difficultto dismissthe line-up of the levels in

three different III-V semiconductorsas coincidence.

This same idea was suggested previouslyby Hasegawa (1986) based

on his observation of a line-up between DX levels in AIGaAs and GaAsP. He

explainedthe resultby claimingthe DX center was an anti-bondingstate with a

large lattice relaxation,but his reasoningis nottransparent.

In the remainderof the chapter I willdiscussthe use of opticaltechniques

to determine the optical ionization and capture barrier from the shallow donor

" state to the deep DX state.The thermal barrierfromthe DX state to the shallow

donor state cannot be measured optically but we will discuss a method of

estimatingitsvalue usingourother results.
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5.3. Determiningthe Ootical IonizationEnergy. E_,._ot.of the InP:S DX Center

5.3.1. Theoretical Backaround of Ootical Ionization of Deed Levels inv

Semiconductors

t

Before discussingthe determinationof the DX center optical ionization

energy, Eopt, a discussion of the optical ionization of deep levels will be

undertaken that will focus on a derivation of the equation used to fit my

experimentaldata. The startingpointfor any such discussionis Fermi's golden

rule,whichstates

w = (2=,_-- iHi_ZS(E,.hv),
h i,f (5.28_

where w is the transition probabilityper unit time, Eif is the energy difference

between the initialand final states, and the delta function insuresthat the sum

over ali initial and final states only containscontributionsfrom transitionswhich

conserve energy. H_=(_IHpe_f) is the matrix operator of the perturbation

element representing the radiation field, where Hper is the perturbation

Hamiltonian,_i isthe initialstate of the transition,and_f is the final state.

We now discuss the the matrix operator Hif in more detail. The

Hamiltonianin the presenceof a radiationfield is

ql

H= (P" (e)A)2 p._2_2 m_e_6A.p'2m + eV = 2m + eV - (5.29)
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where p is the momentum, A is the vector potential of the radiation, V is the

potential,m is the electron mass, and terms of order IAI2 have been omitted.

The perturbationHamiltonianis therefore (e/mc)A,p. The vector potentialfor a

monochromaticplane wave radiationfield is

" A= 2Aosexp[i(-_x-_)l' (5.30)

where _and _ are the linear polarization and propagation direction,

respectively.

Therefore

Hper=" em-_ecxpi[(c_- x- cot)_E-p) (5.31)

and

h _mcr "- -" (5.32)

For cases of absorption by an atom of infrared or visible radiation,

(oYc)x= 2_x/;L<<1, implyingthat the exponentialin Eq. 5.32 can be replacedby

the value one. This simplification is referred to as the electric dipole

approximation.The cross sectionfor opticalabsorptionis

(Energy/unittime) absorbedby the atom
Energy flux of the radiationfield =

11

The energy flux of the field is simplythe productof the speed of lightc and the

fieldenergydensityU, whichfor a classicalelectromagneticfield is givenby
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cU = 21-_c 012. (5.33)

Puttingali these resultstogethergives

(c° nstant_¥_o_,_8(Eif- hv).
o = hv (5.34)

For a deep level defect, where by definitionthere is a strongelectron-

phonon interaction,it is crucial to considerthe latticevibrationalwavefunctions

in the optical transitionbetween different states. This is clear from Figure 5.5,

which shows the vibrationalwavefunctionsof the initial and final states. Since

transitionscan only move verticallyon thisdiagram, the transitionprobabilityis

dependent on the overlapof the vibrationalwavefunctionsof the initial and final

states.

In order to take this into account, we begin by invoking the Born-

Oppenheimerapproximation.The totaldefect Hamiltoniancan be written

H ---Te + TN + Vee+ YeN+ VeN, (5.35)

where Te and TN are the kineticenergiesof the electrons and ions, Veeand VNN

are the electron-electron and ion-ion interactions, and VeN represents the

electron-phonon interaction. The Born-Oppenheimerapproximation simplifies

this Hamiltonianby ignoringthe kineticenergyof the ionssince their mass is so
f

much largerthan that of the electrons.This effectivelymeans that the electronic

equationis solvedfor a fixed set of ion coordinates.The mostimportantpoint is

that the defect wavefunctionis taken to be of the form

142



• shallowdonor

. DX center

Vibrational Levels

Q

t_

.. Fig. 5.5. The crosssectionfor opticalabsorptionby DX centers is partly
determined by the overlapof vibrationalwavefunctionsof the initialand

- final states. The greater the ovedap, the greaterthe trasitionprobability.
Transitionscan onlymoveverticallyonthe diagram.
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_r,Q) = _(r,Q_(Q), (5.36)

where • is the electronicwavefunction,11is the vibrationalwavefunctionof the

lattice, r refers to the electronic coordinates, and Q refers to the lattice

coordinates.The quantity Q is treated as a parameter in the equation for the

electronicpart of the wavefunction. The matrixelement in Eq. 5.34 can then be

writtenas

and the equation for the cross section absorptionfrom vibrational level m to

vibrationallevel m' becomes

G-K_i__f_Z fm_L, KTlilTIf_2_(Eo+ (m _-2)fio)j- (m' _2)hfio)j,- by),
m m' (5.38)

where f mis the occupationnumberof the mth level, Eo is the energy of the zero

phonon transition, and 0aiis the phononfrequency in the excited (primed) or

ground (unprimed)state. The importantresult is that Eq. 5.36 has been used to

separate Eq. 5.34 into separatelycalculableelectronicand vibrationalterms.

We begin by evaluating the vibrationaloverlap matrix element at zero

temperature. This implies that the electron is initially in the m = 0 state. We

assume that the force constantsdefiningthe curvatureof the two parabola are

equal. The calculation is just the overlap integral between two harmonic
4l

oscillator wavefunctions,and the result is (Jams, 1982)

K_J,°lqj',m']2 = e'ssm'/m'! ' (5.39)

144



where S = HuangRhysFactor = (l/2)k(AQ)2/tioo,where AQ is the change in the

configurationcoordinate between the initial and final state. S is essentiallythe

number of phononsof frequency o} emitted during the lattice relaxation, and

can be taken as a measure of the strengthof the electron-phononinteraction.

- For S = 0, the absorptionis a sharp line. For S _ 0, the transition begins to

broadenas moreexitedvibrationalstatesbecome involved. For large S

e'ssm'/m'!= exp_'(rn-2sS)2]' (5.40)

where v is the vibrationalfrequencyof the defect, and the line shape takes on a

Gaussian appearance. Line shapes for different values of S are shown in

Figure 5.6. We now performthe sum over m' in Equation 5.38 keeping in mind

the delta functionand call the resultJ.

(z 1 CXl_'(m'ti°°"Sri°o)2]

J V2,,s(,=fL ]

In order to take into account non-zero temperatures, one must form a

thermal average over the initial vibrationalstates. This is accomplishedusing

the standardformulafor the probabilityfor occupationfm in Eq. 5.38 where

m

fm-- [1- exp(-tioY_T)]

nexp(-tioYl_T)' (5.42)

where kbis Boltzmann'sconstant.The resultof this calculation isthat (Bourgoin,

1988)
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1 .. _-(m'ti¢o- Stio})2],J =Yo-'x9 (5.43)

where U = 2S(_m)2/tanh(tioY2kbT).

We now use this formulato cast the equation for the optical ionizationof

the DX center intosomethingclose to its final form. First,we rewriteEq. 5.34 to

accountfor the fact that the transitionoccursbetween the groundstate and the

conductionband ratherthana discretestate.

(cons_t.tant)_
a= hv _" K_'_kJ2_Ei + Ek- hv), (5.44)

where Ei is the impurityenergylevel and Ek is the energyof the final state in the

band. We then rewrite the result in Eq. 5.43 by referring to Figure 5.5 and

noticingthat m'hv is simply equal to (hVphoton- (Eo+ E)), where EO= is the

thermal depth of the deep level with respect to the conduction band, E is the

energy of the final state of the transition, and E -0 at the conduction band

minimum,lt is a rather laboriouscalculationto find a suitableapproximationfor

the electronic matrix element,and it does notgreatly affect the line shape. We

will therefore simply give the final equation for photoionizationof a DX center

incorporatingthese results.The final equation is
q

r" a(hv) ~ 1 °¢::P_¢::)I * u'l/2exp" U

(5.45)
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where p(E) is the density of free electronstates, EF is the free electron Fermi

energy, Egis the forbiddenband gap, EA is the Penn gap, and TI= exp(-2E/EA).

This relationshipwas derived by Jaros (1977).

5.3.2. ExoerimentalDeterminationof the DX Center Ootical IonizatioqEneray
,,=

In order to determine the DX center optical ionization energy

experimentally,the following modificationwas made to the basic experimental

set-up pictured in Figure 4.8. A tungsten filament lamp with the glass case

broken off was placed in front of the sample. Its output was blocked by a Ge

filter, makingthe lamp a sourceof infrared radiationbelow the band gap of Ge.

The whole apparatus (equipment picturedin Fig. 4.8 plus the lamp assembly)

was placed inside a Cary 2390 grating spectrometer.When the light from the

gratingspectrometeris of sufficientenergyto opticallyionizethe DX centers,the

sample becomes more opaque and the photocurrent through the

photoconductormounted behind the cell decreases. A black polyethylenefilter

was mountedin front of the photoconductorso it would not see any band edge

light from the monochromator.Ali data was taken at T=9K. A schematicof the

experimentalset-up is shown in Figure5.7.

For increased sensitivity,the far infrared lamp was chopped by pulsing

the voltage supply to the lamp and the photocurrentthrough the detector was

measured usinga lock-inamplifier.Becauseof noiseproblemsat the frequency

of the lamp pulsation, the wave used to pulse the lamp was a sine wave of

frequency cowith zero DC bias. Since the power output of the lamp is °

independentof the direction of the current runningthrough it, this produced a

signalat 2(o. Lockingin on 2(odecreased noiseproblemstremendously.
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Fig 5.7. Schematicof experimentalset-upusedto determinethe
opticalionizationenergyand relativeopticalcrosssectionof InP:S
DX center
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The fraction of light going through the sample space and reaching the

detector is

T = I(t)/l(0)= c0(1-a)R2exp(-nafreeX)+a, (5.46)

where I(t) = the photocurrentthroughthe photoconductoras a functionof time t,

a = the fraction of the samplespace area not covered by the sample, R = the

reflectioncoefficient for InP, n = free carrier concentration, (}'free= the cross

section for free carrierabsorption,x = the sample thickness,and cois a constant

taking intoaccountali otherabsorptionprocesses.We also have

n = ND(1-exp-(F_optt)), (5.47)

where F = light flux from the monochromator,Oopt= defect optical absorption

cross section, and ND = donor concentration. Using these expressions and

making the approximation that the optical cross section for free carrier

absorption is independentof the ionized impurityconcentration,the following

functioncan be fit to the photoconductorresponsedata.

In(l(t)/l(=o)- a) = Cl-C2(1-e-Faoptt), (5.48)

where cl and c2 are constants. Plots of the In(l(t)/l(==) - a) were made as a

functionof time and fit with an expressionof the form (kl + k2e-t/_).A sample fit w

is shown in Figure5.8 for data using a monochromaticbeam of energy 0.9 eV.

This data provided a time constant, _, which is equal to the inverse of the "

product of the light flux and opticalabsorption cross section. A calibrated Ge

photodiode was used to determine the relative values of F as a function of

photon energy and this allowed for the determination of the relative cross
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Fig. 5.8. Fit of optical ionization data using Eq. 5.48. The energy of the
monochromatic beam is 0.9 eV.
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section of the S DX center as a function of energy. The cross section as a

functionof energy is shownin Figure5.9 for P = 92 kbar.

The data can be fit usingthe model for opticalabsorptionby a deep level

with large latticerelaxationwhich was used by Lang, Logan, and Jaros (1978)

to fit the energy dependence of the optical ionization cross section of DX

centers in AIxGal-xAs. The following equation,whose derivation is outlinedin

Section5.3.1, givesthe crosssectionto be

a(hv) ~_-_-Ii_-"- "E"1(1"_)!_'1o_-p_ /IEopt+E + Eopt-E-(Eg+EA)/2I(1+_)t_F 12U.1/2exp(_Ehv-(E_pt+E)12),

(5.49)

where p(E) is the densityof free electronstates, EF= 11.2 eV is the free electron

Fermi energy, Eg= 2.2 eV is the forbiddenband gap at T = 9K and P = 92kbar,

EA= 5 eV is the Penngap, 11= exp(-2E/EA)and U = 2S(hv)2/tanh(hWkT),where

S = Huang-Rhysfactor and hv-0.0085 eV is the TA phononenergy, whichis the

appropriate phonon to use for DX centers. This model has two parameters,

which are 1) the Frank-Condonshiftof the defect = dFC= Sti_, and 2) Eopt= Eo

+ S_o_.Since we do notknowthe temperaturedependence of the cross section

(we can only observe a narrowtemperature range with our apparatus) we are

not able to find a unique fit to our data. However,we can roughlyestimate Eo,

and this allows us to narrow the acceptable range for Eopt. Increasing the
i=

pressure from 82 to 92 kbar moves the DX level down in energy roughly 60

meV relative to the r' conductionband minimum. This implies by our previous -

argumentsthat Eoshouldbe in the range 60-85 meV. Using these constraints,

we find good fitsfor ourdata for Eoptbetween 0.86 and 1.02 eV. In Figure 5.9

we show the experimentaldata fit with Eopt= dFc+Eo = 0.87+0.07 = 0.94 eV.
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Fig. 5.9. Comparison of experimental data with theory for
energy dependence of the DX center opticalcross sectionat
P = 92 kbar. Parameters used in fit are dFC=0.87 eV and
EO=0.07eV.
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5.4. Determiningthe Thermal CapturQBarrier from the Shaltow State into the

D.zu.tam

5.4.1. Modellingthe Caotureof Free Carders by DX Centers

Before discussingthe experimentaldeterminationof the capture barrier,

EB, we provide a derivationof the equation used to fit the experimentaldata to

be described in the next section. There are several possible processes by

which a electron may be trapped by a defect. They differ in the way that the

electron gives up its energy and are referred to as either radiative or non-

radiative. Radiative capture is simply photoluminescence, i.e., the electron

releases its energy by emittinga photon.There are three different non-radiative

mechanisms:Auger, cascade, and multiphononcapture. In Auger capture, the

electron imparts its energy to another carrier. This mechanism is thought to

make a negligible contributionto the capture rate at deep levels. Cascade

capture occurs when an electron is trapped by the Coulomb potential of the

impurityand moves through its highlyexcited states by emittingand absorbing

photons. Multi-phononcapture occursdue to the existence of phonon modes

with strong electron-phonon coupling. The capture is accompanied by a

relaxationof the lattice, and the energy from this process is dissipated by the

emission of phonons, lt is this process which is appropriate for describing

electroncapture from the shallowdonorstate intothe deep DX level. *

We consider the capture of an electron from the conduction band

minimum into the DX level following the derivation of Theis (1990). For

simplicity,we begin by discussingthe case of a neutral DX center as picturedin

4r'A
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Figure 5.10a. The total donor concentrationis then N = n_ + nDX, since if the

center is not ionizedit willbe in the DX state. The concentrationof these defects

evolves intime accordingto

° dni_- ennDx- Cnn_,dt (5.50)
_r

where en is the emission rate from the DX level into the conductionband and Cn

is the capture rate for the ionizeddonors. Ignoringacceptorsand other donors,

the free electronconcentrationis n = ni_. ThisallowsEq. 5.50 to be rewrittenas

dn = en(Nd- n)- Cnn.
dt

The electron capturecross section is given by

Cn= G<v>n, (5.52)

where v = the average thermal velocityof the free electronsand G is the electron

capture crosssection, whichis givenby multiphononemissiontheoryto be

G= Gooexp(E- Ec)/kT. (5.53)

, This result can be derived in a manner very similarto the equation for optical

absorptionderived in Section5.3.1. The startingequation is exactly analogous

to Eq. 5.15, exceptthat in this case hv -- 0 and the perturbationHamiltonianis

different, lt turns out that Go=is dependent on T-1/2, but this is neglected in
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Fig. 5.10. Capture process fromthe shallowdonor state into the deep
DX state for a) a neutral DX center with no intermediate state b) a
negatively charged DX center with an intermediate state. U is the
energy of the particular state noted by the subscript and CB is
conductionband(Theis,1990).
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comparisonto theexponentialdependence.SubstitutingEq. 5.52 into Eq. 5.51

gives

dn/dt= -o<v>n2. (5.54)
I

• Although this equation has been used to model capture data for DX

centers taken with deep level transient spectroscopy, some additional

assumptions were required to obtain reasonable fits. Essentially, some

mechanism had to be assumed in order to obtain broader transients than

predictedby Eq. 5.54, and the normal assumptionwas a Gaussian distribution

of capture barriers. However, it was found by Mooney (1987) that data for

AIGaAs sampleswith the same alloycontentbutdifferentdopingconcentrations

could not be fit using the same broadeningparametersor activation energies.

This led Theis and Mooneyto developa modelfor carriercapture via an excited

state. The existence of such a state has been postulated in order to explain

many other experiments as well (Theis, 1990; Dobaczewski, 1991; Seguy,

1990). Capture from the conduction band to a negativelycharged DX center

through an intermediatestate is pictured in Figure 5.10b. The kineticequation

taking the excited state into account was used to model the data observed in

this thesis and we now go throughthe derivationof this relationship,beginning

by assuminga neutralDX centerfor simplicity.

If there is an intermediatestate n_, then ND- n_ + n_ + nDX,i

,, dn-_= enlnB.Cnlni_'
dt (5.55)

and
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Cn2n_- en2nDx,
dt = (5.56)

where en1 and en2 are the emissionrates for transitionsfrom the excited and

DX states and Cn1and Cn2are the rates for capture intothe ionizedand excited

states, respectively.If we assumethatthe transitionfromthe excitedstate to the

DX state is quasi-immediate, then the populationof the excited state can be

ignoredand the emissionterm in Eq. 5.55 and the captureterm in Eq. 5.56 can

be eliminated. If the transitionrate to the excited state is slow enoughthat the

populationof conduction band states is not significantlyperturbed, then Cn1

shouldbe proportionalto the electron populationat the energyof the transition

state, or

Cn1 = K 1
1 * exp[(E_-EF)/kT]' (5.57)

where K is a proportionalityconstant, E_ is the energy of the excited state

relativeto the conductionband, and EF is the quasi-equilibriumFermi energy.

Again neglectingthe populationof the excitedstate, n= ni_.Combiningthis with

equations5.55 and 5.57 in the limitE_ >> kT gives

.dO_=-KnexI_-(EB- EF)/kT],dt (5.58)

which is quite different from Eq. 5.54. Essentially, the electron concentration d

drops as trapping proceeds, loweringthe quasi-Fermi level and subsequently

increasingthe activationenergy.This stretchesthe capturetransient intime.
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A very similarresult is obtainedfor the case of a negativelycharged DX

center. Equations5.55 and 5.56 remainthe same except that nDX= nbx. lt is

assumed that the one electron intermediatestate equilibrates rapidlywith the

conductionband and relativelyslowlywiththe DX state. Therefore

. nB= K ND- nbx
1 . exp[(E_-EF)/kT]" (5.59)

Substitutionof Eq. 5.59 into equation5.56, ignoringemission,gives

dnbx = cn2. ND- nbx
dt 1 + exp[(EB- EF)/kT]' (5.60)

where Cn2is the rate constant for the capture of a second electron from the

conductionbandto the DX level. We againdefineCn2= o<v>n. Fromthe charge

balance equation n= No- n_- 2nbx we obtain the relationship

dn 2dn_bz
dt dt dt . By combiningthis resultwith Eqs. 5.59 and 5.60, we obtain

an expressionfor dn/dt. In the approximationE_ >> kT, the final resultis

=-o<v>n(ND+ n)exp[-(E_- EF)/kT].
dt (5.61)

Using Eq. 5.53, thiscan be rewrittenas

dn/dt= -o=o<v>n(ND+n)exp[-(Ec- EF)/kT], (5.62)

where Ec= E_ + Eb.
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lt is importantto stressthe main differencebetweenthe analysiswith and

without an intermediate state. With an intermediate state, the capture rate

depends on the quasi-Fermi level. This dependence is a result of the statistics

of the populationof the intermediatestate. This dependence could notarise in

the absence of an intermediate state for the following reason. The kinetic

energy of the electrons is not available to overcome the capture barrier since

the electron would have to transfer ali of its energy simultaneouslyto phonon

excitations of the defect. The large number of phonons involved makes this

processextremely improbable.

5.4.2. Exoerimental Determination of the Caoture Barrier from the Shallow

State into the DX statA

The technique used to find the thermal capturebarrier from the shallow

donor state into the DX state is essentially the same as that used to find the

opticalionizationenergy.The onlydifferencein the experimentalset-up is that a

lamp capable of shiningwhite light is now placed in front of the mirrorand the

entire apparatus is mountedin a Digilab 80-V Fourier transform spectrometer.

This allows us to use the globarof the spectrometeras oursourceof far infra_;_

radiation.The sample is firstcooledto 11 K andthe donorsare pumpedintothe

metastable shallow state by shiningwhite lighton the sample. The white light

lamp is then turned off and the photoconductor signal at zero path in the
t'

interferogram is recorded. The signal at zero path is the sum of ali the

wavelengths reachingthe detector,so this is exactly analogousto the chopped "

photoconductor signal discussed in the section on determining the optical

ionizationenergy. The sample is then brought up to the annealing temperature

for a predetermined time, recooled, and the photoconductor signal again
i*
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recorded.As the annealing progresses,more shallowdonorstransforminto DX

centers and the photoconductorsignal increases as the samplebecomes more

transparent. A schematic of the experimental set-up is shown in Figure 5.11.

Starting from a similar expression for T as for the analysis of our optical

ionizationdata, with the onlydifferencebeing that T = I(t)/l(=), the responseof

- the photoconductorcan be relatedto n, the concentrationof free carriers in the

sample, by

n(t)=-(1/OfreeX)[In(l(t)/l(oo)-a)*c3], (5.63)

where c3 = constant. The parameters c3 and 1/afreeX can be fitted using

n(0)=2.1x10 le cm-3 and n(oo)<<(0).We theoretically modelled our data using

the expressiongiven by Theis et al (1990) for n(t) for a negativelycharged DX

centerwhichwas derived in the previoussection:

dn/dt = -o==<v>n(ND+n)exp[-(Ec - EF)/kT], (5.64)

where o=_= electron capture cross section at "l--ooand <v>=average electron

velocity.This model has Ec as an adjustableparameter.

In order to solve thisequation itwas necessaryto knowhow EFvaried as

a functionof n. lt is possibleto determine this relationshipby invertingthe well

known relation

"- n= NcF1/2(11), (5.65)

where 11= EF/kT, Nc is the densityof states in the conductionband, and F1/2 is

the Fermi integral
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Fig 5.11. Schematic of experimental set-upused to determine the
thermal capturebarrierof InP:SDX center.

162



_0 w
Fl/2(_) = d_1 ¢1m

+ exp(s- 11)" (5.66)

Because it is not possible to invert this relationship between n and 11

analytically,we make the approximationthat (Blakemore,1987)

11,

F1/2(TI)= (213)113/211+ (_2/8T12)], (5.67)

which is validover the rangeof concentrationsobserved in thisstudy.This was

combinedwith Eq. 5.64 and 11was found for manyvalues of n. A polynomialfit

was then made fromthe plotof 11vs. n and the resultwas put into equation5.61

for comparisonwiththe data.

We performedisothermalanneals at 59 K, 63 K and 70 K, and show our

experimentaldata along withthe theoreticalfits for Ec-0.275 eV in Figure 5.12.

Reasonablefits to ourdata can be obtainedwith Ecin the range 0.23-0.33 eV.

In conclusion,we have discovereda pressureinduced deep donor level

in InP which has ali the properties of a DX center. The pressure at which the

new defect becomes more stable than the shallow donor is 82 kbar. At a

pressure of 92 kbar, the optical ionization energy of this defect lies between

0.86 and 1.02 eV and the thermal ionizationenergy is in the range 0.23-0.33

eV. In making the fit of the optical ionization data we estimated that Eo, the

thermal depthof the DX center relativeto the shallowdonorstate at 92 kbarwas
'lP

60 to 85 meV. Since Ee, the emission energy from the DX state to the shallow

"- donor state, isequal to Ec+ E0, this impliesthat Ee is in the range 0.29-0.42 eV.

The configurationcoordinate diagram is shown in Figure 5.13 for the InP:S DX

center at 92 kbar. The fact that DX centers can be formed in InP by applying

pressure suggeststhat the existence of DX states should be very common in
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Fig. 5.12. Comparisonof experimentaldata with theory for capture barrier from
shallowdonor state to DX state at P = 92 kbar. Theoretical fit is for Ec -- 0.275
eV.
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Fig.5.13.Partiallycompletedconfigurationcoordinatediagramfor
InP:SDX centersat P = 92 kbar.
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n-type III-V semiconductors(Khachaturyan, 1989b), though these levels may

not be able to be brought into the forbidden gap. The line-up of DX levels

implies that it is possibleto determine the conditionsunder which DX centers

will form in any III-V semiconductor if its band edge offsets and energy

derivativesare with respectto pressureand alloyingare known.
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Chapter 6. Conclusion-

Determining the precise nature of the DX center has proven to be

extremely challenging, and nearly every semiconductor characterization

technique currently known has been used in accomplishing this task. Two

questionswhich manyexperimentalistshave attempted to answer are 1) What

is the charge state of the DX center, and 2) What is the microscopicstructureof

this defect? One tool which has to proven to be invaluable in the study of DX

centers is the use of hydrostaticpressure. The main effect of pressure is to

modifythe structureof the conductionband. In direct band gap semiconductors

this has the effect of bringingdeep levels down in energy with respect to the

conductionband minimum,lt is therefore possiblein some case to bring"deep"

levelswhich are resonantin the conductionband at ambient pressure into the

forbiddengap, makingthem directlyobservable. In two semiconductors,namely

GaAs and InP, the DX level can be brought into the forbidden gap in this
manner.

High pressure methodswere used to discover a local vibrational mode

(LVM) of the DX centerin GaAs:Si. In orderto obtainthis result,the techniqueof

performing Fourier transform spectroscopy in a diamond anvil cell was

extended to the study of semiconductordefects for the first time. A monolithic

assembly containing light concentrating optics, a diamond anvil cell, and a

photoconductor was constructed which provided signal-to-noise ratios far
#

superior to previous highpressure spectroscopicresults. This apparatus was

,. used to identified a new local vibrational mode in GaAs:Si under hydrostatic

pressurewhich was assignedthe Si DX. The pressuredependence of this new

mode was determined along with that of the Si substitutional donor.
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Additionally, spectroscopic data were combined with zero pressure electrical

characterizationto inferthat the DX centerwas negativelycharged.

Since this experiment was performed, three calculations have been

undertakento test the observedresultsagainst varioustheoretical microscopic

modelsfor the DX center. The calculationsof Saito et al (1992) and Zhang et al

(1992) show good agreement with the observed LVM frequency and frequency

pressure dependence, and supportthe broken-bondmodel for the DX center

proposedby Chadiand Chang. The calculationsof Jones et al (1992) show that

the calculated vibrational frequency for the A1 state is also in reasonable

agreement with experiment, but this assignment is not consistent with ali

aspects of the presentwork. A_limportantpredictionof boththe Saito et al and

Jones et ai calculations is that the broken-bond configurationshould have a

second vibrational mode at a lower frequency than the one which was

observed. Unfortunatelythis mode was not observed, presumably because it

lies withinthe restrahlenregion.One possibilityfor observingthis second mode

would be to repeat this experiment in InP:Si. Since we have shown that DX

centers will form in this compound,and the LVM frequency for Si is known in

InP, it is possible that the lower frequency mode could be observed in this

material.

High pressure optical spectroscopy was also used to make the first

observation of DX centers in InP:S just mentioned above. Because of the

difficultyof makingelectricalmeasurementsin a diamondanvil cell, this new DX

center was characterized optically. We have experimentally determined the

optical ionization energy of the DX center and the capture barrier from the "

shallow donor state to the deep DX state. We were also able to estimate the

thermal depth of the DX center relative to the shallow donor level and the

thermal ionizationenthalpy from the DX state to the shallowdonor state. Ali of
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these measurements were made at a pressure of 92 kbar. The fact that DX

centers can be formed in InP by applyingpressuresuggeststhat the existence

of DX states should be very common in n-type III-V semiconductors

(Khachaturyan, 1989b). lt may not always be possibleto bring them into the
,,

forbidden gap using pressure or alloying, though.

. lt was shown that the energy levels of the S DX center in three different

III-V semiconductors,namely InP, GaAs, and GaSb, lie at the same energy

withinour experimentalerror. This means that if the band offsetsbetween any

given III-V semiconductorand one of the three listedhere are known, then it is

possibleto predict the energy at which the DX level will lie in that material at

zero pressure. Furthermore,if the derivativesof the energies of the conduction

band minima with respect to pressure or alloyingare known, one can predict

the conditionsunderwhich DX centerswill be the most stableform of the donor

in any III-V semiconductor.The physicaljustification for the line-up of these

levels is notfullyunderstood.

Although the attainment of large hydrostatic pressure creates certain

experimental difficulties,its use is invaluable in the study of DX centers. The

application of hydrostatic pressure allows DX centers to be observed in

unalloyed materials, which makes the use of some techniques, such as local

vibrationalmode spectroscopy,possible, lt was also necessary to apply large

hydrostaticpressure in order to form DX centers in InP. DX centers now appear

to be relativelywell understood,and it is hopedthat the studyof this new InP DX

center can help resolveany remainingquestions.
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