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ABOUTTHE COVER

The cover figure was adapted from Brian Cabral's article, "Interactive
Volumetric Visualization." The figure depicts a jet of water flowing through
a pipe at supersonic speed and abruptly slowing down as it reaches an
ambient medium (air). Modeling such a flow normally takes hundreds of
hours on a Cray, but a new finite-element mesh developed by the individu-
als listed below has reduced the time required by an order of magnitude (to
approximately 80 hr). This means that we can model the Laboratory's com-
plicated hydrodynamic problems faster (and cheaper).

As shown in the figure, the interface between the jet flow and the air
highlights the structure of instabilities transverse to the main direction of
flow (left to right). The image was achieved by rendering the results of a
numerical computation of the jet using 3D adaptive-mesh refinement. A
black and white medium was chosen to highlight the visual contrast be-
tween the unstable areas of the flow. A single layer was rendered in the area
of greatest change (gradient). Shading was incorporated to enhance the
visual complexity.

This image was the result of a cooperative project in which a number of
engineers contributed to the numerical simulation software:

J. Bell (LLNL)
M. Welcome (LLNL)
M. Berger (NYU)

J. Saltzman (LAND
T. Ferretta (LLNL)

In addition, B. Cabral of LLNL developed the rendering software.
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Introduction

The mission of the Engineering Research Program is to develop the
people and technology needed to support current and future Laboratory
programs. To accomplish this mission Engineering Research has two
important goals - to identify key technology areas important to the
Laboratory and to conduct high quality research and development. To
help focus our efforts in achieving these goals we identify key technolo-
gies called thrust areas and select technical leaders for each area. The
thrust areas are an integrated Engineering activity and, rather than being
primarily discipline based, they are staffed by researchers from EE, ME
and other Laboratory organizations as appropriate.

The thrust area leaders are accountable to me for the quality and
progress of their research activities but have significant latitude to man-
age the resources allocated to their thrust area. They are expected to
establish strong links to Laboratory program leaders, to use outside and
inside experts to review the quality and direction of the research, to use
university contacts to supplement and complement their efforts, and to
be certain that we are not duplicating the work of others. The thrust area
leader is also responsible for carrying out the development work that
follows from the Research Program so that the results of the research can
be applied as early as possible to the needs of the programs.

This annual report, organized by thrust area, describes research and
development activities conducted within the Engineering Research Pro-
gram for fiscal year 1989. Our intent is to provide timely summaries of
objectives, theories, methods, and results. Readers desiring more infor-
mation are encouraged to contact the individual authors.

Roger W. Werne
Associate Director for Engineering






Computational Electronics and Electromagnetics

The Computational Electronics and Electromagnetics (CEE) thrust area

cuses Engineering research and development activities in areas of electronics
and electromagnetics of importance to currerit and future Laboratory pro
grams. The goal of our thrust area is to develop theoretical and numerical
models of electronkNand electromagnetic phenomena of interest to LENT
programs. Based on these models, we then write computer codes that
predict the behavior of solid-state devices and plasmas exposed to those
fields. We also have the responsibility of upgrading these codes so that

Lab researchers will find them easier to use. In FY 89 we worked on

a number of projects in three general areas: modeling electromag-

netic and acoustic phenomena, modeling semiconductor materials

and devices, and modeling the interactions of EM waves and

plasmas.



Transient Wave Reconstruction

from Finite Arrays

James V. Candy and Richard W. Ziolkowski

Engineering Research Division
Electronics Engineering

We are investigating the design of sampling arrays for the reception (transmission) of tran-
sient waves propagating in an electromagnetic or acoustic medium. The transmission and re-
ception of these waves create unique problems because they are essentially transient
wavefronts in both time and space. Thus, new methods must be developed for analysis and
processing. We are developing ways to design receiving arrays and to process and reconstruct

these waves from noisy measurement data.

This research supports new energy transmission technology development. It is a part of the
ongoing inquiry into the basic concepts underlying wave propagation, transmission, and recep-
tion. It will impact communications in an oceanic environment, radar communications, medi-
cal imaging, and numerous other types of data transmission. Potential applications at the
Laboratory include microscopes and telescopes with extremely large depths of field, low-loss
power transmission, secure communications, remote sensing, and directed energy weapons.

Introduction

Recently, interest has been kindled in the possi-
bility of transmitting wave energy in space in non-
standard manners. This interest has led to the dis-
covery of pulses with enhanced localization and
energy fluence characteristics. We define a local-
ized wave as a directed energy pulse that is tran-
sient in both time and space. We have already
demonstrated that the localized transmission of
energy is possible in many practical applications.
Localized waves can be recovered approximately
from an array; we have verified them experimen-
tally.l Localized waves have a vast number of po-
tential applications at the Laboratory, including
microscopes and telescopes with extremely large
depths of field, low-loss power transmission, se-
cure communications, remote sensing, and directed
energy weapons.

In this project, we are concerned with a specific
class of the transient-wave solutions to the wave
equation—the so-called modified power spectrum
(MPS) pulses. Our goal is to design sampling ar-
rays capable of reconstructing the MPS from noisy
measurement data (see Fig. 1). This problem is
complicated because the pulse is transient in both
time and space, which leads to a broadband re-
sponse in both the spatial and temporal frequency
domains.

As shown in Ref. 2, fundamental Gaussian pulse
fields can be used as basis functions to represent

new transient solutions of the wave equation. In
particular, the general acoustic directed-energy
pulse train (ADEPT) solution

f(p,z )= ity z, o) Fk)dk =
Jo

! dkF (k) e fa(p'2"D).
4jri[zo+ Z'(z-cf)] ®) e bl

where
p = transverse coordinate
z = longitudinal coordinate along the direction

of propagation
t - time,
and where
s(p, z, t) =------ Moo 2(z + ct),
zo+ z(z - ct)

is an exact source-free solution of the wave equa-
tion. Clearly, different spectra F(k) lead to different
wave equation solutions, and hence, to different
solutions of the scalar wave equation. One particu-
larly interesting spectrum selection is the MPS:

Ump (fik-b)a-"l e-a®i-b) =1
Da) p
m)
O0<k>t
P
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Transient Wave Reconstruction from Finite Arrays

It is so called because it is derived from the power

spectrum #k) = by a scaling and a trunca-
tion. This choice of spectrum leads to the MPS
pulse*:

f(p/z/1) = 1

zo+!"(z-c7) Is +

We performed a simulation using the ADEPT
transient wave with parametersa=1.0m, a=1.0,b
=600 nrl, 3 =300, and z0 = 4.5 x 10" m through a
2.5-m aperture. Analysis of the frequency-wave-
number spectra reveals some interesting proper-
ties. The overall spectrum is bound by the rec-
tangle [+ 0.5 MHz, =+ 20 nrl] with a 3-dB bandwidth
of [+ 0.5 MHz, + 2 nrl], thus indicating that the
MPS pulse is broadband both temporally and spa-
tially.

Designing arrays to receive (transmit) a local-
ized wave is difficult because the wave is transient.

Figure 1. MPS pulse array
design for a log-spiral
array; (a) array and
pattern, (b) sampled MPS
pulse.

<\i/9

X coordinate

Pattern

Sensor locations (arrays)

We can think of this problem as one of designing a
spatial filter to pass certain frequencies and reject
others; however, the frequency-wave number spec-
trum of the MPS pulse is quite complex and varies
at each z. Our research addresses the design of
arrays, or more properly—sampling arrays,** to
distinguish them (in principle) from the typical
designs of narrowband antenna arrays for planar/
spherical wavefronts. Our main goal is to investi-
gate designs that can be used for the reception
(transmission) of transient waves.

The constraints on sampling array designs for
transient waves are based on the property that
these designs minimize spatial aliasing and enable
reconstruction of the wave at the receiver. In this
report, we limit our discussion to designs specifi-
cally for the transient MPS pulse. The following
properties of the MPS pulse will affect our design:
* Transient wave (non-planar wavefront)

Pattern: aperture = 0.1 m (121 sensors)

~ -100

-400 -200

Kx wave number (m )

Array temporal response (L = 121)

Time (10 5 sec)

*For the rest of this report the MPS pulse, f (p,z,t), will refer to the real part, and the direction of propagation will be taken along the

positive z-axis.

**n this report, we are concerned with the spatial sampling of the MPS pulse for reconstruction purposes.

1-2
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» Broadband spatio-temporal spectrum ([+20 m
+0.5 MHz])
* Circularly symmetric wave function [{(x,),z,t) =
Urzt)].
In the next section, we will show how these
properties can be used to design various sampling
arrays.

Progress*123 *

With the constraints of symmetry and spectra in
mind, we investigated the design of two-dimen-
sional (2D) sampling arrays situated along the axis
of propagation (z axis). Since the MPS pulse is
circularly symmetric, sensors placed on different
radii emanating from the origin will satisfy the
symmetry constraint. More realistically, when
noise is present, sensor redundancy is necessary to
help enhance signal-to-noise ratio (SNR). We have
used the following sampling array design proce-
dure:

1. Select the candidate design

2. Determine its spatial bandwidth properties

3. Reconstruct the transient wave from its spatial
samples

MPS pulse

-1 0
Time (10 § sec)

4. Compare the reconstructed wave with the
"truth," which was generated by simulation of a
line array with identical spacing.

For our reconstruction problem, we simulated
the MPS pulse with a sampling interval of Af =2 x
10'7 sec and an aperture of D = (.1 m using a line
array of L = 101 sensors spaced atd = 0.001 m
apart. The results are shown in Fig. 2. Here we
have selected all of the physical parameters to
match our experimental and fabrication capabili-
ties. We will use the "truth" pulse to assess the
reconstruction performance.

Practically, we are constrained toa D = 0.1 m
aperture and are physically limited to L = 121 sen-
sors for the design. We investigated various
classes of arrays: square, hexagonal, coincentric
circular, and the broadband designs that match
these constraints. Arrays that theoretically have no
bandwidth limitation are called frequency independ-
ent. The low frequency limit is determined by the
size of the array, and the upper limit is bound by
the precision in fabrication. These arrays are called
log-periodic because they respond periodically with
the logarithm of frequency. As an example, con-
sider the so-called log-spiral design shown in Fig. 1.
In this design, we distribute the sensors logarithmi-

Fourier transform

-10 -5 0 5 10
Frequency (105 Hz)

Figure 2. MPS pulse truth simulation for L = 101 element line array with 1 mm spacing; (a) spatial-temporal wave,

(b) wave number-frequency spectrum.
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Transient Wave Reconstruction from Finite Arrays

cally on a spiral—the initial sensor location based
on the minimum Nyquist spacing and the largest
determined by the allowable aperture D. This de-
sign offers some desirable features based on the
MPS properties. Besides the broadband response
shown by the pattern in Fig. la, it enables unique
sampling of the transient wave, which is very use-
ful in a high SNR environment. Many sensors are
located around the origin, providing a large num-
ber of samples of the Gaussian-like center region of
the MPS pulse. Fewer sensors are located along
the array extremities to sample the low-frequency
tails. In Fig. Ib, we see the transient wave sampled
by the log-spiral design. Note the large number of
samples of the Gaussian pulse-like portion of the
MPS pulse.

The problem of reconstructing the MPS pulse
from a set of discrete spatial samples is the prime
motivation in the array design. In the ideal case
(e.g., sampling theorem) the signal is "exactly"
reconstructed from its sampled values using cardi-
nal interpolation as long as Nyquist sampling can
be achieved. Unfortunately, this solution requires
an infinite aperture or a spatially band-limited

Figure 3. MPS pulse
reconstruction from a log-
spiral sampling array; (a)
reconstructed spatial-
temporal wave, (b) recon-
structed wavenumber-
frequency spectrum, (c)
difference between truth
and reconstructed spatial-
temporal wave, (d)

difference between truth 0.05
and reconstructed
wavenumber-frequency
spectrum.
c -0.05 0.5
o
0
> 002 ()
£
-0.02

-5 0

Time (UU sec)
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Reconstructed MPS pulse

Reconstructed MPS pulse

Time (10~5 sec)

signal, which the theoretical MPS pulse does not
satisfy. Our reconstruction approach is to develop
an interpolator that sorts through the available
samples for the pre-selected interval and linearly
interpolates (fills in values) between the missing
samples. In this scheme, a desired spatial sampling
interval is pre-selected over the entire aperture
length; those samples satisfying it are selected, and
missing samples are linearly interpolated. In this
way, we achieve a uniformly sampled spatial-tem-
poral function from the non-uniform array
samples.

We show the reconstruction and corresponding
spectra for the log-spiral design in Fig. 3. Statisti-
cally, we quantify the reconstruction error by its
mean and root-mean-square values, which are
estimated using standard statistical sampling tech-
niques. The error is calculated by comparing the
reconstructed pulse to the "truth" pulse generated
at the same spatial sampling interval used by the
interpolator. As expected, since the log-spiral has
many unique spatial samples of the Gaussian cen-
tral region of the MPS pulse, most of its reconstruc-
tion error is located in the tails, which primarily

Log-spiral array

Interpolated 2D-FFT

1.0 -5 0 5
Frequency (105 Hz)

Error contours

-10 -5 0 5
Frequency (10s Hz)
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Spatio-temporal correlation

Figure 4. MPS pulse correlation/spectrum for L = 101 element line array with 1 cm spacing; (a) spatio-temporal

correlation, (b) wave number-frequency energy spectrum.

occupy the lower frequency part of the wave num-
ber spectrum (central region). Statistically compar-
ing this design to the standard 11x11 square ar-
ray, we find that the mean and rms reconstruction
error statistics indicate superior performance by
the log-spiral array because mE: (3 x 10-6 <200 x
10*6) and a.: (8.5 x 10" <95 x 10"), respectively.
Noisy data can also be processed using the arrays
mentioned, and we have shown that the redundant
(not unique in radius) sensors enable one to
perform signal averaging, which results in enhanc-
ing performance of the arrays (see Fig. 3).

Future Work

Our plans for future designs will take into ac-
count the correlation properties of the transient
and noise field. We will use this correlation infor-
mation to optimize the design of the sampling ar-
ray.

Initially, we will investigate larger apertures and
their corresponding spatial correlations and spec-
tra. The MPS “truth" pulse observed through a
uniformly spaced line array of 101 sensors with a 1-
m aperture atz = 0 with 101 temporal samples at A

t = 0.2 psec is shown in Fig. 4a. Since the line array
is uniformly spaced, we can use 2D Fourier trans-
form techniques to estimate the spatio-temporal
correlation function and the corresponding energy
wave number-frequency spectrum. The results of
this run are shown in Fig. 4b. Most of the corre-
lated transient energy of the MPS pulse (at this
aperture) is concentrated in the Gaussian region.
As expected, high correlation exists primarily be-
tween £0.1 m and the corresponding wave num-
ber-frequency spectrum lying between [+20 nrl, 0.5
MHz]. We plan to estimate the acoustic noise field
and then develop a design procedure that uses sub-
arrays located at the regions of high spatial correla-
tion while minimizing the noise correlation.

1. R.W. Ziolkowski, D. K. Lewis, and W. D. Cook,
"Evidence of Localized Wave Transmission," Phys.
Rev. Lett. 62(2), 147 (1989), and LLNL Report UCRL-
99034 (1988).

2. R. W. Ziolkowski, "Exact solutions of the wave
equation with complex source locations," /. Math.
Phys. 26(4), 861-863 (1985).

3. J. V. Candy, R. W. Ziolkowski, and D. K. Lewis.
"Transient Wave Reconstruction and Processing,"
LLNL Report UCRL-103451 (1990).
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Electronic Circuit Analysis by

Computer Simulation

Waldo G. Magnuson, Jr.
Nuclear Energy Systems Division
Electronics Engineering

Computer simulation is essential in evaluating the performance of large and complex elec-
tronic circuit designs. Our circuit modeling project has had the continuing goal of providing
LLNL engineers with advanced computer-simulation capabilities for studying the behavior of
electronic systems. In FY 89, the popular and powerful NET-2 program was brought over from
the phased-out CDC-7600 computers, on which it had run for years, to the Cray-1 and Cray-X/
MP computers of the Octopus and NMFECC systems. Thus NET-2 joins two other simulation
programs already running on the Cray computers, SCEPTRE2 and SPICE2, to add significantly
to our capabilities for simulating electronic circuit behavior.

Introduction

The circuit modeling project in the Computa-
tional Electronics and Electromagnetics Thrust
Area has been providing Laboratory engineers
with an electronic circuit simulation capability
which uses computer models to analyze complex
analog and digital systems. For the past several
years we have had a strong capability based on the
SCEPTRE2, NET-2, SPICE2, and SILOS computer
programs. We have been actively involved in
maintaining this capability. With the phasing out
of the CDC-7600 computers, which was completed
in 1988, a major part of the effort in maintaining
our capability has consisted of moving the circuit
simulation programs from the CDC-7600s to the
Cray computers.

Four years ago we adapted the SCEPTRE2 pro-
gram to the Cray-1 computer. This program is
used frequently by both mechanical and electrical
engineers at the Laboratory. Likewise, the NET-2
program has been heavily used by engineers since
it began running on the CDC-7600s more than ten
years ago. One of the more robust analysis pro-
grams available, NET-2 has been in use at LLNL
and at other government laboratories as well. But
with the CDC-7600s being phased out, it also had
to be adapted to the Cray computers.

All three of our circuit-simulation programs
now running on the Crays—SCEPTRE2, Net-2, and
SPICE2—can solve very general nonlinear net-
works that may include complex descriptions
(models) of electronic devices, magnetic devices,
and transmission lines as well as linear and nonlin-
ear resistors, capacitors, and inductors. However,

1-6

SCEPTRE2 and NET-2 are considerably more flex-
ible in their modeling capabilities than SPICE2.
Both SCEPTRE2 and NET-2 are programs that have
been developed on large computer systems, which
makes them powerful but also makes them hard to
move to personal computers. SPICE2, on the other
hand, is a more modest program which has already
been moved to the Apple and IBM personal com-
puters.

SILOS is a digital logic simulation program that
runs on the Engineering Department's VAX com-
puter network.

Progress

Over the past two years we have been engaged
in a project to move the NET-2 program from the
CDC-7600 computers—the last one of which was
phased out late in 1988—to the Cray computers.
With the aid of Allan Malmberg, the developer of
NET-2, we have successfully adapted the program
to the Cray-1 and Cray-X/MP computer systems,
and it is now operational on both the Octopus and
NMFECC networks.

More than 400 program changes were made at
LLNL in the conversion effort. Some 45 test prob-
lems were used to verify the program, and it was
released for use in the summer of 1989. After the
Cray-1 version of NET-2 was tested, the program
was also adapted to the Cray-X/MP. Our Cray
versions of the NET-2 programs have been trans-
ferred to Los Alamos National Laboratory, where
they are currently being installed on the LANL
computers.

NET-2, SCEPTRE2, SPICE2, and SILOS have
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Figure 1. Schematic diagram of a complex electronic logarithmic amplifier circuit. This is typical of circuits mod-
eled with the NET-2 computer program to analyze their response to high-power microwave pulses.

Figure 2. NET-2 analysis
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Electronic Circuit Analysis by Computer Simulation

been heavily used at LLNL during the past year to
study the effects of high power microwaves on
electronic components and circuits. The computer
simulation studies have been done in conjunction
with experimental measurements on the upset and
burnout of electronic components and subsystems.
Portions of a typical analysis are shown in Figs. 1
and 2. Figure 1 is a schematic diagram of a com-
plex logarithmic amplifier circuit. Figure 2 is a
composite of the analysis showing an out-of-band
microwave signal input to the circuit and the re-
sulting in-band response of the circuit, which is
used as input to following system modules whose
responses are analyzed in turn to determine if a
system error results.
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Future Work

In FY 89 we completed the transfer of NET-2
from the CDC-7600 computers to the Cray-1 and
Cray-X/MP computers. NET-2 is finding heavy
use in hardness evaluations of weapon system
electronics. With the transfer of NET-2 to the Cray
machines, LLNL now has one of the more power-
ful capabilities for simulating the behavior of large,
nonlinear electronic systems. In the first quarter of
FY 90 we plan to develop a short course or seminar
for NET-2 users, which should be ready for presen-
tation in late spring of 1990.

m



Miniature Vacuum Tubes for

Harsh Environments

William J. Orvis, Dino R. Ciarlo,
Charles F. McConaghy, Jick H. Yee,
and Ed W. Hee

Engineering Research Division

Electronics Engineering

We are establishing the technology and modeling necessary to build and analyze micron-
size, integrated vacuum tubes for use in high-radiation and high-temperature environments.

Introduction

Miniature vacuum tubes are vacuum switching
and control devices fabricated on a silicon wafer,
using the same methods as are used to make inte-
grated circuits. While these miniature vacuum
tubes will operate much the same as do conven-
tional vacuum tubes, they are different in that they
are micron-size devices, they will use field emis-
sion instead of thermionic emission as the electron
source, and they will be integrable with existing
integrated circuit technology.

The usefulness of vacuum microelectronics will
derive from their expected extreme radiation hard-
ness and temperature insensitivity. Additionally,
they may be extremely fast devices. These charac-
teristics, if realized, will make them strong candi-
dates for use in power and control applications in

Anode

Cathode

Field emitter

Figure 1. Cutaway of the structure of the vacuum
triode shown in Fig. 2. The anode and grid are free-
standing structures, supported only at the edges and
hanging over the field emitter at the center of the
device. The grid has a hole in it directly above the
field emitter through which the field-emitted electrons
can flow when a voltage is applied to the anode.
Voltages applied to the grid will then control that flow
of electrons from the field emitter to the anode.

nuclear and EMP environments (for example,
weapons systems, nuclear reactors, fusion reactors,
and satellites).

According to research at Los Alamos National
Laboratory, these devices could be capable of ab-
sorbing up to 101l rad(Si)/s without upset, and
more than 1017 neutrons/cm? and 10§ rad(Si) of
gammas without sustaining permanent damage.
These radiation levels are three to four orders of
magnitude greater than those that present silicon
devices can withstand. The devices will be radia-
tion hard because their active volumes will be a
vacuum instead of being filled with silicon. Vac-
uum, unlike silicon, cannot be damaged and can-
not be a source of photoionized charge carriers,
which are the source of the large currents that
cause upset and damage in silicon devices.

Vacuum microelectronics should also be able to
withstand temperatures in excess of 775 K, as com-
pared to a maximum of 650 K for the best silicon
devices. The reason for this temperature insensi-
tivity is the same as that for the radiation hardness;
that is, the active volume is a vacuum, and thus the
device cannot be shorted by thermally generated
charge carriers.

Because the vacuum microelectronics are fabri-
cated using integrated circuit technology, the po-
tential exists to integrate a number of these devices
on a single substrate to build circuits. This poten-
tial opens up whole new areas in electronics.

Progress

Progress in the last year has been in three ar-
eas—device design, tip sharpening, and modeling.

Device Design

The basic device structure is shown in Fig. 1.
First, the surface of the silicon wafer is coated with
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Figure 2. A miniature vacuum triode. The vertical
structure on top is the anode, the horizontal structure
that passes under the anode is the grid, and the field
emitter is under the hemispherical bump on the anode.
(See Fig. 1 for a cutaway of this structure.)

an isolation layer consisting of 0.5 |[im of silicon
dioxide and 0.4 pm of silicon nitride. Next, field
emitters are created by etching around and behind
a 5-pm-square mask of silicon nitride, using an iso-
tropic etch of nitric acid, hydrofluoric acid, and
acetic acid. The tips are sharpened by growing and
removing a 500 A to 1000 A thermal oxide layer.
We then bury the field emitter with glass, and ap-
ply a doped polysilicon grid. This structure is then
buried again with glass and topped with a doped
polysilicon anode. The final step is to remove the
glass with hydrofluoric acid, leaving the free-
standing anode and grid. A completed vacuum
triode is shown in Fig. 2 and a vacuum diode in
Fig. 3; the latter is similar in structure to the triode
just described, but lacks the grid.

Field Emitter Sharpening

The field emitters used in the initial fabrication
of these devices produced insufficient emission to
yield a useful device. To remedy this, we re-
searched different methods of fabricating and
sharpening these field emitters. Enlisting the aid of
Prof. Charles Hunt of the University of California,
Davis, and his student Johann Trujillo, we studied
several different isotropic and anisotropic etches for
creating field emission tips. The result of these
studies was the isotropic etch mentioned above.
This etch produced the field emitters shown in Fig. 4,
having a radius of curvature on the tip of between

1-10

Figure 3. A miniature vacuum diode. The structure is
essentially the same as the triode (Fig.2), but the device
lacks the grid.

Figure 4. Isotropically etched field emitters. Using the
nitric-hydrofluoric-acetic acid etch, we have produced
field emitters with points that have a tip radius of from
400 A to 1500 A. View (b) is an enlargement of the tip
enclosed in the rectangle in view (a).

250 A and 1500 A. A field of 10,000 to 15,000 of
these tips gives the field emission results shown in
Fig. 5.

While these isotropically etched tips give reason-
able field emission, sharper ones would both give
better emission and lessen the voltage require-
ments for the device. Thus, in a cooperative re-
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search effort with Bob Marcus of Bellcore (Red
Bank, New Jersey), we used an oxide growth tech-
nique to sharpen the tips. The resulting tips,
shown in Fig. 6, have a radius of curvature at the
point of less than 10 A. We have imported this
capability and are in the process of creating a mini-
ature vacuum tube incorporating it.

Modeling

Using the combination of a two-dimensional
static-field modeling code (STAT2D) and the theo-
retical Fowler-Nordheim equation, we have esti-
mated the operating characteristics of our vacuum
triode (Fig. 7). The curves were created by fitting
the calculated field at the tip of the field emitter to
the voltages on the anode and grid, inserting that
fit into the Fowler-Nordheim equation, and then
normalizing the results to some experimental field-
emission data. The resulting equation gives the
current for different voltages applied to the anode
and grid. By taking the appropriate derivatives of
this equation, we obtain the tube parameters. Note
that these tube parameter values are not typical of
those expected from more traditional vacuum
tubes. The plate resistance is higher, and the tran-
sconductance is lower. These differences must be
taken into account when designing circuits for
these devices.

Future Work

Future work on this project will run in several
directions. In the device-fabrication work, we are
in the process of building a complete vacuum tri-
ode utilizing the device structure shown in Fig. 2
and the sharpened tips shown in Fig. 6. As soon as
an operating device is available, we will test the
thermal and radiation hardness. We are also build-
ing a lateral device in which the field emitter points
horizontally (in the plane of the surface of the sili-
con wafer) rather than vertically out of the surface.
The device is formed by first coating the surface of
the silicon with an insulator and a metal layer, and
then forming a point in the metal by etching to
form the field emitter. The anode is formed by a
metal strip just beyond the tip of the field emitter.
While we cannot control the anode-to-cathode
spacing as well in a lateral device, such devices are
much simpler to build. We will continue to work
on field-emitter design and sharpening, especially
focusing on the uniformity of our field emitters.
Because of our new field-emitter design, the mod-
eling results need to be redone to take the new
shape and sharpness into account. The extremely

Figure 5. Current vs voltage curves for a field of 10,000
to 15,000 field emitters spaced 2 pm from a removable
anode.

Figure 6. TEM (transmission electron microscope)
photo of a sharpened silicon field emitter with a radius
of curvature of less than 10 A. The field emitter is
coated with a 10- to 20-A layer of silicon dioxide. This
native oxide layer is formed whenever silicon is
exposed to air. The fringing in the silicon is caused by
scattering of the electron beam by the ill!) crystal
planes, which are spaced 3.13 A apart. The fringing
disappears near the tip because there are too few atoms
left to scatter the incident electron beam. Thus, the
point is less than four or five atoms across.
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Grid voltage (V)

Figure 7. Theoretical current-voltage, plate resistance, transconductance, and static gain curves for the miniature
vacuum triode. The calculations were performed assuming a 1.5-pm anode-to-cathode distance, with the tip of the
cathode centered in a 1-gm-radius hole in the grid. The data was then normalized to some experimental field-
emission data.

productive collaborations with U.C. Davis and and fabricate miniature vacuum switching and
Bellcore will continue with more studies on tip control devices and be able to predict their opera-
sharpening and design. At the completion of this tional characteristics.

project, we should have the capability to design
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Modeling the Performance

of Photoconductors

W. Travis White III, Clyde G. Dease,
and Gizzing H. Khanaka

Engineering Research Division

Electronics Engineering

To help develop fast, optically triggered high-voltage pulsers in support of various LLNL
programs, we are modeling photoconductive switches. Our goal is to provide the physical
understanding necessary to design reliable and efficient switches. This year, we investigated
two main issues: the effects of Gunn instabilities and the role of traps.

Introduction

The Laboratory is investigating gallium arsenide
(GaAs) photoconductors for applications that re-
quire subnanosecond high-voltage switches. (A
photoconductor is a semiconducting slab that be-
comes electrically conductive when exposed to
light.) At low voltages, such switches can close on
a time scale of picoseconds. However, because
low-voltage switches are typically only a few mi-
crons thick, they suffer dielectric breakdown at
high voltages. Our switches must be millimeters
thick to hold off the high voltage (tens of kilovolts)
in pulsers. The performance of these thicker
switches cannot be extrapolated from data on con-
ventional thin devices because interactions among
electrical charges, electric field, and electron-hole
traps are too complex.

A combined experimental and theoretical effort
is required to develop reliable and efficient subnano-
second high-voltage photoconductive switches.
The Pulsed Power thrust area leads such an effort
at the Laboratory; the Computational Electronics
and Electromagnetics thrust area provides model-
ing support.

One of the goals of the project is to identify
which mechanisms dominate the switching behav-
ior of our devices. From a knowledge of the domi-
nant switching mechanisms, we want to establish
the fundamental limits on the closing speed, recov-
ery time, and switched-out voltages. Additionally,
we need to identify the failure mechanisms in our
devices and determine how device failure relates to
the overall switching performance.

We have conducted experiments with 5-nsec di-
ode-laser pulses illuminating semi-insulating GaAs
switches. The devices show a delay of 2 to 3 nsec

between the start of illumination and the onset of
strong switching. During the delay, a compara-
tively constant, weak current occurs. At the end of
this delay, the current rises suddenly by well over
an order of magnitude. The rise in current, which
we refer to as the closing of the switch, does not
occur unless the spatially averaged electric field
exceeds a critical threshold approximately equal to
4 to 5 MV/m. These results show that the mecha-
nism of switching—whatever it is—is a function of
the initial electric field and occurs with a voltage-
dependent delay.

Additionally, we, Sandia National Laboratories,
and others have observed a "lock-on" effect in
high-voltage GaAs photoconductors.! It occurs at
field strengths between 0.8 and 2.5 MV/m and
may result from field-current instabilities. Instead
of recovering to full voltage when the optical pulse
ceases, switches recover only partially, locking
onto a fixed voltage. The voltage persists until the
external power supply is turned off. The details of
lock-on are not understood, although Sandia
speculates that the effect may be a result of impact
ionization of traps.]

The correct theoretical model of switching
should account for the magnitudes of the voltage
threshold, the voltage-dependent delay, and the
lock-on effect. We are considering the following
mechanisms for switching: impact ionization,
field-dependent trapping, and instabilities associ-
ated with negative differential resistance (Fig. 1).
All of these mechanisms depend on the electric
field strength; all of them can produce delayed,
sudden large rises in current; and all of them can
be associated with known device-failure mecha-
nisms. Present experimental data do not discrimi-
nate among the various mechanisms. Hence, we
must explore them theoretically.
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Electron-atom collision
e Electron

Figure 1. Three mechanisms for switching in photo-
conductors. (a) Impact ionization. A fast electron col-
lides with a bound electron, freeing it to move through
the lattice. An applied electric field accelerates the free
electron as it moves, enabling it to knock loose more
bound electrons, which accelerate and knock loose still
more electrons. This cascade process rapidly multi-
plies the number of mobile electrons and produces a
condition called current avalanching. The bound elec-
trons may originate in lattice defects (traps) as well as
in perfect bonds (valence states). The energy to ionize
a trap is almost always much less than that required to
ionize a valence state. Therefore, the electric fields
necessary for impact ionization are correspondingly
smaller for traps than for valence states. If the number
of traps is large, which it is in the semi-insulating
GaAs used for photoconductive switches, then a large
number of trapped electrons (5 x 102 nrd) are available
to contribute to current avalanching.

Progress

In FY 88, we showed with computer calculations
that a nonuniform distribution of traps can signifi-
cantly enhance the electric field across an illumi-
nated photoconductor.3 Photogenerated charges
produce a large electric field that combines with
the external field due to a battery or a power sup-
ply. This combination temporarily produces a high
total field at certain locations inside the switch. We
have dubbed the process dynamic field enhancement.
The trapping of charge near an electrode further
enhances the field. According to our low-field cal-
culations, local field enhancements can exceed a
factor of five when the switch contains a nonuni-
form distribution of traps. However, with either a
uniform distribution of traps or no traps at all, the
maximum low-field enhancement never exceeds a
factor of 2.6. These results have provided the first
theoretical evidence that intrinsic current avalanch-
ing might be possible at field levels five times be-
low the expected threshold. While encouraging,
these findings are only a first step in understand-
ing the mechanics of photoswitching. They apply
to situations in which the initial electric field is
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(b)

Potential energy of an electron
near trap

Position

No external electric field

Figure 1 (continued) (b). Field-dependent trapping or
detrapping. Externally applied electric fields distort the
bonds near a lattice defect, raising or lowering the po-
tential-energy well that is responsible for trapping
electrons. Ifthe well becomes shallower, then elec-
trons can leave traps more easily, which raises the
background current density and facilitates impact
ionization. If the well becomes deeper, then the proba-
bility for trapping an electron increases. Although
increased trapping reduces the photocurrent, the pho-
tocurrent will suddenly increase when all of the traps
are occupied.

relatively weak. Since actual measurements occur
at high fields, we began to study high-field switch-
ing effects in FY 89.

First, we examined effects of field-dependent
carrier velocity, particularly NDR, and the forma-
tion of narrow zones of high charge density called
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Figure 1 (continued) (c). Negative Differential Resis-
tance (NDR). NDR is not a single mechanism but a
family of mechanisms. Any process that reduces the
current when voltage is raised belongs to this family of
mechanisms. The figure shows two classic current-vs-
voltage curves with a region of NDR: an S-shaped
curve and an N-shaped curve. Note that for current
densities above a certain critical current on the S-
shaped curve, one field can correspond to two or more
different current densities. Consequently, the field in a
given plane may be nearly constant; yet, the current
density may assume any of several different values.
This form of multi-stability leads to filamentary insta-
bilities. In contrast, for fields above a certain critical
field intensity on the N-shaped curve, one current can
correspond to two or more different field strengths. As
a result, the field may vary sharply as a function of
position while the current density remains virtually
constant. Associated with the N-shaped curve are
charge-density waves called Gunn domains, thin sheets
with large numbers of electrons that move towards the
anode.

Gumi domains. We tried to determine computation-
ally if field enhancements due to NDR alone can
produce bulk current avalanching in an ideal uni-
form device. Additionally, we tried to determine if
the lock-on effect might be a result of the formation
of Gunn domains.

Our model treated the GaAs material as semi-
insulating by assuming that 1022 m-3 traps compen-
sated 1013 m 3 p-type impurities. We assumed that
the traps that did not compensate a hole were occu-
pied (neutral) initially. Simple chemical kinetics
governed the occupancy of the traps as the system
evolved in time. We used room-temperature val-
ues for the cross sections and emission rates of the
dominant trap, EL2. The one-dimensional code
that we used has been previously described.4 The
photoconductor in our model was a 0.1-mm-thick
slab of GaAs with two planar metallic boundaries.
Electrically, the switch was in series with an ideal
battery and a 100-Q resistor. For the Gunn domain
calculations, we assumed it to be illuminated uni-
formly between the electrodes. We chose an en-
ergy per photon just large enough to create one

electron-hole pair for each absorbed photon.

Our calculations showed Gunn domains form-
ing and moving across the device (Fig. 2). The
computed growth and motion of the domains
agreed with established theories of Gunn instabili-
ties.5 These results indicate that NDR can produce
large local fields and that current avalanching can
occur at the electrodes as a result of the field en-
hancement even if the initial electric field is as low
as 5 MV/m. Despite the avalanching, however, the
photoconductor in our model did not completely
short circuit because we maintained a low enough
optical intensity to isolate various physical effects.
At a bias field of | MV/m, the voltage across the
switch fell and rose roughly in proportion to the
instantaneous optical intensity. Although 100 V
was applied initially across the switch, only 48 V
was switched out. At a bias field of 5 MV/m, the
magnitude of the peak switched-out voltage
reached only 60 V. The peak density of photogen-
erated electron-hole pairs was about 3 x 102] nr3,
and the Gaussian optical pulse had a full width of
10 nsec between the 1/e points. Although the bias
fields differed by a factor of five, the switched-out
voltage was almost the same in both cases.

This simulated switching behavior illustrates an
important practical problem of photoconductive
switches—velocity saturation. As the electric field
rises, the induced velocity of charge carriers (the
drift velocity) reaches a limiting value. Further in-
creases in the voltage across the switch at a fixed
optical intensity do not increase the photocurrent
once the drift velocity saturates. Switched-out
voltage is proportional to the photocurrent. Conse-
quently, the switch closes less efficiently as the ini-
tial voltage is raised. The only way to make the
switch close completely is to force more current out
ofit. In the absence of charge multiplication, the
optical intensity must be increased.

The computations showed two other interesting
features. First, although the electric field and
charge density both vary rapidly as a function of
position when the Gunn domains form, the exter-
nal voltage across the switch does not fluctuate no-
ticeably. We observe this phenomenon even when
Gunn domains reach the electrodes. Second, the
electric field in the wake of the Gunn domains
tends to lock onto one of two approximate values:
0.10 to 0.14 MV/m and 1.4 to 1.7 MV/m. Coinci-
dentally, these values correspond roughly to the
lowest electron and hole velocities, respectively, at
which the field-vs-velocity curves in our model be-
come double-valued. At such a value, the speed of
a charge carrier (and hence, the current) remains
constant as the carrier moves across a domain
boundary from low to high fields. This phenome-
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Figure 2. Field enhancement from Gunn domains. Shown are (a) plots of carrier density and (b) electric field
strength vs position in the switch at four closely spaced times. At electric fields greater than 0.35 MV/m in GaAs,
an increase in field strength reduces the velocity of electrons. Any irregularity in the field causes electrons to pile
up where the field is greatest and to form a Gunn domain. Near the metallic contacts at the edges of a photocon-
ductor, the electric field falls sharply to zero. Due to this sudden drop from high to low field strength, instabili-
ties then naturally originate at the electrodes and propagate with the electrons toward the anode. As they move,
the electrons pile up ever more sharply, raising the field in front of them and lowering it behind them. The strong
gradient in the field reinforces the tendency of the electrons to pile up. This further increases the field enhance-
ment until the Gunn domain reaches the anode. The domain can either exit the device at the anode or be sus-

tained by impact ionization if the field is high enough.

non allows the fields to vary strongly across a de-
vice without significantly perturbing the local cur-
rent density. Assuming the current varies
smoothly with position, no large bursts of current
will occur when the Gunn domains reach the elec-
trodes. Thus, internal field lock-on helps produce a
smooth current output. Our results do not show
whether or not this field lock-on is tied to the ex-
perimentally observed voltage lock-on effect. More
experiments are needed to resolve this issue.

In addition to effects caused by a field-depend-
ent velocity, we also considered field-dependent
trapping. We used a rate-equation analysis to
show that field-dependent trapping can explain the
electronic pulse-shape that we have measured on
some of our switches. The rate-equation model
presumes that spatial variations inside the photo-
conductor are unimportant and that the switch can
be treated as a two-terminal nonlinear electronic
component. The rate equations consider the time
variation of the numbers of mobile charge carriers
and empty traps in the switch. We ignored impact
ionization of traps in our model.
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To simplify the analysis, we assumed that the
optical intensity was constant and that electrons
had the same generation and recombination rates
as holes. In this approximation, the numerical so-
lution shows that the density of carriers has a two-
step behavior (Fig. 3). We observe the density first
rising until the rate of trapping matches the rate of
photoabsorption. The density of electrons then
remains constant until the traps eventually fill.
Once all of the traps are occupied, the density rises
again until the rate of recombination equals the
rate of photoabsorption. We modeled the field de-
pendence of trapping with a static approximation,
choosing the trapping cross section as a function of
initial voltage only and not of instantaneous volt-
age.

Current is proportional to carrier density times
carrier velocity. Thus, the current also has a two-
step response. If the first step is much smaller than
the second, then the photoconductor appears to
switch after a delay, as observed experimentally.

We chose the parameters for our model so that
the computed pulse-shape resembled observed
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Figure 3. Two-step switching by trap filling. During
illumination by a constant optical intensity, the density
of photogenerated carriers, n, rises until the rate of
trapping matches the rate of photoabsorption. The
carrier density then remains constant. Eventually the
traps fill, and the density rises again until the rate of
recombination equals the rate of photoabsorption.
Photocurrent is proportional to the density of carriers.
Therefore, to the outside observer, the photocurrent
appears to suffer a delay in switching due to the filling
of traps. The length of the delay is the time required to
fill the traps. It varies inversely with the optical inten-
sity. The rise time is the time required for recombina-
tion to build to high levels and, in this model, varies
inversely with the square root of optical intensity.

data. All parameters were within an order of mag-
nitude of measured physical values, except the re-
combination rate constant. It had to be 1000 times
stronger in our calculation than the measured ra-
diative recombination rate constant of GaAs. Such
a large recombination constant may suggest that a
nonradiative process dominates recombination in
our experiments.

The rate equations, although simplistic, have an
important advantage over detailed numerical
simulations. They can produce analytical solutions
that help us identify physically important combina-
tions of parameters. Thus, the simplified model is
useful in guiding the interpretation of more elabo-
rate calculations and also in suggesting meaningful
experiments.

Future Work

We have identified several mechanisms that
may account for the behavior of our GaAs high-
voltage switches. By calculations and analysis, we
have shown that dynamic field enhancement can

occur as a result of both NDR effects and nonuni-

form distributions of traps in the material. In turn,

the field enhancement can produce current ava-
lanching and thereby short circuit (close) the
switch. NDR effects can result from field-depend-
ent trapping as well as from effects that are totally
unrelated to traps. Current avalanching can result
from impact ionization of traps or from intrinsic
bulk avalanching at localized hot spots of the elec-
tric field. For sufficiently long optical pulses, trap
filling can lead to a two-step switching similar to
what has been observed experimentally. To iden-
tify which mechanisms actually dominate the per-
formance of our switches now requires additional
experiments.

In addition to modeling switching speeds, de-
lays, and voltages in FY 90, we will study the ef-
fects of thin barrier layers at electrodes and field-
dependent trapping parameters. This work will
directly extend our present study of switch per-
formance and will help guide future experiments.

Some future experiments suggested by this
year's results include:

* Measurement of the density of traps as a func-
tion of position in our samples,

* Comparison of the instantaneous optical input
to the instantaneous output voltage from the
switch in an attempt to determine delay time,
rise time, and output current as functions of
optical parameters (e.g., intensity), and

* Search for evidence of dynamic field enhance-
ment and Gunn domains in the switches.

By working with experimenters on these issues,
we expect to identify the basic switching mecha-
nisms in our high-voltage photoconductors this
coming year.1

1. G. M. Loubriel, M. W. O'Malley, and F. J. Zutavern,
"Toward Pulsed Power Uses for Photoconductive
Semiconductive Switches: Closing Switches," Digest
of Technical Papers, 6th IEEE Pulsed Power Conference,
145-148 (1987).

2. H.J. Hjalmarson, Sandia National Laboratories, Al-

buquerque, N. M., private communication (1989).

W. T. White III, "Modeling the Performance of

Photoconductors," Engineering Research and Develop-

ment Thrust Area Report FY 88, UCRL 53868-88,

Lawrence Livermore National Laboratory, 1-24—1-

26 (1988).

4. W.J. Orvis, G. H. Khanaka, and J. H. Yee, "Develop-
ment of a GaAs Solid-State Device Model for High-
Power Applications," Electrical Overstress/Electro-
static Discharge Symposium Proceedings, 1987,

145-152 (Orlando, Florida, Sept. 29-Oct. 1,1987).

5. S. M. Sze, Physics of Semiconductor Devices, Second

Edition (John Wiley and Sons, New York, 1981).

het

1-17



Accelerator Cavity Modeling with TSAR

Robert R. McLeod, Steven T.
Pennock, and John F. Deford
Engineering Research Division
Electronics Engineering

During FY 89, we adapted the three-dimensional electromagnetics code TSAR for use in
modeling particle accelerator cavity problems of interest to the Laboratory's free-electron laser
program. The TSAR code, in concert with the advanced pre-processing codes ANA and IM-
AGE, provides an advanced tool for investigating the behavior of accelerator cavities. Com-
parison of TSAR models with those produced with older, two-dimensional codes has shown
that TSAR produces accurate results, and we are now applying TSAR to accelerator cells with

fully three-dimensional geometries.

Introduction

Computer analysis is an important element in
designing particle acceleration devices. Designers
need detailed information about the behavior of
components of the accelerator, especially the cells
in which the acceleration of the particles occurs. In
particular, information on the electromagnetic
(EM) properties of those cells and how EM fields
induced in them depend on the cell geometry is
needed. However, the complicated and often
novel cells designed at LLNL defy many of the
traditional analyses. We have found that advanced
numerical simulation of the accelerators can pro-
vide solutions to the problems encountered in tra-
ditional analyses.

Conventionally, simplifying the cavity geometry
has been an initial step towards these solutions.
Many accelerator cells are dominated by circularly
symmetric features: the cylindrical beam pipe,
radial induction gaps, and so forth. Thus, a com-
mon starting point with conventional analyses is to
assume complete symmetry and reduce the prob-
lem to two dimensions.I However, this has the
disadvantage of removing three-dimensional fea-
tures that may strongly affect the behavior of the
cell. A fully three-dimensional code such as TSAR
(Temporal Scattering and Response) can work with
the true, unsimplified cell as well as with complex
cells that cannot be handled with standard two-
dimensional methods.

In addition to the three-dimensional geometrical
features of these devices, many cells designed at
LLNL contain complex materials, such as ferrites.
The presence of these materials necessitates a
three-dimensional simulation even in symmetric
devices. For instance, the nonlinear behavior of the
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ferrites can cause irregular, three-dimensional do-
mains of magnetization to form. These features
can be simulated in a code such as TSAR.

Progress

Progress during FY 89 was accomplished in
several areas.

Modification of TSAR

TSAR was developed initially as a tool for calcu-
lating the electrical response of devices to external
microwave radiation. For that purpose, objects
were placed in the center of the computational
volume, and special "radiating boundary condi-
tions" were applied to the edges of the volume to
simulate a free-space environment. The analysis of
accelerator cells, however, is characterized by inter-
nal stimulation in a cavity with occasional trans-
mission lines or ports leaving the problem.

Though these applications are similar, the condi-
tions imposed by the cell analysis required us to
incorporate several new features into TSAR.

Primarily, a variety of new boundary conditions
were needed in TSAR. First, an "impedance" con-
dition was added to terminate accelerator ports,
areas of the accelerator cells that connect the inter-
nal working volume to the outside world. The
ports are modeled as transmission lines, and the
impedance boundary condition allows the user to
specify a particular field impedance (a specific
relationship between the electric and magnetic
fields) at the end of the transmission line. Next,
symmetry plane boundary conditions were added.
With these, the memory and time needed to model
cells that have one or two planes of symmetry can
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be halved or quartered, respectively. This is espe-
dally important for simulations of large cells that
require massive amounts of memory to run.

Tools

A simulation code capable of processing these
very large accelerator cell models is only one com-
ponent of a successful modeling tool. Such a code
is only as good as the models of the problem the
user can create for it. The pre-processing tools for
TSAR are very powerful, giving us the capability to
rapidly create and modify large, complex models.

The core of these problem-generation tools is a
solid modeler, MGED (Multi-Device Graphics Edi-
tor).2 This modeler allows the analyst to construct
a three-dimensional representation of the accelera-
tor cell using combinations of simple geometric
shapes. A discrete finite-difference model for
TSAR is then created from the MGED solid model
by ANA, a code developed by Gary Laguna at
LLNL.J ANA has been sufficiently validated that a
user can now have confidence that the mesh it
produces is a good representation of the solid built
in MGED. During previous forms of the mesh
generator and during the validation of ANA, Brian
Cabral and others at LLNL developed IMAGE 4 an
interactive graphics program that allows the user
to view three-dimensional meshes for verification
and modification purposes.

With these three codes—MGED, ANA, and IM-
AGE—researchers and designers at LLNL have a
powerful and unique capability to create complex,
three-dimensional computational models. The

combination of these tools and the general TSAR
simulation code has allowed us to investigate a
number of different accelerator problems.

Accelerator Designs Modeled with TSAR

Most of the accelerator design problems to
which TSAR has been applied have been of the
"very asymmetric" variety. This means that these
problems are tractable only in a three-dimensional
environment such as the one provided by TSAR.
Examples of the accelerator problems of interest to
the free-electron laser program that have been
simulated with TSAR include the free-electron
laser side-coupler injector, the beam breakup study
cell, the four-port measurement section, and the
advanced test accelerator fast correction coil.

The fast correction coil is typical of our present
work. This device was designed to examine the
possibility of steering the electron beam in LLNL's
advanced test accelerator (ATA) in real time. De-
signers needed to know how the structure of the
cell would passively affect (through the beam's
wakefields) the beam dynamics, as well as how the
accelerator cell itself would function.

The first step in getting the needed information
was, as outlined above, to construct an MGED
solid model of the cell, as shown in Fig. 1. In this
cutaway view, one can see the interior of the beam
pipe as well as the current steering bars. This solid
model was then used by ANA to produce a com-
putational mesh for TSAR. A cross-section of this
mesh, viewed with IMAGE, is shown in Fig. 2. In a
typical TSAR run, a current beam was driven

Figure 1. Ray-traced view
of fast correction coil
solid model constructed
with MGED. In this
cutaway view, the interior
of the pipe beam and the
current steering bars are
seen.
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Figure 2. Slice of finite-
difference mesh produced
by ANA from model
shown in Fig. 1 and
viewed with IMAGE.
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Figure 3. Contour plot of axial currents in fast correc-
tion coil with off-center stimulation. Solid contours are
positive currents, and dashed lines are negative cur-
rents. The current beam can be seen above and right of
center.

down the length of the cell, slightly off of the center
line. This induced return currents on the correc-
tion bars and on the cell walls. In Fig. 3, both the
beam current (above and right of center) and the
return currents can be observed. An important
operating mode revealed by this data is the pres-
ence of circulating currents on the outside of the
bars that travel in the same direction as the beam.
The discovery and understanding of these types of
unexpected features is continuing computationally
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and experimentally. It is an example of the impor-
tance and utility of validated electromagnetics
modeling codes like TSAR.

Future Work

Work in the coming year will focus on two areas:
running larger, more detailed models and imple-
menting a ferrite-simulation capability. The first
task will be accomplished by conforming the com-
putational grid to the size and shape of the cell.
Currently, large amounts of memory are wasted
outside of the cell where all of the EM fields are
zero. The second task, ferrite simulation, involves
the development and implementation of new mate-
rials subroutines that describe the ferrite physics.
This work is underway and will greatly expand
our simulation capabilities.
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Localized Transmission of Wave Energy

Richard W. Ziolkowski
and D. Kent Lewis
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We are investigating, both theoretically and experimentally, a new mode of wave energy
transport called localized wave transmission (LWT), in which pulses do not dissipate or dimin-
ish in amplitude when propagated over extreme distances. As a part of this research, we are
studying the launching and propagation characteristics of LWT. Experiments substantiating
the theory have been performed in an acoustic environment.

Progress

We have been developing specialized wave sys-
tem solutions that are capable of synthesizing
pulses which can give localized transmission of
wave energy in a variety of physical systems.!"l9
These localized wave transmission (LWT) solutions
describe a localized (highly directive), slowly-de-
caying transmission of energy in space-time. We
have shown in theory that LWT can occur in a vari-
ety of wave systems, including scalar wave equa-
tion systems (acoustics), guided wave systems
(wave equation with boundaries), electromagnetic
systems (Maxwell's equations), particle systems
(Klein-Gordon, Schrodinger, and Dirac equations),
and plasma systems (Maxwell's equations com-
bined with a fluid model of the plasma).

We have also developed a new representation of
the solutions for these wave systems, based on a
decomposition into base states consisting of bidi-
rectional traveling plane-wave solutions (i.e., prod-
ucts rather than sums of forwards and backwards).
This bidirectional representation is invertible and
has been successful in reproducing standard time-
dependent solutions as well as the new LWT for-
mulations. It has proven more effective than con-
ventional Fourier plane wave decompositions for
describing LWT pulse solutions that can be tailored
to give the LWT effect in a variety of physical sys-
tems.

These LWT pulses may impact several funda-
mental ideas of physics involving the wave-particle
duality concept. The latter has been a main thread
in the evolution of quantum mechanics. Wave-
particle duality connects the wave behavior of a
photon in Young's two-slit interference topology
with the photon's particle behavior in photoelectric
experiments. We have been investigating the use
of the fundamental LWT solutions themselves as a
model of a photon. These solutions exhibit both

local and nonlocal characteristics usually associ-
ated with wave-particle duality notions. They can
assume either a transverse plane wave or a par-
ticle-like character depending on the size of the
defining parameters. We have modeled the scat-
tering of a single LWT wavepacket in a Young's
two-slit experiment to show how a photon can
interfere with itself to recover the classical two-slit
diffraction pattern. Similarly, we have uncovered
LWT solutions of the Klein-Gordon and Dirac
equations that are classical equations describing
elementary particles such as electrons and protons.
These solutions exhibit the standard billiard-ball
characteristics associated with macroscopic entries
together with the wave-like properties of micro-
scopic ones. We are currently exploring the impli-
cations of the LWT solutions in ionization, Comp-
ton scattering, and photoelectric events.

Traditional wave solutions to linear systems are
generally treated as monochromatic (single-fre-
quency or CW). This separates the space and time
characteristics of the waves and allows the imme-
diate application of Fourier analysis. Laser-pro-
duced Gaussian beams, for instance, are studied in
this fashion. The resulting solutions begin to
spread after their Rayleigh distance is surpassed, a
distance determined by the original size of the
wavepacket and its frequency. Conventional an-
tenna systems such as uniphase or phased arrays
are driven essentially with monochromatic signals
allowing only for spatial phasing. The resulting
diffraction-limited signals begin to spread and
decay when they reach the Rayleigh distance. In
contrast, the LWT pulses are intrinsically space-
time oriented, i.e., their space and time properties
are nonseparable. This allows one to design pulses
whose constituents remain highly correlated in
space and in time.

The LWT effect is a byproduct of the extra de-
gree of freedom offered by the full utilization of
space-time. Moreover, LWT pulses are character-
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ized by a high bandwidth, with the difference in
hertz between high and low frequency components
being as high as 10:1. This frequency range is
much wider than that of traditional CW systems
whose bandwidth may be less than 1.0%. Thus,
one is paying for the enhanced localization by in-
creasing the requisite interconnections of the spa-
tial and temporal characteristics and the associated
bandwidths of the pulses that are used to construct
the LWT wavepacket. We have been faced with
the difficult fact that there is no precise value for
the Rayleigh distance in the LWT case because of
the broadband character of its constituent pulses.
The "goodness" of the pulses is thus difficult to
characterize. However, one can design the LWT
solutions to remain localized over a distance many
times greater than the Rayleigh distance expected
from traditional solutions. As a result, the LWT
effect can be viewed as extending the near field to
very large distances.

Having uncovered a very interesting class of
theoretical pulses that describe localized transmis-
sion of wave energy, we have begun to determine
if the LWT fields can be replicated by a finite set of
sources, €.g., by a finite planar array of radiating
elements. The hope is to produce fields that would
be extremely close facsimiles of the exact solutions,
and hence would share their properties. We are
currently investigating potential LWT pulse
launching mechanisms both numerically and ex-
perimentally. The type of system that is required
may be characterized as an independently-address-
able, pulse-driven array of radiating elements.

In particular, we have been studying the physi-
cal realizability of launching one of the LWT solu-
tions, called the modified power spectrum (MPS)
pulse, with numerical simulations and with acous-
tic experiments. The MPS pulse is so named be-
cause of the form of the weighting functions used
to construct it from the basic LWT solutions. The
physical characteristics of the MPS pulse are very
appealing. This pulse can be optimized so that it is
localized near the direction of propagation and its
original amplitude is recovered out to extremely
large distances from its initial location.

The current numerical model of an MPS launch-
ing system is a finite planar array of point sources.
The array elements radiate spherical pulses that
can be described by a causal, time-retarded Green's
function. This construction is known as Huygens'
representation. The essential idea is that with an
array of point sources one is always in the far-field
of each radiator and the overall field response of
the array is readily obtained by superposition. The
causal, time-retarded nature of the propagation
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insures that the wave is leaving the antenna in the
desired direction at the correct time. We have also
constructed a version of this simulator that decom-
poses the input drive functions into their Fourier
components, propagates each Fourier component
away from the radiators, and then recombines
these constituent wavelets into the total field. This
alternate model provides us with a tool to study
the pulse reconstruction as a direct function of its
frequency content.

In contrast to conventional arrays, the LWT
driven arrays we are investigating consist of radiat-
ing elements that are driven by a specified spatial
distribution of signals having broad bandwidth
time signals. The resulting field is a sum of these
individually radiated pulses. We have shown nu-
merically that this combination of spatial and tem-
poral distributions of driving elements generates
pulses that maintain their localized shape at dis-
tances well beyond the conventional Rayleigh dis-
tance. Unlike the past attempts at enhanced local-
ized transmission such as super-gain antennas, the
LWT driven arrays appear to be very robust and
insensitive to perturbations in the initial aperture
distributions. Although they were not optimized,
these results are sufficient to indicate that from a
modest-size array, energy can be transmitted with-
out spreading over interestingly large distances.

We have performed a number of acoustic ex-
periments to test some of these claims for the MPS
pulse. A series of water tank experiments have
shown evidence of the LWT effect, and have dem-
onstrated that the individual field components can
indeed be generated by real sources. Moreover, an
array of these sources recreated a reasonable fac-
simile of the MPS pulse away from the array. It
was generated from a synthetic aperture consisting
of a single ultrasonic transducer radiating the
requisite pulses and a matched receiving
transducer. The resulting waves were recon-
structed by computer synthesis. Both linear and
square arrays have been studied. Comparisons
were made with the LWT pulse driven array and
CW tone burst, uniformly-driven, and Gaussian-
tapered arrays.

Typical results obtained from these synthetic
square array, water tank experiments are shown in
Fig. 1. The field generated by an LWT pulse driven
array exhibits the predicted, localized pencil-beam
characteristics. The experimental result and the
simulations have compared extremely well; the
analysis has predicted improvements that will be
checked with further experimentation. Since our
water tank is limited in size, a larger, more defini-
tive experiment has been designed that would
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Figure 1. The waist (HWHM) of the intensity profile (radius at which the intensity has decreased to half its value)
of the wave field is a standard measure of its localization. The figure shows the measured waists of the fields
generated by a series of pulse driven, 3.0 cm radius, circular arrays. The MPS pulse driven array (ADEPT) is com-
pared to (a) a uniform array driven with 0.5,1.0, and 2.0 MHz tone bursts, and (b) a Gaussian tapered array driven
with 0.5,1.0, and 2.0 MHz tone bursts. The Gaussian waist was set equal to the MPS pulse waist, 1.5 cm. The
spectra of the MPS drive functions have an amplitude e-folding point at 0.5 MHz. The Rayleigh distance for the
Gaussian tapered array at 0.5 MHz was 25.0 cm. The focal distance for the uniform array at 2.0 MHz was 100.0 cm.
The enhanced localization of the field generated by the MPS pulse driven array is apparent.

investigate the LWT effect over distances surpass-
ing ten conventional Rayleigh distances. The array
and the respective pulse drivers have been de-
signed. The experiment will test how far away
from the array the LWT effect can be maintained.
There are many potential applications for pulses
designed to have LWT characteristics, including
remote sensing, communications, power transmis-
sion, and directed energy weapons. This is particu-
larly true for pulses that could be optimally de-
signed for the particular environment in which
they propagate. The LWT effect could significantly
impact many areas of physics and engineering.
Future experimental and theoretical efforts will
concentrate on the propagation and scattering
characteristics of the LWT pulse in more realistic
environments, including the effects of reflection,
refraction, diffraction, absorption, and nonlineari-
ties. This will help determine the potential useful-
ness of the LWT effect in a variety of applications.1
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We have developed computer modeling codes to analyze the behavior of high-power, pulse
driven microwave antenna systems. These codes enable us to model the far-field performance
of complicated, pulse-driven antenna systems from their near-field behavior. Our approach
employs discrete modeling of the near-field environment of the antenna system with standard
finite difference and finite element time domain (FDTD and FETD) electromagnetic modeling
codes, and then transforms the resultant near-field information to the far-field with a newly
developed post-processor. This post-processor is termed the FAR code. The resultant code set
will improve our ability to model a variety of high-power microwave (HPM) sources, including
associated potential antenna designs and related FfPM effects of current Laboratory and na-
tional interest. For example, we can now model the far-field distortions (antenna pattern modi-
fications) and reduction of radiated power caused by air breakdown near HPM antennas and

sources.

Introduction

Many microwave sources under development
at the Laboratory and elsewhere produce pulsed
fields, 1.e., fields with time histories of finite dura-
tion that contain many frequencies. Many conven-
tional electromagnetic modeling codes, such as
those based upon integral equation approaches,
generally deal only with single frequency or mono-
chromatic (CW) fields. They can be used to model
polychromatic pulsed fields by dealing with each
frequency separately and then recombining the
results through Fourier transform techniques. The
field associated with each frequency is weighted by
its amplitude in the spectrum of the source.

On the other hand, discrete methods such as the
finite difference and finite element approaches can
directly model the time evolution of fields. One
models the source and antenna structures, and the
surrounding environment by creating a mathe-
matical representation called the mesh or grid.
Specification of the appropriate boundary condi-
tions at the locations in the grid defines the various
structures and the interfaces between different
materials. Finally, one runs the codes to produce
time histories of the fields at all of the mesh points.
The time evolution of the fields can then be viewed
with a variety of methods. Moreover, if specific
frequency domain information is desired, it can be
readily obtained from the time histories of the
fields with Fourier transform techniques. The dis-

tinct advantage of time domain modeling is the
simultaneous acquisition of the behavior of all of
the frequencies of interest at every point in the
mesh.

Unfortunately, these methods have their limita-
tions. CW methods such as the integral equation
approach can model only limited physical environ-
ments. On the other hand, discrete methods can
model very complicated environments, but the
information they produce is limited to the size of
the mesh that can be squeezed into any given com-
puter system. They can be generally used to di-
rectly give near-field results. Nonetheless, if one
could combine a method to extract far-field infor-
mation from the near-field data with the ability of
the discrete methods to model accurately the near-
field environment, one would obtain an approach
to modeling the fields generated from pulsed
sources that would be superior to many conven-
tional modeling techniques.

To accomplish our objective of using near-field
information to model the fields far from any
sources or antennas, we have developed a post-
processor termed FAR which translates the near-
field results of the finite difference time domain
(FDTD) code TSAR' to the far field. TSAR is an
LLNL-developed, general purpose FDTD code. It
calculates the E and H field values over a specified
closed surface within the mesh which includes the
near-field geometries and sources. These values
are stored for processing by FAR. We then use the
equivalence principle as shown in Fig. .. Accord-
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ing to this principle, any electromagnetics problem
may be transformed into one in which currents are
specified on a closed surface that generate the
original source field exterior to this surface and a
null field (exactly canceling the original source
field) in its interior- The values of these surface
currents are determined by the original source
fields simply by the values of the cross product of
the outward field component normal to this sur-
face and the electric and magnetic fields. Because
the TSAR computed values exist only on the FDTD
grid, we do not have a complete description of the
electric and magnetic fields at all points on the
surface. We assume, however, that these point
values are adequate samples of the continuous
fields and surface currents, and treat the resulting
equivalent surface currents as point electric and
magnetic dipoles radiating into free space. FAR
then calculates the resulting fields of each of these
dipoles and sums all contributions to determine the
total field.

Progress

There are now three varieties of the FAR code,
which produce different descriptions of the same
physical situation. The code FFAR computes the
resulting fields as frequency domain far-field pat-
terns. This allows us a direct comparison of our

Surface currents
J=nxH
M=-nxE

Antenna

FDTD
computational
volume

Exterior: E, H = original problem E, H
Interior: E,H=0

Figure 1. The near-to-far-field transform technique,
based upon the electromagnetic equivalence principle.
This technique requires a closed surface within the
FDTD grid volume that encloses the antenna and the
near-field region.
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results with those generated with standard electro-
magnetics modeling codes. The code TFAR com-
putes the actual time domain far-field time histo-
ries. This allows us to study directly the time evo-
lution of the fields produced by a pulse driven
array. The code NFAR computes the time domain
field histories completely and includes the ./t,

1 /12, and /1> terms of the point dipoles which
model their near-field as well as their far-field be-
havior. Both FAR and FFAR only account for the
traditional ./r far-field term.

The FFAR code is both computationally faster
and more accurate than the other codes. It simply
uses Fourier transform properties which trade
frequency multiplication for the time differentia-
tion. The TFAR code is slower and less accurate
because a numerical differentiation routine is used.
The NFAR code is even slower because it also has a
numerical integration routine in addition to the
numerical differentiation routine and calculates
more field components (the ./r far-field terms
model only the components of the field transverse
to the direction of propagation, while the ./r- and
+ /1> terms also include its longitudinal compo-
nents).

We have used primarily two test cases to vali-
date these codes. In these test cases, the near field
(FDTD) environment is composed of:

» Two dipoles radiating into free space with no
blockages,
* A3 x5 dipole array with a left-T blockage.
The left-T blockage case uses a metal blockage in
the shape of a "T" to simulate a plasma breakdown
region that may be formed in a HPM antenna sys-
tem and degrade its usefulness. In both cases, we
compute the far-field frequency domain horizontal
and vertical patterns. We compare those patterns
with corresponding patterns obtained with the
LLNL-developed Numerical Electromagnetics
Code (NEC.,.s Since the NEC code is extremely ac-
curate for this type of problem, we consider our
error as the maximum error computed from the
point-to-point difference between the patterns
predicted by both codes.

These validation problems have enabled us to
identify the three sources of inherent errors in the
near-to-far-field transform process. The major
error occurs because we are only sampling the
surface currents. To isolate this error, we con-
structed a code called JOB. JOB uses analytical
formulas to compute the surface field values, the
values which TSAR would normally calculate. It
then uses the FFAR code algorithms to calculate
the far-field components. This eliminates from the
far-field calculations the diffusion and dispersion
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errors inherent in the FDTD codes. The error rate
is determined by comparing the patterns obtained
with different FDTD grid spacings with the NEC
reference case. The results of this comparison are
shown in Fig. 2, which indicates the linear regres-
sion of the error rate for the JOB code as a function
of the inverse of the point density. As more grid
points are included on the surface, hence, increas-
ing the information or detail of the surface current
structure, the pattern error decreases exponen-
tially. The regression coefficient is 0.9989. Satisfac-
tory results are obtained with grid spacing of at
least A./=, where X is the wavelength of the princi-
pal frequency of interest in the pulses generated by
the source. This result coincides with the generally
recognized grid spacing criterion that finite differ-
ence code practitioners satisfy to avoid large errors
in their simulation results.

The second error source we uncovered is the
usual set of errors associated with numerically
forming the discrete Fourier transform (DFT): ali-
asing, leakage, and picket-fence errors.. These
errors always occur with a numerical DFT and are
unavoidable. We mitigate the effects of these er-
rors on the far-field calculations by properly choos-
ing the excitation pulses and by artificially (within
the DFT computer routine) extending the Fourier
transform period (zero padding). We have found
that the best results are obtained if one employs a
transit pulse (a pulse with no DC component)
whose duration is short and whose derivative is
also a transit pulse.

The final error source is a collective effect com-
posed of FDTD diffusion and dispersion errors,
FDTD boundary errors, and interpolation errors.
The diffusion and dispersion errors are mitigated
by choosing a smaller grid spacing. The boundary
errors are mitigated by placing the FDTD problem
boundary at least .= beyond any material or
sources within the FDTD problem space. The
interpolation errors arise within routines in the
FAR code. Because the actual time histories are
sampled only at a discrete number of points but are
needed in a continuous sense, interpolation is re-
quired to obtain those additional time history val-
ues. The interpolation errors associated with FAR
decrease linearly as more points are used to inter-
polate the field values between two points, up to a
threshold where they actually begin to increase
binomially.s We have found that a two- or five-
point interpolation algorithm produces the best
results.

To illustrate the efficacy of the TSAR-FAR code
set, we show results for each of the two validation
cases. Figure 3 shows the two-dipole horizontal

o =JOB code
A = Regression
0 = Difference error

‘o> —0—
-0.25
600 1200
Numbers of sample points

Figure 2. Linear regression of JOB maximum point
error on the inverse of sampling point density, showing
that the errors in the near-to-far-field transform are
significantly decreased with an increased sampling
density. For the case presented, frequency = 1.0 GHz;
grid sizes = %6, X/S, X/10, X/12, A/16, and A/20.

pattern (polar angle; 0 = 90; azimuthal angle:

-90 < () < 90) of the Ee field at a frequency of 1.0 GHz
for TSAR-FEAR runs with grid spacings of A./10
and A./20 as well as the standard NEC pattern. The
maximum error at any point over the range is
0.6528% for the V20 plot and 2.7277% for the A .1 o
plot. Figure 4 shows results for the 3x5 array with
a left-T blockage horizontal pattern for the E. field
and a corresponding NEC pattern again at a fre-
quency of 1.0 GHz. The maximum error at any
point over the range is 2.2550%.

The corresponding errors over the frequency
range from 0.5 to 1.5 GHz for both the horizontal
and vertical patterns are shown in Table 1. In this
table, the Average error column shows the errors
averaged over 181 points in each pattern, and the
Maximum error column shows the maximum error
for either the horizontal or vertical pattern.

Future Work

During the course of our work, we have found
that the number of data files created during a
FDTD code run needed for processing by FAR can
easily fill a large computer memory disk. To avoid
this problem, we are presently incorporating the
FAR near-to-far-field transform directly into TSAR.
This effort involves rewriting the FAR algorithms
so that instead of working on all the time histories
at once (post-processing), the calculations are per-
formed "on the fly" (i.e., as each time step occurs).
At this time, all three codes (FFAR, TEAR, and
NFAR) have been incorporated into TSAR and
have been partially tested, and the results are very
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0.50 -

___TSAR-1+FFAR a/20) J
_____ TSAR-FFAR a/10)
---1NEC\ /

(degrees)

Figure 3. Comparison of the Ee far-field patterns pre-
dicted by three codes for the problem of two z-directed
dipoles radiating into free space at 1.0 GHz.

Table 1. TSAR-FFAR (E0)
percent errors for the two-

Two dipole, no blockage

_____ TSAR-FFAR OJ/W)
-——NEC /A

¢ (degrees)

Figure 4. The E( far-field patterns predicted by two
codes compared with a 3 X 5 array of z-directed electric
dipoles at 1.0 GHz with a left-T blockage.

3x5 array, left-T

dipole (X/20 and A/10) and A20 A0 A0

the 3x5 array left-T Freq Average Maximum Average Maximum Average Maximum

f?rﬁg) validation prob- (GHz) error (%) error (%) error (%) error (%) error (%) error (%)
0.5 0.0491 0.0977 0.3070 0.4541 0.9364 2.9694
0.6 0.1690 0.3057 0.1971 0.3927 0.5552 1.6840
0.7 0.2855 0.6760 0.3030 0.5721 0.2000 1.8647
0.8 0.3352 0.9093 0.2993 1.6302 0.2359 1.6726
0.9 0.3154 0.6610 0.7834 2.9523 0.4052 2.3505
1.0 0.1883 0.6562 1.0448 2.7277 0.5015 2.9078
1.1 0.4012 1.0569 0.4569 2.1848 0.1000 2.8616
1.2 0.9241 2.4561 0.3307 2.8069 0.8057 4.5043
1.3 0.8771 2.6649 2.4923 5.0393 1.1572 6.6254
1.4 0.1759 1.8902 5.3601 8.9404 0.8456 3.4841
1.5 1.2704 3.8062 4.1853 14.9557 1.7136 5.8389

promising. The final testing phase is in progress.
Because some of the problems of interest to
Laboratory programs are too large to include
within currently available computer memories
(problems which require an enormous three-di-
mensional TSAR grid), we feel that it is important
to develop a two-dimensional FAR code that can
work with all our two-dimensional discrete codes.
The equations for this work are complete, but the
coding and testing remains to be carried out. Since
all the error sources are known from our three-
dimensional work, the remaining two-dimensional
coding and testing should require minimal effort.
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A 3D Modified Finite Volume Technique
for Maxwell's Equations

Niel K. Madsen and
Richard W. Ziolkowski
Engineering Research Division
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A solution of Maxwell's curl equations with high-speed computers has greatly facilitated the
analysis of electromagnetic scattering, coupling, and propagation problems. We present here a
modified finite volume method for solving Maxwell's equations in the time domain. This
method, which allows the use of general nonorthogonal mixed-polyhedral grids, is a direct
generalization of the canonical staggered-grid finite difference method. Employing mixed
polyhedral cells (hexahedral, tetrahedral, etc.), this method allows more accurate modeling of
nonrectangular structures. The traditional "stair-stepped" boundary approximations associ-
ated with the orthogonal grid based finite difference methods are avoided. Numerical results
demonstrating the accuracy of this new method are presented.

Introduction

One of the most important tools in the analysis
of electromagnetic scattering, coupling, and propa-
gation problems is the computerized direct solu-
tion of Maxwell's equations. Designers of modern
aircraft, weapons systems, radars, and communica-
tion systems have a need to analyze how their sys-
tems respond to electromagnetic pulses and radia-
tion. Cost-effective computer analyses of these
problems are highly useful. Such analyses require
a software package that can represent the objects
and environment being studied in the computer,
discretize Maxwell's equations by converting them
into matrix equations, and then determine the re-
quired solution parameters. Such computer pro-
grams for three-dimensional problems require a
great number of individual calculations, and an
important goal of the software designer is to mini-
mize the running time required to solve the prob-
lems of interest while maintaining the desired
accuracy.

The conventional approach for numerically solv-
ing Maxwell's equations in the time domain has
been the use of finite difference methods in con-
junction with orthogonal grids...s It is well known
that the use of such methods can produce very
accurate results, particularly when the domain is
rectangular or almost rectangular. For problems
involving general nonrectangular domains, two
approaches have been used: a) "stair-stepped"”
orthogonal approximations to irregular bound-
aries, and b) transformations which map the origi-

nal irregular domain into a rectangle in the trans-
formed coordinates. The first approach may give
rather poor approximations to the boundary
shapes unless very fine discretizations are used,
and the second results in more complicated equa-
tions to solve.

We will present a method which is derived us-
ing a modified finite volume technique. This new
method actually reduces to be the conventional
finite difference method when applied on an or-
thogonal grid. We have primarily used this tech-
nique with irregular hexahedral grids. However,
this technique is easily applied using grids which
are composed of tetrahedrons, or mixtures of hexa-
hedrons and tetrahedrons, or other cell types. This
work generalizes to three dimensions our previous
two-dimensional algorithm.*

We begin by assuming that we wish to solve
Maxwell's curl equations on an irregular three-di-
mensional domain R which has a boundary surface
denoted by S. We will also assume that the do-
main R has been discretized into hexahedrons.
Figure 1 shows a discretized twisted waveguide,
which is typical of the problem complexity we
wish to solve.

Modified Finite Volume Method

Finite volume techniques are usually derived by
integrating the basic equations to be solved over a
grid cell and forming discrete approximations for
the resulting integral quantities. We will describe
our modified finite volume technique using a basic
hexahedral grid and its associated "dual" grid. For
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Figure 1. Twisted waveguide discretized into hexahe-
dral cells.

Figure 2. Skewed 10 x 3 x 100 nonorthogonal
waveguide grid.

each hexahedral cell, we define its barycenter to be
the point which is located at the average of the co-
ordinates of the nodes which define the cell. We
construct the dual grid by connecting barycenters
of adjacent cells with straight lines passing through
each of the interior cell surfaces of the original grid.
Our discrete solution components will be associ-
ated with the edges of the original grid and also
with the edges of the dual grid. The quantity asso-
ciated with a cell edge is the projection of the elec-
tric field vector onto that edge, i.e., E * s, where s is
a unit vector in the direction of the edge. The mag-
netic field projection H * s* is associated with a dual
cell edge where s* is a unit vector in the direction
of the dual edge. We will denote with an asterisk,
*, geometric quantities associated with the dual
grid.

We begin by decomposing the electric field vec-
tor E into three orthogonal components which are
determined from the dual grid. We have

E=(E" sj)sj+ (E1 sp)s* + (E+ sM)s? @

where s jis a unit vector which is the average nor-
mal to the dual cell face which cuts the edge deter-
mining a particular s. The vectorss j ands s are ar-
bitrary mutually orthogonal unit vectors orthogo-
nal tos j so that (s1,s>,s3) form a right-handed sys-
tem. For the particular cell edge defining s, the
quantity to be computed is E + s. Using (1) we have
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s) =lE . s¢j(s* . s) HdFL- sjW ) +
\dt I \dt |

dt
's) @)

To form an approximation for the first term on
the right side of (2) we integrate Maxwell's electric
field equation over the face of the dual grid which
is penetrated by the edge defining the vector s.
Assuming that E is constant over this face we have

eA ’cflE. S| = (VxH) ' sjrfA*
t

=4 H dI\ (3)

where e represents an average permittivity value,
A* is the area of this dual grid face, and the line
integral is performed around the perimeter of this
dual face in the positive direction relative to the
normal direction s j. It is the computation of this
particular term that "modifies" our approach from
a conventional finite volume method.

To compute the other terms on the right side of
(2), we simply integrate or average Maxwell's elec-
tric field equation over the two dual grid cells
which contain the edge defining s (in the conven-
tional finite volume manner). That is,

ev*;lZE S = (VxH) ' sldY*
t

(n xH) ' sid4 “

eV*dE . st = (VxH) ' dV*
dt J
'

j (nxH) ' ssdA *, 5)

where ¢ is the average value, n* a dual surface
normal, and V'* is the volume of the two dual grid
cells.

Since n* x H is tangent to the integration sur-
face, we can form approximations to the surface in-
tegrals in Eqs. (4) and (5) using the projections of H
onto the dual edges which define the surfaces.

That is,

n* x H=-Hx (n*) =-H x (a* x b¥)
=-(H b¥a* +(H a’)b\

where a* and b* are the directions of two dual
edges which meet at a dual face corner.
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To compute the magnetic field values, which are
associated with the edges of the dual grid cells, we
simply proceed in a completely dual manner.
Equations (2)-(5), together with the analogous
dual equations for the magnetic field quantities,
constitute the Modified Finite Volume (MFV) ap-
proximation method.

The total number of unknown approximate field
quantities is clearly equal to the number of cell
edges in the original grid plus the number of cell
edges in the dual grid. For a nonorthogonal logi-
cally regular hexahedral grid, the computation of a
typical interior E ' s will involve the use of 20 sur-
rounding magnetic field values. When the MFV
algorithm is applied using an orthogonal grid, the
number of dual cell edge values used to compute a
original grid field value reduces to 4, a consider-
able savings.

Exterior (perfect electric conductor) boundary
conditions are very easily handled by simply set-
ting E(an = E 1 s = 0 for those edges of the grid
which form the boundary. As implied above, inte-
rior material interfaces are also easily handled by
using appropriately averaged values for the dis-
continuous permittivity, e, and the permeability, [i,
as is customary with the conventional orthogonal
grid finite difference method.

It is also important to note that the modified
finite volume method as defined above numeri-
cally preserves (to within computer round-off) the
divergence of the fields (e.g., charge will be con-
served). This is easily seen to be true by recogniz-
ing that the left side of Eq. (3) is essentially the
time derivative of the integral of the field diver-
gence over a cell face. Since the right side of Eq.
(3) is the line integral around a cell face, the inte-
gral of the time derivative of the field divergence
over a closed grid volume will be zero as each cell
edge will be traverse exactly twice—once in each
direction. Thus the integral of the field divergence
over any closed grid volume remains constant in
time. To perform the time integration, we use the

Grid type Max error  Run time  Steps
(%)

Hexahedral orthogonal 0.173 145 160
Hexahedral skewed 0.093 183 204
Tetrahedral orthogonal 0.150 841 370
Tetrahedral skewed 0.191 1048 463
Triangular prism

orthogonal 0.222 439 339
Triangular prism skewed  0.233 440 339

(a) Analytic —
(b) Skewed....
(c) Orthogonal

Time (arbitrary units)

Figure 3. Numerical TEW waveguide solutions com-
pared with the analytic solution for a point 4. 0 m down
the guide: a) analytic, b) skewed grid, and c) orthogo-
nal grid.

explicit leap-frog time integration algorithm. We
have found that the efficiency and second order ac-
curacy of this method are completely adequate.

Numerical Results

We first consider a simple problem which is
designed to provide some assessment of the wave
propagation characteristics of the MFV algorithm.
We consider the propagation of a TEW signal in a
rectangular waveguide which is .. o m in width
and height, and 10. 0 m in length. The signal is
initiated in the waveguide by specifying the tan-
gential field, £, at the left boundary (z = 0.0). The
function used to drive this signal is

ftt, x, y, 0) =sin(1.5 nt) sin(nx) .

We assume that all of the waveguide walls are
perfect electric conductors, i.e., Etan = 0. Normal-
ized values for the material parameters e and |i are
used: e= 1.0, and p = 1.0. The signal is allowed to
propagate until f = 10. The analytic solution for

Edges Dual edges Table 1. Comparison of

(sec) TEW waveguide solution
errors, run times, and

11773 7670 problems sizes for vari-
ous discrete MFV grids.

11773 7670

22103 27340

22103 27340

15773 12670

15773 12670
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(a) Skewed —
(b) Orthogonal

Time (arbitrary units)

Figure 4. Comparison of maximum errors as a function
of time for the skewed (a)and orthogonal (b)
waveguide grids.

this problem has been derived and computed so
we may examine the errors precisely.

We have used a variety of grids to numerically
solve this problem. Clearly the simplest grid for
this problem is an orthogonal hexahedral grid.
However, to demonstrate the ability to use non-
orthogonal grids, we deliberately skew the 10x3
X 100 grid so that it is composed of nonorthogonal
hexahedrons as shown in Fig. 2. The skewing for
this grid is such that halfway down the length of
the guide the cells have angles of about 45° and
135°. Figure 3 compares the time histories of the
numerical solutions for the skewed and orthogonal
grids, respectively, with the analytic solution for a
point 4.0 m down the guide. We notice that the
significant error occurs as the signal first reaches
the observation point. Both solutions exhibit typi-
cal dispersion errors; however, the skewed grid
results are somewhat better. To more precisely
compare the two solutions. Fig. 4 shows the maxi-
mum errors over the entire waveguide for both
solutions as a function of time. Surprisingly, for all
but the earliest times, the skewed grid produces a
uniformly better solution. To demonstrate that
other grid cell types can produce acceptable
solutions. Table 1 compares the maximum errors,
run times, and problem sizes for several different
grids. The grids all have the same number of
nodes, but differ in the number of elements and
edges. The nonhexahedral grids were all formed
from the orthogonal and skewed hexahedral grids
by subdividing each hexahedral cell into 5 tetrahe-
drons or 2 triangular prisms. The solution times
are in units of seconds using a Floating Point Sys-
tem 264 computer. It is obvious that this problem
is most efficiently solved using hexahedral cells.

As a final example we consider the problem of
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(a) Twisted.............
(b) Untwisted--——--

Time (arbitrary units)

Figure 5. Comparison of the time history for the
twisted waveguide MFV numerical solution (a)with a
nontwisted waveguide MFV numerical solution.(b)

computing a TEW waveguide solution for the rec-
tangular waveguide (shown in Fig. 1) which goes
through a 180° twist. This problem cannot be effec-
tively solved using a stair-stepped orthogonal grid
finite difference algorithm unless a tremendously
large number of cells are used. The analytic solu-
tion for this problem is not known. Figure 1 shows
the 10 x 3 x 100 cell MFV grid used and Fig. 5 com-
pares the time history for a point after the twist
with a TE.. solution for a similarly discretized
waveguide with no twist. We notice that the
waves transition the twist with little distortion.
Conversion of the T« to other modes does not
occur because of the thinness of the waveguide.1
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Solid-state superlattice and quantum-well materials are among the most important materials
that have been recently developed for electronic device applications. These materials are made
with molecular beam epitaxy (MBE) machines and consist of atomically thin layers of one ma-
terial embedded within another. By adjusting the thickness and the atomic composition of the
layers, one can change their optical and electronic properties. The Engineering Department at
LENT is now developing the necessary capabilities to make superlattice and quantum-well
layer devices and materials. In order to provide the necessary theoretical support to comple-
ment LLNL's emerging fabrication capabilities, we must also be able to effectively model quan-
tum-engineered devices and materials. Therefore, the goal of the present project is to develop
quantum energy band and transport codes to help select superlattice and quantum-well mate-
rials with properties applicable to devices fabricated for Laboratory programs. Recently, we
have completed a nonrelativistic energy band pseudopotential code, and we are in the process
of completing a Monte Carlo transport code for superlattice materials. Using the energy band
code, we have investigated the optical properties of some superlattice materials, and the results
obtained from our code agree very well with experiments. Currently, we are investigating the
transport properties of superlattice materials. In addition, we are modeling electron devices
made with quantum-well and superlattice materials that are important to Laboratory programs.

Introduction

The advent of molecular beam epitaxy (MBE)
has given rise to a new class of devices called su-
perlattices or quantum-well structures..s Such
devices are made by depositing two different lay-
ers of material, one on top of the other, with an MBE
machine. Changing the thickness and atomic com-
position of the superlattice layers can tailor the opti-
cal and transport properties of the finished device
to exhibit a desired electronic characteristic. Such
devices could be used, for example, as quantum-
well lasers, where photon emission takes place with
the transition of an electron from a bound state in the
conduction band to a bound state in the valence-
band well. By adjusting the thickness and composi-
tion of the layers making up the quantum wells, one
can select the wavelength of the emitted photons
and maximize the electrical efficiency of the laser.

To date, most theoretical studies of the optical
and electronic properties of superlattice and quan-
tum-well materials have been based on simple

potential energy models for the electrons.. Only
recently have attempts been made to use more
realistic models s For these attempts, calculations
are usually performed on only one kind of super-
lattice material s« In addition, most are based on
perturbation techniques. In that approach, the
energy bands of the individual materials are calcu-
lated first, and then the energy bands of the super-
lattice material are calculated using the difference
in the potential energy of the individual materials
as the perturbation Hamiltonian. The weakness of
this approach is the nonuniqueness of the reference
energy of the superlattice material. Its value has to
be adjusted with respect to experimental data. We
do not use perturbation techniques in our calcula-
tions; hence, we do not need to adjust any refer-
ence energy values.

Band Theory of Superlattice and Quantum-
Well Structure Materials

To construct a realistic value for the potential
energy of the electrons in superlattice or quantum-
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A.

O As

Figure 1. A typical simple quantum-well unit cell (a)
used in our calculations, and (b) a typical Brillouin
zone used in our calculations.

well structures, we use pseudopotential energy-
calculation techniques. Considering the superlat-
tice shown in Fig. la, which consists of two differ-
ent materials, GaAs and AlAs, we can write its one-
electron wave equation as

VO/+UG")V = B/ ,
2m

0))

where Mis Planck's constant, m is the electron mass,
\[/ is the electron wave function, and E is the elec-
tron energy. The potential energy,Ur, may be writ-
ten as a superposition of effective atomic potentials
Ui

UW =TT Uj(r-Rn-Pj), @)

noi

where Ru is the position of the center of the oth
superlattice unit cell and P. is the position of the
given atomic core relative to the center of a cell.
The function U(r) is translationally invariant from
one superlattice unit cell to the next. A natural set
of basis functions for expanding it is a set of plane
waves of the form exp(iK ' r).

By taking the inner product between the
Schrodinger wave equation and every possible
plane-wave basis function, exp(iK ' r), we obtain an
infinite-order matrix eigenvalue problem, the secu-
lar equation of which is Bloch's determinant form
of the Schrodinger wave equation:

N 2m I
+X Vj{K, KNS;(K-K'j , (3)

where the quantity between the vertical lines is an
infinite Hermitian matrix whose rows and columns
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are indexed by the reciprocal lattice vectors K and
K'. The wave vector k is restricted to the first
Brillouin zone [Fig. 1(b)l. The symbol =kk is a
Kronecker delta function, and E is the energy
eigenvalue, which depends on k. The quantities
VfK, K') and S (K - K') are the atomic form factor
and structure factor of the jth type atom in a unit
cell. They are defined as

Vi(K, K") =
—3jdiri exp(-/K ' r)Uy(r) exp(iK' ' 1) , (4)
and

S;(K'-K)=-L£exp[i(K'-K).pi] , (%)
ipi
where 7. denotes the number of atoms of type j per
superlattice unit cell, Q. Here, j indexes each differ-
ent kind of atom and i indexes all atoms within type
J in a superlattice unit cell.

Progress of the Project

During FY 89, we have completed and tested a
pseudopotential code for superlattice and quan-
tum-well materials based on Eq. (3). Using this
code and the data in Table 1, we have investigated
the energy bands of some superlattice and quan-
tum-well materials made from the III-V semicon-
ductor compounds AlAs, GaAs, InAs, and GaSb.

Figures 2 to 5 show some of the results obtained
from our calculations. Figure 2 shows our code
calculations of the band-gap of a superlattice made
with GaAs and AlAs as a function of layer thick-
ness and compared with experimental data. As
one can see from this figure, the calculations agree
very well with experimental data.

Figures 3(a) and 3(b) show how our code results

Table 1. The symmetric and antisymmetric pseudopo-
tential form factors used in the calculations. The val-
ues are given in Rydberg and the normalization vol-
ume is the atomic volume.

From Gellf
AlAs GaAs
q! Sym Asym Sym Asym
3 -0.2307 0.0725 -0.2396 0.0700
4 0.0625 0.0500
8 00254 0.0126
11 0.0700 -0.0075 0.0600 0.0100
12 0.0000 0.0000 0.0000 0.0000
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for the refractive index compare with experimental
data for AlosGa05As alloy. Both the real and the
imaginary parts show good agreement. It should
be pointed out that our calculations were carried
out at a temperature (0 K) which was different than
the temperature (300 K) at which the experimental
data was measured. As a result, one may argue
that the comparison between our calculations and
the measured data is not conclusive. This, how-
ever, is not true. If we take the effect of tempera-
ture shifts into account in our calculations, the
change of the energy bands is at most a fraction of

(AlAs)n_ (GaAs)
Superlattice

0 5 10 15

N (monolayers)

— Cal.

0 | 2 3 4 5 6
Energy (eV)

Figure 3. Refractive index calculated with our code at 0
K, compared with reported values of Aspnes at 300 K
for A105Ga05As alloy. Both real (a) and imaginary (b)
parts show good agreement.

an electron volt. We still expect our calculations to
be in good agreement with the experimental data
even if finite temperature effects were incorporated
into our model.

Figures 4(a) and 4(b) show how the imaginary
and the real parts of the complex dielectric function
vary as a function of layer thickness of the super-
lattice. We have not found experimental data for
this case. However, for thin layer superlattice ma-
terials, we and others, have found the energy band
structures of alloys consisting of the same materials
as the thin layer superlattice to be approximately

Figure 2. Superlattice
band gaps calculated with
our code, compared to
experimental data. The
curves show the energy
gap of the gamma point
vs number of monolayers
of superlattice at 0 K. Our
calculations, based on the
empirical pseudopoten-
tial method, are plotted
alongside other theoreti-
cal and experimental

= Schlman & McGill
O Ishibashi et al/exp.
m LLNL

A Andreoni & Car.

values.
20 25
L. — SLI1:1
— SL2:2
SL3:3
0 1 2 3 4 5 6
Energy (eV)

Figure 4. Variation of real (a) and imaginary (b) values
of dielectric function as a function of layer thickness.
Values are calculated at 0 K for A105Ga05As alloy, and
also for three superlattice structures, (AlAs)l—(AlGa)*
(AlAs) —(AlGa)l, and (A1AS)’—(AlGa),.
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Calculations of Optical and Transport Properties of Solid-State Superlattice

and Quantum-Well Structure Materials

Figure 5. The square of
the wavefunction for
different energy bands at
the center of Brillouin
zone, calculated (a) with
our code and (b) with a
perturbation method.6
The two sets of calcula-
tions are in good agree-
ment.

the same. Consequently, we expect that the refrac-
tive index of both materials will be approximately
the same.

Figure 5(a) shows how the square of the wave-
function of different energy bands varies as a func-
tion of position for a superlattice. Figure 5(b)
shows the quantity obtained with a different en-
ergy band calculational technique.. As one can see
from a comparison of the curves, our calculations
and the others agree very well.

Future Work

During FY 89, we have successfully completed
and tested a quantum mechanical superlattice
(quantum-well) computer code. In addition, we
nearly completed a Monte Carlo transport code.
Comparisons of our code results with other calcu-
lations and experimental data have shown good
agreements During FY 90, we will investigate with
our computer codes electronic devices such as
quantum-well lasers and optical modulators that
are important to Laboratory programs. In addi-
tion, we plan to finalize the inclusion of spin orbit
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effects in our model, an effort also started in FY §9.
Finally, we plan to make our energy band com-
puter code self-consistent.
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Transient Induced Surface Breakdown
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During FY 89, we have developed two computer codes to investigate surface breakdown
near metal and dielectric surfaces. One is a Monte Carlo transport code; the other is a two-di-
mensional gas breakdown code. We have also performed experiments to determine the effects
of the dielectric gas SF. on the breakdown threshold of air. Mixtures of air and SF. may prove
to be important in preventing surface flashover. Preliminary results from our codes for the
breakdown threshold in a mixture of air and SF, have been compared with experimental data.
These comparisons have suggested future improvements in our models and the experiments.

Introduction

Pulsed power and high power microwave tech-
nology are important in a number of Laboratory
and national R&D programs. The ability to handle
and transport high electromagnetic fields is limited
by breakdown processes at component surfaces.
Our ability to improve voltage and power handling
capability is limited by our poor understanding of
the physical and/or chemical processes that occur
at surfaces. Information that is available is largely
empirical; existing models are crude and in some
instances conflicting.

Among the principal limitations on the genera-
tion and transmission of extremely high-power
microwave pulses are several electrical breakdown
phenomena that occur in the generating apparatus.
These include "flashover" discharges across dielec-
trics separating metallic electrodes (typically initi-
ating at the "triple junction" where the dielectric
joins a metallic electrode in a vacuum or insulating
gas), "vacuum discharges" between two metallic
electrodes in a vacuum (including the resonant
phenomenon of multipactoring), and breakdown
in insulating gases which are sometimes used to fill
the volume between electrodes when high vacuum
is not practical.

Typical examples that arise in many microwave
systems are dielectric windows which are used to
separate evacuated cavities or waveguide segments
from system elements at higher pressure, as well as
the pressurized or evacuated cavities and
waveguides themselves. In some evacuated sys-
tems maintaining an extremely good vacuum is

impossible or impractical; nor can high-pressure
insulating gases be used. An example is the elec-
tron beam interaction region in some types of mi-
crowave generators. In such cases one must con-
sider the role that possible ionization of residual
gas molecules in the necessarily poor vacuum
might play. Since fabricating and maintaining
large and/or complex systems capable of operating
at high vacuum (-10. or 10- Torr or better) is gen-
erally much more difficult and costly then building
a system capable of containing pressurized insulat-
ing gases (e.g., freon or sulphur hexafluoride),
knowledge of the insulating characteristics of such
gases is important for the broad range of cases
where SFo-pressurized systems can be employed.

The objective of this project is to investigate both
theoretically and experimentally the physics of
surface breakdown induced by high electric field,
and to construct realistic computer models for the
breakdown processes near the surfaces of metals or
insulators, based on the results obtained from these
investigations.

Experimental Approach

The various breakdown phenomena are strongly
interrelated in the experimental techniques and
diagnostics required as well as in some aspects of
the physics. Consequently, it is our intention to
perform experiments in all three areas. We will
study the phenomena over a broad range of para-
meters; i.e., with a variety of materials, surface
conditions, geometries, microwave pulse parame-
ters (length, risetime, repetition rate), vacuum
qualities, and other ambient conditions (e.g., pres-
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ence of x-rays, uv light, magnetic fields). We will
use, where possible, apparatus developed primar-
ily for ongoing microwave-induced air breakdown
and propagation studies. The most fruitful op-
tions, with the greatest leverage from the use of
existing apparatus, appear to be the following:

1. Use an existing pair of rectangular ceramic
waveguide windows, one at 45° to the waveguide
axis (see Fig. 1) and one at 90° to the axis in very
similar fixtures, to investigate surface flashover
phenomena at microwave frequencies. Compari-
son of the effects in these two geometries would
provide information on the effect of the dielectic
angle at the triple junction in high-frequency fields.
In pulsed "dc" fields, it is known that the break-
down threshold can increase dramatically (see
Fig. 2) if the angle between the dielectric and the
negative electrode is positive, peaking in the neigh-
borhood 0f'45°. The concept of negative or positive
electrode is not well defined in the microwave case,
since the top and bottom broad walls of the
waveguide alternate as positive and negative elec-
trodes roughly three times per nanosecond, so it

Figure 1. Microwave test fixture, showing ceramic
waveguide windows at 45° and 90° to the direction of
microwave propagation.

0 7740 glass

A 7070 glass
o Lexan
x 500
Negative
.2 400
Positive
-60°  -40° -20° 0° 20° 40° 60°

Conical half angle (degrees)

Figure 2. Dependence of dc flashover threshold on the
angle between dielectric and negative electrode.
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might be argued that 90° must be the optimum
angle. Some materials show a reduced breakdown
threshold when the angle is negative, as would be
the case at each of the triple junctions for half of
each rf cycle. This is the case for the two glass die-
lectrics in Fig. 2. Other dielectrics appear to show a
minimum breakdown threshold at or near 90° (e.g.,
Lexan, in Fig. 2). In any case, the data in Fig. 2
indicate that the breakdown threshold should in-
crease for sufficiently large triple-junction angles,
either positive or negative. In these experiments,
the waveguide on one side of each window is pres-
surized with an insulating gas, while the other side
is evacuated. [Figure 2 is taken from the paper by
H.C. Miller in LLNL Report, CONF-8808171, Au-
gust 1988.]

2. Study the insulating properties of SF6, both
pure and in mixtures with air and other gases, at
microwave frequencies. Mixtures of air and SF,
may be important in preventing surface flashover
on the interior of windows at antenna feeds or on
the exterior surfaces of small radomes in high-
power microwave systems. Some study in this
area was also required for our implementation of a
plan to combine, coherently, the output power of
four 20-MW klystrons to provide increased power
levels for other experiments on microwave break-
down and propagation. In particular, it was not
known whether commercially available waveguide
hybrid power splitter/combiners could handle the
proposed power levels at the nominal operating
pressure or would have to be mechanically
strengthened and operated at higher pressures.

Special resonant-ring waveguide structures
using a magic-T hybrid for input and output cou-
pling have been assembled for testing the power-
handling capability of the commercial magic-T
structure. The latter has vanes, irises, and a large
indentation at the four-arm junction for matching
purposes. Two configurations have been as-
sembled, one with the resonant ring formed with
E-plane bends and one with H-plane bends. WR-
284 waveguide and components have been used
throughout the hybrid/ring systems. The power
circulating in either ring builds up to several times
the drive power (the gain being slightly dependent
on the gas mixture and pressure). This allows a
single klystron driver to be used to test the hybrids
at several times its input power. The circulating
power can be directly monitored by a directional
loop coupler incorporated into the ring. In addi-
tion to the enhancement of the input power in the
hybrid due to the recirculation, one expects further
enhancement of the electric fields at the matching
vane and indentation. Although the actual fields in
the magic-T junction have not been directly meas-
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ured, they can be inferred, as a function of input
and/or circulating power, from observations of
breakdown in pure dry air at 300 Torr. The break-
down threshold field is known from previous in-
vestigations for that configuration.

3. Use the TM0l-mode circular waveguide sys-
tem developed for measurements of free-electron
lifetimes in air (see Fig. 3) to study vacuum break-
down and multipactoring with a variety of metallic
surfaces. The field configuration at the ceramic
window in this structure can be manipulated by
changing the location of the end shorting plate.
These changes vary the angle of electric field lines
at the window W. In the shorted configuration
shown in Fig. 3, it is possible to operate with tan-
gential fields at the triple junction of the
waveguide and window. It is also possible to
move the pattern to produce a high normal field at
the center of the window and essentially zero tan-
gential field at the triple junction. During the elec-
tron lifetime experiments, breakdown at the win-
dow was observed in both configurations for cer-
tain operating conditions. The latter included in-
stances where relatively high gas pressure—of air
or N)—existed in the waveguide rather than a high
vacuum. Localized breakdown initiating at the
metallic shorting plate was also observed in these
experiments.

The cylindrical symmetry of the apparatus
makes it relatively simple to modify the geometry
and material of the shorting plate and window.
The symmetry also makes it possible to try to
model the experiments with two-dimensional
codes. The system can also be operated in a travel-
ing-wave mode when the shorting plate is replaced
by an available matched load. It offers versatility
for a variety of studies of vacuum breakdown and
dielectric flashover.

Progress

Quantitative experiments comparing surface
flashover on the 45° and 90° windows in the rec-
tangular waveguide fixture (Option 1) have been
delayed by a small vacuum leak in the 45° window
element. We believe that the leak is in the seal
between the Macor window and the flanged
holder, which should be relatively easy to fix. If
the leak is due to a microscopic crack in the ce-
ramic, a replacement window will have to be
bought or fabricated.

We have made a limited series of measurements
of breakdown thresholds for SF6, air, and N. (and
various mixtures) in the two resonant ring configu-
rations (Option 2). The measurements thus far

Figure 3. The TM(l-mode circular waveguide system
for measurement of free-electron lifetimes in air.
Changing the position of the end shorting plate varies
the angle of the electric field lines at the window W.
By replacing the shorting plate with a matched load,
the system can be operated in a traveling-wave mode.

have been restricted to pressures at or below the
nominal maximum operating pressure of the com-
mercial magic-T hybrid: 30 psig, or approximately
3 atm absolute pressure. Since there is a slow pres-
sure leak in the E-plane system, it was difficult to
maintain a constant pressure except for the case of
pure gases. Only a limited set of data were taken
for that configuration, and only for various mix-
tures of dry N. and SF6. No data was taken with
dry air. The pressure was allowed to vary by ap-
proximately - psi from the nominal value for
measurements other than the pure N. or pure SF.
cases. An additional uncertainty of about 0.5 psi in
the pressure on the E-plane ring measurements
arises from the accuracy of the pressure gauge
used on those measurements. The gauge used for
the H-plane measurements produces an uncer-
tainty of about half that amount. There was no
appreciable pressure drift during those measure-
ments. All measurements used only bottled gases.
Although the location of the breakdown initia-
tion was not directly observed visually on the
measurements made thus far, it is reasonable to
assume that it always occurred near the matching
vane of the magic-T hybrid. Because the circulat-
ing high power is fed back into the hybrid in differ-
ent arms in the E-plane and H-plane configura-
tions, the exact location of initiation may have dif-
fered for the two cases. (The same hybrid unit has
been used in both the E-plane and H-plane ring
configurations.) Unless otherwise noted, all the
measurements were made with a pulse length of
| ms (approximately 50-ns rise time), a 1-pps repe-
tition rate, and a microwave frequency of 2.85
GHz. No external preionization source has been
used on the measurements thus far performed. In
the case of pure nitrogen, one may expect on all
pulses following an initial breakdown a reasonably
high level of seed electrons from the plasma after-
glow. Previous experience indicates that there are
afterglow processes in the 300-Torr air case (and
possibly at higher pressures) which also will pro-
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vide seed electrons for a second or more following
a breakdown event.

No quantitative measurements have yet been
made using the TMll-mode waveguide under high
vacuum conditions (Option 3).

Results of Sl% Breakdown Measurements

Generally, the breakdown power level is not
well defined. For this reason, some of the follow-
ing remarks bearing on this point are necessarily
qualitative.

The phenomenon of rf processing undoubtedly
plays some role. The E-plane system was operated
for some time before systematic measurements
were made, whereas the systematic accumulation
of data on the H-plane configuration began very
shortly after assembly of that system. The latter
system may therefore show more time-dependence
of the data than the former system. There is some
evidence of this in the results that will be discussed
below. A more systematic approach to this issue is
still needed, however.

The typical sequence used in making the break-
down measurements was the following:

1. For each gas mixture, the ring was partially
filled with SF6. Nitrogen (or air) was added to the
partial pressure required for the appropriate per-
centage mixture at 3 atm absolute pressure. Then
additional SF. was added to bring the total abso-
lute pressure to 3 atm.

2. After the 3-atm breakdown measurements,
the pressure was lowered to - atm by release of
some of the gas mixture, and the breakdown meas-
urements were repeated.

3. The pressure was reduced to | atm (0 psig)

Figure 4. Microwave 50
breakdown threshold
data for dry N2-SF6 mix-

ture. O 3.0 atm
40 n 2.0 atm
0 1.0 atm
S0
1S 30
g.2()
o
10E
ca
10 20
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and the measurements were repeated.

4. Before refilling the ring to 3 atm with a differ-
ent mixture, the system, including gas fill lines,
was pumped out to a pressure of «1 Torr.

To the extent that processing time creates a bias
in the data, the points at lower pressures for a
given mixture may be anomalously high relative to
the higher-pressure points. Further investigation
of this effect is needed. Chemical effects due to
breakdown processes may also cause a pressure-
dependent bias. The system was generally not
refilled between pressure changes for a given gas
mixture, except in a few cases where a specific
"repeat” run is specified. It is not known at this
point whether a chemistry-effect bias would move
the data upward or downward. An effort was
made to minimize the number of breakdowns on
each gas fill to reduce the uncertainty due to
chemical effects.

In addition to a long-term processing effect,
which may be mainly due to modification of sur-
faces due to repeated rf discharges, there appeared
to be a short-term "processing" effect noticeable
after each new gas fill. Typically, a few random
breakdowns would appear at relatively low power
levels as the power in the ring was being raised.
After a few such events, much higher power levels
could be reached with few or no breakdowns. Fur-
ther increase of the power levels would result in
frequent breakdowns. Generally it is the latter
phenomenon that we have taken as a breakdown
limit.

In a more detailed sense, more than one level
could be defined as a breakdown threshold or
"limit." Specifically, there is a level at which there
is a breakdown only rarely, say on one pulse in 1o

9
Filled symbols: data of 8/18/89
Unfilled symbols: data of 8/22/89
30 40 50 60 70 80 90 100

SF6 (percent)
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Figure 5. Microwave
breakdown threshold
data for mixtures of SFf
with dry air and SFt with
dry N2.

Filled symbols: SF6 + dry air (8/31/89)

Unfilled symbols: SF6 + dry N2 (8/31/89)

10 20 30 40 50 60
SF6 (percent)

or more. After a breakdown occurred, however, it
was found that there were generally "pulse-to-
pulse" effects, i.e., in order to prevent breakdown
continuing on all further pulses the power level
had to be reduced. On the initial day of data col-
lection with the E-plane ring, a subjective average
between these two levels (each of which is itself
somewhat subjective) was recorded. These are
shown on the data plots for the E-plane ring as
filled figures without error bars. On subsequent
days, both levels were recorded. These data are
shown as data points with error bars: the point
represents the arithmetic mean of the two values;
the top of the error bar represents the level at
which breakdown is initially observed on approxi-
mately 10% of the pulses; the bottom of the error
bar represents the reduced power level at which
the continuing pulse-to-pulse breakdown is extin-
guished. The latter, therefore, represents a reason-
able electric field limit in applications where no
breakdown can be tolerated. The tops of the error
bars represent a rough operational limit for single-
pulse or low-rep-rate operation where occasional
breakdown can be tolerated. Where no error bars
are shown for those measurements, the difference
between the two limits was smaller than the size of
the plotted data point.

At some point during the H-plane ring opera-
tion, it was realized that both limits could appar-
ently be raised by "forced processing," i.e., over-
driving the ring beyond the initial breakdown lim-
its. In some of the H-plane plots, two sets of data
points with error bars are plotted for those sets of
measurements: the one plotted with a slight dis-
placement to the left represents the first set of
breakdown limits; the one plotted with a slight
displacement to the right of the nominal mixture

70 80 90 100

percentage represents limits achieved after the
forced processing. In one forced-processing case
the limits actually decreased slightly.

E-Plane Ring

Figure 4 shows relative breakdown threshold
data for SF.-N, mixtures measured in the E-plane
ring. The key feature is the expected increase in
breakdown threshold with the addition of SF). The
addition of 20% SF. raises the breakdown level
achievable with pure N2. Increasing the percentage
of SF. to 33% indicates some further increase in the
insulating effect, but a further increase in the SFs
concentration achieves little or no improvement.
Parenthetically, with pure N2, in addition to having
low voltage hold-off capability, the recovery time
following a breakdown is quite long, since diffu-
sion is the only seed-electron clearing mechanism.

One set of measurements (not plotted) at - pps
repetition rate and 25% SF, suggests a reduction in
the breakdown threshold at the higher repetition
rate. Further investigation of any rep-rate effect is
needed. Other systematic effects can not be ruled
out for the single measurement made thus far.

H-Plane Ring

Figure 5 shows data for mixtures of SFfil with
both dry air and dry N taken on the same day.
The improvement in insulation with addition of
SF. to nitrogen is again evident, as in Fig. 4; satura-
tion in the improvement again occurs at about 30%.
The power levels are generally about a factor of
two lower overall, however, than in the E-plane
ring. This probably reflects the difference in field
enhancement in the magic-T for the two configura-
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tions. Figure 5 indicates that pure air is a much
better insulator than pure nitrogen. This is to be
expected; attachment of electrons to oxygen consti-
tutes an electron loss mechanism during break-
down. The improvement in insulation from add-
ing SFs to air is therefore less dramatic than in the
N: case. The chronology of the data points, how-
ever, may have produced some upward bias in the
pure-air points (see Table 1 and above discussion).
The two low-pressure breakdown points for pure
air provide a normalization for obtaining absolute
field levels [see, e.g., D. Byrne, UCRL-53764, Oct.
1986]; the measured pressure on the 300-Torr point
is more accurate than on the 380-Torr point.

Figure 6 gives an indication of the reproducibil-
ity of points (SFe-air mixtures) taken on two suc-
cessive days. The offset pairs of points (filled sym-

Figure 6. Example of the 50
reproducibility of data,
giving microwave break-

down data for dry air and 0 3.0 atm
SF6 on two successive n 2.0 atm
days. 0 1.0 atm

10 20
Figure 7. Example of gain 50

in apparent insulating ef-
ficiency shown through

repeating experiment later O 3.0 atm
in the same day. 40 Q 2.0 atm
0 1.0 atm

30

20

0

a 10

10 20
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bols) for 50% and 100% SF. data of the later date
give an idea of the effect of "forced processing"
discussed above. The 2-atm data for the 50% mix-
ture show that the process is not unfailingly suc-
cessful.

Figure 7 indicates the gain in apparent insulat-
ing efficiency with repetition of data on the same
date. The two sets of points indicate an increase in
the breakdown levels, which could be due to addi-
tional processing time. Since only two conditions
were repeated, however, other systematic or ran-
dom effects cannot be ruled out.

It is clear that further study of the effect of rf
processing is needed. The systematic effect of pres-
sure and SF. concentration should be examined
after thorough processing of the apparatus has
taken place. The magic-T and other ring compo-

A 380 Torr air
¥ 300 Torr air

Unfilled symbols: data of 8/31/89
Filled symbols: data of 9/1 /89

30 40 50 60 70 80 90 100
SFs (percent)

A 380 Torr air
V 300 Torr air

Filled symbols: Initial data set of 9/\/269
Unfilled symbols: Repeated data points, 9/1/89

30 40 50 60 70 80 90
SF. (percent)
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Average values from simple analytical model

(cgs units): F is electron field in kV/cm

Table 1. Comparison of
average values obtained
with our model and val-
ues obtained by Fawcett

Quality Average F=5.0 F=5.0 F=150 F=15.0 et al.,23 showing good
value Fawcett Code Fawcett Code agreement between our
model and well-estab-
(100) Va}ley 200 0.25 0.267 0.65 0.667 lished Monte Carlo meth-
population odolo
fraction gy-
(000) Valley <Ad>000 23x 100 24x 107 21 x 101 22 x 107
drift velocity
(cm/sec)
(000) Valley <5000 5x 103 48x 103 1.5x 103 147 x 103
mobility,
(cm2/Vsec)
(000) Valley e 0.15-0.20 0.17 0.25 0.29
average energy
(eV)
nents should be mechanically strengthened to al-
low the extension of these measurements to much -d-K =¢E/7z , 1
higher pressures. df

Theoretical Approach

It has been found experimentally that a thin
dielectric layer covering a sharp point on a metal
surface greatly reduces the threshold for field emis-
sion. Therefore, to understand breakdown proc-
esses near surfaces, one has to understand how
electrons are transported from the metal through
the dielectric and then to the surface. For this rea-
son, during FY 89 we have developed two Monte
Carlo transport codes to investigate the transport
phenomena in dielectric materials. In one of these
codes, the conduction bands of the material are
represented by analytical equations. The other
code uses the conduction bands calculated with a
pseudopotential energy band code. The latter is
more accurate for very high field transport phe-
nomena when the effect of ionization is important.
We tested these codes using a GaAs test crystal.

The Monte Carlo method.- uses random num-
bers to sample probability distributions that de-
scribe physical systems in order to obtain their
physical properties. In semiconductors the physi-
cal system is an electron, modeled as a particle
with an effective mass m*, drifting in a uniform
applied electric field through a crystalline lattice.
The lattice acts as a scattering agent. The relevant
probability distributions include free flight time,
scattering rates, and the angular distribution of the
final wavevectors.

The equation of motion for the wavevector de-
scribing an electron's free flight in an electric field is

where the time distribution is given by
Pt) =1 exp(-fao) . ()

In the latter formula x. is the inverse of a maxi-
mum scattering rate. It includes self-scattering
events where the free flight continues and no ac-
tual collision takes place. Other scattering proc-
esses are selected by examining partial sums of
scattering probabilities compared with a random
number times To. and then choosing the process
whose partial sum just exceeds the latter. These
scattering probabilities are calculated from Fermi's
Golden Rule and are functions of the initial and
final energies of the electron being scattered. We
tabulate a histogram of time spent by the electron
in a given energy range. After dividing by the
density of states, this gives the distribution func-
tion as a function of energy. We compute average
values (a) of transport quantities by summing inte-
grals over the free flight time of the given quantity
divided by the total time spent by the electron in
the crystal:

U
(1dt
o

In the first code, we represent the conduction
band by a band-structure similar to that of GaAs.
The conduction bands consist of the central (000)
valley and three equivalent (100) valleys. The (100)
valley conduction bands are separated from the
(000) conduction band by =. For GaAs, this is (.33

1-43



Transient Induced Surface Breakdown

0 Fawecett simulation
— Our simulation

Location of electrons
(000) valley

Field =5 kV/cm
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0 Fawcett simulation
— Our simulation

Location of electrons
(100) valley

Field =5 kV/cm

00 05 .10 A5 20 25 30 35 .40
Energy of electrons (eV)

Figure 8. Comparison of distribution function com-
puted with our model and distribution function ob-
tained by Fawcett.l]

eV. Near k = 0, the energy band for the (100) valley
is represented analytically by

E=JiV

2m
and for the (o00) valley it is represented by

E( +aE)=—"1 .

2m

The scattering processes include polar optical
scattering and acoustic scattering in both valleys,
equivalent intervalley scattering in the (100) val-
leys, and nonequivalent intervalley scattering be-
tween the (000) and (100) valleys. Both phonon
absorption and emission can occur in all cases.
Acoustic scattering, however, is treated as elastic.
The angular distribution of the final states is ran-
dom in intervalley scattering. On the other hand,
for both polar optical and acoustic scattering it is a
complicated function of initial and final energies
and the angle (3 between initial and final wavevec-
tors. The details of all scattering cross-sections will
be presented in a future publication.

This model is identical to that used in 1970 by
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Fawcett and co-workers.s We have obtained dis-
tribution functions which agree exactly with theirs
(see Fig. =) for our test GaAs crystal. Since our
average values are also very similar to theirs (see
Table 1), we consider this code validated in its
present form.

There are some shortcomings to the simple
model, however. Later studies of GaAs. showed
that this simple model is only valid near minima in
the bandstructure. In practice, this means at low
fields, F <30 kV/cm. If this model is used at
higher fields, the energy and drift velocity increase
without limit (see Fig. 9), which disagrees with
experimental results for GaAs.

Since we are primarily interested in high field
transport, it became necessary to write a second
Monte Carlo code which included impact ioniza-
tion and the exact bandstructure of the crystal.
This code uses only the first conduction band, ob-
tained from an empirical pseudopotential band-

o Our simulation, sample model

« 5.00 = Expts, Ruch/Kino
S'Expts, Houston/Evans /
10° 10 102 103

Electronic field (kV/cm)

Figure 9. Average values from simple analytical model
as a function of electric field, showing disagreement
with experimental results at higher fields.

o Ruch/Kino expts
A Flouston/Evans expts
= LLNL Monte Carlo

« 20.0

a0 10.0

Field (kV/cm)

Figure 10. Drift velocity obtained from our more com-
plex, exact bandstructure model as a function of electric
field, compared with experiments.
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structure code and stored in a table for interpola-
tion. Impact ionization, the creation of an electron-
hole pair above a threshold energy Ev is modeled
as another scattering process whose probability is
given by the Keldysh formula.s

hi(E)=Xphn(EL) P>~ (7)

where ET = 2.0 eV and P is a constant much
greater than one (taken as 400 here). This process
is found to occur only at high fields, F > 100 kV/
cm. Other scattering processes (omitting acoustic
scattering) are modeled as in the simple analytical
code used by Littlejohn et al.. Different parameter
values are used and the (. ..) valleys are included.

We compare our code's results with two similar
Monte Carlo code calculations for GaAs in the lit-
erature. The first one s done by Shichijo and Hess
in 1981, is very much like our code, except that
they do not distinguish between satellite valleys in
the bandstructure. We define valleys separated by
symmetry line energy maxima to tie the scattering
rates to the bandstructure explicitly. In addition,
they use the (ooo) scattering rates in all valleys
rather than the Littlejohn parameters. Finally, they
use time steps rather than sample the time distribu-
tion [Eq. (2)] directly.

The other exact bandstructure Monte Carlo code
for GaAs in the literature was developed by Fis-
chetti and Laux of IBM in 1988.6 This is a more
sophisticated code, using exact scattering rates
taken from the bandstructure and including elec-
tron-electron interaction. Space charge effects are
also included using a Poisson solution. Moreover,
they include the first five conduction bands, not
just the lowest one.

In Fig. 10, we compare the average drift velocity
values as a function of electric field obtained with

our simulations with experiments where available
data exists. The drift velocity is computed at low

fields from analytical fits of the bandstructure ac-

cording to

Vd=l— (=)
b dk

and at high fields is calculated by direct interpo-
lation of energy gradient tables. Considering the
fact that some numerical error occurs in the inter-
polation and fitting of the energy gradients, we
have very good agreement with the available ex-
perimental drift velocity data. We are now in a
position to proceed with studies of electron trans-
port and dielectric breakdown.

In addition to the development of the Monte
Carlo transport codes, we have developed a two-
dimensional electron fluid gas breakdown code
which includes the effects of field emission from
sharp tips on the metal surfaces. Figure 11 shows
the geometry used in our calculations and Fig. 12
shows the results of our calculations for the spatial
variation of the electron density near a sharp dis-
continuity in the cylindrical waveguide. As ex-
pected from field emission theory, the electron
density has the highest value near a sharp corner
where the field is highest.

Future Work

During FY 89, we have investigated the effect of
SFs gas on the breakdown threshold fields of air
and nitrogen gas. The results obtained from our
investigation confirmed the results obtained by
others,i.e., that only a small impurity fraction, in
the vicinity of 0%, has a dramatic effect on the
breakdown threshold. After this level has been
reached, further increase of the SF. fraction above

Figure 11. Computational
geometry for our two-di-
mensional, electron-fluid
gas breakdown code.

Perfect conductor
with electron

tunneling
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Transient Induced Surface Breakdown

Figure 12. Results of elec-
tron fluid code calcula-
tions, showing spatial
variation of electron den-
sity near a discontinuity
in waveguide. The elec-
tron density is highest
near a sharp corner where
the electric field is also
highest.

Max= 1.9595x10
m3.6952x10

10% has only a slight effect.

SFf has often been used in waveguides and
microwave systems to prevent the occurrence of
high field breakdown in high power applications.
The understanding of the physics of the break-
down in SF6, when subjected to high fields, will
help ultimately in the understanding of surface
breakdown when microwave systems are im-
mersed in mixtures of SFs and air.

Three codes were developed in FY §89: two
Monte Carlo transport codes and a two-dimen-

sional nonlinear electron fluid gas breakdown code

that takes into account the effect of field emission
from the metal surface. The Monte Carlo codes
have been validated with existing data for GaAs
crystals.

None of the codes developed to date has taken
into consideration the effects of scattering near the
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Time =2.3704 x 10 9sec
n(m ~3)

surface where breakdown occurs. Therefore, our
existing codes are still not adequate for modeling
surface breakdown phenomena. As a result, future
efforts will concentrate on the development of a
physical model that will take the scattering proc-
esses near the breakdown surface into considera-
tion.1
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AMOS is an electromagnetic-simulation computer code that has been designed specifically
to study the rf properties of highly complex, rotationally symmetric cavities (or cells). The code
has attracted significant interest from the particle-accelerator community at large, although to
date it has been used primaily to design induction cells for high-current particle accelerators at
LLNL. The most recent improvements made to the code, and several interesting applications
of AMOS to actual problems are discussed in this article.

Introduction

AMOS (Azimuthal MOde Simulator, is a "two-
and-a-half-dimensional (2.5D)", finite-difference
time-domain (FDTD), electromagnetic simulation
computer code. It has been designed specifically
to study the rf properties of rotationally symmetric
cavities (or cells), especially those of highly com-
plex geometric form with a variety of dielectric and
magnetic inclusions. The code has been used pri-
marily in the design of induction cells for high-
current particle accelerators at LLNL.

Figure 1 is a simplified cross-sectional diagram
of'a portion of a "typical" induction accelerator,
which shows a serial grouping of two induction

axis of symmetry

cells and identifies the cell's internal regions and
components, including empty (vacuum) spaces
and materials. The diagram is of a full azimuthal
cross section, rotationally symmetric about the axis,
except for the pulse-power feed line.

The electron beam travels through the beampipe
on axis, and experiences an accelerating voltage as
it traverses the gap. This voltage is induced across
the gap by a pulse delivered by the pulse-power
feed line. The large ferrite toroid serves both as a
magnetic switch and as an inductive load to the
pulse-power drive. (It is required to match the cell
impedance with the impedance of the pulse-power
feed line.) The ferrite pucks are placed in the cell at
strategic points to damp out undesirable rf reso-
nances in the cavity.

Figure 1. Simplified diagram of a full azimuthal cross section of a three-cell portion of a charged-particle induc-
tion linear accelerator, showing typical features. Actual cell is rotationally symmetric about the axis, except for
the pulse-power feed line, that delivers a beam-accelerating pulse to the gap. The electron beam travels the
beampipe axis and is accelerated as it traverses each gap. The large ferrite toroid acts as an inductive load to the
pulse-power drive; it is required to match the cell impedance with the impedance of the feed line. Ferrite pucks
are placed in the cell at strategic points to damp out undesirable rf resonances (see Fig. 4).
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AMOS computes the temporal evolution of elec-
tromagnetic fields in rotationally symmetric simu-
lation volumes (commonly called "bodies of revo-
lution") by using the FDTD algorithm on fields
distributed on a two-dimensional (2D) field grid
with radial and axial coordinates, r and z, respec-
tively. A highly simplified diagram of an AMOS
simulation geometry and associated FDTD grid is
shown in Fig. 2. The projection of the fields in the
volume onto the 2D grid is accomplished by ex-
panding the fields in a Fourier series in the third
cylindrical (azimuthal) coordinate, <) The mth
term, or multipole mode, in the series varies as
e AMOS is used to solve for the temporal evo-
lution of the mth mode via user specification of m.
AMOS allows the fields to vary in a predefined
(harmonic) fashion in the (| coordinate; it is for this
reason that AMOS is called a 2.5D code to distin-
guish it from a purely 2D code in which the fields
do not vary with ().

The simulation grid is composed of a set of rec-
tangular subgrids, each having a single set of elec-
trical properties that apply to every element within
the subgrid; the electrical properties are e, o, and g,
where e is permittivity, a is conductivity, and g is
permeability. Radiation or impedance boundary
conditions can be applied on the boundaries of the
simulation grid as necessary. Both electric and
magnetic currents (J and K) may be used as
sources for the electromagnetic fields, or the values
of E and H may be set directly over a portion of the

Simulation
volume
r-z grid Axis of(
symmetry

Figure 2. An example of an AMOS simulation volume
and corresponding field grid. AMOS models the fields
in a cylindrical volume by distributing the electric and
magnetic field components (E*  Ez, and Hz) in
each rectangular element in an -z grid, and by assum-
ing a known (*-dependence of the form exp(imty). 1f a
ferrite model is installed, then the vector components
of the magnetization, M, are also represented on the
grid.
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grid. The user can request output on any field
component at any specified time interval at any
position within the simulation volume. Desired
output positions that do not correspond to a node
on the grid or to a particular time step are interpo-
lated from adjacent values.

To simplify the user definition of the simulation
grid, the computer code DRAGON was developed.
DRAGON is an interactive, window-based tool. It
allows the user to define the problem geometry by
entering a series of points, either by moving a cur-
sor around on the graphics screen, or via an input
file, or even directly from a computer-aided-design
(CAD) system (see Fig. 3). The program connects
the points with line segments, and these collec-
tively define the problem geometry. DRAGON
then allows the user to edit the geometry through a
variety of operations such as moving points, mov-
ing line segments (collections of points), rotating
line segments, adding and deleting points, etc.
Once the model is defined, the user specifies the
type of material in each closed polygon making up
the problem geometry. DRAGON then constructs
an FDTD grid that closely approximates the ge-
ometry. This grid is subsequently divided into
subgrids, and DRAGON writes the descriptions of
these subgrids out to a file that becomes part of the
AMOS input specification.

DRAGON is classified as a "preprocessor," be-
cause it allows processing of input data before the
simulation is performed by AMOS. A postproces-
sor has also been developed, called ANDY, that
allows the user to carry out a variety of operations
on the field data generated by AMOS. A simple
example of the operations performed by ANDY is
reading the time series of a particular field compo-
nent from the AMOS output file, and plotting a
time history from these data.

A time series may also be manipulated before
being displayed. The available manipulations in-
clude Fourier transforms and algebraic operations.
The latter include multiplication by a constant or
by another series, addition and subtraction of se-
ries, etc. More sophisticated operations may be
performed involving several time series at once,
including the calculation of wake potentials and
impedances; these two quantities are important for
understanding the interaction of a charged particle
beam with a structure such as a linac induction
cell=s

In this article, we discuss our progress in recent
development efforts in the areas of code documen-
tation, AMOS and ANDY integration, and ferrite
modeling. Also discussed are several applications
of AMOS to specific design and diagnostic prob-
lems involving induction cells from three different
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LLNL accelerators: ATA (Advanced Test Accelera-
tor), SNOMAD, and DARHT (Dual Access Radio-
graphic Hydrodynamics Test facility).

Progress

During FY 89, AMOS development efforts were

focused in three main areas:

* Code documentation,

* Integration of ANDY and AMOS into a single
code to simplify use and maintenance, and

* Development of magnetic material models for a
broad spectrum of frequencies. The progress in
these areas is discussed below.

Code Documentation

With any large computer program, dedication to
well defined coding standards, as well as to concise
and complete documentation, is critical to ease of
maintenance and future development. During the
past year, we have largely completed the internal
documentation of the FORTRAN-77 that comprises
all of AMOS and ANDY. This has been an exten-
sive effort, involving the writing of some 25,000
lines of documentation for the approximately
12,000 lines of FORTRAN executable statements in
these codes. In addition, some restructuring of the
code was carried out to simplify the conceptual
framework of the code and to improve its modular-
ity. DRAGON is also written in FORTRAN and is
extensively documented. It brings the total size of
the DRAGON/AMOS/ANDY code set, including
comments, to approximately 50,000 lines.

We have developed the rudiments of a user's

manual and a programmer's guide for the code set.

This part of the documentation effort will continue

as more users access the codes and as others under-
take the routine maintenance duties.

We anticipate that our work in documentation
and attention to design details will be of significant
benefit as other physics modules are added and the
code becomes more heavily used.

AMOS and ANDY Integration

AMOS and its postprocessor, ANDY, have been
integrated into a single code during the past year
to simplify both the use and maintenance of the
codes. (The code package retains the name
AMOS.) Besides simplifying the actual simulation
process (now only AMOS needs to be initiated, and
ANDY is run by AMOS as a subroutine), this
change also reduces the number of files that need
to be written out to disk storage. In addition, all of
the external files that are necessary to run the simu-
lator are now uniquely named according to the
particular problem that is being solved. This al-
lows multiple, independent copies of AMOS to
operate simultaneously in the same file space.

Future work will likely include the integration
of DRAGON into AMOS; the entire DRAGON/
AMOS/ANDY code set would then become a
single package. We have not yet performed this
final integration, because DRAGON is an interac-
tive tool requiring a certain minimum level of
interaction with the user via a graphical interface.
The computer hardware necessary to support this
graphical interface is not available everywhere.

It should be noted that while the component
codes are being integrated into a single package for

Axis of symmetry

Figure 3. Example of definition of problem geometry using DRAGON to diagram a one-half azimuthal cross
section of'a "typical" induction cell, (a) Line segment definition of the model boundaries. The points are entered
via mouse, keyboard, or input file. The resulting figure may be edited as necessary, (b) Material specification is
made by placing the graphics cursor in each region and entering the material type for that region, (c) Finally, the
FDTD grid is generated to fill the simulation area. The grid is divided into a set of rectangular subgrids, each
associated with a region of different material. The specifications for the grid are then written into a data file, and

this file is included as part of the AMOS input file.
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ease of use and maintenance, the components
themselves remain as modules. They may be re-
moved and replaced with other processors that
have the appropriate "hooks" or interfaces to work
with the AMOS kernel. The modules may also be
run as "stand alone" codes, separate from the
AMOS kernel.

Ferrite Modeling

Ferrite modeling is important for linac induction
cell design. There is typically a large quantity of
the magnetic material in an induction cell, which
serves as both a load to the pulse-power drive to a
cell and as a microwave absorber to damp any
electromagnetic resonances in the cavity (see, for
example. Figs. 1 and 4).

In typical linacs, the ferrite loads in each induc-
tion cell are biased to near saturation by a charging
current. In saturation, the magnetic dipoles in the
ferrite are all pointing in a particular direction, and
we say that the material is completely magnetized.
The magnetization in the ferrite material reverses
direction during the application of the pulse-power
drive to the cell. This rotation of the dipoles occurs
with a characteristic time of approximately! oo ns
in high-current, short-pulse accelerators such as the
ATA and ETA-II (Experimental Test Accelerator II)
at LLNL, and thus is characterized by frequencies
of less than approximately 10 MHz. This large-
amplitude, low-frequency rotation of the magneti-
zation, M, may be modeled with a nonlinear equa-

Figure 4. DRAGON ren-
dering of azimuthal cross
section of ATA cell. This
cell was one of the first
studied using AMOS.
The primary focus in this
early investigation was to
determine which of the
cavity resonances could
be expected to couple
strongly enough to the
beam to cause beam oscil-
lations and breakup of
the beam. Ferrite serves
as a microwave absorber
to damp any electromag-
netic resonances in the
cavity and as a load to the
pulse-power drive. Fer-
rite modeling is, there-
fore, very important for
linac induction cell de-
sign.

7.5 cm

Beampipe
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Ferrite toroid
(not included in model)

tion relating dM/df (time derivative of M) to M
and to the magnetic field, H. A model suitable for
a limited class of ferrites and field strengths has
been developed by Avery, et al .. it has been imple-
mented in AMOS and is being tested.

The absorption of microwaves by the ferrite
material at frequencies corresponding to reso-
nances in induction cells results in relatively small
oscillations in M about its equilibrium value. The
frequencies of interest (in the range of 200 to 5000
MHz) are significantly higher than those associated
with the pulse-power response. To model the rf
absorption, a linear-tensor permeability model is
appropriate. This model specifies a frequency-
dependent matrix (tensor) relation between M and
H. An experimental program was initiated during
the summer of 1989 to determine the microwave
properties of the ferrites used in the ATA and ETA-
IT accelerators. The experimental data was used to
determine the coefficients in the tensor for these
materials.

In general the implementation of a frequency-
dependent constitutive parameter—such as the
permittivity, e, or the permeability, |i—in a time-
domain code requires the use of a temporal convo-
lution over the fields. From the standpoint of com-
puter resources this is an expensive proposition in
a time-domain simulation code. In fact, it is quite
impractical for large problems involving many
FDTD elements. However, it has recently been
shown that for a certain class of frequency depend-
encies, the convolution may be done in a simple

Ferrite pucks for
rf absorption

/ Insulator

Surface of
angular reflector

—Vacuum

Impedance boundary
condition to simulate
effect of main ferrite toroid

Acceleration gap
(at beampipe radius)

Vacuum
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fashion. In these cases, no significant increases in
CPU time or memory are necessary over and above
that required for dispersionless (nonfrequency-
dependent) materials.s The tensor permeability
suitable for the soft ferrite in most induction linacs
may be approximated in this special form.

It is expected that the high-frequency portion of
the overall ferrite model will be installed during
the first quarter of 1990. Following our overall
design philosophy, both the low-frequency and
high-frequency ferrite models will be set up as
software modules that may be inserted into AMOS
whenever necessary. This will provide for simple
updates to the models for different ferrites. It will
also eliminate the need to perform the extra calcu-
lations necessary for ferrite simulation in those
cases where there is no ferrite present.

Applications of AMOS
to Specific Problems

During the past year, AMOS has been applied to
a variety of design and diagnostic problems involv-
ing linac cavities of interest to both the Laboratory
and to the national particle-accelerator community.
The typical questions that AMOS is used to answer
concern primarily the frequencies of cavity reso-
nances and the design variations that would re-
duce beam/resonance coupling. In the following,
we discuss the work on induction cells for three
different accelerators: ATA, SNOMAD, and
DARHT.

ATA Induction Cell

The ATA induction cell (Fig. 4) was one of the
first cells studied using AMOS. The primary focus
in this investigation was to determine which of the
cavity resonances could be expected to couple
strongly enough to the beam to cause beam oscilla-
tions and breakup of the beam. These beam
breakup modes can lead to beam loss on the walls
of the accelerator beampipe.

It was possible to determine which cavity modes
would be excited by an electron beam transiting
the acceleration gap by simulating the drive of a
short pulse of current across the gap at the
beampipe radius (see Fig. 4) and then taking the
Fourier transform of the resulting axial electric
fields in the gap. Also, by computing the wake
potential and the cavity impedance, we were able
to determine the strength of this beam/cavity cou-
pling.

This procedure yielded the discovery of two
modes, both quite near in frequency to the TEn

cutoff frequency of the beampipe. These modes
were not appreciably damped by the ferrite in the
cavity. In the absence of a high-frequency ferrite
model, the ferrite was approximated by an imped-
ance boundary condition. One of these modes may
be expected in any perpendicular joint between a
circular pipe and a radial transmission line; in this
case, it is located in the vicinity of the acceleration
gap at the beampipe wall. A field plot for this
mode is shown in Fig. 5(a). Since this mode is lo-
calized near the joint, and is evanescent into both
the beampipe and the radial line, it follows that the
placement of ferrite pucks in the ATA cell shown
in Fig. 4 will not damp this mode. Fortunately,
because of the asymmetry in the axial field about

Axis of symmetry

Insulator
Region
beyond
insulator
Axis of symmetry

Figure. 5. Plots of two high-Q modes produced by
AMOS in simulations of an ATA induction cell: (a)
mode localized near the perpendicular joint between
the beampipe wall and the acceleration gap, and (b) a
mode evanescent in the oil behind the insulator. The
plots show the direction and magnitude (length of
vector tail) of the electric field in an azimuthal cross
section of the cell. Note that the mode in (a) does not
couple strongly to a transiting electron beam because
the sign reversal of the axial electric field in the gap
causes whatever energy that is put into the mode, while
the beam is moving toward the gap, to be removed
again as the beam passes and moves away from the
gap. By the same argument the mode in (b) should be
strongly excited by the beam.
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Impedance Freon
boundary
condition to Insulator
simulate

ferrite load

Acceleration gap

"Vacuum

Axis of symmetry

Figure 6. DRAGON rendering of azimuthal cross sec-
tion of SNOMAD induction cell. Experimental meas-
urements of the resonant mode frequencies were made
for this cell, and these values were compared to AMOS
simulations (see Table 1).

the center of the gap, this mode does not couple
significantly to a transiting charged-particle beam,
and it will only be weakly excited.

The second mode of interest, shown in Fig. 5(b),
is possibly unique to the ATA cell geometry. This
mode is also not damped by the ferrite in the cell,
as it is evanescent in the region beyond the insula-
tor. In principle this mode should couple strongly
to the beam because the axial field is of one sign
(symmetric) in the gap; however, the experimental
evidence for this mode is inconclusive. It may be
that the proximity of the mode frequency to the
beampipe cutoff frequency is allowing some of the
mode energy to be carried out of the cavity in the
form of traveling waves in the pipe so that the
mode amplitude cannot reach an appreciable level.

AMOS has been used to suggest modifications
to the ATA cell geometry and changes in the ferrite
position that will reduce the effects of all modes
that may interact with the beam.

SNOMAD Induction Cell

Another application that has yielded interesting
results relates to the SNOMAD accelerator cell
(Fig. 6). This cell is significantly smaller than the
ATA cell. Since there was an isolated cell available
for testing, we have been able to compare AMOS
predictions of mode locations directly with experi-
mental measurements. Modes up to m =4 [modes
that have a (*-dependence of the form exp(/4<]))]
have been computed and compared with measure-
ments, and these results are shown in Table 1. In
this case, wherein the comparison is made with the
insulator and oil removed and the ferrite is masked
with a conductor, agreement with experiment is
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excellent. When the ferrite is unmasked, agree-
ment with measurement is more qualitative. This
is due to the use of an impedance boundary condi-
tion to simulate the effects of the ferrite. Results of
this type are important benchmarks for AMOS—
they have provided some of the earliest tests of the
code against experimental measurements on a
complex cell geometry.

DARHT Induction Cell

A third application concerns the induction cell
of the DARHT accelerator being built at Los
Alamos National Laboratory. The accelerator pro-
duces an electron beam that will be focused on a
tantalum target to produce x rays for examination
of extremely dense materials. AMOS was used to
assist in the design of the prototype induction cell.

The preliminary design is shown in Fig. 7(a).
Several of the resonant modes exhibited unaccepta-
bly high coupling impedances with the electron
beam, and AMOS was used to study the effects
that geometric and material modifications would
have on these resonances. The optimal design
determined by AMOS is shown in Fig. 7(b). This
final design differs slightly from the optimal design
suggested by AMOS because of pulse power and
other considerations. For instance, sharp corners
were rounded off to optimize the cell performance
at high drive voltages.

The corresponding longitudinal and transverse
coupling impedances for the preliminary and
AMOS designs are compared in Fig. 8. The imped-
ance of an induction cell is directly related to the
strength of the interaction between the electron

Table 1. Comparison of experimental measurements
and AMOS simulation results for the identification of
resonant modes in SNOMAD induction cell.*

Resonant frequency (GHz)

TM mode Calculated Measured
o1o o.ss 0.674
o020 2.52 2.539
030 3.72 3.736
110 1.35 1.341
120 2.66 2.696
120 2.66 2.721
210 2.20 2.185
220 3.10 3.130
310 2.82 2.833
320 3.73 3.756
410 3.35 3.360

*For the data shown here, the ferrite was masked with a
conductor, and the insulator and oil were removed.
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beam and the cell. The impedance is a measure of
the coupling between the electron beam and cell
modes. The longitudinal impedance is a measure
of the coupling of the axial beam motion to cavity
modes, and the transverse impedance is a measure
of the coupling of the transverse beam motion (that
is, transverse to the beampipe axis) to cavity
modes. In general, one would like the coupling
impedances to be as small as possible to minimize
the effects of cavity resonances on the beam.

During the process of optimizing the cavity
design using AMOS, it was discovered that the
coupling impedances, especially for the high-fre-
quency modes, were affected strongly by both the
positioning and the dielectric constant of the insu-
lator, as well as the shape of the angular reflector at
the top of the cell. Several parameters were varied
over a range constrained by the fabrication require-
ments until the corresponding impedances were
minimized. This cavity is currently being fabri-
cated at Los Alamos and will undergo cold testing
(no electron beam) in the near future. This will
provide another test of AMOS against experimen-
tal measurements for a complex cell geometry.

Other Applications Studied

In addition to the applications detailed above,
AMOS was also used to study various aspects of
other accelerators of importance to Laboratory
programs. These include the SLIA (Spiral Line
Induction Accelerator), the ETA-II, the relativistic
klystron, HGA (High Gradient Accelerator), the so-
called "dielectric accelerator," and a proposed linac
for heavy-ion fusion. The AMOS simulation code
set may also be used in design work for the SSC
(Superconducting Super Collider).

Future Work

Development efforts on AMOS during the com-
ing year will continue the work begun this year.
Work on the kernel of AMOS will primarily ad-
dress implementation of a finite-element (FE) algo-
rithm that can be used on irregularly shaped mesh
elments. This will provide improved geometric
modeling accuracy for those problems that require
it. The faster finite-difference (ED) version of the
code will remain for those problems that are insen-
sitive to exact boundary representation. We are
currently in the process of identifying an appropri-
ate algorithm for the field updates on a mixed ED/
FE grid; implementation of the algorithm as a mod-
ule for AMOS will occur during 1990.

Work on ferrite modeling will continue in the

(a) Preliminary Rounded surface

cell design of angular reflector
Dielectric
Impedance boundary
condition to
simulated
Insulator

ferrite load

Acceleration gap

Axis of symmetry

(b) Optimized
cell design

Flat surface of
angular reflector

Vacuum

Axis of symmetry

Figure 7. (a) Preliminary design of DARHT induction
cell, and (b) DARHTdesign after optimization using
AMOS. Design parameters, such as shape of the angu-
lar reflector and the shape and material properties of
the insulator, were varied to optimize the rf characteris-
tics of the DARHT cell for accelerator applications.

upcoming year, with most of the effort focusing on
the high-frequency model. Most of the high-fre-
quency experiments were finished by the end of
1989, with a high-frequency ferrite module avail-
able at about the same time. The low-frequency
ferrite switching model that has been installed in
AMOS will be undergoing extensive testing against
experimental data taken on small cores of ATA and
ETA-II ferrite that were obtained during the previ-
ous year. Both the low- and high-frequency mod-
els will be in module form.

Various support software is being developed for
AMOS, including output graphics and a more com-
plete front end, or preprocessor. The completed
user interface to AMOS will simplify the genera-
tion of the entire input file (not just the geometry
section as is currently handled by DRAGON), and
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will also automate the concatenation of the neces-
sary AMOS modules to construct an executable
version of AMOS that is suitable for any given
problem.1 2

1. 1. F. DeFord, G. D. Craig, and R. R. McLeod, "The
AMOS (Azimuthal MOde Simulator) Code," Pro-
ceeding of the 1989 IEEE Particle Accelerator Confer-
ence (in press).

2. P. B. Wilson, Introduction to Wakefields and Wakefield
Potentials, SLAC-PUB-4547, Stanford Linear Accel-
erator Center, Stanford, Calif. (1989).
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SLAC-PUB-4169, Stanford Linear Accelerator Cen-
ter, Stanford, Calif. (1986).
R. K. Avery, J. F DeFord, G. Kamin, W. C. Turner,
and J. M. Zentler, "A Simple Domain Model of Flux
Reversal in Ferrites," presented at the Conference
on Magnetism and Magnetic Materials, Boston,
Mass., November 27-30,1989.
R.J. Luebbers, F. P. Hunsberger, and K. S. Kunz,
"FDTD Formulation for Frequency Dependent
Permittivity," Proceedings of the 1989 IEEE APS
International Symposium, Vol. 1, pp. 50-53.
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Computational Mechanics

The technical staff in the Computational Mechanics thrust area create and
maintain software tools to solve complex design problems on supercomput-
ers. In addition to our work on analysis codes, we also support the two- and
three-dimensional mesh generators and graphic post processors, both on
the super computers and on the workstations of various Ideal area
networks. Our suite of codes incorporates the governing mathematical
equations of the general laws of mechanics and the particular phe-
nomenology of a givejr materials problem. These codes can be used
to solve heat transfer problems and to model physical phenomena in
solid, structural, and fluid mechanics. The ability of the codes to ac-
curately k)lve problerps of large deformation and of inelastic
material behavior makes them world-wide leaders in the domain
of engineering software. Our codes are being acquired by in-
dustry as more organizations purchase powerful, high-speed
computers.
This year we sponsored two research projects:
*Discrete meshing of large-distortion Lagrangian prob-
lems
» Elastoplastic shell analysisdn the DYNA3D code.
We also sponsored two development projects: \
P The development of nonlinear solution algo-
rithms for the TOPAZ heat transfer code
*The development of codes that solve fluid flow
and heat transfer problems.

Gerald L. Goudreau
Thrust Areb Leader



Using the NIKE2D Code to Model
Severely Strained Ductile Metals

Bruce Engelmann
Nuclear Explosives Engineering Division
Mechanical Engineering

We have developed a new rezoning algorithm for inclusion in the NIKE2D finite-element
code. Adding the algorithm to the code has allowed us to periodically remesh a problem,
thereby increasing the accuracy of the results and preventing the premature termination of the
simulation. We are currently applying the code to problems involving severe strain in ductile
metals.

halt the analysis prematurely and degrade the ac-
curacy of the results. The advent of more powerful
computers, like the Cray XMP and Sun worksta-
tions, and more sophisticated codes, like LLNL's
nonlinear finite-element code NIKE2D., has in-
creased our ability to analyze severe strain in duc-
tile metals. NIKE2D can now simulate the changes
that take place in the shape of a complex metal

Introduction

In the past when we have used a Lagrangian
finite-element method (see the article on computer
modeling below) to analyze severe strain (>50%) in
ductile metals, the model has become severely
distorted, inducing numerical problems that can

Computer Modeling: Some Terms and Basic Concepts

In seeking to understand the
physical phenomena in complex
mechanical or electronic systems,
engineers have recourse to em-
pirical testing and modeling
(simulating) the phenomena on a
computer. Although eachmethod
excels (and, indeed, maybe indis-
pensable) in a given situation, the
unique advantages of computer
modeling increasingly make it the
method of choice.

Computer simulation is still
young, and, like other young dis-
ciplines, it has given rise to new
terms and concepts or molded
familiar ones to its own peculiar
uses. When a design engineer
first considers how to model an
object or process (referred to as
the "problem"), he or she begins
with geometric modeling: the
problem is thought of as a geo-
metrical object that will change
its shape with time or some other
physics parameter(s). The engi-
neer decides, on the basis of vari-

ousrequirements and constraints,
whether to model the problem in
two or three dimensions. A two-
dimensional model represents a
surface (which may be flat or
curved) or a slice through the
object. A three-dimensional
model represents the volume of
the object. Often a problem has
some axis of symmetry, so only a
part of it need be modeled. The
elaborate computer programs or
codes used to represent these
problems are written as either
two- or three-dimensional codes.

For either type of problem, the
engineer begins by dividing (dis-
cretizing) the object into many
small cells (elements or zones) that
are the basic units on which the
computer operates. Special codes
have been written to generate the
lines (mesh) that define the ele-
ments. The lines and intersection
points (nodes) are important be-
cause they are associated with and
behave according to instructions

and parametric values specified
by the engineer.

There are two main categories
of mesh, according to movement:
the rigid Eulerian mesh can model
turbulent flow, but it is inappro-
priate for curved shapes; the flex-
ible Lagrangian mesh conforms
to any shape, but it can become
hopelessly distorted when mod-
eling extreme turbulence.

Meshes can also differ accord-
ing to the modeling approach
used. A finite-difference mesh
usually, although not invariably,
defines regular (orthogonal)
cubes; the smaller these cubes are,
the more precisely they can ap-
proximate an irregular geometry,
but the longer the calculation will
take. A finite-element mesh can
haveirregularly shaped elements,
which means that they can con-
form to the shape of any object.

These two meshes derive from
two different modeling tech-
niques. Finite-difference meshes
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characteristically result when the
terms of the governing differen-
tial equations are approximated
by their finite-difference formu-
las. The finite-element technique
is very similar, but it functions by
more global approximations; by
this technique, discrete equations
couple only adjacent nodes, but
the equations are derived from
global balance laws or variational
principles.

Codes can also be described as
being either implicit or explicit.
Both finite-element and finite-dif-
ference methods transform the

spatial dimension of the problem
fromdifferential to algebraic form,
thus discretizing it. Time, how-
ever, is still expressed in the dif-
ferential equations. These equa-
tions in the time domain can be
integrated by explicit methods in
which the unknown mesh-point
variables are directly given as
functions of known, previously
existing data, orby implicit meth-
ods in which each time step re-
quires the solving of simultane-
ous equations.

Another distinction modelers
make is between linear and non-

linear solutions, which means that
the code solves linear or nonlin-
ear equations. Most engineering
disciplines allow linearization of
nonlinear phenomena, which
permits substantially less numeri-
cal computation but restricts the
validity of the solution to a nar-
row range of variables. The chal-
lenge fortoday's design engineers
is to exploit the added power of
supercomputers and new numeri-
cal methods to solve nonlinear
equations and thereby increase
the model's fidelity to the under-
lying phenomena.

structure as well as changes in its material proper-
ties (such as elastoplasticity) when a structure is
under stress. Moreover, the code can model such
changes within one specific part of a complex
structure, an important attribute because the ulti-
mate strength of a structure depends on the
strength of its individual parts. Thus NIKE2D is
suited to predict the ultimate strength of a complex
structure, particularly when component failures
tend to precede the failure of the entire structure.

Note that NIKE is suited for static or low-rate
dynamic problems, such as analyses of bridges,
earthquakes, or metal-forming processes; it is not
meant to characterize results that are measured in
microseconds. As an example of the kind of behav-
ior NIKE does simulate, we recently used the code
to model metal forming processes such as extru-
sion, hydroforming, rolling and drawing - all meth-
ods used to alter the size and shape of metal or to
enhance its material properties. Again, simulating
the behavior induced by these methods requires
the ability to model severe distortion, as a metal
workpiece may completely change shape during
the process.

Lagrangian Formulation

The NIKE2D code uses a Lagrangian finite-ele-
ment description of the equations that govern solid
mechanics. In a Lagrangian description individual
elements represent the same material points
throughout the step-by-step analysis. The problem
is that when a structure severely distorts, the finite
elements also distort, resulting in a loss of accu-
racy. This distortion induces numerical problems
that may eventually cause premature termination
of the analysis. One way to reduce the amount of
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distortion is to smooth the mesh (that is, take the
finite elements that have become streched or
curved and make them more uniform and boxlike,
as in the original mesh). The same logical grid is
used before and after smoothing to reduce changes
to the code's architecture and data base. Although
smoothing increases the code's ability to handle
severe strain problems, many analyses still encoun-
ter such excessive mesh distortion before the simu-
lation is complete that smoothing is not enough.
Thus, another way has been developed to reduce
severe distortion: we periodically remesh the
problem at appropriate times throughout the step-
by-step analysis. This process is called rezoning
and it involves freezing a numerical calculation at a
point in time and changing the finite-element mesh
to reflect the changes in geometry. The difference
between smoothing and rezoning is that in the
latter case we use an entirely new mesh, allowing
us to apply the code to problems of severe distor-
tion that simply do not yield to smoothing tech-
niques.

Our objectives in FY 89 were to study various
algorithmic aspects of rezoning, develop a proto-
type rezoner to be used in conjunction with the
code and to evaluate the code's ability to analyze
problems involving ductile metals. Our ultimate
goal is to increase the Laboratory's ability to solve
engineering problems complicated by severe dis-
tortion.

Progress

A rezoning algorithm has been added to the
NIKE2D code, significantly expanding the code's
ability to accurately simulate severe strain in duc-
tile metals. Henceforth, we will call this algorithm



a "newzoner" because an entirely new mesh may
be used at any point in the analysis. The newzoner
is robust, accurate, and easy to use. Moreover, we
have devised ways for users to store and manipu-
late the data accumulated while the problem is
running, as well as a way to interrupt the problem
at a given point to remesh. In the following sec-
tions we discuss some algorithmic highlights and
illustrate the performance of the prototype by ap-
plying it to the metal forming process of forward
extrusion.

Newzoner

In a finite-element analysis, we transform the
differential equations that govern solid mechanics
problems into algebraic equations that can then be
solved on our computer systems. The method of
transformation involves discretizing the problem
in space (dividing a complex object into a number
of finite elements) and time (dividing the analysis
into time steps). Throughout the analysis kine-
matic variables such as displacement are tracked at
the nodes and state variables such as stress are
calculated at points inside the finite element. At
the begining of the analysis as well as at the end of
each time step, each of the kinematic and state
variables are known, so the data necessary to re-
zone is available at each step. Typically, a quasi-
static analysis may involve on the order of a
hundred time steps, and depending on the amount
of distortion, may require several rezoning phases.
Once it is determined that a model should be re-
meshed, a rezoning phase would consist of con-
structing a new mesh, mapping the state variables
from the old mesh to the new, and restarting the
analysis at that time step. Note that rezoning is not
a smoothing operation in which a variable calcu-
lated inside a finite element remains within that
element. Rather, that variable may have migrated
to a finite element in the new (rezoned) mesh that
is at some distance from the finite element in the
old mesh. Consequently for NIKE2D we had to
make provision for tracking the data through the
various rezoning phases.

When to Rezone

Like many aspects of analysis, there is a trade-
off between interactivity (a user can stop the analy-
sis because of severe distortion and remesh) and
automation. We believe there is no substitute for
an analyst's judgement, so it is necessary to have
an interactive option available. As experience is
gained, steps can be taken to automate the rezoning
process. Rezoning should be performed whenever

Computational Mechanics

elements become severely distorted or when aspect
ratios become high (an aspect ratio is a comparison
of the characteristic length and width of an ele-
ment). Severe element distortion will result in a
degradation of accuracy and may introduce nu-
merical problems that halt the analysis. The ana-
lyst can decide when to rezone either by monitor-
ing the analysis in progress or by letting the analy-
sis run its course and then examining the results
with the aid of a post processor. If the examination
shows that the finite-element mesh has become
distorted at a given time step, the analysis can be
backed up to that point, the mesh rezoned, and the
simulation restarted.

During a newzone phase, a new finite-element
mesh is constructed that minimizes element distor-
tion. The mathematical model does not change
and, therefore, the governing equations and
boundary conditions remain in force; the only
thing that is modified is the mesh. As the first step
in the remeshing, the analyst defines four-sided
regions that may be subdivided into quadrilateral
elements. Although arbitrary regions may be
harder to discretize by quadrilaterals than by tri-
angles, NIKE2D uses four-node quadrilaterals ex-
clusively because of their superior performance in
modeling metal plasticity. Before the analysis can
be restarted stress variables and variables describ-
ing material history must be mapped onto the new
mesh. The process (Fig. 1) involves tracking the
variables at numerical integration points (called
Gauss points) located within a finite-element quad-
rilateral. To begin the remapping. Gauss point
values are mapped onto the nodes of the old mesh
using a least squares algorithm. Next the values
are mapped to the new mesh nodes and then to the
new element interiors using bilinear interpolation
functions consistent with the finite-element ap-
proximation. After the remapping phase, the
analysis is continued using the new mesh topology
and associated stress and history variables.

One of the problems of rezoning is that when a
new mesh is introduced, the number of nodes and
elements changes. This poses a problem because
the stress and history variables derived during an
analysis are stored according to their physical posi-
tion on the old mesh. That is, a given node or ele-
ment interior will have values associated with it.
The problem then becomes one of mapping the
values from the old mesh to the new one. Our
solution is to write all the old mesh values to a
hard disk, thereby cleaning out the storage area,
introducing the new mesh into storage, and then
mapping the old values to the new mesh.

Once the simulation is completed a post proces-
sor interprets the results graphically. Again, rezon-
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Figure 1. Mapping variables from the old to the new mesh, (a) Gauss points within a distorted finite-element
quadrilateral, (b) Gauss points mapped onto the nodes of the old finite element, (c) Values at the old nodes
mapped to the nodes of a new finite element, (d) Points mapped to the interior of the new finite element.

ing may introduce a problem when analyzing the
results if we want to track the position or proper-
ties of a particular material point over time. The
problem is that we have changed the mesh each
time we rezoned and therefore the point we are
trying to track may have migrated from one ele-
ment to another. This means that we can't use
standard finite element techniques to track material
points. What we must do is track such points
through the various rezoning phases. After ana-
lyzing the results of such a tracking procedure, the
analyst may determine that the problem required
rezoning at a previous time step. The mesh may
then be rezoned and the analysis restarted.

Application to Forward Extrusion
Analysis

To evaluate the performance of the rezoning
algorithm, we have used the newzoner to analyze a
forward extrusion process. Figure 2 shows the ax-
isymmetric finite-element discretization of a billet
and die. We used an elastoplastic model to simu-
late the material behavior of the copper billet; the
die is assumed to be elastic. This is a difficult prob-
lem for a Lagrangian code since the area reduction
of the billet is 96% and strains will become ex-
tremely large as the billet is pressed through the
die. Additionally, modeling the contact between
the billet and die is complicated by a “dead zone"
of material and a corner singularity.

Figures 3 and 4 depict the extrusion process,
which was simulated for a total of 1.4 sec (includ-
ing two intermediate rezoning phases). Figure 3a
shows the deformed finite-element mesh after o.«
sec, illustrating the dead zone that has developed
in the corner. The most severe strains are just out-
side the dead zone. The mesh is rezoned in Fig. 3b,
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Figure 2. Initial finite-element discretization of a billet
and die. An elastoplastic model simulates the material
behavior of the copper billet; the die is assumed to be
elastic.

using more elements than the previous mesh to
reduce element distortion. Strains reach several
hundred percent of the original by 1 sec (Fig. 4a),
and the problem is again rezoned (Fig. 4b). The
deformed mesh of Fig. 5 shows the slight expan-
sion of the billet as it exits the die opening. If de-
sired, the simulation can be continued by succes-
sive analysis/rezone phases.



(a)

Summary

The analysis described in the previous para-
graph illustrates the increased ability of LLNL's
NIKE2D code to simulate severe strain in ductile
metals. The key to the improvement lies in our

Computational Mechanics

Figure 3. Beginning of
the simulation of the
extrusion process, (a)
Mesh distortion at 0.6 sec;
note that a dead zone has
developed in the corner,
(b) Rezoned mesh at

0.6 sec.

Figure 4. Continued
simulation of the extru-
sion process, (a) Mesh
distortion at 1 sec; at this
time, strains have reached
several hundred percent
of the original, (b) Mesh
rezoned at 1 sec.

ability to rezone whenever the finite-element mesh
becomes too distorted. Thus the newzoner option
allows the engineering analyst to go much further
in the analysis of a problem than would be the case
if smoothing techniques were used. This, in turn,
expands the number of problems that the NIKE2D
code can solve successfully.
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Figure 5. Final mesh configuration at 1.4 sec.
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Code Acquisition and Development Project
of the Thermo-Fluid Mechanics Group

Werner Stein
Nuclear Test Engineering Division
Mechanical Engineering

The Thermo-Fluid Mechanics Group identifies, acquires, and develops computer codes that
solve fluid flow and heat transfer problems. Current work includes:

*Developing a time-dependent code that uses finite-volume methods to model incompress-
ible fluid flow and heat transfer equations in three dimensions. The code can already solve
laminar flow problems and is now being expanded to solve turbulent flow problems.

*Modifying KIVA-II, a time-dependent code that uses finite-volume methods to model com-
pressible flow and heat transfer equations in three dimensions. The modifications will expand
the code's ability to handle boundary conditions, thereby enabling the code to solve a wider

range of problems.

Introduction® e

The Thermo-Fluid Mechanics Group supports
Laboratory programs that need sophisticated com-
puter codes to solve their fluid mechanics and heat
transfer problems. In many cases the applicable
codes either need to be modified or are not avail-
able at the Laboratory. It then becomes the
Group's task to modify Laboratory codes or to
identify off-site codes that will meet programmatic
needs. For example in FY 89 we helped the LIS
Program with problems involving thermal radia-
tion heat transfer and thermal stress. Since the
Group's inception, we have provided the Labora-
tory with a number of fluid mechanics and heat
transfer codes, including:

* A one-dimensional code that calculates the flow
of compressible fluids through a network of
pipes and the resulting heat transfer. .-

* A two-dimensional code that calculates the ef-
fects of heat transfer on curved and straight
boundariess

* A three-dimensional code that solves fluid flow
and heat transfer problems in which the flow is
both incompressible and laminar. s

* A two-dimensional hydrodynamics code that
calculates strong shock effects resulting from
explosionss

* A Monte Carlo code that calculates thermal ra-
diation exchange factors... These exchange
factors are used as input to the Laboratory's heat
transfer codes.

In FY 89 we focused on three new code develop-
ment projects. We continued to fund the develop-
ment of a three-dimensional code that uses a finite-
volume method to calculate laminar flow, turbu-
lent flow, and heat transfer problems. Although
the code is being developed at the University of
California at Davis, it is being written with the
Laboratory's needs in mind: the code accepts a
computational mesh generated by a Laboratory
mesh generation code, and has post-processing
capabilities compatible with Laboratory graphics
libraries. This finite-difference code is written in
an easily modified modular format because the
Group is frequently presented with problems of
such a specific nature that the code must be modi-
fied before it can be successfully applied.

We are also working on KIVA-IL, a three-di-
mensional, time-dependent code that solves prob-
lems in fluid flow (both laminar and turbulent) and
heat transfer using the finite-volume method. The
code also models the chemical reactions that take
place when injection sprays are added (injected)
into a flow. Currently we are modifying the code
to increase the number of options available to the
user. Specifically, KIVA-II is being modified so
that it can accept meshes from a mesh generator.
By the same token, we are expanding the variety of
boundary conditions that a user can specify, ena-
bling the code to handle more diverse problems.

Also, we helped the Laser Program acquire and
apply FIDAP, a finite-element code that solves in-
compressible fluid flow and heat transfer problems
in three dimensions. ...
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Progress

University of California at Davis
Incompressible Flow Code

We are solving a variety of fluid flow problems
using a computer code that models fluid flow and
heat transfer with the three-dimensional Navier-
Stokes equations and an energy equation. Our
philosophical approach has been to write systems
of equations that have a direct relationship to the
physics of the systems being modeled. Thus, it is
clear in our code which equations apply to the
physics of fluids and which to boundary condi-
tions. The equations are generated using finite-
volume principles, a practice that allows us to
model irregular and curved boundaries. A predic-
tor-corrector method is used to solve the resulting
simultaneous equations. The code has been writ-
ten in a modular format so that we can readily
modify a particular subroutine.

The code has been written to solve incompress-
ible flow problems (low Mach numbers) of interest
to the R Program and the LIS Program. Incom-
pressible flow problems differ from compressible
flow problems because the equations of state can-
not be readily applied. Consequently, when we are
calculating a pressure field (across a cell boundary)
we have recourse to a pressure correction tech-
nique based on a mass continuity equation. The
technique uses two velocity variables, which al-
lows for the continuity equation to be converged to
machine accuracy on the cell boundaries. Cur-
rently we have solved the following types of prob-
lems using this code:

+ External flow over three-dimensional objects in
nonuniform flows

* Free convective flows over three-dimensional
objects

» Unsteady flow in curved pipes of changing cross
section

* Three-dimensional rotating flows in closed con-
tainers

» External flow over objects with surface mass
transfer

» External gas flow over a deforming liquid drop-
let. The conditions that are being modeled are
the surface tension of the droplet and the heat
and mass transfer between the droplet and the
gas.

All the above flows have been calculated assum-
ing the flow to be laminar; however, we are now
modifying the code so that it can also solve turbu-
lent flow problems. Figures | and 2 show typical
code output.
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Pressure contours

Heat flux contours Total stress contours

Figure 1. Contours of pressure, heat flux, and total
surface stress for laminar flow (Reynolds number 66)
over an ellipse. The results are in good agreement with
on-going experiments.

Figure 2. Velocity vectors in a curved pipe for laminar
flow (Reynolds number 200). The problem is a
complex one in that the model must solve a curved
boundary problem in three dimensions.

KIVA-II Compressible Flow Code

The KIVA-II code calculates fluid flow and heat
transfer occurring in an automobile engine cylin-
der. The injection of fuel, spark ignition, and
chemical reactions in the cylinder are also mod-



eled. Presently the code accepts two- and three-di-
mensional cylindrical geometries and a three-di-
mensional rectangular mesh. We are now modify-
ing the code so that it will accept a more general
three-dimensional mesh to be generated by a Labo-
ratory mesh generation code. The code presently
allows the user to specify a constant velocity inflow
condition over one face of the mesh. Again, we are
modifying the code so that the user can specify an
inflow velocity condition over an arbitrary region
on the surface of the mesh. Similarly, we are modi-
fying the code to allow a variety of outflow bound-
ary conditions. All these modifications will enable
the code to handle more diverse problems.

FIDAP Finite-Element Code

The Laser Program has recently purchased the
FIDAP code, which calculates fluid flow and heat
transfer problems in three dimensions. The code
operates on the LLNL Cray and Sun workstations
and has been aplied to a variety of fluid flow and
heat transfer problems. Thermo-Fluid Group
members have been directly involved in applying
and modifying the code.

Future Plans

In FY 90 we will complete modeling turbulence
and modifying the input and output routines for
the U. C. Davis code. We will also complete
modifying the mesh and boundary conditions for
the KIVA-II code. We will begin research for two
new codes that Laboratory programs have ex-
pressed an interest in: a three-dimensional hydro-
dynamics code and a two-dimensional fluid/struc-
ture interaction code.

10.
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New Nonlinear Solution Algorithm for
the TOPAZ2D Heat Transfer Code

Arthur B. Shapiro
Nuclear Explosive Engineering Division
Mechanical Engineering

The computer code TOPAZ2D currently uses a functional iteration method to solve nonlin-
ear equations resulting from the use of finite element methods in nonlinear heat transfer prob-
lems. The functional iteration method works and gives acceptable results, but is very slow in
solving recent problems with highly nonlinear material properties (e.g., phase change) and
difficult boundary conditions (e.g., radiation, boiling). We have found that Newton's method is
more robust for solving this new class of problems. Fewer iterations are required per time step,
and larger time steps can be taken during transient analysis.

Introduction

As TOPAZ2D. is applied to larger and more
complex heat transfer problems, it becomes increas-
ingly important that the solution process remain
economical as well as accurate. The computer so-
lution time for an analysis depends to a great ex-
tent on the numerical algorithms used for the solu-
tion (by iteration) of the systems of nonlinear alge-
braic equations resulting from the application of
the finite element method.

The functional iteration method. is the most
popular and the easiest algorithm to implement in
nonlinear heat transfer computer codes. For the
iteration process, we select an initial temperature
vector j6g), and generate the sequence of vectors

10,1 by
101 = [H(o; Jo1- {f(oM)] for each f= ., 5,. . ., n
until | o - o, || <e.

The [H] matrix contains terms for the material
properties and the vector (f) contains terms for
thermal generation and boundary conditions. An
advantage of this method is that the matrix [H] is
banded, positive definite, and symmetric. A disad-
vantage of this method is that its rate of conver-
gence is linear. Several convergence acceleration
algorithms (e.g., Aitken's A. process, Steffensen's
iteration) have been applied, but do not attain the
quadratic convergence rate of Newton's method -

For the Newton iteration process, we select an
initial temperature vector .00 and generate the se-
quence of vectors :o: by
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{01 = {0 .1 — [HT(d‘p] 1 {f(()M)l for eachi: l,2,.--,n
until | o - o , || <e.

Newton's method has the advantage of quad-
ratic convergence. A disadvantage is having to cal-
culate the tangent matrix [HT], which involves tem-
perature derivatives of the variables that are a
function of temperature.

Progress

During FY 89 we implemented Newton's
method within TOPAZ2D for nonlinear material
properties and convection boundary conditions.
The tangent matrix is

[He] = [H] + [A] + [B] + [C]
where

Hi = [ VNfkVN-dQ + f NipeNjdo. |
" Jn Jn

Aj w1 VNj(VNQ)N:k'dQ.
" ki

Bj = [ N,(NO)N pc'dQ ,

C. boundary condition contributions.

The N terms are the finite element shape
functions, p is the density, and (. is the volume of
the finite element. The [H] matrix is the standard
thermal stiffness matrix formulation for a linear
heat transfer problem. The [A] and [B] matrices are



contributions to the stiffness matrix accounting for
nonlinear thermal conductivity and heat capacity,
respectively. The [C] matrix accounts for nonlinear
convection boundary conditions.

The [A] matrix is nonsymmetric. This generates
a full nonsymmetric tangent matrix [HT| and
thereby increases computer memory requirements
and solution time per iteration. We would like to
omit the [A] matrix from the formulation, noting
that its presence can accelerate convergence but is
not required to obtain a correct answer. To verify
this approach, we formulated a mathematical defi-
nition for a test problem used to investigate con-
vergence rate. The problem represents steady-
state, one-dimensional heat transfer in a stainless
steel (type 304) slab with one surface maintained
at 298 K and the other surface exchanging heat by
turbulent natural convection with an environment
at 500 K. This nonlinear heat transfer problem may
be written as

whereo<x<,.: and 0=298K atx =o. Additionally,

=h (0s-OJatx=0.

k=8116+0.01618* W
n
and
r=1.31(0 W
m2K
with
e =s500%:.

As shown in Table 1, the rate of convergence is
reduced from quadratic to super-linear by not in-
cluding the [A] matrix in the formulation of the
tangent matrix [Hr]. The functional iteration
method is seen to converge linearly. For most real
materials the thermal conductivity is a very weak
function of temperature (i.e., dk/dq << 1). The
magnitudes of the terms in the [A] matrix are much
smaller than the terms in the [H], [B], and [C] ma-

Computational Mechanics

trices. Therefore, omitting the [A] matrix from the
formulation in the presence of other highly nonlin-
ear conditions has little effect on the overall con-
vergence rate.

Table 1. The rate of convergence is reduced from quad-
ratic to super-linear by not including the nonlinear
thermal conductivity contribution matrix [A] in the
tangential matrix [Hj.]. The functional iteration method
is seen to converge linearly.

Newton's Newton's
method method Functional
Iteration  with [A] without [A] iteration
1 3.1 et+01 3.1 et+01 3.1 et01
2 1.4 e-01 1.4 e-01 7.3 e-01
3 4.8 e-06 4.5 e-04 1.7 e-02
4 1.8 e-11 1.0 e-06 4.2 e-04
5 1.5 e-09 1.0 e-05
6 2.5 e-07
7 6.1 e-09

Future Work

in FY 90, we will be implementing Newton's
method for other TOPAZ2D features, including
slide line contact surfaces, material phase changes,
radiation boundary conditions, enclosure radia-
tion, bulk nodes, special interior elements, and
chemical kinetics. As each feature is added, the
convergence rate of the code will be monitored for
quadratic convergence and the accuracy will be
validated against analytical answers. After New-
ton's method has been implemented for all
TOPAZ2D features, quasi-Newton methods (e.g.,
Broydens method, BFGS) will be reviewed for in-
clusion into TOPAZ2D.

1. A. B. Shapiro, TOPAZ2D—A Two-dimensional Finite
Element Code for Heat Transfer Analysis, Electrostatics,
and Magnetostatics Problems, Lawrence Livermore
National Laboratory, Livermore, CA, UCID-20824
(1986).

2. R. L. Burden and J. D. Faires, Numerical Analysis
(Prindle, Weber & Schmidt, Boston) 1985.

LS
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Elastoplastic Shell Analysis in DYNA3D

Robert G. Whirley
Nuclear Explosives Engineering Division
Mechanical Engineering

The objective of this investigation was to examine and improve upon the elastoplastic shell
modeling capability in the Laboratory's finite element code, DYNA3D. The finite element
analysis of thin shell structures under transient, dynamic loads is an important capability to
many Laboratory programs. Essential features of this capability are speed, accuracy, and ro-
bustness for both the shell element formulation and the constitutive model.

This article summarizes (1) the development of a new four-node, quadrilateral, finite element
shell formulation, and (2) the evaluation of two basic methods employed in elastoplastic consti-
tutive algorithms: stress resultant and thickness integration. The results of this research have
been implemented in DYNA3D and offer a significant improvement in our elastoplastic shell

modeling capability.

Introduction

The computer simulation of the elastoplastic
behavior of thin shell structures under transient,
dynamic loads plays an important role in many
LLNL programs. Often the loads are severe, and
the structure undergoes plastic (or permanent)
deformation. These simulations are effectively
performed using DYNA3D.. which is an explicit,
nonlinear, finite element code developed at LLNL
for simulating and analyzing the large-deformation
dynamic response of solids and structures. It is
generally applicable to problems where the loading
and response are of short duration and contain
significant high-frequency components. Typical
problems of this type include the contact of two
impacting bodies and the resulting elastoplastic
structural behavior.

Several of the Laboratory's programs rely heav-
ily on our ability to accurately model the large-
deformation, elastoplastic behavior of thin shell
structures. Three of the many programs that rou-
tinely use DYNA3D for this purpose include Nu-
clear Systems Safety, Nuclear Design, and En-
hanced Safety:

The Nuclear Systems Safety Program is con-
cerned with transportation safety of radioactive
waste. There, DYNA3D is used to analyze waste-
canister damage under projectile impact and drop
loads.

In the Nuclear Design Program, DYNA3D is
used to analyze shipping containers under simu-
lated drop conditions to verify structural integrity.
To model the shipping containers, the simulations
rely heavily on shell element formulations capable
of representing elastoplastic behavior.
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In the Enhanced Safety Program, shell elements
with elastoplastic behavior are used in DYNA3D to
simulate an aircraft crashing into a stationary U.S.
Air Force bomber, the BI-B. The objective of the
simulation is to determine the loads that such an
event would impart to the weapons carried by the
BI-B. Figure 1(a) is a graphic depiction (cutaway
view) of the finite element model used for this
analysis. To simulate the impact, the model is
given an initial velocity toward the crash barrier on
the right in the figure. Figure 1(b) shows the post-
impact geometry.

The objective of this investigation was to exam-
ine and improve upon the elastoplastic shell mod-
eling capability in DYNA3D. This included a basic
review of both the shell element formulations and
the computational methods employed in the elasto-
plastic constitutive algorithms. Special attention
was to be paid to accuracy/speed tradeoffs be-
tween the various algorithms. The outcome of
these studies provides guidance for the analyst in
choosing the most cost effective set of approxima-
tions to solve a particular problem to a given level
of accuracy.

This article summarizes:

* The development of a new four-node, quadrilat-
eral, finite element shell formulation, designated
the "YASE shell."

* The comparative evaluation of two basic meth-
ods employed in elastoplastic constitutive algo-
rithms for shell structure modeling: the stress-
resultant method and the thickness-integration
method.

In the thickness-integration method, plane-stress
constitutive algorithms are applied at a number of
integration points through the thickness of the
shell. We evaluated seven algorithms, each with a



different combination of plane-stress constitutive
integration algorithm and number of thickness-
integration points.

Progress

A significant improvement has been made in
our elastoplastic shell modeling capability. In the
element technology area, the new shell element
formulation has been implemented in DYNA3D -
In the structures modeling area, the performance of
the various algorithms has been analyzed employ-
ing the new element, and accurate stabilization
procedures have been devised for elastoplastic
shell analysis. The results of this research have
also been implemented in DYNA3D.

In addition to the research and development
work, guidelines have been written that are useful
to the engineering analyst.

Shell Element Formulation

The finite element shell formulation plays a key
role in the elastoplastic modeling of thin shell
structures. Accuracy, speed, and robustness are
heavily influenced by the assumptions embedded
in the element formulation. Accuracy requires a
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formulation capable of representing large rigid-
body motions. Speed in an explicit analysis context
requires one-point shell element integration. Ro-
bustness requires an effective stabilization proce-
dure to suppress zero-energy modes, or “hourglass
modes," introduced by the one-point element inte-
gration procedure.

We have developed a new shell element formu-
lation that satisfies these requirements and offers
more accuracy and robustness than previously
existing formulations, while retaining comparable
speed. In conjunction with the new element for-
mulation, we have derived a new, consistent stabi-
lization procedure.

The newly developed shell element (the YASE
shell) is a four-node quadrilateral based on a three-
field weak form of the governing equations. The
three-field form of the governing equations allows
independent interpolation of displacement, strain,
and stress fields within a finite element. The asso-
ciated Euler equations are: equilibrium, strain-
displacement, and the constitutive relations. In-
plane accuracy is attained through a three-field
adaptation of the stress fields proposed in a two-
field variational context by Pian and Sumihara.,
The transverse shear stress fields are those pro-
posed by Bathe and Dvorkin s

All one-point shell element procedures require

Figure 1. A finite element shell formulation with elastoplastic behavior is used in DYNA3D to simulate an air-
craft crashing into the bomb bay of a stationary Bl-B bomber, (a) Cutaway view of shell element geometry used
for crash-analysis modeling of a body section of the BI-B. (b) Final, deformed geometry of body section resulting
from crash-analysis modeling. The objective is to determine the loads that would be imparted to the Bl-B

weapons.
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stabilization to suppress spurious zero-energy
modes, often called "hourglass" modes. Failure of
the stabilization algorithm to control these zero-
energy modes results in a nonphysical solution, as
shown in Fig. 2(a). This example problem is a cor-
ner-supported plate subjected to a point load at the
center, the presence of hourglass modes is mani-
fested by the characteristic checkerboard pattern of
displacements, wherein adjacent nodes are dis-
placed in opposite directions. The correct solution
to this simple problem is shown in Fig. 2(b). Note
the smooth curves in the correct solution. Stabili-
zation procedures that require the user to select
values for hourglass control parameters frequently
have accuracy characteristics that depend heavily
on the choice of values. In practice, it is difficult to

(a) Hourglass modes
present

(b) Hourglass modes
suppressed

Figure 2. All one-point shell element procedures re-
quire stabilization to suppress spurious zero-energy
modes, or "hourglass" modes. Failure to control these
zero-energy modes results in a nonphysical solution.
The example here is a corner-supported plate deformed
by a point load at the center: (a) A nonphysical solu-
tion, with hourglass modes present, (b) The correct
solution, with hourglass modes suppressed.
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choose appropriate values for hourglass stabiliza-
tion parameters that yield an accurate solution.

Our new stabilization procedure does not re-
quire the user to supply values for the control para-
meters. In the case of elastic material behavior, the
new procedure with one-point shell element inte-
gration yields results identical to the fully inte-
grated element. This represents a substantial im-
provement in accuracy over previously existing
one-point shell element formulations.

We have devised a stabilization procedure for
elastoplastic shell analysis that accounts for the
effects of plasticity on the higher-order modes of
the element. This procedure properly treats plas-
ticity due to membrane deformations as well as
both in-plane and out-of-plane bending deforma-
tions.

A simple example illustrates the improved be-
havior of the new explicit YASE shell element.
Figure 3(a) shows an undeformed mesh of a

(a) Undeformed mesh of a clamped arch

(b) Comparison of tip-displacement;
utiv, at middle node

Reference
standardl

New explicit
YASE shellb

Belytschko-
Tsayc

aTip displacement is given as a factor of
the arch width or thickness
bOne-point integration
¢ Currently the default shell element in DYNA3D
d Fully integrated version of the YASE shell

Figure 3. Since it is difficult for a user to choose appro-
priate values for hourglass stabilization parameters
that yield accurate solution, we derived a consistent
stabilization procedure that requires no user input. For
elastoplastic analysis, the procedure properly treats
plasticity due to membrane deformations as well as
both in-plane and out-of-plane bending deformations.
A simple example illustrates the improved behavior of
our new explicit, one-point-integrated YASE shell ele-
ment: (a) Undeformed mesh of a clamped arch sub-
jected to in-plane bending by a point load, p, at the tip.
(b) Tabulated results of final displacements under the
load. While achieving nearly a factor of three increase
in accuracy over the Belytschko-Tsay element, the
YASE element required only 10% more computer time.



clamped arch subjected to in-plane bending by a
point load at the tip. Final displacements under
the load are listed in Fig. 3(b) for three specific
shell element formulations: (.) the new explicit
YASE shell, (2) the Belytschko-Tsay shell (currently
the default shell element in DYNA3D), and (3) a
fully integrated version of the YASE shell that
serves as the reference standard. The result using
the YASE shell with one-point integration is within
15% of the reference (fully integrated) result, while
the result using the Belytschko-Tsay element ex-
ceeds the reference value by more than a factor of
three. While achieving this increase in accuracy,
the explicit YASE element (with one-point integra-
tion) required only :0% more computer time than
the Belytschko-Tsay element. Thus, the slight in-
crease in cost appears well justified.

Constitutive Algorithms

Thickness-Integration Method. Most methods
for elastoplastic shell analysis use continuum-
based material models (i.e., stress is related to
strain). One of the basic assumptions in the formu-
lations of many shell elements, including the YASE
shell, is that the "through-the-thickness" normal
stress is negligibly small. As far as numerical con-
stitutive evaluations are concerned, each shell ele-
ment is composed of a number of lamina, with
each lamina satisfying the postulates of plane
stress. (Plane stress theory assumes that the out-of-
plane normal stress is negligibly small.) These
lamina stresses are used to evaluate the integrals of
stress through the element thickness appearing in
the computation of the element moment and force
resultants. The advantage of this thickness-integra-
tion method is accurate representation of both par-
tial yielding of a section and complex loading
states, but at the expense of speed. The extent of
approximation and level of cost can be partially
controlled through the choice of the number of
numerical integration points used in the thickness
integration.

Stress-resultant Method. An alternative
method uses material models formulated directly
in terms of shell stress resultants (i.e., forces and
moments are directly related to displacements and
curvatures). This stress-resultant method offers
potentially greater speed, since no thickness inte-
gration is performed and the material model is
evaluated only once per shell element, but at the
price of accuracy. Inaccuracies in the stress-resul-
tant method occur from two principal causes:

* The assumption of full section yielding, which is
basic to most stress resultant methods. Physi-
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cally, yielding initiates at a point in the cross

section and then spreads until the entire section

has yielded. This causes a gradual reduction in
the stiffness of the shell. Thus, the assumption
of full section yield replaces this gradual stiff-
ness reduction by an abrupt change from the
elastic stiffness to the post-yield stiffness.

* The approximate method used to integrate the
constitutive equation. Stress-resultant plasticity
theory involves multiple yield surfaces that
intersect in a nonsmooth fashion, and that gen-
erates considerable complexity in the associated
constitutive integration algorithm.. Speed re-
quirements in an explicit-analysis environment
require simplifications to be made in these so-
phisticated procedures, and the modifications
introduce errors into the integration.
Evaluation of Modeling Methods. Present ef-

forts in constitutive modeling have focused on

evaluation of the performance/cost (i.e., accuracy/
speed) tradeoffs between the thickness-integration
plasticity methods and the stress-resultant plastic-
ity method for constitutive modeling in shells. Our
studies of stress update algorithms employed in
the thickness-integration methods are essentially
complete.,

In order to assess the accuracy/speed tradeoffs
between the various methods for constitutive mod-
eling, a model problem was chosen for study. The
selected problem is a cantilevered plate with a
point load applied at one of the free corners. This
load induces bending, shear, and normal forces in
the plate. A comparison of the out-of-plane dis-
placement and required computer time was made
for:

* The stress-resultant plasticity method.

 Seven different thickness-integration shell plas-
ticity methods, each with a different combina-
tion of plane stress plasticity algorithm and
number of thickness-integration points. Results
of the comparison are given in Table 1.

All computation times are based on a Cray Y/
MP computer, although similar results would be
expected on any vector processing machine. This
test problem tends to highlight the influence of the
constitutive algorithm on the overall execution
time, since the problem does not contain other
expensive numerical procedures such as those
necessary to detect and treat the contact of two
initially separate bodies. "Contact" algorithms
contain search algorithms that are inherently scalar
(i.e., "nonvector"), and this causes these proce-
dures to be expensive on vector-processing com-
puters such as the Cray. As a result, the effect of
the constitutive model on the execution time of
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most practical calculations is somewhat less dra-
matic than is indicated in this example.

As shown in Table 1, the stress-resultant
method is the fastest and also the least accurate, in-
troducing a displacement error of 45%.

Next in speed is thickness integration with two
points through the thickness. If the stress scaling
algorithm (SS-2) is used, then the error is 31 %, but
if one uses the fixed three-iteration algorithm (FTI-
2) (default in DYNA3D), the displacement error is
down to 18% with only a slight increase in compu-
tation time.

The results using thickness integration with
three points, and either the fixed three-iteration
algorithm (FTI-3) or the plane stress subspace
algorithm (PSS-3), show a slight increase in error
over the comparable results using two thickness
integration points. This is somewhat unusual,
since using more integration points typically yields
better accuracy.

However, the expected trend in improved accu-
racy is again seen in the results using five thickness
integration points. While somewhat slower, thick-
ness integration with five points and the fixed
three-iteration algorthm (FTI-5) yields an accurate
result, with only % error.

The two calculations using the (scalar) iterative
radial return algorithm (IRR-5 and IRR-10) are
included for comparison purposes only, and are
too inefficient to be used in practice.

In order to compare their effects on a large-scale
analysis, we used four different elastoplastic con-

stitutive algorithms to simulate the axial crush of a
box beam. Each algorithm employed one of the
following four computational methods:

* The stress-resultant plasticity method.

* The thickness-integration shell plasticity method
using the plane-stress fixed three-iteration algo-
rithm with two, three, and five points through
the thickness: FTI-2, FTI-3, and FTI-5.

The computed deformed geometry for each of
the methods is shown in Fig. 4 along with their
respective computation times. As seen in Fig. 4,
the simulation using the stress-resultant method
predicts a different deformed shape than the thick-
ness-integration method, regardless of the number
of thickness integration points. The stress-resultant
calculation produces a fold with the first hinge
inward, while all of the thickness-integration calcu-
lations predict the first hinge will fold outward.
Since the thickness-integration method more accu-
rately represents the physics of the problem, more
confidence is placed in the deformed geometry
predicted by that method.

This simulation illustrates the dramatic effect
that constitutive-model errors can have on the
evolution of the solution to a nonlinear problem.

In addition. Fig. 4 shows that the CPU time savings

with the stress-resultant plasticity method in this

large analysis are less significant than in the simple
problem summarized in Table 1. The thickness-
integration shell plasticity method with two-points
in the thickness integration uses only =% more
computer time than the stress-resultant method.

Table 1. Evaluation of Type of Thickness CPU time Out-of-plane Displacement
rrtethods for elastoplastic algorithm integration (sec) displacement error (%)
constitutive modeling. points factor
Stress-resultant method
Resultant — 49.33 0.68 45
Thickness-integration method

ssia 2 56.1 0.32 31

FTI 2 60.2 0.38 18

FTI 3 68.0 0.59 25

PSS 3 79.6 0.59 25

FTI 5 84.1 0.5 6

IRR 5 135.0 0.5 6

IRR 10 223.0 0.47

aLegend for type of plane-stress, shell plasticity algorithm:

SS  stress scaling.

FT1 fixed three iteration.

PSS plane stress subspace.
IRR iterative radial return.
(Details of these algorithms are described in Ref. 7.)
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FTI-3
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FTI-5
1025 sec

Figure 4. The effect of the constitutive algorithm on a large-scale analysis was demonstrated by the simulation of
the axial crush of a box beam, using four computational methods for comparison: resultant plasticity; and thick-
ness-integration shell plasticity using the fixed-three-iteration algorithm with two, three, and five points in the
thickness integration. Shown here are the computed deformed geometries along with their respective computa-
tion times in seconds. Notice that the resultant calculation produces a fold with the first hinge inward, while all
of the thickness-integration calculations predict the hinge will fold outward.

The above investigation indicates that the thick-
ness-integration shell plasticity method is generally
to be preferred over the stress-resultant plasticity
method. The number of thickness integration
points may be reduced to two for an approximate
solution at minimum cost; this is generally more
accurate than the stress-resultant method. In addi-
tion, the thickness-integration method generalizes
more easily to complex constitutive models that do
not lend themselves to representation in a stress-
resultant form.

Conclusions and Future Work

A new quadrilateral shell element (the YASE
shell) has been formulated with substantially im-
proved accuracy properties in both elastic and
elastoplastic applications. Concurrently, an associ-
ated stabilization procedure has been developed
that controls spurious hourglass modes without
the need for assigning ad-hoc values to the control
parameters. The element is efficient and economi-
cal and has been implemented in the LLNL explicit
finite element code, DYNA3D.

Thickness integration of plane stress constitutive
equations has proven to be the method of choice
for elastoplastic shell modeling. Due to the compli-
cated structure of the yield surfaces, the stress-
resultant plasticity method offers little speed in-
crease over the thickness-integration shell plasticity
method with two points through the thickness, and
it suffers serious inaccuracies. The thickness-inte-
gration method using five points through the shell
thickness offers an accurate solution to most elasto-
plastic shell problems.

Based on the above observations, it is recom-
mended that thickness integration with two thick-
ness points be used for preliminary calculations,
and that thickness integration with five thickness
points be used for final calculations to assure accu-
rate results.

This concludes our two-year effort aimed at
improving our modeling capability for thin shell
structures undergoing elastoplastic deformation.
Substantial progress has been made in increasing
the accuracy and in decreasing the cost of large-
scale simulations. These developments translate
into faster turnaround times for analyses, allowing
more design options to be investigated and ulti-
mately leading to a better design.
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Diagnostics and Microelectronics

The Diagnostics and Microelectronics thrust area researches and develops advance
microdevices for the Laboratory's high-speed diagnostic needs. We also support ways
to improve the Laboratory's basic materials and device technology base. In the area
of high-speed diagnostics, we are concentrating on three technologies:
*Semiconductor-based microfabrication.
*Semiconductor microelectronics.
Integrated and quantum optical electronic:
Our research in these areas combines the results of our own projects, projects
conducted jointly with industry, and university research projects sponsored by
our thrust area. In F¥ 89 we supported the following specific projects:
* Investigating the ability of charged-coupled devices made of gallium arsenide
to capture and record high-speed transient signals.
Developing a novel data transmission and recording system in which the
time base of transient signals is encoded by optical wavelengths.

Providing high-speed semiconductor laser diodes and electro-optic

modulators that modulate optical signals transmitted over optical fibers.

In the area of basic materials and devices, we are supporting the fol-

lowing projects in FY 89:\ AN
Upgrading our optical calibration facility.

*Establishing system-level models of complex diagnostic systems.
Establishing computer control of our molecular beam epitaxy

system such that complex graded bandgap materials and superlat-

tice structures can be built.
Developing a submicron etch technology based on chemically
assisted ion beam etching.
'Making special diffraction gratings by developing advanced
silicon anisotropic etching technology.
Making complex sensors by developing silicon-based mem
brane technology.

Joseph W. Bale'
rust Area Leader



Integrated Optics

Glen M. McWright

Engineering Research Division
Electronics Engineering

During FY 89, we continued to extend the performance parameters of lithium niobate inte-
grated optical devices. Here, we discuss recent improvements in the fabrication and perform-
ance of Mach-Zehnder integrated optical modulators which now have > 20-GHz bandwidths,
< 10-V switching voltages, and 3-dB optical insertion losses.

Introduction

Many diagnostic applications at the Laboratory
require the transmission of a single analog signal
from a remote radiation sensor. The simplest diag-
nostic system uses electrical cables. However, be-
cause electrical cable is lossy and dispersive, fast
transient signals are badly distorted during trans-
mission. For this reason, cable-based systems are
generally not satisfactory for transmitting informa-
tion faster than about | ns. Furthermore, electrical
cables are very susceptible to interference from
ionizing radiation, which is present in many of the
environments in which diagnostic signals must be
transmitted.

Both these problems with cable-based transmis-
sion systems can be circumvented with integrated
optical systems in which the signal source is a
semiconductor laser diode. The light signal is ma-
nipulated and controlled by a high-speed electro-
optical modulator in much the same way that con-
ventional electronic circuits manipulate electrical
signals. We are now developing optical transmis-
sion systems using the integrated optics approach,
which combines the microfabrication techniques of
integrated electronic circuitry with the inherently
high fidelity, broad bandwidth, and high informa-
tion capacity that characterize optical media. Our
goal is to build the optical equivalent of an inte-
grated electrical circuit. Its advantages would in-
clude wider bandwidth, lower loss, smaller size
and weight, and immunity to electromagnetic
interference.

An example of an integrated optical transmis-
sion system suitable for diagnostic applications in
underground nuclear tests is shown in Fig. 1. The
voltage output from a radiation detector is used to
externally modulate a laser, thus encoding the
detector's electrical signal on the optical waveform
produced by the laser. The resulting variations in
the laser light intensity are recorded with a streak

camera. A laser wavelength of 810 nm is used to
accommodate the streak camera's photocathode,
whose sensitivity is poor in the popular 1.3-gm
region of the electromagnetic spectrum, which
might otherwise have been chosen for the laser
wavelength. The key component in this system is
the integrated optical modulator. Development of
this modulator has been the main focus of our re-
search activities. We have chosen to concentrate on
one particular type of integrated optical modula-
tor—the Mach-Zehnder interferometer—because of
its wide bandwidth and low switching voltage.
The Mach-Zehnder (Figs. 2a and 2b) is an elec-
tro-optically tunable interferometer. It is formed
by photolithographic techniques similar to those
used in semiconductor chip manufacture., First,
optical waveguides are defined in the lithium ni-
obate electro-optic crystal by the in-diffusion of
titanium; then gold electrodes are deposited on the
waveguides. The structure is designed so that the
light splits at the input Y-branch into two beams
that propagate independently for a few millimeters
and then recombine at the output Y-branch. If no
electric field is applied, the beams arrive at the

Laser Ovtical Streak
diode ber ~ — camera
Aboveground
Underground

Integrated

optical

modulator

Cable
Radiation
detector

Figure 1. Functional block diagram of an integrated
optical data transmission system configured for diag-
nostic applications in underground nuclear tests.
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(a) Gold

Figure 2. (a) Schematic diagram of a Mach-Zehnder

interferometer fabricated in lithium niobate. (b) Photo-

micrograph of a packaged lithium niobate Mach-
Zehnder modulator.

output Y-branch in phase and recombine without
loss. However, application of an electric field in-
troduces a path length difference between the two
beams. This path length difference produces a
phase difference between the two beams at the
point of recombination, resulting in an intensity
modulation of the recombined beam that is propor-
tional to the applied electric field. Thus, the Mach-
Zehnder operates as an electrically-driven optical
modulator.

Integrated optical device designers are generally
interested in three key device parameters: the
bandwidth, the dc switching voltage (the voltage
required to change the light transmission through
the device from 100% to %), and the optical inser-
tion loss. Device goals usually include wide band-
width, low dc switching voltage, and low optical
insertion loss. The interplay beween these three
device parameters is quite complicated, and there
is a trade-off between parameter areas. For ex-
ample, higher bandwidth always implies higher
drive voltage, and low drive voltage implies higher
optical insertion loss. Nevertheless, we have been
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able to delicately balance the waveguide and elec-
trode parameters to repeatably and reliably obtain
wide bandwidth, low switching voltage, and low
optical insertion loss within a given device. Thus,
during FY 89, we improved the performance char-
acteristics of lithium niobate modulators in these
three specific areas. First, we extended the band-
width to greater than 20 GHz. Second, we reduced
the switching voltage to below 10 V. And third, we
reduced the total optical insertion loss of the device
to 3 dB.

Progress

The first of our three major FY 89 research ef-
forts involving lithium niobate Mach-Zehnders led
to an extension of their bandwidth to beyond o
GHz. This improvement was accomplished
through a combination of clever electrode and
packaging designs. We measured the frequency
response using the so-called swept frequency tech-
nique (Fig. 3). In this technique, an RF signal
(0.01-26.5 GHz) is square-wave-modulated with a
low frequency electrical signal (below 10 kHz).
This square-wave-modulated RF signal is then
applied to the Mach-Zehnder, thus modulating the
optical carrier. The resulting optical intensity vari-
ations are monitored with a low-speed photodetec-
tor and lock-in detector. Most importantly, the
optical modulator, because of its wide bandwidth
design, responds to the high-frequency, square-
wave-modulated RF signal. However, by design,
the low-speed photodetector and lock-in detector
respond only to the amplitude of the low-fre-
quency envelope of the modulated optical signal.
Indeed, the advantage of this technique is that the
modulator bandwidth can be accurately measured
without a high speed detection system. As the fre-
quency of the RF signal is “swept" from 0.01-26.5
GHz, the amplitude of the envelope measured on
the lock-in detector varies in direct proportion to
the frequency response of the Mach-Zehnder.
Thus, the bandwidth of the optical modulator is
easily measured across an extremely wide range.
We measured the frequency response of a Mach-
Zehnder from 0.01-26.5 GHz using this swept fre-
quency technique. As shown in Fig. 4, the band-
width of this device is greater than 20 GHz. This
bandwidth was subsequently confirmed with inde-
pendent time response measurements from a
streak camera.

Our second improvement to the lithium niobate
Mach-Zehnders was to reduce the dc switching
voltage for these devices to less than 10 V. This
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Figure 3. Schematic of swept-frequency setup used to measure Mach-Zehnder bandwidth. A square-wave-modu-
lated RF signal is applied to the optical modulator, thereby modulating the optical carrier. A low-speed photode-
tector and lock-in respond only to the amplitude of the low-frequency (10 kHz) envelope of the modulated optical
signal. As the frequency of the RF signal is swept from 0.01-26.5 GHz, the amplitude of the envelope signal as
measured by the lock-in varies in direct proportion to the frequency response of the Mach-Zehnder.

0 20
Frequency (GHz)

Figure 4. Swept-frequency measurement of electro-
optic bandwidth of a typical Mach-Zehnder device, in-
dicating that bandwidth is wider than 20 GHz.

advance was achieved by improving the match of
the electro-optic overlap between the optical wave-
guide and the electrode.

Our third improvement to the lithium niobate
Mach-Zehnder system was to reduce the total
optical insertion loss to 3 dB. This advance was
achieved by more effective polishing procedures
and improvements in the waveguide design, which
combined to give a better mode match between the
optical fiber and the optical waveguide. Finally, it
is important to emphasize that we can repeatedly
and reliably obtain these superior performance

characteristics—wide bandwidth, low switching,
and low optical insertion loss—within any given
device by delicately balancing the design parame-
ters.

Future Directions

We have made important strides this year in
lithium niobate integrated optical devices. Specifi-
cally, we have fabricated and evaluated Mach-
Zehnders which have > 20-GHz bandwidths, < 10-
V switching voltages, and 3-dB optical insertion
losses. Our future plans include removing the
resonances from the high-frequency, electro-optic
characteristics of the modulators, and also rugge-
dizing the Mach-Zehnder package. This research
and development program should enable us to
realize the full potential of this integrated optics
technology.1

1.  G. M. McWright and J. C. Koo, "Integrated Optics
for Diagnostics," Energy and Technology Review,
Lawrence Livermore National Laboratory, Liver-
more, CA, UCRL-52000-87-4 (April 1987), pp.
21-27.



Microfabrication Development

Dino R. Ciarlo, Wing C. Hui,
and James A. Folta
Engineering Research Division
Electronics Engineering

During FY 89 we worked on a number of new processes to provide LLNL researchers with
specialized microstructures for their experiments. Our development efforts included a new
phase grating fabrication process for diffraction gratings that can be used in x-ray spectrome-
ters, a method to fabricate laser alignment targets with variable reflectivity, a study of (110)
silicon etching with applications to miniaturized sensor and heat sink design, and the electro-
chemical etching of silicon wafers to form thin silicon membranes for use as x-ray windows.

Introduction

We are using integrated circuit (IC) microfabri-
cation technology to produce custom microstruc-
tures for several LLNL programs. These micro-
structures are specialized physical devices with
dimensions of a few micrometers. They are used
as diagnostic devices, as sensors, and as targets in
LLNL experiments. Programmatic support for this
activity has steadily increased over the last few
years. During FY 89 we received programmatic
support to deliver a number of microstructures, in-
cluding the following:

* Micromachined silicon heat sinks for laser diode
cooling

* Microelectrode chemical sensors

* Vacuum-integrated circuits for high-tempera-
ture, radiation-hard electronics

» Advanced optical sensors

» Laser alignment targets

* Thin x-ray transmissive windows

These types of microstructures are custom-de-
signed for a specific application, and are not com-
mercially available. Also, this past year we in-
stalled a third low-pressure chemical vapor deposi-
tion (LPCVD) system for the deposition of boron
nitride thin films for x-ray transmissive windows.
The other two LPCVD systems are used to deposit
thin films of silicon nitride and polysilicon.

Progress

Phase Diffraction Gratings

We have developed a new way to fabricate dif-
fraction gratings on a smooth silicon wafer sub-
strate. In previous work, diffraction gratings were
printed and etched into the surfaces of silicon wa-
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fers using chemical etchants such as potassium
hydroxide. Lines and spaces as small as 0.75 pm
were used. The reflection efficiency of these grat-
ings tends to be low because the etched grooves
have a rough texture and the incident energy can
reflect only from the unetched tops of the grooves.
Our new method of fabrication produces gratings
with smooth surfaces in the etched grooves them-
selves as well as between the grooves. Such grat-
ings are called phase gratings because the depth of
the etched grooves is adjusted to get the desired
phase angle shift between the energy reflected
from the tops and the bottoms of the grooves.
Since the collected energy is reflected from the
entire grating surface instead of from just half the
surface, the grating efficiency is higher.

These gratings are useful in x-ray diagnostic
experiments where they serve as substrates for
synthetic multilayers. Several groups at LLNL are
conducting x-ray diagnostic experiments using
such synthetic multilayers. They have an increased
reflectivity to low-energy x rays because of Bragg
diffraction of the low-energy x rays from the de-
posited multilayers. In some applications, new
X ray spectrometers can be built by depositing the
synthetic multilayers on top of an existing diffrac-
tion grating.

Laser Alignment Targets

We have developed a method to mass-produce
laser alignment targets using our low-stress silicon
nitride technology. To do this, we first deposit a
0.5-gm-thick, low-stress silicon nitride film on a
15-mil-thick, 3-in.-diam silicon wafer using
LPCVD. We then evaporate a 0.5-pm-thick gold
film on one side of this wafer. Using double-sided
photolithography, an alignment target is printed
on the surface of the gold film while a window etch
pattern is simultaneously aligned and printed on



Figure 1. Silicon wafer, 3-in.-diam, with 40 laser
alignment targets etched into its surface.

the opposite side of the wafer. The alignment tar-
get is then etched using a gold wet etch, and then
the silicon nitride in the window pattern on the
opposite side of the wafer is plasma etched. Fi-
nally, the silicon is etched away leaving several
free-standing silicon nitride windows in the wafer,
each window containing a 0.5-pm-thick gold

target. Figure 1 is a photograph of a 3-in.-thick sili-
con wafer containing 40 alignment targets. Scribe
lines are also etched into this wafer so that the win-
dows can be separated into individual parts with-
out requiring any sawing. The yield on these parts
is very high because of previous work on control of
the parameters required to deposit low-tensile-
stress silicon nitride. During a recent run, we fabri-

Figure 2. Close-up view of a laser alignment target
showing the 25-lJam-wide gold alignment lines.
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cated these targets on six 3-in.-thick wafers and got
a 100% yield to give « x 40 = 240 alignment targets
in one run.

For some applications, the silicon nitride window
supporting the gold alignment targets needs to be
somewhat roughened so that it will scatter light.
Such surfaces are made by depositing the LPCVD
silicon nitride film on a silicon surface that has
been roughened slightly by using a lapping grit.
The resulting roughness of the surface is transferred
to the deposited silicon nitride. Figure 2 is a close-
up photograph of one of the silicon nitride windows
with the 0.5-[im-thick gold alignment target clearly
visible. The width of these gold lines is 25 pm. The
area of the silicon nitride in this window is 5 by §
mm, and the overall chip size is 19 by 19 mm.

Anisotropic Etching of Silicon

During FY 89 we continued to study the ani-
sotropic or directional etching of silicon wafers in
order to develop the techniques required to etch
certain useful structures. Most of the interesting
structures we etch are on (. :0) oriented silicon
wafers. When we purchase these (110) oriented
wafers we usually ask that an orientation flat be
placed on a (...) crystal plane which is perpen-
dicular to the (110) surface. If vertical deep grooves
are to be etched, then the mask is aligned so that
the grooves run parallel to this orientation flat. For
other structures, it is necessary to intercept other
(1 +1) crystal planes which are also vertical to the
(110) surface. There are two possibilities, as shown
in Fig. 3. The second vertical (111) crystal plane
makes an angle of 70.6° to the alignment flat, but it
can be in either of two directions as shown. The
only way to tell the direction of the second perpen-
dicular (. ..) plane is to etch a small feature and
then carefully inspect the edges. If one etches a
small pit in the surface of such a wafer, the struc-
ture shown in Fig. 4 will result. At the corners,
there will be etched edges which make angles of
70.6° or 54.7°. The vertical (111) plane is the one
that makes a 70.6° angle with the orientation flat.

’erpendicular
.(111) crystal
\ planes

Surface

Figure 3. Possible orientations for the vertical (111)
crystal planes on a (110) oriented silicon watfer.
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(110) Surface etch pit Vertical hole

Figure 4. Etch pit in a (110) oriented silicon wafer
showing the enclosed crystal planes.

In general, when silicon is directionally etched
with a wet etch such as potassium hydroxide, the
shapes of the resulting inside angles in the etched
cavities are well-behaved and easy to predict.
Their shape approaches a terminal shape which
can be predicted in advance. Outside corners etch
more irregularly and are not easy to predict, since
their shape depends on how long the part is etched.
Figure 5 is a diagram of a pattern etched into the
surface of a (110) oriented silicon wafer. All the
mask edges were aligned to vertical (. :.) crystal
planes. Figure « shows SEM images of a surface
that has been etched with this pattern. As can be
seen, the obtuse-angled corners come together in
one sharply defined crease. The acute-angled cor-
ners contain a (.« 1) crystal plane which makes a
35.3° angle to the surface of the wafer. This data is
especially useful when designing structures which
have to be etched through the entire thickness of a
wafer, as is required in water manifolds for micro-
channel heat sinks.

Electrochemical Etching of Silicon

We are developing the capability to fabricate
thin single crystal membranes of silicon by electro-
chemical etching.. Thicknesses between | to 3 pm
are especially useful. Such membranes can be used
as x-ray transmissive windows or as targets in

Masked
area

Etched
area

70.6°

Figure 5. Pattern to be etched into a (110) oriented
silicon wafer to study inside corner etching.
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spectroscopy experiments. The approach we are
using is to purchase (1o0) oriented silicon wafers,
which are p-type and which have a thin epitaxial
n-type layer grown on their surface. The thickness
of this n-type layer has to equal the thickness of the
desired single-crystal silicon membrane. The wa-
fers are placed in a potassium hydroxide solution
and biased as shown in Fig. 7. Initially very little
current flows, because for this bias arrangement,
the p-n junction diode is reverse-biased and thus
prevents current flow. In this configuration, the
exposed p-type silicon is etched by the KOH.
When the p-type silicon is completely etched, there
is no longer a p-n junction to limit the current and
it increases. This high current causes a thin oxide
to form over the exposed n-type region and the
etching stops. The resulting membrane has the
thickness of the initial n-type epitaxial silicon layer.
A special Teflon fixture was designed and built to
hold the wafer during the etching. This fixture

n-type silicon
epi layer

p-type silicon

Mask material

KOH
electrolyte

Platinum
electrode

Figure 7. Experimental configuration for the electro-
chemical etching of silicon membranes.



Figure 8. Silicon wafer, 3-in.-diam, that has been
electrochemically etched to form five thin silicon
membranes.

protects parts of the wafer from the etchant and
also provides an electrical contact to the n-type
region. A potentiostat was incorporated in the
control circuit to control the working electrode
potential and provide better process control. Fig-
ure 8 is a photograph of a 3-in.-diam, 15-mil-thick
silicon wafer that was etched using this method.
This wafer contains five thin silicon membranes, 3
mm wide and 2 to 5 cm long.

Future Work

During FY 90 we plan to perform additional
studies on several silicon wafer bonding tech-
niques. In particular we want to measure the
strength of several different wafer bonds and com-

Diagnostics and Microelectronics

pare this data with acoustic microscope photo-
graphs of the same bonds. We also expect to con-
tinue refining our electrochemical etching tech-
nique for single crystal membrane formation. We
would like to achieve silicon membranes as thin as
0.1 pm. Finally, we expect to work with a new
process to achieve gallium arsenide (GaAs) thin
membranes. In this process, GaAs films are grown
by molecular beam epitaxy (MBE) on a GaAs sub-
strate that has been coated with a thin MBE alumi-
num arsenide (AlAs) sacrificial layer. The top thin
GaAs layer can be floated off the thick GaAs sub-
strate by dissolving the thin AlAs sacrificial layer
in hydrofluoric acid. Such thin GaAs films have a
number of useful applications. In particular, if
laser diodes are fabricated in this thin GaAs layer,
the layer can then be attached to a heat sink for the
efficient removal of the heat generated during laser
operation.
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Improvements in Molecular Beam Epitaxy

Technology

Raymond P. Mariella Jr. and
Gregory A.Cooper
Engineering Research Division
Electronics Engineering

Our objectives in FY 89 were to put our molecular beam epitaxy (MBE) machine's shutters
and oven temperatures under full computer control, so that complex structures such as graded
bandgap materials or superlattices could be grown reproducibly by "recipe." In addition, we
intended to produce high quality films as characterized by electron mobility. We accomplished
these goals, and now use our MBE to grow GaAs/Ga, xAlxAs thin films from which our co-
workers have fabricated optical waveguides, ultra-high-speed photoconductors, GRINSCH
SQW diode lasers, and charge-coupled devices (CCDs). We also developed the capability to
grow InGaAs strained-layer quantum wells and superlattices by adding an indium oven and
an arsenic cracker to our MBE system. We started growing these InGaAs structures at the end

of FY 89.

Introduction

MBE is a technique by which substrate wafers of
materials such as gallium arsenide (GaAs), silicon
(Si), or indium phosphide (InP) are individually
coated with single-crystal layers of Gal y xAlxInyAs.
The coating, which typically takes place at the rate
of one monolayer per second, is primarily a result
of the chemical reaction between arsenic (As) and
one or more of the group IIl metals aluminum (Al),
gallium (Ga), or indium (In). Figure 1 shows a

figure 1. Schematic
drawing of the molecular
beam epitaxy (MBE) ma-
chine. The various ele-
ments are heated for
evaporation and the asso-
ciated elemental fluxes

schematic drawing of an MBE system. Maintain-
ing the substrate wafer in the temperature range of
200°C to 750°C, we expose it to molecular beams of
As4 (or As, from the cracker) and Ga, Al, and In, as
well as trace quantities of selected dopants such as
Si or beryllium (Be). Because the molecular beams
can be shuttered off and on in a fraction of a sec-
ond, and because the growth process tends to an-
neal the surface, it is possible to grow very high
quality interfaces by MBE. Figure 2 shows a trans-
mission electron micrograph of an AlAs/GaAs
superlattice which we grew under computer con-

Ultra-high vacuum chamber

are turned off and on Thermocouple
with shutters.
GaAs wafer
Shutters
10-kV
e-gun Phosphor
screen
Silicon
Beryllium
Aluminum
11i
Indium Gallium
Arsenic
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Outer surface of superlattice \

Figure 2. High resolution TEM micrograph of a super-
lattice with 50 pairs of GaAs/AlAs with each individual
layer having a thickness of four monolayers or 11 A. At
the start of the growth some roughness of the interface
can be seen, but this smooths out almost completely at
the final layer. Total thickness of the superlattice is

550 A.

trol. The roughness of the interface which is visible
at the start of the superlattice is essentially
smoothed away at the outer surface.

Progress

We grew more than 80 different films in FY 89.
These have been processed into photoconductive
light detectors with graded bandgap AlGaAs on
low temperature GaAs which displayed enhanced
sensitivity and response times under 50 ps; as well
as GaAs CCDs with 128 cells, waveguide/light
modulators with response times under 50 ps; and
also GRINSCIT-SQW diode lasers with a current
threshold of 300 A/cm?. Figure 3 shows a plot of
the electron mobility for a GaAs layer which we
grew by MBE with Si doping at 7 x 1014/cm3. The
room temperature mobility of 8,000 cm2/(V ' s)
and the 90 K mobility greater than 70,000 cm2/(V ' s)
indicate very high quality epitaxial growth.

One important factor in the successful film

Diagnostics and Microelectronics

Temperature

Figure 3. Log-log plot of electron mobility vs temper-
ature for MBE GaAs doped to 7 X 1014/cmj, n-type. At
300 K, room temperature, the mobility is 8000 cm2/(V- s),
and this increases to more than 70,000 cm2/(V *s) at 90 K.

growth for FY 89 has been the development of
computer control of the MBE shutters and oven
temperatures. We have accomplished this using a
16-MHz Everex 80386-based computer running
Microsoft QuickBasic 4.0. Although the code can
be run in the compiled form, the computer and
program are fast enough so that the interactive
mode is sufficient. The program constantly polls
the keyboard for operator input, also polls the oven
temperatures, and continuously displays the open/
shut status of each shutter. During a growth by
"recipe,” the computer monitors the time of each
individual growth step and can perform a change
in oven temperature or shutter status with an accu-
racy of 0.1 sec or better. Growth steps can include
superlattice structures such as the example shown
in Fig. 2 and also linear or parabolic band-gap
grading, which is necessary for high-performance
diode lasers.

Future Work

We will continue our epitaxial growth of thin
films for use in the development of photoconduc-
tive light detectors, waveguide/light modulators,
and GaAs CCDs. We will also grow GRINSCIT
SQW diode lasers with InGaAs strained-layer
quantum wells to provide longer-wavelength laser
emission. In addition, we will investigate the use
of InGaAs strained-layer superlattices to build
high-efficiency photocathodes for the near infrared.
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Quantum Well Lasers

Raymond P. Mariella Jr.
Engineering Research Division
Electronics Engineering

In FY 89 we used our molecular beam epitaxy (MBE) machine with full computer control of
shutters and oven temperatures for the reproducible growth of epilayers to fabricate GRINSCH
SQW diode lasers based on gallium arsenide and aluminum gallium arsenide. We processed
these wafers into broad-area lasers and observed threshold current densities as low as 300 A/
cm2. We also developed the capability to grow InvGa] yAs strained-layer quantum wells by
adding an indium oven and an arsenic cracker to our MBE system. We have recently (end of
FY 89) begun to set up the apparatus required to characterize the emission wavelengths from

these lasers.

Introduction

Graded-index separate-confinement heterostruc-
ture single-quantum-well diode (GRINSCH SQW)
lasers based on gallium arsenide (GaAs) and alu-
minum gallium arsenide (AlxGal xAs) have demon-
strated the highest electrical efficiency of any laser,
generating 12 W of constant power at 25% effi-
ciency and 50 W average power under pulsed con-
ditions at greater than 50% efficiency.12 Figure |
shows the epilayers which comprise a typical
GRINSCH SQW diode laser and Figure 2 shows a
typical broad-area device. The important features
of a GRINSCH SQW laser are a high-quality
waveguide structure, which is the parabolically-
graded AlGaAs region, approximately 0.4 pm
wide, for the confinement of the laser light; and a
very narrow (60 to 120 A) GaAs quantum well
which effectively concentrates the electrons and
holes, thereby providing the maximum optical gain
for a given amount of injection current. The typical
emission wavelength for a GaAs GRINSCH SQW
laser is in the range between 820 nm to 850 nm;
narrower quantum wells give shorter wavelengths.
By using a quantum well of In*Ga, yAs instead of
pure GaAs, the band gap of the quantum well is
reduced with increasing indium mole fraction y,
and the wavelength of the emitted light is corre-
spondingly increased. Diode lasers of this type
emitting wavelengths as long as | pm have been
reported in the literature.3 This wavelength range
has a number of applications for LLNL programs
such as satellite-submarine communications, and
because of their extremely high efficiency, small
size, and ruggedness these devices are ideal for the
optical pumping of neodymium lasers or other
solid state lasers.

Progress

In FY89 we grew and fabricated GRINSCH-
SQW diode lasers with measured current thresh-
olds of =300 A/cm). Figure 3 is a plot of light
power versus drive current for one of our lasers
with a length of 350 pm and a width of 100 pm; the
threshold current of 100 mA corresponds to a cur-
rent density of 290 A/cm2. Our best growth dem-
onstrated threshold current and efficiency superior
to that of the best wafers which we had purchased
from commercial sources. We have also started
growing our films with arsenic from an arsenic
cracker, which is necessary for the growth of high-
quality InyGal yAs strained layer quantum wells.
The In"Ga, yAs crystal structure has a slightly
larger lattice constant than that of pure GaAs, but

0.2 pm p+GaAs

1.5 pm p- Ga05 A105 As

0.2 pm graded p~
Gal08Al02As —>Ga05Al 5 As

40A GaAs
50A InvGa] VAS
40A GaAs

0.2 pm graded 7-

#0.5A0 9.5 As —>Ga0gAl02As
1.5 pm n-Ga0.5-"10.5 As
0.5 pm n+-GaAs buffer

n'-GaAs substrate

0%50% Al content in Gai,, AL As

Figure 1. Schematic drawing of the layers which com-
prise a GRINSCH SQW InyGal yAs diode laser. The
parabolically-graded AlGaAs region acts as a
waveguide structure for the confinement of the laser
light.



the quantum wells are thin enough so that the

In Gal vAs undergoes a coherent strain to match
the lattice of the rest of the crystal, hence, the term
"strained layer." We have grown a number of
films with InyGal vAs single or multiple quantum

Metal contact
0.1 mm

Insulator

EPI layers

Thinned GaAs
substrate

Lasing region Metal contact

Figure 2. Typical broad-area diode laser. The lasing
region corresponds to the graded bandgap layers in
Fig. 1.

0 100 200
Laser operating current (mA)

Figure 3. Plot of output power versus drive current for
a laser made from our MBE grown material. The sharp
"kink'" at 100 mA corresponds to a lasing threshold of
290 A/cm2.
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wells, and examinations of the films with high-
resolution cross-sectional transmission electron
microscopy show these layers to be of high crystal-
line quality.

Future Work

We will continue our work on GRINSCH SQW
diode lasers with InyGa, yAs strained layer quan-
tum wells to provide laser emission wavelengths
falling in the range from 0.9 pm to 1.0 pm. In par-
ticular, we will examine a variety of growth para-
meters such as growth temperature, reactant
fluxes, and bandgap grading which affect the over-
all performance of these lasers. The bandgap grad-
ing is particularly interesting, since the present
growth recipe generates a parabolic profile with
60% aluminum on the outside and 20% aluminum
next to the quantum well. This structure has set
world performance records for a GaAs quantum
well, but may not be optimal for InvGaj vAs quan-
tum wells. Specifically, lowering the inner alumi-
num content to 15% or 10% may improve device
performance with the smaller bandgap
InvGal yAs material in the quantum well. Also, we
will develop fabrication and characterization tech-
niques so that we can support the other work being
done at LLNL in diode lasers. Specifically, we will
develop the metalization procedures necessary to
produce bars of lasers which can be used by Y-
Division in their high-power heat sinking program.
Other specialized fabrication procedures to pro-
duce lasers for classified programs will be devel-
oped as well.

1. D. Mundinger, R. Beach, etal., Appl. Phys Lett., 53,
1030 (1988).

2. D. Mundinger, private communication.

3. L. E. Eng, etal., Appl. Phys Lett., 55,1378 (1989)
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Wavelength Deflection Technique for
Recording Microwave Signals

Charles F. McConaghy
Engineering Research Division
Electronics Engineering

During FY 89 we have continued investigating an optical recording technique for single-shot
electrical signals with bandwidths exceeding 10 GHz. The technique consists of optically en-
coding the electrical signal's time history into optical wavelengths, and then deflecting the opti-
cal signal across a readout array with a diffraction grating. During FY 88 we showed successful
recording of repetitive signals having bandwidths up to 20 GHz with this technique. Our FY 89
goals were to characterize and minimize overall system losses, with the objective of recording
single-shot signals. An additional goal has been research into chirped laser diode sources as a
substitute for the large table-top dye laser used in our earlier experiments. Progress was made

in both of these areas.

Introduction

We are exploring wavelength deflection as a
method for recording fast electrical signals having
very wide bandwidths. The basic principle is to
encode each time point of an electrical waveform to
a unique optical wavelength., From a practical
standpoint, the encoding is accomplished with an
optical carrier wave provided by a chirped laser
whose wavelength varies linearly over a time inter-
val equivalent to the duration of the signal to be

Figure 1. Wavelength-
deflection recording proc-
ess. A chirped laser and
an integrated modulator
provide a way to encode
the electrical waveform.
The signal is recovered by
deflecting the incoming
light with a diffraction
grating across an optical
multichannel analyzer
(OMA).

Chirped
laser
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recorded. This chirped carrier is amplitude-modu-
lated with the fast electrical signal by means of an
integrated Mach-Zehnder modulator and then
transported over a fiber. Readout and recovery are
accomplished with a spectrometer which deflects
the incoming light across an imaging array with a
diffraction grating (Fig. 1).

Other optical encoding schemes that transport
microwave-bandwidth electrical signals are based
on either direct or indirect modulation of a laser
diode. The direct modulation of a laser diode is
limited to a bandwidth of about 10 GHz and must

OMA

Integrated

dulat . .
modulator Single or multimode

fiber Grating
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Figure 2a shows a single-shot picture of a single
pulse and Fig. 2b shows a much cleaner trace of a
large number of these pulses. We have seen a large
amount of variation in the noise spectrum from
pulse to pulse when observing in the single-pulse
mode. We believe that these variations are mini-
mized when integrating a large train of pulses in a
repetitive mode. At the present time, the noise
spectrum and pulse-to-pulse spectrum variations
of individual laser pulses are the main limitations
in obtaining high quality single-shot data. In spite
of these limitations, we were able to capture some
single shots with the wavelength deflection system.
Figure 3 shows a single shot of an =-GHz sine wave
captured by the wavelength deflection system.
Most of the noise on the sine wave is due to the
spectral noise of the chirped carrier. Presently we
are looking into techniques that we hope will mini-
mize the spectral noise. One of these techniques is
to narrow the laser spectrum by a birefringent fil-
ter, to increase its energy by cavity dumping or a
dye amplifier, and then to use this higher peak
power pulse to get increased bandwidth by self-
phase modulation in a short fiber.

Energy Requirements and Losses

All photonic systems have optical losses. This
requires us to provide enough energy in the origi-
nal optical carrier to make up for the photons lost
in the various couplers, modulators, gratings, fi-
bers, mirrors, etc. that may be in an overall pho-
tonic system. The number of photons that are
needed at the point in the system where they are
converted back to electrons is a function of the
desired signal-to-noise level. In the wavelength
deflection technique, this conversion is accom-

c 200

nmil it H

ra 150

Wavelength (nm)

Figure 3. Single-shot picture of an 8-GHz sine wave
using the synchronously-pumped dye laser for the
chirped optical carrier.
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plished with an OMA at the back end of the spec-
trometer. The OMA consists of a linear array
imager preceded by a single or dual microchannel
plate intensifier. The intensifier provides enough
gain to achieve the shot noise limit and is capable
of seeing down to the single photon level. In order
to achieve the shot noise limit, it is important that
other noise sources such as dark noise in the
readout, clock noise in the readout, or dark noise in
the intensifier are negligible. By gating and using a
very high gain intensifier, it is possible to neglect
these noise sources. Assuming the shot noise limit,
the amount of energy needed in the optical carrier
to obtain a specific signal to noise ratio is given by

“total = L°SSeS X Ephoton X “points X (S/N)2/QF .

Ephoton is the Photon energy (at 810 nm, Ephoton is
1.53 eV), N ojnts is the number of data points, S/N is
the desired signal to noise, and QE is the quantum
efficiency of the device that converts the photons to
electrons (in an intensified OMA this is a pho-
tocathode which might have a QF of 2% at 8§10
nm). To achieve a S/N of 100 with 100 data points
and a system loss of 20 dB will require 1.2 nj of
laser energy. This number can be reduced by im-
proving the QF or by reducing the system losses.
Recently we acquired a microchannel plate with
10 % QE at 810 nm which should permit us to
reduce the laser energy by a factor of =5.

Figure 4 shows a block diagram of the major
components of the wavelength deflection system
together with the optical loss of each component.
The first type of optical loss is Lc, the coupling loss
from the laser into the fiber. The secondisL .. |,
which is the loss in the chirping fiber. The third is
Emod' which is the loss in the integrated modulator.
The fourth is Etfiber, which is the loss in the fiber that
transports the optical signal to the spectrometer.
The fifth term is Lspec, which is the loss in the spec-
trometer and includes the grating,mirrors, and
input coupling losses. Therefore, Ltotal = Lc + Ecfjber +
Emod  Etfiber “spec’

We measured the losses of each component indi-
vidually, and the results are shown in Fig. 4. Best
and worst case numbers are dependent on several
variables. For the chirp fiber and modulator, in-
creased losses of at least | dB were observed if
connectors were used. Another variable that af-
fects the losses of the modulator and spectrometer
is the polarization of the light, since both devices
are polarization-sensitive. Currently the chirp fiber
is Corning Glass FLEXCOR 850 with a total length
of | km. A better choice would be to use a polari-
zation-preserving fiber, but this was not obtain-



be done at optical wavelengths of 1300 or 1500 nm
in order to circumvent fiber dispersion. Unfortu-
nately, the photocathodes used in both streak cam-
eras and microchannel plate (MCP) intensifiers are
nonfunctional at these wavelengths, which conse-
quently limits the recording of these signals to
detector/oscilloscope arrangements. One advan-
tage of the wavelength encoding technique pre-
sented here is the ability to maintain high band-
widths in fibers where dispersion might otherwise
limit bandwidth.

Once the signal is wavelength-encoded at the
Mach-Zehnder modulator, it can then be propa-
gated over long fibers (1 km). In fact, the fiber can
even be multimode. This has allowed us to propa-
gate signals up to 20 GHz in bandwidth down |
km of multimode fiber at a wavelength of 820 nm.
Successful transmission of this bandwidth on such
a long run of multimode fiber is unique. Another
advantage of the wavelength-encoding technique
is the potential to achieve better time resolution
than a conventional streak camera. Subpicosecond
resolution is possible with a trade-off in record
length and number of data points. Yet a third ad-
vantage is a simplified detector arrangement con-
sisting of a relatively slow-speed MCP and imager,
without requiring either a streak camera or oscillo-
scope.

Progress

During FY == we demonstrated the feasibility of
the wavelength-encoding scheme in our lab with a
dye laser. These early experiments were done re-
petitively by synchronizing our chirped laser to the
electrical signal to be recorded. This work was
reported in the FY == Engineering Research and
Development report.

In FY 89 our goal has been to demonstrate wave-
length-encoding technology in single-shot experi-
ments. To achieve this goal, it was first necessary
to isolate a single pulse from our repetitive laser.
For most of our experiments, we have used a syn-
chronously-pumped dye laser (Stryral 9 dye)
which has a pulse width of 500 fsec at a nominal
wavelength of 820 nm and a repetition rate of 82
MHz. A Pockel cell was used to isolate a single
pulse. After some experimentation we found that
the Pockel cell was not sufficient by itself to yield a
single pulse. The Pockel cell has a rejection ratio of
1000:1 between the single switched pulse and the
rest of the unswitched 82-MHz train of pulses.
However, the residual unswitched pulses actually
had considerably 000 times) more total energy
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than the single switched-out pulse we were inter-
ested in using for our single shot measurements,
because of the large number of unswitched pulses
that occur during the optical multichannel analyzer
(OMA) window time.

To minimize the effect of the unswitched back-
ground pulses, a gated microchannel plate intensi-
fier was used in front of the OMA array to further
attenuate the unswitched pulses. The gate time
was not extremely critical as long as it was kept
below .00 nsec, since the main purpose was to
further reduce the 82-MHz signal the OMA would
otherwise have integrated over its long window
time of 10 msec. An additional benefit of the short
gate pulse is a great reduction in the thermally-
generated electrons which are emitted by the pho-
tocathode of the microchannel plate if it is left on
for a long period of time. In fact, gating for single-
shot events allows the noise level to be minimized
to the shot noise limit where the noise is propor-
tional to the square root of the signal. We found
that the spectrum of individual laser pulses was
considerably noisier than that of the repetitive
pulse train that we had previously observed.

Figure 2. (a) Optical spectrum of a single pulse from a
synchronously-pumped dye laser, (b) Optical spectrum
of multiple pulses from a synchronously-pumped dye
laser.
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able. Some decrease in losses still might be pos-
sible at the modulator as better devices become
available. Another possible loss term that could be
decreased is the input coupling loss, which is
highly dependent on the type of laser used as well
as the optics selected to gather the light into the
fiber.

Chirped Diode Lasers

The key element in encoding time to optical
wavelength is the chirped laser source. There are
two ways to generate this chirped optical carrier.
One way is to use a laser that can be electrically
tuned in wavelength over the time period of inter-
est (I to 10 nsec in this case). An alternative ap-
proach is to start with a laser pulse that is suffi-
ciently short and spectrally wide. This laser pulse
is chirped by coupling it into a single-mode fiber
which will give a linear chirp with respect to time
based on the group velocity dispersion of the fiber.
This technique makes use of the material disper-
sion of the fiber and does not require the laser
pulse to be of high peak power. This latter ap-
proach is what we used exclusively in all the ex-
periments with the wavelength deflection system.

Even though no experiments have been done
with electrical wavelength-tunable lasers, it is
worth commenting on this approach. There is no
commercial source of wavelength-tunable diode
lasers at this time. However, a great deal of re-
search is going into these devices in Japan, Europe,
and the U.S; Most of the commercial interest in
these devices is for wavelength division multi-
plexed (WDM) systems. Some of the results
achieved show continuous tuning of over 5 nm by
varying the current to the various tuning sections
of the diodes. These devices, if available, could be
used to provide a chirped source for our applica-
tions. One benefit of the wavelength tunable di-
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odes would be an easy way of changing record
lengths, simply by varying the time of the current
tuning ramp. These diodes should also put out a
relatively flat amplitude spectrum as they are
tuned. Other advantages are that polarization can
be maintained, and that the optical loss of the chirp
fiber would be removed from the system. Tunable
diodes probably will not achieve the time resolu-
tion that we have obtained with our short pulse/
fiber chirped laser, but will probably meet the need
for record lengths of . nsec or longer.

Although wavelength-tunable diodes have not
yet reached the commercial market, we have been
investigating a Q-switched diode laser as a possible
substitute for our dye laser in the short pulse/fiber
method of generating the chirped optical carrier.
Soviet researchers have reported on a laser diode
that has an integral saturable absorber within the
laser cavity . These diodes have produced pulses
as short as 5 psec with peak power up to 10 W.

The other interesting attribute of these diodes is
broad optical spectrum (as wide as 20 nm). This
type of laser, when coupled to a kilometer of fiber,
could provide a fairly compact, easy-to-use chirped
source.

During FY 89, development of the Q-switched
diode was pursued from two directions. We have
purchased a specimen of the only commercially
available Q-switched diode. In addition to our
evaluation of this diode, we have begun work on
fabricating our own devices. The Q-switching is
accomplished by holding off lasing by means of a
saturable absorber. This allows a much larger
population inversion to build up than in a conven-
tional laser diode. Saturable absorbers have been
built in two different ways. The best results have
been obtained by building a diode with three sepa-
rate sections. Two of these sections are pumped
under forward bias, while the third section is re-
verse biased and acts as a voltage adjustable satu-

Laser MCP Figure 4. Optical losses of
readout  the various components
in the wavelength deflec-
tion system.
Fiber Chirp Modulator Transport Spectrometer Spectrometer
coupling fiber loss fiber input optics losses
loss loss loss losses
-3dB -2.3dB -6.6 dB  Variable -0.4 dB -5.6 dB
(-10dB) (-4.9dB) (-7.8dB) (-10.9 dB)
L A cfiber "mod fiber A spec

Best case: -17.9 dB
Worst case: -33.6 dB
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rable absorber. This is the type of device we have
begun fabricating. The commercially available
diode implements the saturable absorber by dam-
aging one end of the diode with high energy ions
(16-MeV oxygen ions). These ions form traps for
some distance in from the end facet and this region
of traps acts as the saturable absorber.

Experiments were done to measure the perform-
ance of the commercially-built laser diode. Streak
camera traces showed that the diode has a .o-psec
pulse width, and energy measurements indicated a
10-pJ output, which roughly corresponds to a 1-W
peak power output. We used a negative-going
370-psec pulse of about 30 V to drive the diode. If
the drive pulse is increased to higher amplitudes,
the diode will pulse more than once during the
drive time. One, two, or three pulses were ob-
served, depending on the amplitude of the drive
pulse. The interpulse time averaged about 100 psec
but was dependent on the drive level.

The laser diode was coupled into a fiber to form
a chirped carrier. The output was displayed on a
spectrometer with streak camera readout so that
both the spectral and temporal characteristics
could be observed. Figure 5 shows the results.
The first thing to note is the straight-line depen-
dence between time and wavelength. This is due
to the material dispersion of the fiber and is the
type of characteristic we need for the chirped
source. Note also that the spectrum is quite broad
(at least 10 nm). A third point of interest is that the
spectrum is noncontinuous (holes are present
across the 10 nm of bandwidth). The spectrum was
also seen to change somewhat from pulse to pulse.
Although we were able to record data up to about

Wavelength (nm)
Figure 5. Single-shot recording of both time and wave-

length for a Q-switched laser diode coupled to 1 km of
single mode fiber.
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12 GHz using this diode, it is not ideally suited for
use as a chirped source because of the holes in the
spectrum. These holes would translate to missed
portions of the record when capturing data. How-
ever, the Soviet research indicates that it might be
possible to obtain a continuous spectrum by using
diodes where the saturable absorber is imple-
mented as a reverse-biased section. We hope to
verify this finding as we study our own multisec-
tion diodes.

Future Work

The FY 89 work has focused on establishing
single-shot performance. To achieve this, we have
measured and then minimized the optical losses of
the various components of the wavelength deflec-
tion system. In addition, we were able to isolate
single laser pulses from our sync-pumped dye
laser and observe their optical spectrum. We now
know that the present laser system lacks spectral
stability on a single-pulse basis.

The main emphasis for future work will be to
obtain a more stable spectrum for single-shot appli-
cations. For table top lasers such as our sync-
pumped dye laser, we believe this can be accom-
plished by increasing the energy of the pulses by
either cavity dumping or post-amplification. These
higher power pulses could be used with a fiber to
obtain a nonlinear self-phase modulation in a short
fiber. This would increase the spectral bandwidth
with the object of obtaining a cleaner spectrum
than that available from the basic dye laser. An-
other possible way to obtain a more stable spec-
trum is to start with a more stable laser such as a
colliding pulse laser (CPM). These lasers can gen-
erate pulses as short as 50 fsec. One disadvantage
of the CPM is that the wavelength of operation is in
the visible area where fiber losses are much higher.
In addition, the Mach-Zehnder modulators would
have to be specially fabricated for the visible range,
since we have to date made devices only for 810
and 1300 nm. If the CPM laser were pursued, it
might be worthwhile to try to build an infrared
version, which has been shown to be possible by
some researchers s

Work is expected to continue on Q-switched
laser diodes as a possible diode candidate for the
chirped carrier. Currently a three-electrode device
is in fabrication. There is still a fair amount of re-
search to be done on these devices to explore how
the saturable absorber works to generate both a
short pulse and a wide spectrum.
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Calibration of Optical Transient Detectors
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Sterling J. Andreason
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Electronics Engineering

Many Laboratory programs require the calibration of devices that measure the energy con-
tent of optical pulses. To develop a calibration procedure, we studied techniques for the meas-
urement of transient light sources and the calibration of suitable detectors. A method was de-
veloped to calibrate commercially-available energy (joule) meters with an accuracy traceable to
the National Institute of Standards and Technology (NIST).

Introduction

Recent improvements in optical standards,
detectors, equipment, and sources have created a
need for greater accuracy in the Laboratory's radio-
metric techniques. For this reason, the Labora-
tory's Optoelectronic Calibration Facility (OCF) has
expanded its activities to assist various Laboratory
programs with radiometric and photometric cali-
bration.

The accurate calibration of silicon detectors used
to measure the energy of optical pulses is of par-
ticular interest to many Laboratory research activi-
ties. However, the manufacturer's calibration of
commercially available silicon-detector joule me-
ters widely used at the Laboratory has often been
inadequate. We have therefore developed a meth-
od of optical pulse calibration for use at the Labo-
ratory, and present here a progress report on the

development of a reliable means for calibrating
silicon detectors used for transient optical measure-
ments. We discuss the traceability of the radiomet-
ric standard to NIST, the electronically-calibrated
pyroelectric radiometer (ECPR) on which the pro-
cedure is based, and the operating principles of the
joule meters for which calibration is required. Also
described are the test setup, certain problems that
may be encountered during the calibration proce-
dure, and limitations of calibration accuracy.

ECPR Operating Principles

The ECPR (see Fig. 1) senses optical energy with
a thermal detector which can be activated either by
the heat from the absorption of an optical pulse, or
the heat from an electrical current passing through
the detector. The responses of the detector to these
two different types of heating are nearly identical,
enabling the direct comparison of incoming optical

Fig. 1. Block diagram of Gold black,
the electrically calibrated absorber and \
pyroelectric radiometer heater
(ECPR), showing the null Optical
balance servo loop (above chopper Pyroelectric detector
standard resistor) and Lock in
power computing cir- amplifier Electric
cuitry. chopper
Standard Phase reference
resistor
Computer
Ph power
ase waveform
reference 4 quadrant
analog
multiplier
Sample :
&hold YW displa}@})
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power to units of electrical power. Since electrical
standards are highly accurate and readily avail-
able, this type of radiometer can be accurately cali-
brated and readily traced back to NIST. The ECPR
thus provides the radiometric standard on which
our measurements are based.

The pyroelectric detector in this system is a lith-
ium tantalate pyroelectric detector crystal with a
black gold surface film. The incident radiation to
be measured is modulated with an optical chopper
before striking the surface of the detector. During
the period that the incoming optical energy is
blocked by the chopper, an electrical signal is ap-
plied across a resistive heater on the detector sur-
face. The power of this electrical signal is kept
equal to the incoming optical power by a closed
servo loop, thus providing the basis for power
measurement. Associated power computing cir-
cuitry drives a digital output display.

Energy Meter Operating Principles

The commercially-built energy meters for which
calibration is required operate on a different prin-
ciple than the ECPR. Instead of measuring incom-
ing optical power indirectly by means of a servo-
matched electrical signal, the energy detectors in
these meters directly generate a voltage step func-
tion proportional to the total energy of a pulse of
optical radiation. Both silicon and pyroelectric
energy probes are available for these meters.

The pyroelectric detector consists of a thin slice

Beam splitting
prism (50:50)
Interchangable
laser head
Optional
laser stabilizer
ImW HeNe laser

633 nm
Precision
chopper (50%)
Radiometer
Pyro-electric
detector
(po

Fig. 2. Test configuration for calibration of joule meter.

Beam stop
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of ferroelectric material with a permanent electric
polarization that is highly dependent on tempera-
ture. As incoming optical energy is absorbed by
the detector coating, an electrical current is gener-
ated that is proportional to the total temperature
increase of the detector, and hence to the total en-
ergy of the optical pulse. The detector current is
integrated, and the resultant step height of the
signal is proportional to the input energy.

The silicon detector generates an electrical cur-
rent through the formation of electron-hole pairs
due to the absorption of photons. Again, this cur-
rent is directly proportional to the number of inci-
dent photons, and therefore the incident power.
As with the pyroelectric detector, the silicon detec-
tor current is integrated, and the resulting signal is
proportional to the input energy.

Calibration Procedure

The test setup is shown in Fig. 2. A beamsplitter
arrangement permits the output of a single laser to
be directed at both the reference device (the ECPR)
and the joule meter to be calibrated. The energy E
entering the joule meter probe under test may be
computed by

E = P (Rs/Rd) (d/f)

where P is the power measured at the ECPR, Rs/
Rd is the beamsplitter ratio (which may not be
precisely 50%), d is the joule meter chopper duty

Precision
1.74% chopper Silicon
detector head

Stabilaser

Silicon detector

Pulse source! and bias battery

Oscilloscope

IT

Energy meter

Chopper is used only to calibrate the silicon
detector head. The stabilaser is used to modulate
the beam for detector testing.

The system is assembled on a 2 ft by 3 ft breadboard
light table.
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Time (min)

Fig. 3. Drift in calibration laser output power over

time.

cycle, and f'is the joule meter chopper frequency.
The probe gain control on the joule meter is then
adjusted until the meter readout is correct.

This setup provides simultaneous measure-
ments with the calibrated ECPR and the joule me-
ter being tested. Source drift problems are thus
avoided. Even after a laser has stabilized, we have
found that output power can drift irregularly
through a range of 2% (Fig. 3). We are aiming at an
overall measurement accuracy of 5%, so source
drift is a real issue.

Progress

Careful attention to detail is important for accu-
rate calibration. All operating parameters must be
checked for accuracy. For example, the ratio of the
beamsplitter we used was determined by actual
measurement to be 49.8/50.2 at 632 nm. The opti-
cal chopper at the input of the joule meter probe
had a 1.74% duty cycle instead of the rated 2%,
which if not corrected would have introduced an
error of 13% into the calibration procedure.

The most significant source of error in the cali-
bration procedure is the silicon probe itself. The
response peak of one of the probes we calibrated is
at 780 nm, not 940 nm as the manufacturer speci-
fied, and the spectral response curve is different in
shape from that shown in the product literature
(Fig. 4). This discrepancy could introduce calibra-
tion errors as high as 25%. Also, the meter's cir-
cuitry required modification to allow an acceptable
range of probe gain control at HeNe wavelengths
0f 632, 612, 594, and 543 nm.

It is important to note that the calibration ob-
tained with the procedure just described is valid
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Fig. 4. Difference between actual measured spectral
response of silicon detector and the manufacturer's
specification.

only for the wavelength and energy levels used in
the calibration procedure. The reason for the lim-
ited validity of the calibration is the varying spec-
tral response of the silicon probe (Fig. 4). A typical
pyroelectric probe has a flat response curve
(%0.5%) from 400 nm to 3000 nm, and a calibration
obtained at any frequency within this range will be
valid over the entire flat portion of the response
curve. However, the calibration of a silicon probe
is valid only at the wavelength and gain used dur-
ing the calibration procedure. The dynamic range
of a silicon probe is also different from that of a
pyroelectric probe such as that used in the ECPR.
These problems currently limit the usefulness of
our calibration procedure.

Future Work

Building on the results we have already
achieved with a variety of laser wavelengths, we
plan to expand and refine the OCF's pulse calibra-
tion techniques. Our goal is to obtain absolute
irradiance or energy measurements over a silicon
detector's entire spectral range, and to predict the
errors introduced into our measurements from
spectral simulations and approximations. The
spectra to be measured range from individual spec-
tral lines from lasers to broad-spectrum radiation
similar to that emitted by fluors, phosphors, and
flashlamps. In order to accomplish these measure-
ments, we will use computer modeling, radiomet-
ric bandwidth normalization techniques, and ex-
perimental measurements for verifying predictive
error analysis.
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The goal of this new, three-year project is to develop specific ion-beam-assisted etching
(IBAE) and reactive-ion etching (RIE) processes to form precise, complex microstructures.
These are needed to realize new microelectronic, optoelectronic, x-ray optic, and visible or near-
infrared microoptic devices.

In FY 89 we acquired, installed, and customized a new vacuum system for etching (and
deposition) with inert or reactive ion beams. We performed initial IBAE experiments on single-
crystal surfaces of silicon and gallium arsenide. As required for microoptics and optoelectron-
ics, we found conditions that preserve optical smoothness. Additionally, we modeled time-de-
pendent heat transfer, due to ion bombardment, across layers of insulators and semiconductors

typical of configurations used to make solid-state devices.

Introduction

Our prior engineering research and develop-
ment effort on crystal-plane-selective, or ani-
sotropic, wet etching has yielded techniques that
have been very successfully used to make optical
and electronic microstructures. Examples are pat-
terned membranes of silicon or silicon nitride that
function as laser-alignment targets and x-ray win-
dows, high aspect-ratio grooves for linear and cir-
cular zone plates for spectroscopy and imaging,
and sharp silicon pyramids for field-emitter elec-
tron sources. Prototype micromechanical devices,
including a patented latching accelerometer that
measures forces greater than 1,000 G, have also
been made with wet-chemistry technology. This
technology has been developed by LLNL and other
labs for electronic integrated-circuit microfabrica-
tion.

However, while we are likely to continue to
expand the types of silicon-based devices achiev-
able through wet chemistry, we are reaching the
limits of this technology for certain shapes and,
more importantly, for whole classes of devices
made with insulators and semiconductors other
than silicon. Specifically, anisotropic etching pro-
duces silicon grooves with atomically smooth side-
walls but faceted, rough bottoms. Optical micro-
structures often utilize fused silica or other amor-
phous materials including polymers. Also, engi-
neers in the Diagnostics and Microelectronics
thrust area are developing semiconductor lasers
and detectors made with gallium arsenide and

related I1I-V materials.

Plasma-assisted "dry" etching, investigated by
the semiconductor industry for more than a dec-
ade, has now replaced wet chemistry for many of
the etching and pattern transfer operations in the
manufacture of microelectronic circuits. For our
current microelectronic device research and several
programmatic development projects, there is also
an increasing dependence on plasma-assisted etch-
ing. Such dry etching is done by ions and reactive
neutral radicals from a plasma in which the device
substrate is immersed. We use these chemically
active ions and neutral species in two basic
schemes. One, called plasma etching, uses a glow
discharge without accelerating potentials to yield
omnidirectional or isotropic etching. This process
is similiar to most wet etching but is effective on a
wider range of materials. The other, reactive-ion
etching, achieves vertical sidewalls for grooves and
holes by creating a potential of several hundred
volts between the plasma and the substrate being
chemically etched.

Although RIE has become the predominant
method of materials processing for integrated cir-
cuits, the process is still poorly understood because
its complex, coupled, and nonequilibrium plasma
conditions are difficult to measure or to model. We
seek specific reaction data on the effect of various
plasmas and etching materials. Since the experi-
mental parameters are independently controllable
in the IBAE system, specific reactions are more
easily studied than in an RIE apparatus. Conse-
quently, from our IBAE studies, we expect to gain
information that will benefit RIE operations. The
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experimental reaction data will allow more precise
use of our new IBAE system and three existing RIE
systems.

IBAE is a newer form of dry etching that does
not require the device substrate to be immersed in
a plasma. The substrate is isolated from the
plasma in a separate high-vacuum chamber. Etch-
ing is done by a collimated ion beam, extracted
from a gridded plasma chamber called a Kaufman
ion source. Consequently, among other advan-
tages, substrate temperature and charging are more
readily controlled.

Our IBAE system is more advanced than RIE
systems in several respects: its dual beams and
separate high-vacuum chamber enable greater
flexibility in forming shapes. In its simplest mode
of operation, called ion-beam etching (IBE) or ion
milling, we use nonreactive (argon or xenon) ions
alone at energies of a few hundred eV to physically
remove (sputter) substrate atoms by collisional
energy transfer in a billiard-ball-like process. In a
plasma system, the same process is called sputter
etching. An important advantage of IBE is that the
substrate can be rotated relative to the direction of
the etching ion beam to give well-defined oblique
sputtering. This allows versatile control of slopes
and angled notches that are needed, for instance,
for some designs of microlenses and mirrors.

Research has shown the introduction of ions or
neutral molecules of reactive gases dramatically
improves the overall rate of ion-beam etching. Be-
sides overall rate, anisotropy in etching is needed

0 20 40 60 80 100

Typical surface roughnesses (A)

Figure 1. A comparison of typical surface roughnesses
using three types of etching techniques: ion-beam
assisted (IBAE), reactive-ion etching (RIE), and ani-

sotropic wet chemical methods.
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to realize complex, shapes (or just smooth vertical
sidewalls of a microgroove). It depends on both
ion momentum and chemical reactivity. Moreover,
experience with RIE suggests that, to also achieve
the significant etching-rate selectivity required for
many microstructures made from two or more
materials, chemically active gases must be incorpo-
rated in the etching process. Quantitative selectiv-
ity must be experimentally determined. We have
modified our IBAE system so that we can intro-
duce one or more of eight gases, either as part of
the ion beam, or, as reported to be even more effec-
tive, in the immediate vicinity of the substrate to be
etched. For future LLNL programmatic applica-
tions, materials to be patterned by IBAE include
silicon, silicon oxide, silicon nitride, boron nitride,
carbon, gallium arsenide and other I1I-V com-
pounds, plus selected metals.

This investigation is expected to yield process
conditions that will allow even more complicated
microstructures in silicon than have previously
been possible. Moreover, new IBAE and better-
understood RIE techniques should increase our
ability to create new devices out of optoelectronic
materials (primarily gallium arsenide and related
compounds) using ion-beam processing. Examples
of new devices include high-efficiency lasers and
laser arrays.

Progress

The IBAE system is now operational. It in-
cludes a special handling system, which we de-
signed and installed, for eight toxic gases. Appara-
tus for advanced diagnostics including line-of-sight
mass spectrometry and laser-induced fluorescence
(LIE) were obtained.

Initial Ion-Beam Etching Experiments

Experimentally, we found conditions that pre-
serve the subnanometer smoothness of single-crys-
tal-silicon surfaces after noble-ion-beam removal of
more than 100 nm of Si. We measured surface
roughnesses of ion-beam, plasma, and anisotropic
wet-chemical etched surfaces with a laser-interfer-
ometer system in the LLNL Optics Shop. Figure |
shows the comparison between these three meth-
ods. Figure 2 shows that, although the optimal
anisotropic wet chemical etch typically yields at-
omically smooth sidewalls, realization of smooth
groove bottoms requires ion-assisted etching.
Similarly, we demonstrated, as seen in the scan-
ning electron microscope image of Fig. 3, that



trench bottoms more than 3 jam deep, which were
formed in gallium arsenide by ion-beam etching,
could maintain 10 nm smoothness. Furthermore,
the morphology of the molecular beam epitaxy-
grown GaAs sidewall exhibited both the desired
slope for this laser-structure application and a di-
rect dependence on the masking structures used.

Modeling of Ion Beam Heating

The common approach to controlling the tem-
perature of an ion-assisted etching substrate, typi-
cally a wafer of Si or GaAs with oxide and polymer
masking layers, is to mount the wafer on a water-
cooled support made of a good heat conductor (e.g.
copper). Yet only the temperature near the surface
immediately adjacent to the support is effectively
controlled this way because the temperature of the
rest of the wafer and, especially, of the low thermal
conductivity layers deposited on the wafer will be
determined by the time-dependent heat flow from
the opposite side bombarded by the ion beam. In a
numerical analysis of the heating dynamics of
multilayer structures with imperfect thermal con-
tacts, most uncertainty derives from the quantita-
tive model used for the contacts, at both the wafer-
support interface and between deposited layers on
the wafer. While the roughness of real surfaces can
imply heat flow that is not necessarily one-dimen-
sional near the interface, the lack of detailed
knowledge of the microscopic geometry and ther-
mal physics at a specific real interface precludes
more elaborate modeling. In the absence of data,

Figure 2. Scanning electron microscope image of
grooves etched by anisotropic wet chemical etching
and ion-beam etching illustrates the atomically smooth
sidewalls and rough groove bottoms characteristic of
microstructures formed by anisotropic wet chemical

etching.
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typical first approximations wrongly assume the
contacts are atomically smooth. We estimated two
one-dimensional parameters, roughness size and
actual area of contact, as sketched in Fig. 4, to pro-
vide a more realistic model of the actual contacts.
The purpose of the modeling was to outline critical
conditions within which temperature control could
be realized for a variety of wafer and layer thick-
nesses and materials and different contact integri-
ties. Results are summarized in Table 1. The
graph in Fig. 5 is an example of calculated ion-
beam heating of a thin wafer of fused silica coated
with a high temperature polymer, as might be used
in the formation of microoptics.

Future Work

Since laser-induced fluoresence diagnostics on
the IBAE system would require variable short-
wavelength laser sources for the IBAE non-plasma
environment, we shall defer its implementation
until we move into the new microelectronics facil-
ity. On the other hand, mass spectrometry of reac-
tant molecules and background gases will be part
of our experimentation in FY 90.

We will determine the physical and reactive
conditions needed to form diffraction grating and
microlens test structures, designed in collaboration
with scientists in the Chemistry & Materials Sci-
ence and Physics Departments, with fused silica
and then with silicon. Fluorine-ion interactions are
the principal study. In our experiments with

Figure 3. Scanning electron microscope image of gal-
lium-arsenide trench bottoms more than 3 pm deep.
The trench bottoms, formed by ion-beam etching, main-
tain 10 nm smoothness, and the morphology of the mo-
lecular beam epitaxy-grown sidewall exhibits both the
desired slope for this laser-structure application and a
direct dependence on the masking structures used.
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Figure 4.

Temperature control of multlayer structures subject to ion bombardment. The control depends criti-

cally on thermal contacts between layers. At 1 mA/cm? (6.25 X 1015 ions/cm2) and 1,000 eV, the ion heat energy

flux, Qb =1 W/cm2.

plasma-based RIE processing on both silica and

tures for surface emission from semiconductor

gallium arsenide, we will continue to seek masking
techniques that will give better microstructures in
both RIE and IBAE. Once basic techniques for
making silica microoptics are established, we will
commit the IBAE system to investigation of chlo-
rine chemistry that will lead to formation of micro-
structures in GaAs-based compounds for optoelec-
tronics. Specifically, we develop grooves, facets,
gratings, and then refractive and reflective struc-

lasers.
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Table 1. Relative sensitiv-
ity of wafer temperature
to "downstream' contact
parameters.
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Wafer thermal
conductivity
Wafer thickness

Thermal conductivity
of adjacent layer
"downstream"

Contact gap and
absolute roughness

Wafer temperature
control method

High
Under 10 mm

High sensitivity—
layer controls
composite contact
conductivity

Low sensitivity with
conductive adjacent
layer, high
sensitivity with
resistive adjacent
layer

Direct with highly
conductive support.
temperature close to
support temperature
and stable

Low

Thick (>1 mm) Thin (<1 mm)
Low sensitivity—wafer controls
contact conductivity

Low sensitivity— High sensitivity—
contact resistance

far greater than

wafer resistance
far greater than

contact wafer

resistance resistance

Indirect by Depends on
adjusting beam  contact roughness.
intensity, Temperature may
temperature fluctuate.

above support
temperature, but
stable
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Figure 5. A graph of ion-beam heating of a 10-pm layer
of polyimide on a 0.3 mm silicon-dioxide wafer with
only 1% atomically intimate contact. Note the 200 K
surface temperature increase. Parameters used to deter-
mine the necessary times were: heat flux = 8 W/cm2,
cooled support temperature of 300 K, the contact frac-
tion at the support and at the coating = 0.01, absolute
roughness at support = 10 pm, absolute roughness at
coating = 5 pm. Note that the temperature remains
steady over the distance from 0 to 0.3 mm and after hit-
ting the surface contact region rises dramatically before
leveling off.
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ducted most of the experiments related to plasma-
based etching, particularly on masking and selec-
tivity issues with RIE. Jim Folta tackled the final
design of the gas handling system, the safety docu-
mentation, and performed the ion-beam-etching
smoothness experiments. Complementing the
instrumentation and initial experiments efforts,
Yury Zundelevich modeled the thermal responses
of key types of substrates and film layers subjected
to ion-beam bombardment. 1

1. D. E. Miller, "Thermally and Ion-Assisted Etching
of Tungsten and Molydenum", Institutional Re-
search and Development FY 88 , Lawrence Liver-
more National Laboratory, Livermore, Calif.,
UCRL-53689-88, pp. 161-162.

2. Y. Zundelevich, "Heat transfer across layered struc-
tures subject to ion bombardment", IAE internal
project report (May 1989), available from the au-
thor.
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We have examined the component devices used in electro-optic transient recording systems
and studied their contributions to system noise levels. This work includes the investigation of
three system configurations: a 1300-nm laser diode system, an 810-nm Mach-Zehnder system,
and a 1300-nm hybrid system. As a result of our work, we have developed a method of analy-
sis for determining the theoretical noise sources in electro-optic transient recording systems.

Introduction

Currently, the design and construction of elec-
tro-optic transient recording systems is an impre-
cise exercise; that is, we assemble the various com-
ponents into a diagnostic system and then accept
the performance we get. A common assumption
made in constructing such a system is that using
components which individually exhibit the best
performance will yield a system of higher perform-
ance. Many times, however, this assumption is not
valid. For example, laser diodes are often a major
source of noise in electro-optic transient diagnostic
systems. Thus, for laser-noise-limited systems, it is
very important to design the laser diode to have
the lowest possible laser noise. This is not the case,
though, for electro-optic diagnostic systems using
the streak camera as the receiver. In these systems,
the noise floor of the system is determined by the
receiver; hence, improvements in the laser diode
noise performance yield very little improvement in
the system noise performance. One must look at

Electrical
input

Electrical-to-optical
converter

Direct modulation
¢ 810-nm laser diode
¢ 1300-nm laser diode

External modulation
¢ 810-nm Mach-Zehnder
¢ 1300-nm Mach-Zehnder

the desired system performance and identify these
system component tradeoffs.

A number of devices exist for performing the
same functions in electro-optic transient recording
systems, as shown in Fig. 1. For the modulator,
one can choose either to modulate a laser diode
directly or to modulate an integrated optics device.
The laser diode has the advantage of being a sim-
pler system to implement, but it suffers from wave-
length instabilities in the 810-nm large-signal re-
gime. The integrated optics modulator has the
advantage of offering higher bandwidth than do
laser diodes but at the cost of creating a more com-
plex system that includes both a laser diode carrier
and a modulator. There are also two choices for
the wavelength of transmission. The 1300-nm sys-
tems operate at the optimum wavelength for the
fiber optic cable, while the 810-nm systems are
optimized to accommodate a streak camera as a
receiver. Although the streak camera can record
many data channels simultaneously, the quantum
efficiency of the streak tube's photocathode falls off
rapidly at wavelengths greater than 800 nm. (The

1-km fiber optic cable

Remote recording
receiver

i
|
|
|
|
|
|
1

¢ Streak camera

* Photodiode/oscilloscope

* Photodiode/amplifier/
laser diode/streak camera

Single-mode fiber
* 810-nm
* 1300-nm

Figure 1. Component choices for electro-optics transient recording systems. Each choice impacts system complex-

ity, cost, and signal fidelity.
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(a) 810-nm Mach-Zehnder system

Electrical
input

(b) 1300-nm laser diode system

1-km single-mode
1300-nm fiber
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Electrical lals?eg(c):l-ili)nc;e C SD Photodiode Amplifier Oscilloscope
mput transmitter ~ detector
(c) 1300-nm hybrid system
1-km single-mode
Electrical 1300-nm 1300-nm fiber 810-nm
j laser diode Photodiode Amplifier laser diode Streak camera
mput t . .
ransmitter transmitter

Figure 2. Electro-optic transient recording systems under investigation. The systems are (a) an 810-nm Mach-
Zehnder system, (b) a 1300-nm laser diode system, and (c) a 1300-nm hybrid system. The noise sources for these

systems are compared in Table 1.

zero-dispersion window for silica fibers is 1300 nm,
but this wavelength is outside the operating range
of the streak camera.) The 810-nm wavelength
effectively accommodates the combined require-
ments of the laser diode source, the fiber, and the
streak camera. Each of these choices for modula-
tor, wavelength of operation, and receiver impacts
system complexity, cost, and signal fidelity.

Progress

Systems Being Investigated

Figure 2 shows three configurations of electro-
optic transient recording systems that we are now
investigating. The first system [Fig. 2(a)] uses a
lithium niobate Mach-Zehnder integrated optics
device as the eiectrical-to-optical modulator. The
intensity-modulated signal is then transmitted
uphole via 810-nm single-mode fiber, where it is
recorded by a streak camera receiver. The wave-
length of operation has been chosen to accommo-
date the photocathode sensitivity of the multichan-
nel streak camera receiver. The second system
[Fig. 2(b)] trades off the multichannel capability of
the streak camera receiver to operate in the 1300-
nm zero-dispersion region of the fiber optic cable.
This system directly modulates a laser diode to
convert the electrical signal to an intensity-modu-
lated light signal. The signal is received with a
photodiode and then amplified to be recorded on

an oscilloscope. The third system [Fig. 3(c)] is an
attempt to provide the 1300-nm system with multi-
channel streak camera capability. In this system,
the oscilloscope is replaced with a streak camera
and a second laser diode operating at 810 nm.

Each of these systems offers a substantially
higher bandwidth than do electrical coaxial cable
systems, but at the cost of decreased dynamic
range. The upper end of the dynamic range is dif-
ficult to improve, requiring either changing the
laser diode structure to produce a more efficient,
higher power laser diode or redesigning the lith-
ium niobate modulator to make it more efficient.
For this reason, we have chosen to focus on the
theoretical limits of the lower end of the dynamic
range (the noise floor) to identify which systems
are performing at their theoretical limit as well as
to make comparisons between systems. In addi-
tion, we can identify which system parameters
must be improved to yield the greatest overall per-
formance.

Sources of Noise in Each System

Each system has similar sources of noise to con-
sider. The first such source is fluctuations in the
optical signal generated by either the laser diode
modulator or the laser diode carrier. For this anal-
ysis, we will assume that there is no additional op-
tical carrier noise induced by external reflections
and that the laser is limited only by its relative-in-
tensity noise. Relative-intensity noise is defined as
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("noise) _ rms noise power
(Paverage) average power

A typical laser diode relative-intensity noise
figure is -150 dB/Hz for a laser diode operated
away from its resonance peak. A second noise
source is the shot noise of the detection system.
Shot noise arises from fluctuations in the current
that are due to the discreteness of individual elec-
trons. Finally, we must consider the thermal noise
in the amplification system. Thermal noise is the
noise generated by the random thermal motion of
electrons across a resistance.

Method of Analysis and Assumptions

For each system, we first calculate the gain re-
quired for a unity gain analog link. The link loss is
determined by

Jout _ (am)(aL)(Po)(Yo)(Rs)(71)

fin =>Vn
(for Mach-Zehnder),

and

font (TILDXY0)

(for direct-modulation links).

where am = 0.25 (modulator loss), ocL = 0.5 (fiber
loss), Po = 10 mW or 2.5 mW (power into Mach-
Zehnder and laser diode, respectively), y, = 0.8 A/
W and 0.02 A/W (detector and photocathode sen-
sitivity), Rs = 50-Q source resistance, Vt = 7V (volt-
age for 100% modulation), and r)LD = 0.07 mW/mA
and 0.35 mW/mA (modulation efficiency of the
laser diode into the fiber for single-mode and
multi-mode fibers, respectively).

We then calculate the noise due to the laser di-
ode relative-intensity noise, detector shot noise,
and amplification stage.

Table 1. Source and mag-
nitude of noise in three
high-bandwidth fiber

IriN =IDC B 10(G+RINY/1°
(for laser noise).

IsDEi =2¢/ /DC B 10G/Ifl

(for detector shot noise).

KT B io(GHNF)I°
R

PTH

(for thermal noise).

and
ssmep =2/ /pc BF 10g/1°
(for photocathode shot noise
with an internal MCP),
where = Po Y0 (for direct modulation) or f*. =

0.15 Po am al Y0 (for indirect modulation), and F =4
(MCP noise factor), B = 5-GHz bandwidth, G =
gain for unity gain system, and NF = . dB (ampli-
fier noise figure).

Table 1 compares the noise floors of the three
investigated systems for a 5-GHz bandwidth. The
1300-nm direct-modulation-link noise floor is
dominated by the relative-intensity noise of the
laser. The 810-nm Mach-Zehnder link is domi-
nated by the shot noise of the photocathode. Even
though a second laser diode noise source is added
to the 1300-nm/810-nm hybrid system, the total
noise floor is still lower by a factor of four than that
of the 810-nm Mach-Zehnder system. This is be-
cause electrical gain is added before the major
streak-tube photocathode noise source. The streak
camera receiver-based systems could all be im-
proved by higher photocathode sensitivity. The
1300-nm system sacrifices the multichannel capa-
bilities of the streak camera, yet because the photo-
diode has a higher sensitivity, its performance

1300-nm direct-
modulation link

810-nm Mach-
Zehnder link

1300-nm/810-nm
hybrid link

optics diagnostic systems. 1300 nmLD IRIN

The 1300-nm direct-

modulation-link noise Dectector lf

floor is laser diode lim- .

ited. The 810-nm Mach- Amplifier Pm

Zehnder-link noise floor 810 nmiD IRIN

is limited by the streak

camera receiver. Photocathode ZJ{‘
Total IN
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6.3 x 109 Al 6.3 x 109 A2
1.Ox10-9 Al 1.0 x 10"9 A2
5.0 x 10"10 A2 5.0 x 10-10 A2
6.8 x 109 A 6.4 x 10"10 A2
3.0 x 10" Al 1.0 x 10"8 Al

0.09 mA 0.55 mA 0.14 mA



within a single channel provides an improved sig-
nal-to-noise ratio and increased dynamic range.
The 1300-nm hybrid system offers higher dynamic
range than does the Mach-Zehnder system but will
have difficulty in achieving bandwidths greater
than 5 GHz. In the laboratory, we were able to
validate the noise floor model for the 1300-nm laser
diode oscilloscope system by predicting 0.1 mA of
noise and measuring 0.08 mA in 2.5 GHz.

Future Work

In the past year, we have determined the theo-
retical noise sources in electro-optic transient re-
cording systems. Next year, we will expand upon
this work to include the electrical transient and
time division multiplexing of signals. System per-
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formance of the various implementations will be
determined by bandwidth, signal-to-noise ratio,
dynamic range, and number of channels. In addi-
tion, where it is appropriate, we will validate the
system performance models that we develop. We
will provide a road map for future component
development work by identifying system tradeoffs
for the device designers. By providing a focus to
on-going research, we will identify the critical sys-
tems-level problems that must be solved in order
to successfully implement novel systems still in the
research phase.1

1.  W. E. Stephens and T. R. Joseph, "System Character-
istics of Direct Modulated and Externally Modu-
lated RE Fiber-Optic Links," Journal of Lightwave
Technology 1t-5(3), (March 1987).
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The goal of this project is to design and fabricate gallium arsenide (GaAs) charge coupled
devices (CCDs) for imaging and transient recording applications where sample rates of 1-2
GHz are required. Based on published workl) we have designed and fabricated functional
CCDs up to 64 cells in length. We have established a modeling capability that we hope will
help us to design and fabricate CCDs that will be faster than any CCDs yet made. Our resis-
tive-film process, now under development, will increase the maximum operating frequency of
the CCDs beyond | GHz. We have demonstrated that solid-state electronic instrumentation
can be used in nuclear weapons tests at locations where the survival of such instrumentation
was previously believed to be impossible. Our results confirm the feasibility of this approach
for obtaining multi-channel, radiation-hard, and compact transient-recording systems.

Introduction

In many experiments conducted by Lawrence
Livermore National Laboratory, the source of a
transient signal is separated from the data record-
ers by as much as a kilometer. Transmitting high-
bandwidth analog signals over such distances can
result in serious signal degradation due to disper-
sion and loss in such transmission media as coaxial
lines or fiber-optic cables. A recent trend has been
to convert transient analog signals to digital form
near the source of the signals, and then transmit
the digital information to the permanent recorders
at a much slower rate that is not affected by the
restricted bandwidth of the transmission medium.

Table 1. Definition of CCD Charge Coupled Device
terms.
CTE Charge Transfer Efficiency
MBE Molecular Beam Epitaxy
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One way of accomplishing this is to use very fast
analog-to-digital converters (ADCs) and fast digital
memory to convert each analog sample to its digi-
tal equivalent as fast as the samples are taken. An-
other technique is to store the analog samples in
some form of analog storage device and then to
digitize the samples at a slower rate using more
conventional ADCS. There are a variety of trade-
offs in performance, cost, size, and power require-
ment between these two techniques. The optimum
solution depends on the specific application.

CCDs (see Table 1) are analog-signal charge-
storage cell arrays in integrated circuit (IC) form
that uniquely combine a signal sampling function
and a signal storage function in one device. Ina
CCD, the value of an analog sample is represented

A device in which packets of charge (usu-
ally electrons) are transported through a
series of cells across the device under the
control of isolated gate electrodes.

A measure of the fraction of a charge
packet that is transferred from one cell to
the next cell of a CCD. Ideal transfer effi-
ciency would yield a value of CTE = 1.0.

A process whereby oriented, single-crystal
layers of a crystal (in this case GaAs) are
grown on a single-crystal substrate in an
ultra-high vacuum. Various electronic
properties may be given to the layers as
they are grown.



by the number of electrons stored in a potential
well. A CCD is a linear array of closely spaced
wells. The close proximity of one well to its neigh-
bor enables the charge in one well to be transferred
to a neighboring well. This is the meaning of the
term charge-coupled. In the electrical transient
recording mode, the analog signal is sampled at
one end of the CCD linear array and a number of
electrons representing the value of the sample is
loaded into the first well. The packet of electrons
representing the first sample is then transferred to
the second well and the second sample is taken. In
this "bucket brigade" fashion the wells of the CCD
are loaded with electrons that represent the analog
values of the transient signal at specific times. An
alternate way of getting electrons into the storage
well of a CCD is to illuminate the well with light.
The electrons produced by the absorption of the
light are collected and trapped in the well. The
holes produced are swept away into the substrate

(a) Silicon MOS CCD

Conductive
polysilicon
gates

Packets of signal electrons
3 A
To
10 15
Distance (pm)
(b) GaAs Resistive gap CCD

/7 Schottky barrier metal gates

Packets of signal electrons

n-type
p-type

20 25
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below the channel. This ability to convert light into
electrical signals makes CCDs very useful for one-
dimensional and two-dimensional imaging appli-
cations.

Virtually all present CCD applications have
been implemented in silicon using metal-oxide-
semiconductor-field-effect-transistor (MOSFET)
technology. In these structures the control elec-
trodes are isolated from each other and from the
channel (the location of the potential wells) by
silicon dioxide. Examples of the most popular uses
of silicon CCDs today are the video imagers inside
VCR camcorders and the very-long-exposure
imagers used in astronomy.

There have been previous efforts to apply silicon
CCDs to very-high-speed transient recording ap-
plications.. but the MOS silicon CCD has several
fundamental limitations. For high-speed opera-
tion, the electrons must be able to move quickly
from one well to the next. There are two factors

Figure 1. Cross sections
of a typical three-phase
silicon MOS CCD (a) and
the four-phase structure
used for GaAs CCDs (b).
The electric field in the x-
direction which controls
the movement of the
electron signal packets
through the CCD is also
shown for both types of
CCD. A negative electric
field tends to push the
electrons to the right and
a positive electric field
pushes the electrons to
the left. It can be seen
that the resistive gap
structure provides a more
uniform negative electric
field to propel the elec-
trons from one gate to the
next. The silicon CCD
must rely on the slower
process of diffusion to
move the electrons from
under the middle of the
gates.

Insulating oxide

Resistive film
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that control the transit time of the electrons from
one well to the next, the electron velocity and the
distance between the wells. Figure 1a shows a
typical buried channel silicon CCD structure.

The minimum distance between the wells is
limited by the MOS process used to fabricate Si
CCDs. In order to minimize the amount of uncon-
trolled surface between the control electrodes, the
electrodes of the Si CCD are overlapped. To pre-
vent shorting, the electrodes are made from poly-
silicon whose surface is then oxidized. This proc-
ess forms an insulator on the lower electrodes to
isolate them from the upper, overlapping elec-
trodes. Even though modern contact lithography
can routinely produce structures that are . pm in
width or less, the polysilicon electrodes must be
made substantially wider to accommodate the
surface oxidation process. This makes the unit Si
CCD storage cell (which may contain 3 or 4 elec-
trodes) quite wide =0 pm).

The electron velocity characteristics in silicon
also limit overall device speed. Although the elec-
tron velocity at high electric fields is approximately
the same for silicon and gallium arsenide, the elec-
tron velocity at lower fields is much higher for
GaAs than for Si. To achieve high electron veloci-
ties in Si CCDs, two methods are typically used.
First, the channel where the electrons flow is
moved away from the surface to a depth where the
electric fields generated at the electrode gaps pene-
trate under the electrodes. This is called "burying"
the channel. The second technique, used in con-
junction with the buried channel to increase the
electric fields in the channel, is to use much higher
electrode voltages (>10 V). Since the electrodes
represent a capacitive load that is approximately
the same for both Si and GaAs devices, the elec-
trode drivers for Si CCDs must be much more
powerful to deliver the larger currents required to
rapidly generate the large required voltages. Be-
cause of these constraints, the operation of silicon
CCDs has been limited to frequencies below 250
MHz.

CCDs based on the GaAs material system have
been recently developed - These devices are
based on the same fabrication technology as MEtal-
Semiconductor-Field-Effect-Transistors (MESFETs).
MESFETs use a metal Schottky barrier gate to
modulate the current through the device. A
Schottky barrier gate is necessary for GaAs FETs
because it is not possible to grow a high-quality,
stable oxide on GaAs to make MOSFETs. As in the
case of the silicon CCD, wide gates are not desir-
able because of the poor penetration of the electric
fields under the gates. Metal gates can easily be
made as narrow as | pm. Because metal gates are
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used for the electrodes of a GaAs CCD, it is not
possible to minimize the gap between the gates by
overlapping them. Since an uncontrolled surface
between the gates can lead to very poor device
performance, the gaps between the gates are filled
with some resistive material to control the GaAs
surface. Itis important that the materials placed
between the gates have similar electrical properties
to the metal gates so that potential barriers or wells
are not formed in the gap region which would
interfere with the flow of electrons across the gap.
A material that forms a Schottky barrier is re-
quired, and it must be sufficiently resistive so that
it does not short out the electrodes on either side.
A typical GaAs resistive gap structure is shown in
Fig. 1b.

The concept of a resistive gap is not new. In
fact, it was first proposed in the early days of sili-
con CCDs, but was discarded in favor of the sim-
pler MOS process. Placing a resistive material in
the gap between electrodes allows the voltage that
controls the movement of the signal electrons to
vary continuously from the potential on one elec-
trode to the potential on the next electrode. Since
the electric fields penetrate under the narrow gates
even near the surface, it is not necessary to use
large gate voltages to create large electric fields
deep under the gates as is required with the silicon
MOS CCD. Because electrons are transported at
high velocity and the electrode-to-electrode dis-
tance can be made much shorter, the resistive gap
technology allows much higher operating speeds
for CCDs. GaAs resistive gap CCDs have been
clocked up to - gigasamples per second with
charge transfer efficiencies of 99.9%.

A question may be raised at this point: Why not
use resistive gap technology to fabricate CCDs out
of silicon, which is a much more mature technol-
ogy than GaAs? There are several disadvantages
to using silicon for resistive gap CCDs. The pri-
mary problem with silicon is that it has a smaller
bandgap than GaAs, which makes the formation of
Schottky barrier electrodes more difficult. Low-
quality electrodes cannot operate at high voltages.
This, as well as the observation made earlier that
larger voltages are required to attain high electron
velocities, makes it unlikely that high speed CCDs
could be fabricated using resistive gap technology
on silicon. Another advantage of GaAs is that
very-high-resistivity material is available, which
means that the CCD channel can be isolated very
effectively from the substrate and neighboring
devices. This can lead to improved charge transfer
efficiency, since fewer electrons will be lost to the
substrate.

Recent work on low temperature buffer layers



grown by molecular beam epitaxy (MBE) in GaAs.
has led to improved isolation of devices fabricated
on GaAs. Since silicon MBE is still in its infancy,
this level of isolation is not yet possible in silicon
devices. The availability of MBE layers for GaAs
devices also gives a designer many more options
for the construction of the doped layers of the CCD
channel. A final reason for using GaAs instead of
silicon for CCDs is the superior optical qualities of
GaAs for imaging applications. The efficiency with
which GaAs can convert light into electron-hole
pairs is far superior to that of silicon, due primarily
to the direct bandgap nature of GaAs.

Progress

Environmental Test Package

One of the primary goals of this project is to
produce a transient recorder design that can be
used in the harsh environments associated with
underground nuclear testing. With this goal in
mind, a portion of our efforts in FY 89 was devoted
to demonstrating that solid state electronic pack-
ages can collect nuclear test data and can then sur-
vive long enough to transmit the data to the per-
manent recorders on the surface. Additional goals
of this experiment were to determine which forms
of energy (x rays, gamma rays, neutrons, electro-
magnetic pulse, etc.) would disrupt the function of
our electronics, and what type and level of shield-
ing is required to protect the electronics from this
energy.

The design of the electronics package was made
as simple as possible to reduce any ambiguity
when analyzing the results of the test. The first
simplification was to put the signal source inside
the shielded portion of the package. This reduced
the likelihood that stray energy could enter the
electronic package in an unforeseen way and ruin
the experiment. Because the effects of high inten-
sity electromagnetic energy can destroy electronic
circuits, the outputs of the package were optical
signals carried on optical fibers. The only electric
wires that penetrated the package were the doubly-
shielded dc power lines. The primary shielding for
the package consisted of an iron box with :--mm-
thick walls and multiple chambers through which
the incoming dc power was fed and filtered. The
idea behind the multiple chambers was to isolate
the electronics from any large ground currents that
might be generated on the cables outside the box.
The lid of the box and the mating surface of the box
were machined flat so that good electrical contact
was made between the two pieces. A good, con-
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tinuous electrical contact is required to eliminate

any possible path to the interior of the box along

which electromagnetic radiation could enter.

The electronics inside the package consisted of
an oscillator driving a gallium arsenide logic de-
vice. The output of the oscillator was used to drive
one commercial fiber-optic transmitter and the
output of the logic device was used to drive a sec-
ond fiber-optic transmitter. Both transmitters were
located inside the iron box; only their optical out-
put fibers penetrated the wall of the box. The main
goal of the experiment was to test the hardness of a
package containing electronic components fabri-
cated at LLNL, but a backup package was also
fabricated using a commercial oscillator and a com-
mercial GaAs inverter. The primary design used
an RCA gate array chip configured as a ring oscil-
lator and a GaAs inverter chain. The final configu-
ration of the gate array was done in our labs, as
was the entire design and fabrication of the GaAs
inverter chain.

In order to gain some knowledge about the level
of radiation that the electronics package could tol-
erate, the fully assembled packages were subjected
to intense x-ray pulses generated by a Febetron
high energy electron beam pulser. Our intent was
to subject the packages to radiation rates in excess
of those expected in the field. Both the commercial
and the in-house electronic packages were tested.
The results of this testing led to several conclu-
sions:

» The GaAs parts showed no indication of upset
or failure for radiation rates up to two orders of
magnitude higher that that expected in the field;

* The commercial oscillator was substantially
upset at radiation rates at least one order of
magnitude lower than the rate at which the in-
house oscillator began to show some upset;

* The fiber-optic transmitters and the dc-to-dc
power converter were not affected by the maxi-
mum radiation rate, 9 x 10, rad/sec; and

» None of the components of either the commer-
cial or the in-house packages failed irreversibly
at dose rates up to two orders of magnitude
higher than that expected in the field. These re-
sults led to the decision to field two electronic
packages using in-house parts, one package
with additional neutron shielding and the other
package without it. This configuration would
give us information as to the extent of neutron
shielding required.

The outputs of the transmitters were recorded
during the actual experiment in the field along
with timing fiducials so that the exact time of fail-
ures (if any) could be determined. This precise
timing information is required to determine which

3-33



GaAs CCDs for High-Speed Transient Recording

form of energy (EMP, neutrons, gamma rays, shock
wave, etc.) caused the package to fail. After the
experiment was completed, the data was analyzed
to determine the time and cause of failure. The
data revealed that both of the test packages contin-
ued to transmit data without upset until the shock
wave arrived. This provided good evidence that
the components and packaging techniques used
were adequate for fielding electronic systems in
locations where the radiation was previously be-
lieved to be too intense for solid-state electronic
systems to survive. Since even the non-neutron-
shielded package survived, we concluded that the
additional neutron shielding was not required.

CCD Design

The design of the GaAs CCDs that we fabricated
and tested is based on both our well-established
technology for GaAs digital and analog circuits
and our experience with the design, fabrication,
and testing of silicon CCDs. Our initial design was
a four-phase CCD structure. A four-phase CCD
has four gates per cell to control the flow of elec-
trons through the cell and pass them into the next
cell. Four phases are desirable for very-high-speed
operation because the signals on each of the four
electrodes are simple sinusoids which are much
easier to generate at very high frequencies than
nonsinusoidal signals. The configuration of the
CCDs we have fabricated is shown in Fig. 2.

Figure 2. A 32-cell GaAs CCD designed and fabricated
at LLNL. The input structure is shown at the left and
the output structure is on the right. The charge storage
cells are in the middle, and each cell is composed of
four parallel, thin metal gates, one for each clock phase.
The gates are connected to the bonding pads by air
bridge interconnects that run perpendicular to the CCD
gates above and below the CCD cells. Many crossovers
are required to form the 123412341234... interconnect
pattern of the four-phase gates in the CCD.
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The input technique that we selected is known
as partition sampling. In this technique the input
signal is isolated from the input electron potential
well by a control electrode that creates a barrier
between them. The input well is formed in the
GaAs under a suitably biased Schottky barrier gate
next to the partition gate. When the barrier is low-
ered to take a sample, electrons from the signal
electrode transfer into the input well. When the
barrier is raised again, the electrons in the input
well are isolated from the signal electrode and can
now be transferred into the first cell of the CCD.

The gate-to-gate pitch of our CCDs was chosen
as a compromise between maximum frequency of
operation and ease of fabrication. A pitch of 3 pm
was chosen with 1.25-pm gate metal and 1.75-gm
gaps.

The output structure we used consists of a small
electrode that is isolated on either side by potential
barriers controlled by dc-biased Schottky barrier
gates. The small output electrode is connected to
the gate of an output MESFET. When the signal
electrons are spilled over the first potential barrier
into the output electrode, they cause the current
through the output MESFET to be modulated. In
this way a very small number of electrons can be
used to create a large detectable signal using the
very high power gain of the MESFET. After the
signal has been detected, the electrons are dumped
into another electrode and the output electrode is
ready for the next packet of electrons.

Our CCD design incorporates two variations
from previous designs that should improve the
performance of our devices. One improvement is
the use of air bridges to cross wiring traces over
other traces. Air bridges, as the name implies,
allow one metal conductor to cross over another
conductor by leaving an air gap between them. A
more common way of crossing a conductor over
another is to have a solid dielectric fill the gap be-
tween them. Since all dielectrics have dielectric
constants larger than air, the air gap will have the
lowest parasitic capacitance of any crossover tech-
nique. Our design uses air bridges to distribute the
four clock phase signals to the electrodes of the
CCD. We hope that by reducing this source of
stray capacitance, we will improve the speed per-
formance of our devices. The technology to fabri-
cate air bridges in our lab was developed for our
digital process several years ago. The other vari-
ation is the use of MBE material and etched mesas.
In order to isolate and define the active region of
the CCD, we have selected to etch away all of the
unwanted material around the active areas. This
provides the highest possible degree of isolation,
but does add slightly to the process complexity



because the active areas (mesas) are higher than the
surrounding areas.

In anticipation of the future need to operate our
CCDs at frequencies of | GHz and higher, we have
designed a clocking generator and high-current
drivers that will be able to cycle the large capaci-
tive loads of the CCD gates. The clock generator
has been designed using our buffered-FET-logic
(BFL) technology and will be capable of generating
all four of the clock phases as well as the input
sampling pulse and the output reset pulse. The
high-current driver circuits are designed to be
driven by the clock generator, and will buffer the
signal (i.e., provide more output current) and shift
the output voltage to levels that are appropriate for
the CCD. These circuits have been fabricated, and
preliminary testing up to 700 MHz is now under-
way.

Experimental Results

Two different forms of our CCD were fabricated
along with several test structures to aid in the
evaluation of the CCDs. One of the two forms had
wide gates and small gaps between them. This
version was intended to be operated without resis-
tive material between the gates. The other version
had narrow gates and large gaps between them
and was intended to be processed with resistive
film layers between the gates. Our initial process
run was completed without the use of the resistive
layer (which is still under development) to verify
the functionality of the design at low frequencies.
The chips fabricated in this run contained 1-, 16-,
32-, and 64-cell CCD circuits. A simple structure
without CCD gates was used to establish the oper-
ating conditions of the circuits and to test the input
and output structures separately. Operation of
these CCDs requires « dc-biased electrodes and
clocked electrodes.

Once the proper dc bias conditions were estab-
lished, we tested the 16-, 32-, and 64-cell CCDs for
charge transfer behavior at low frequencies. Fig-
ure 3 shows the input signal, output signal, and the
reset signal for 16-, 32-, and 64-cell CCDs on the
same chip. One can observe the increasing time
delay between the input and the output as the
number of cells is increased. Also visible is the
degradation of the leading and trailing edge sharp-
ness as the number of cells is increased. This is the
result of a nonideal charge transfer efficiency. As
an electron packet moves from one cell to the next,
it leaves behind a small number of its electrons and
it also encounters in the next cell some of the elec-
trons left behind by a previous packet. This small
amount of mixing of neighboring packets degrades
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the fidelity of the signal and is undesirable.

Figure 4 shows a histogram generated by a
simple model which predicts the shape of a CCD
output given a nonideal charge transfer efficiency.
By comparing the model to the data in Fig. 4b, one

Figure 3. The input and output of three different sizes
of GaAs CCDs showing the increased time delay be-
tween the input and the output as the number of cells
is increased. Also visible is the increased degradation
of the output pulse shape with a greater number of
cells. The effects of imperfect charge transfer are more
apparent as the number of transfers is increased.
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Time (fisec)

Figure 4. A comparison of a simple, proportional
charge transfer model with a CTE set to 0.92 (a) and the
actual data taken on one of our 16-cell GaAs CCDs (b).
We thereby estimate the charge transfer efficiency to be
about 0.92. We expected the CTE of this particular
device to be as low as this, because the device was
fabricated without the resistive material in the gate
gaps that enhances the charge transport between poten-
tial wells.

can see that the charge transfer efficiency for our
devices is approximately 0.92 at this frequency.
This means that about =% of the charge is left be-
hind with each transfer. We were able to clock
charge through these CCDs at frequencies up to
about 15 MHz, where the CTE began to degrade
due to the frequency limits of the probe cards we
were using and the CCDs themselves. We had
expected to observe this phenomenon in the first
batch of chips because these chips did not have the
resistive film between the gates. The uncontrolled
surface between the gates creates electron traps or
barriers that impede the flow of the electrons. We

3-36

are encouraged by the fact that we were able to
operate our CCDs at frequencies below 15 MHz
because this is an indication that our design, mate-
rials, and processing were excellent. Poor design,
materials, or processing can result in excessive
amounts of thermally generated electrons which
quickly fill the wells at low frequencies and render
the CCDs useless. Achieving fully functional
CCDs at any level of performance during the first
year of this project was a major milestone.

To operate the CCDs at very high frequencies
(>300 MHz) we are developing a process to deposit
and pattern a stable resistive film in the gaps be-
tween the gates. The resistive film we are using is
an amorphous mixture of Cr and SiO that is RF-
sputtered from a target composed of 35% Cr and
65% Si0. This material is generally referred to as
CERMET (CERamic-METal). There are many para-
meters that can be varied during the deposition of
CERMET to control the resistivity and stability of
the film. We have found a range of parameters
that enable us to deposit CERMET films with sheet
resistivities on the order of 300 kQ/sq and thick-
nesses of the order of 3000 A. The ability to pro-
duce films of the desired sheet resistivity and thick-
ness was an important milestone during this first
year because the resistive layer is crucial to the
operation of these devices at high frequencies. Re-
cently work has begun to develop a lift-off process
for patterning the CERMET because this type of
process would be more compatible with our CCD
process than other patterning techniques such as
ion milling. Our efforts are now focused on find-
ing a combination of photoresist preparation and
CERMET deposition rate that does not damage the
photoresist. Once we have developed a suitable
lift-off technique, we will begin fabricating CCDs
with CERMET in the gaps.

Using some of the CCDs without CERMET, we
have built a low-frequency, prototype transient
recorder to demonstrate fast sampling and slow
read-out recording. For the prototype, a gate-array
was used to generate the four clock phases, the
input sampling pulse, and the output reset pulse in
response to externally applied arming and trigger-
ing signals. Figure 5 shows the output of the CCD
for two different triggering times. In Fig. 5(a), the
switch to the slower clock rate occurs after the in-
put signal has already passed completely through
the CCD, and in Fig. 5(b), the clock rate slows
down after the input signal has been sampled by
the CCD but before the samples have passed
through the CCD. In addition to the broader out-
put signal when the clocks are slowed, one can also
observe the increase in the amount of background
signal coming from the CCD when the clock rate is



slowed. This increase is believed to be the result of
an increased number of electrons generated in the
wells by thermal processes. The rate of electron
generation is constant, but at the slower clock rates
the wells have more time to collect the thermal
charges. This effect will be much less significant at
the higher clock rates at which we intend to even-
tually operate these devices.

Modeling

This year we began an effort to model charge
transport in CCDs and 2-D device design. We have
contracted with UC Davis to take an existing two-
dimensional, dynamic modeling code call BAMBI
and modify it for use with GaAs CCD structures.
BAMBI was originally developed to model silicon
MOS devices, and several modifications have been
made to allow the use of multiple Schottky barrier
contacts and GaAs material. The goal of this mod-
eling project is to examine the transient electron
transport behavior and to optimize the design of
the CCD topography and the MBE materials to
give the best performance. The first phase of this
project has been completed. The first phase in-
cluded the following milestones:

» Adapt the FORTRAN source code for BAMBI to
operate on a UNIX platform,

* Modify BAMBI to incorporate all of the struc-
tures we will need to simulate GaAs CCDs, and

» Develop (or acquire) an output package that will
take the raw BAMBI output and produce gra-
phical representations of the parameters we
wish to observe.

The next phase of this project will be to use
BAMBI to simulate various structures and materi-
als to help guide us in the design of the next gen-
eration of CCDs.

Future Work* 1

In order to meet the goal of designing a field-
able, high-speed transient recording system, our
efforts in FY 90 will be applied in several areas. A
major milestone for the next year will be to demon-
strate CCD operation at clock rates in the range of
| gigasample/second. Two tasks must be per-
formed to achieve this milestone: (.) we must com-
plete the development of the CERMET deposition
and patterning process and combine it with the
CCD fabrication process, and (2) we need to estab-
lish a high-frequency testing capability.

We intend to extend our modeling effort to
study the transient behavior of charge carriers in
CCDs in order to gain a better understanding of
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the processes that limit the CTE of CCDs. We hope
to use the results of this modeling to help us design
a second generation of CCDs that will have im-
proved characteristics for use in transient record-
ers. We also plan to model and fabricate alternate
CCD configurations such as two-phase and one-
phase structures which could be superior to the
four-phase structure and also easier to control.

Once we have established a fabrication process
and a testing capability for high-speed CCDs, we
also plan to investigate the sources of dark (ther-
mal) charge generation processes, sources of noise,
and the fundamental frequency limits of the de-
vices.

We are also going to continue to work on devel-
oping a high-speed analog demultiplexing
(ADMUX) circuit. A first generation of this device
was designed and fabricated during the first phase
of this project, and testing has recently begun. Us-
ing these devices we hope to be able to sample an
analog signal and demultiplex the samples to sev-

Out
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© 10 20
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Figure 5. The input and output of a GaAs CCD being
operated as a fast-in / slow-out analog recorder. The
input pulse is being sampled by the CCD while the
clocks are running fast. The sampled data can be seen
arriving at the output of the CCD while the clocks are
still running fast (a) and after the clocks have switched
to a slower rate (b). The temporal width of the slow
output is seen to be much greater than the original
input signal width. Fast sampling and slow readout
strategies such as this can be used to sample fast sig-
nals and then process the samples at a slower rate.
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eral CCDs. This technique will improve the overall

system bandwidth beyond the capability of an
individual CCD.

1.

2.
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Fabrication Technology

The goal of the Fabrication Technology thrust area is to develop high-
precision fabrication processes and equipment that are economical. Our work
for Laboratory programs focuses on the means to produce components with
previously unrealized levels of precision. In FY 89 our research was
concentrated in fiveNareas:

*Developing an ultraprecision grinding (ductile grinding) process for

the economic preparation of glass and ceramic optical components.
Initiating new and fundamental work to model,\t the molecular
level, the deformation processes occurring during the high-speed
interaction of either a hard abrasive or a cutting tool with a surface.
*Analytically modeling plasma transport and experimentally
verifying a unique cathodic-arc vacuum deposition process for

producing high quality thin film coating”.

*Evaluating the economic viability of machining a variety

new single-crystal materials for use as harmonic generators
for high-povyer laser systems.
*Evaluating a high-speed deformation procedure to deter-
mine if it can reduce the expense of evaluating full-size
shape chargi

ing F. Stowers
Thrust Area Leader



Ductile Grinding of Glass

Kenneth L. Blaedel Daniel J. Nikkei, Jr.
and Pete J. Davis Engineering Sciences Division
Materials Fabrication Division Mechanical Engineering
Mechanical Engineering

Our goal is the realization of a fabrication process that can generate finished precision optical
components in an essentially one-step operation. This process, called ductile or shear mode
grinding, promises to significantly reduce both the processing time and the overall cost of
manufacturing precision optical components. The implementation of this process would
significantly benefit the Laboratory's Laser Fusion Program as well as programs involving
astronomical telescopes and space defense.

We are making progress in our understanding of the ductile grinding process and the para-
meters that determine the transition from brittle to ductile material removal. We have evalu-
ated specimens prepared by ductile grinding to determine if the surface is significantly differ-
ent from conventionally ground and polished optical surfaces, and have found no significant
difference. We have modelled the stresses and deformations that occur at the surface and
immediately beneath the surface as a single abrasive particle interacts with the surface. The
modelling has verified that cracking can be initiated when the particle loading is being either

increased or reduced, as has been previously observed.

Introduction

Many Laboratory programs utilize sophisticated
and costly optical components in the construction
of various analytical instruments. The largest
single user is the Laser Fusion Program's Nova
laser, which contains nearly $50M of optical com-
ponents. The construction of an even larger laser
fusion driver in the late 1990s to demonstrate
break-even energy gains will require an order of
magnitude more optical components, but at essen-
tially the same cost as was required to construct
Nova. The ductile grinding process is being devel-
oped to address this fabrication cost reduction goal,
that is, an order-of-magnitude cost reduction for
the fabrication of special-purpose precision optics.

The technical challenge of achieving this goal is
centered in the understanding of the exact mecha-
nism that allows a brittle material, such as glass, to
behave under certain conditions in a ductile fash-
ion, so that it can be ground precisely to shape
without sustaining any deleterious subsurface
damage or cracking of the surface. To be more
specific, when machining a brittle material like
glass, there is a fundamental difference between
material removal in the brittle regime and in the
ductile regime. Brittle removal occurs by propa-
gating cracks and usually accompanies large
depths of cut and high grinding forces. It results
in a surface with significant roughness and deep

subsurface damage. In contrast, ductile removal is
promoted by shallow depths of cut and low cutting
forces, and leaves a specular surface and low sub-
surface damage.

In the conventional optical fabrication process,
the tens of micrometers of damage left by brittle
grinding have to be removed by loose abrasive
lapping and then finished by polishing in order to
arrive at the correct contour and surface finish.
Unfortunately, lapping introduces errors into the
contour which must be removed during the polish-
ing process. Because of the potential benefits of
minimal subsurface damage and the ability to
machine to close tolerances, bound abrasive ductile
grinding holds great promise for replacing the
abrasive lapping process, and for minimizing or
eliminating the amount of polishing required to
meet a given component specification.

Progress

We have made progress in three different areas.
We have quantified the amount of subsurface dam-
age remaining after ductile grinding, and have
found that the ductile-ground surface is difficult to
distinguish from a more conventionally polished
surface. Secondly, we have modelled the interac-
tion of several indenter shapes with a free surface
to better understand what conditions induce, and
more importantly prevent, cracking. And thirdly.
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Figure 1. Surface roughness of a polished (a) and
ductile ground (b) specimen as measured with a
profilometer.
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Figure 2. Plot of etch depth versus etching time,
showing no significant difference between a ductile-
ground and a conventionally polished specimen. The
etchant was a solution of 10% HF and 5% HC1 by
volume in distilled water.

we have developed a highly accurate technique for
detecting the occurrence of physical contact be-
tween a bound abrasive grinding wheel and the
workpiece.

Quantifying Surface and Subsurface Damage

The goal of this portion of the research was to
characterize the surface produced by ductile grind-
ing and thereby estimate the depth of damaged
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material that would have to be removed by polish-
ing such a surface. The strategy was to use a very
high quality polished surface as a reference against
which to compare a ductile-ground surface. The
two surfaces were evaluated by three techniques
(chemical etching, response to indentation, and
laser damage threshold) and were found to be
comparable. We therefore conclude that we can
produce a high quality surface by ductile grinding.

The test specimens, made from BK-7 glass, were
fabricated by free abrasive grinding with a sched-
ule of progressively smaller grit abrasives. This
was done to ensure that no subsurface damage
remained after the final polish. One of the speci-
mens was then placed on a rotating spindle, and
was precision-ground with a cupped wheel. The
diamond grinding wheel (a resin-bonded grinding
wheel impregnated with 2-4 pm diamond abra-
sives and rotating with a surface speed of 13.8 m/
sec) was fed into the glass sample rotating off-axis
at 100 rpm. A total of 5 pm was removed by duc-
tile grinding to ensure that the surface was charac-
teristic of the ductile grinding process and no arti-
facts remained from any preceding fabrication
processes. Figure 1 shows the surface profiles of
the polished and ground specimens as measured
on a WYKO profilometer. The rms roughnesses of
the ground and polished specimens are almost
equal.

Chemical Etching. Etching is the process that
has traditionally been used to reveal damage in
glass surfaces. It is known that a variation in the
rate of etching is an indication of a difference in
subsurface damage. Figure 2 is a typical test show-
ing depth of material removed versus etching time.
The differences in the plotted points for the pol-
ished and ductile ground specimens are well
within the uncertainty levels typical of etching.
There is no indication that the ground and polished
surfaces are significantly different from one an-
other.

Response to Indentation. The response of a
surface to indentation is an indication of the integ-
rity of that surface and its supporting subsurface.
Specifically, if ductile grinding produces a surface
which has subsurface flaws, then an indentation
test will show signs of reduced "flow pressure,"
where flow pressure is defined as the ratio of in-
dentation load to projected area of indentation.
This is similar to hardness, except that it uses in-
stantaneous load and indentation area, not just the
maximum load and residual plastic indentation
area. Flow pressure therefore includes elastic, plas-
tic, and inelastic effects. Figures 3 and 4 show the
average flow pressure versus depth of penetration
for a ...-mm-diam ball indenting the ground and
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Figure 3. Average flow pressure versus depth of
penetration for a 1.6-mm-diam ball indenting a conven-
tionally polished specimen.

polished specimens. The conclusion to be drawn
from the indentation tests is that only in the very
near surface region are ductile-ground and pol-
ished surfaces different; thereafter the surfaces are
indistinguishable. There is no evidence of mi-
crometer-size cracks in the subsurface of the
ground specimen.

Laser Damage Threshold. The laser fusion
program is interested in the laser damage thresh-
old of its optical components, which is also a func-
tion of subsurface damage. The laser damage
threshold of the ductile-ground and polished speci-
mens was determined by subjecting the surfaces to
high-fluence pulses of 1.06-gm laser light. The
surfaces were then inspected microscopically for
any evidence of damage. The specimens were
tested for front-surface as well as rear-surface dam-
age threshold. The results, shown in Table 1, dem-
onstrate that the subsurfaces of both the ductile

Table 1. Laser damage threshold in J/cm? for BK-7 glass
tested with 1-nsec pulse of 1.06-gm laser light.

Front Surface Rear Surface

142+2.1 J/eml
11.9+1.8 J/cm?

9.6+ 1.8 J/cm)
11.9+ 1.8 J/cm)

Ductile Ground
Polished

Fabrication Technology

ground and polished specimens are similar in this
respect.

The objective of these evaluations was to deter-
mine whether optical surfaces fabricated by ductile
grinding could approach or equal in quality those
surfaces produced by conventional high-quality
polishing. The evaluations indicate that the duc-
tile-ground surfaces were not significantly different
from the conventionally-polished surfaces, and
give no indication of any micrometer-size cracks.
Our interim conclusion is that ductile grinding can
produce a surface well suited to minimize or elimi-
nate any requirement for subsequent polishing.

Computer Modeling of Subsurface Stresses

Ductile grinding involves the action of many
abrasive grits bound into a grinding wheel, rapidly
indenting and scribing a glass surface. Depending
on various parameters such as the depth of cut and
the shape of the grit, material may be removed in
either a ductile or a brittle mode. With ductile
grinding the primary mechanical process consists
of plastic deformation, in contrast to brittle grind-

o Experimental

------ Theoretical model
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Figure 4. Average flow pressure versus depth of pene-
tration for a 1.6-mm-diam ball indenting a ductile
ground specimen. It can be seen that the ductile
ground specimen appears "harder" than the polished
specimen only for the first 50 nm of penetration, but
thereafter is indistinguishable from the polished speci-
men.
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ing where the primary mechanical process is frac-
ture. Knowing what conditions lead to the initia-
tion of fracture helps to provide an understanding
of what causes the transition between ductile and
brittle behavior in grinding.

Our computer modeling effort is concerned with
trying to develop the tools necessary to predict the
brittle to ductile transition during glass grinding.
The actual physical problem is very complex. The
material response of glass is sensitive to such fac-
tors as machining rate and temperature. The mate-
rial properties near the surface are substantially
different from the bulk properties, and are signifi-
cantly affected by an exposure to water or other
chemicals. To realistically model all aspects of the
problem is extremely difficult, since we would
have to include the effects of strain-rate, tempera-
ture, and chemistry.

We are using finite element stress analysis to
determine the stress state that governs the mode
(ductile or brittle) of grinding. We have concen-
trated on the simpler and more numerically trac-
table indentation test as a first step to understand-
ing grinding, and have used finite element analysis
to model a variety of two-dimensional, axisymmet-
ric indentation problems corresponding to a wide
spectrum of grit geometries. We have modelled a

Figure 5. Results of a
finite element stress
analysis showing the
contours of the fracture
function for a sharp
conical indenter, indicat-
ing areas where the
material fracture criterion
has been exceeded.

Indenter
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spherical, 60° conical, and .-0° conical diamond
indenter entering elastic-plastic materials (soda-
lime glass, fused silica, and BK-7 glass). The calcu-
lations show that for large spherical indenters, the
highest likelihood of crack initiation will be on the
surface of the glass in close proximity to the region
of contact with the indenter, which agrees with
observations of "cone cracks" formed during such
indentation tests. Calculations for sharp conical
indenters show that, as seen in Fig. 5, the region of
plastic deformation is fairly localized near the re-
gion of contact. Furthermore, the calculations
show a region with a high likelihood of crack ini-
tiation beneath the region of plastic deformation,
indicating the tendency of the sharp indenter to
initiate a crack from within the subsurface region.
Calculations for both blunt and sharp indenters
have also shown that the tendency to initiate or
propagate cracks continues to increase as the in-
denter is extracted. This result is also supported by
observation. For these calculations the elastic
properties for the glass have been assumed to be
the same as the bulk properties reported in the
literature. While glass scientists suggest that mate-
rial properties at the surface may be different than
in the bulk, no method is available to quantify this.
The plastic properties (yield strength and work

Glass

Contour
levels (MPa)

a=3.29x10
= 1.97x10
k=3.61 x10
+=5.26x10

Plastically deformed
region

HI X Region of (potential)
fracture intitiation

Distance from center of indenter (pm)
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Figure 6. Cross-sectional profile of a scratch (a), acoustic time signal (b), and spectrum (c) made during tests to
determine the edge of the acoustic emission grinding wheel.

hardening parameters) have been set to textbook
values for our present calculations. The inaccuracy
in our characterization of the properties (both elas-
tic and plastic) of the material near the surface
should be reduced by experimental work currently
being performed at the National Institute for Stan-
dards and Technology. These experiments should
give us more realistic values for near-surface prop-
erties, making the quantitative results of our calcu-
lations more representative of the actual physical
situation.

Grinding Wheel Edge Detection

In order to make ductile grinding a useable
process, we have had to develop several ancillary
techniques, one of which was devised to precisely

locate the perimeter of the grinding wheel. The
depth to which a grinding wheel penetrates a work-
piece ("depth of cut") is an extremely important
parameter in controlling whether material is re-
moved in the shear or fracture mode. A prerequi-
site to controlling this depth of cut is the ability to
locate the periphery of the grinding wheel. It is for
this reason that we have developed a precise meas-
urement technique using acoustic emission (AE).
For many of the glasses that we grind, the thresh-
old depth of cut which divides the ductile and
brittle grinding modes is about 0.2 pm. Therefore,
our objective was to develop a "wheel set station"
to detect the location of the periphery of the grind-
ing wheel to about one tenth of the average thresh-
old, or 0.02 pm (20 nm). AE has been used by oth-
ers to locate a grinding wheel.... but the repeatabil-
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ity of the detection was limited to about - |im, or a
hundred times less precise than is desired here.
Our effort therefore represents a challenging but
straightforward application of AE to contact detec-
tion.

A second reason for developing this technique is
to determine the amount of wheel wear that occurs
during one pass of the grinding wheel over the
workpiece. Unless compensation is made for wear,
any wear of the wheel will cause an error in the
contour of the workpiece. The wheel set station
allows us to locate the periphery of the wheel,
make a grinding pass, and then locate the periph-
ery of the wheel again, thus determining the
change in diameter. We can thereafter alter the
commanded path that the grinding wheel takes in
order to compensate for wheel wear during each
subsequent pass.

In the AE edge detection technique, an AE sen-
sor is attached to the back of a glass specimen to
listen for the first acoustic signal resulting from con-
tact between the grinding wheel and the specimen.
The front surface of the plate represents the refer-
ence surface from which the periphery of the wheel
can be located. The repeatability by which this tech-
nique can locate the edge of the grinding wheel is a
measure of success. Our testing arrangement moved
the rotating grinding wheel into the workpiece
until the onset of an acoustic signal in the range of
100 kHz to 600 kHz indicated contact between the
wheel and workpiece. This procedure created
scratches whose cross-sections appear in the Taly-
step profile in Fig. «a. The acoustic emission asso-
ciated with each scratch is shown in the time do-
main in Fig. <b and the frequency domain in Fig.
s¢. This procedure was repeated an average of ten
times, with each scratch being made adjacent to the
preceding scratch. The scratches in the glass work-
piece were then analyzed for repeatability of the
depth of cut. The technique has achieved a detec-
tion accuracy of o..-= pm when operating without a
fluid coolant. However, the use of a coolant intro-
duces significant additional acoustic noise and
masks the first point of contact. Enhanced signal
processing has been developed this past year which
now allows the wheel edge to be detected to an ac-
curacy of o.. pm even with a fluid coolant present.

With enhanced signal processing, the point of
contact is detected by integrating the AE signal
over a very short time interval. This distinguishes
this approach from previous approaches in which
the signal was integrated over one or two revolu-
tions of the wheel before a decision was made.
Also, contact is defined as the repeating AE signal
associated with a given grit striking the reference
surface once per revolution. The detection of a
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single acoustical spike is not considered contact.

We have found that the enhanced signal control
detection technique is not sensitive to the wheel
speed, grit size, grit concentration, or type of grit
on the grinding wheel. The circuit is acoustically
quite robust and does not require much tuning for
different conditions of grinding. The arrangement
has been tested on an experimental bench. How-
ever, nonideal circumstances such as poor tem-
perature control of the mechanical components and
imperfect electronic components have limited the
scratch grinding consistency to about o.. pm in-
stead of the goal of 25 nm.

Future Work

Our plan is to make ductile grinding, currently a
robust but slow grinding technique, into a much
more versatile and productive material removal
process. We intend to accomplish this improve-
ment in a number of ways. The first way is to im-
prove traditional machining parameters such as
feed rate and surface speed, and to alter various
grinding wheel parameters such as average abra-
sive size and size distribution of the abrasives. The
second way is to develop a method to continuously
recondition (resharpen or redress) the grinding
wheel. We now condition a wheel and then grind
until it is worn. The term ivorn refers to a reduction
in the volumetric removal rate. Grinding is there-
fore not a steady-state process. It is our belief that
we must continuously recondition the wheel dur-
ing grinding if ductile grinding is ever to become
an economically productive process for moderate-
size optical components. The third way to increase
productivity is to alter the chemistry under which
the grinding takes place. The current method is to
use a water-base grinding solution (or coolant)
with various additives. Historically, grinding cool-
ant research has been limited to brittle grinding
and to polishing. Itis not known how well the
conclusions from this research will apply to ductile
grinding, which removes material under somewhat
different conditions.

We will continue to pursue the finite element
stress analysis modeling work already under way.
The accuracy with which we can characterize the
near surface properties of glass (both elastic and
plastic) will be improved by precise measurements
to be carried out at the National Institute of Stan-
dards and Technology. These measurements
should give us more accurate values for surface
properties, thus making the results of our model-
ing work quantitatively closer to the actual physi-
cal situation.
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We have discovered new insights into the behavior of common engineering materials sub-
jected to external forces—surface indentation and orthogonal cutting—as found in high-speed
precision machining. To study this behavior, we use a computer simulation method called non-
equilibrium molecular dynamics because it is atomistic—it simulates the response of every
atom in a material. It can thereby give us more information about material properties, stresses,
and deformations than can macroscopic measurements and simulations. Specifically, we used
the embedded-atom method to model the atomistic interactions. This new method allows us to
accurately simulate the behavior of simple metals.

We simulated a two-dimensional cross section of material containing a few thousand atoms
and obtained good qualitative results. Yet, to attain more accurate quantitative analyses, our
simulations will require a few million atoms, and hence, more computer processing power.
Therefore, we have also developed a strategy for simulating millions of atoms on the new class
of supercomputers—the SPRINT and BBN-TC2000 parallel computers.

Introduction

Material removal and build-up of surfaces are
important processes in the fabrication of high-
precision mechanical parts.. Examples of these
processes include high-speed precision machin-
ing.. where spatial tolerances are a few tens of
nanometers, and the ductile grinding of glass: to
produce precision optical components. Macro-
scopic measurements have yielded new and useful
insights into our understanding of surface indenta-
tion and cutting.. However, little is understood of
the basic atomistic mechanisms by which material
is removed and deformed, by which the tool-tip
and workpiece interact, and by which induced
surface and subsurface damage occurs. The two
processes mentioned above are particularly af-
fected by atomistic mechanisms.
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For example, chip morphology differs dramati-
cally between high- and low-speed machining of
steel. Figure 1 depicts the cutting process. Figure
1(a) shows the continuous chip that forms in low-
speed machining. The chip's thickness is larger
than the depth of cut, and its smoothness indicates
a continuous shearing of the workpiece material at
the tool tip. The chip formed in high-speed ma-
chining [Fig. 1(b)] is much different; it contains
bands of intense localized shear. Between these
bands are large segments of undeformed material.

In the ductile grinding of inherently brittle mate-
rials, small abrasive particles -. pm) are used to
achieve high surface smoothness (-o.0o: pms .
When the depth of cut is small compared to the
abrasive particle size, the mechanism of material
removal is similar to low-speed machining of duc-
tile metals. However, at greater removal depths,
appreciable cracking and fracture occurs, as
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Figure 1. The chip morphology found in the machin-
ing of metals, (a) The smooth, continuous chip ob-
served when machining steel at low cutting rates

(<1 m/sec), (b) The segmented chip observed in
high-speed machining of steel (>100 m/sec).

expected for brittle materials.

The non-equilibrium molecular dynamics
(NEMD) computer simulation method: is ideal for
studying these atomistic mechanisms. From our
simulations, we evaluate the response of a material
subjected to an external force by following the re-
sponse of every atom in the material. Examples of
external forces include: coupling to heat baths,
stress fields, and moving boundaries. NEMD
simulations also provide new insights into the
material stress/strain relationships, which are
largely unknown because measurements are ex-
ceedingly difficult at the high strain-rates involved
in the machining process. These constitutive rela-
tionships are necessary input into continuum me-
chanics* calculations. NEMD thereby augments
continuum mechanics, which can neither predict
the initiation of fracture nor follow the behavior of
a material as it strain-hardens or strain-softens.

Fabrication Technology

To study atomistic mechanisms using the
NEMD method, we need to input a description of
how the atoms in a material interact. These inter-
actions are affected by the behavior of electrons
when the atoms in a material are brought together.
We describe three possible electronic behaviors as
follows.s
* The electrons surrounding each atom remain

tightly bound to the atom; their motion is

uniquely determined by the motion of the atom.

This interaction represents materials that are

gaseous at room temperature, such as nitrogen

or oxygen

» The electrons are not bound to any atoms; the
motion of these "free electrons" is independent
of the motion of the atoms. This interaction rep-
resents simple metals, such as copper and nickel.

* The electrons are shared by many atoms; their
motion depends on the motion of all surround-
ing atoms. This interaction represents co-
valently bonded materials, such as glass.

To accurately simulate these different materials,
specific models must be used in NEMD simula-
tions. We have two successful models—the Len-
nard-Jones force model- and the recently devel-
oped embedded-atom method (EAM, s At present,
no satisfactory model exists for covalently bonded
materials; we will focus on this issue in our future
research. The Lennard-Jones force model accu-
rately represents materials that are gaseous at room
temperature. It has been used as the predominant
method for simulating inter-atomic forces, but it is
limited to modeling the first type of electronic
interaction. Our FY 89 research focused on the
EAM because it successfully models simple metals;
never before have free surfaces and cracks in com-
mon, practical engineering materials been accu-
rately simulated on an atomistic level.

We also began to work on an algorithm to take
advantage of the new class of supercomputers.
This new class represents the trend in supercom-
puting to use a large number of processors all
working in parallel on the same problem (hence,
the name parallel computers). This trend will define
supercomputing in the 1990s and well into the 21st
century. State-of-the-art parallel computers in-
clude the SPRINT (under continuing development
at LENT,» and the BBN-TC2000 (recently pur-
chased by LENT for the Massively Parallel Com-
puting Initiative). Our group is among the first to
create an algorithm that exploits the power of these
new computers and gives us the data manipulation
capabilities we need for our simulation research.

"Continuum mechanics is the study of distributions of energy, matter, and other physical quantities under circumstances where
their discrete nature is unimportant. These physical quantities may be regarded as continuous functions of position.
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Progress

Our research in FY 89 focused on two activities:
* Developing a strategy for simulating very large
systems (several million atoms) on available
parallel computers, and
+ Simulating common engineering metals using
the EAM; specifically, we simulated shallow
depths of cut (about ten atomic layers), indenta-
tion processes, and the slow collision of disks
made up of several hundred atoms.
We present here a description of these activities
and the results of our simulations...

Strategy for Using Parallel Supercomputers

A realistic three-dimensional simulation of a
shallow depth of cut, ~o.. pm, requires several
billion atoms and generates an unmanageable
amount of data.

However, a two-dimensional simulation con-
tains all the relevant physics information for the
indentation and orthogonal cutting processes.
Thus, we can simulate in two dimensions the same
depth of cut using only a few million atoms. Even
so, an NEMD simulation of this size requires a
supercomputer using an algorithm based on two
information management ideas—data storage in
limited memory and the division of the simulation
problem into many small cells.

First, memory is at a premium. Hence, we re-
quire a minimum-storage algorithm. The Stormer
algorithm., is one of several choices. We use a
modified version of this algorithm because it re-
quires only three storage locations per degree of
freedom: two spatial coordinates (at different time-
steps) and the force. The velocity values are not
stored, but we evaluate them by using a central
difference when we need to calculate the tempera-
ture or stress anywhere in the material.

For comparison, the popular fourth-order
Runge-Kutta method.. requires six storage loca-
tions per degree of freedom. This method requires
twice as much memory storage as the Stormer
method to produce the same level of accuracy. We
have found that the accuracy and the central proc-
essing time for all commonly used integration algo-
rithms are about the same, as long as the optimum
time-step is used.* The Runge-Kutta method can
use a time-step four times longer than the Stormer
method, but it requires four times as many force

evaluations (the most expensive part of any mo-
lecular dynamics simulation code).

Our second idea is to divide the molecular dy-
namics simulation problem into many small cells.
By doing so, when we double the number of atoms
in a simulation, we double the amount of computer
time necessary to process our data. This is the
most efficient use of computer time. The size of
our cells depends on the interaction range of the
inter-atomic potential, which we define as two
atomic diameters. In practice, we assign each proc-
essor a region containing several hundred cells,
which minimizes the amount of information the
processors communicate at the end of each time-
step. Subdividing requires an additional "linked-
cell" list containing one entry per particle. We use
this linked-cell storage algorithm in conjunction
with the Stormer algorithm to integrate the equa-
tions of motion.

Thus, we have developed a minimum-storage
algorithm that uses seven storage locations per
atom in a two-dimensional simulation (two de-
grees of freedom per atom). This algorithm has
proven to be the most efficient for the large sys-
tems we are simulating using the NEMD method,
and it most advantageously uses the additional
processing power of the SPRINT and the BBN-
TC2000. Currently, we can simulate, at most, one
million atoms. A SPRINT machine with 1000 times
more processors than our current SPRINT will be
able to simulate one billion atoms in the same
amount of computer time we currently use to
simulate one million atoms.

The computer simulation geometry we used for
the NEMD simulations described here is much the
same as the geometry reported in the FY s= Thrust
Area Report s Figure 2 represents a two-dimen-
sional, one-atom-thick cross section of material
used to model the indentation process. We estab-
lish a boundary layer of fixed atoms (not allowed
to move), which represents the bulk material at the
desired temperature and density. The next two
layers (thermostat atoms) are allowed to move and
are constrained to the desired temperature... In
this way, heat energy from the cutting tool (or the
indenter) working at the surface is drawn away as
if the cross section were much larger. The remain-
ing 1o t0 100 atomic layers are free to move uncon-
strained. These atoms interact with themselves,
with the fixed and thermostat atoms, and with the
moving tool. We study the indentation process by
moving an indenter (the large ball in Fig. 2) into

*All of the algorithms we use are stable up to a certain amount of time in each time-step. This "maximum" time-step is the opti-
mum for running an algorithm. The maximum is a different amount of time for each algorithm. It also depends on the nature of

the inter-atomic interactions.
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Figure 2. In a typical indenter geometry, the large circular indenter interacts with the atoms according to an ex-
tended Lennard-Jones force model. All of the atoms are constrained to move in two dimensions only. The bottom
layer of boundary atoms is not allowed to move. The thermostat atoms are maintained at a constant temperature,
and the remaining atoms obey Newton's equations of motion.

the top layer of the material. We study the cutting
process by scraping a tool across the surface of the
material (as in Fig. 4). Using the maximum allow-
able time-step, our cutting rates are limited to
greater than .00 m/s for simple metals (high-speed
machining).

The Embedded-Atom Method (EAM)

The EAM has revolutionized our ability to rep-
resent the inter-atomic forces in simple metals.
Using the EAM, we have begun to investigate the
response of these simple metals to external forces.

As previously described, metals contain free
electrons. The EAM is a simple method that de-
scribes the interaction of atoms with these free
electrons. Figure 3 depicts the density of free elec-
trons in a simple metal. Daw and co-workerss de-
scribe this free-electron interaction energy as the
energy required to embed an atom into a region of
charge density p. Because the free electrons spend
most of their time close to the atoms, we can ap-
proximate the total charge density at the position
of an atom as the linear superposition of the charge
clouds onto the atom from its neighboring atoms:

P=1"ms

neighbors

where p. is the total charge density at the position
of atom i, r.1s the distance from atom i to one of its
nearest neighbors (indexed byj), and /(r.) is a func-
tion that describes the density of the cloud of elec-
trons around any atom. The energy to embed an
atom is written as F(p), where F is the embedding
function. The total embedding energy for our col-
lection of atoms is the sum

F SF(P)

total
all atoms

This energy is in addition to the ordinary atom-
atom interaction energy described by the Lennard-
Jones force model. To attain accurate results using
the EAM, we need to use an empirical embedding
function. We take F(p) ° p log p (following a sug-
gestion of Holian and Voter*). By varying the form
of this embedding function and the electron den-
sity function, we can adjust our calculated proper-
ties to agree with the known properties of the real
material.

Molecular Dynamics Simulation Results

We made a movie of our simulation of high-
speed machining. Figure 4 contains two frames
from the movie. We shaded the different layers to
illustrate how the atoms diffuse. Although the

’Brad Holian and Art Voter (from Los Alamos National Laboratory) have devised a simple embedded-atom potential based on the
embedding function F(p) « p log p. Their potential closely approximates the three-dimensional cohesive energy and vacancy for-
mation energy of a material resembling copper or nickel within a two-dimensional calculation.
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Figure 3. The free electrons in metals give rise to an additional cohesive interaction not described by the Lennard-
Jones force model. The "clouds" around the atoms represent the electron density in an idealized two-dimensional
crystal, (a) The electron density around a single atom. The solid ball represents the "core" electrons that give rise
to the Lennard-Jones interaction. The cloud represents the "valence" electrons that become free when the atom is
embedded into a metal, (b) The electron density around several atoms. The space in the middle represents a va-

cancy in the material, (c) The additional cohesive interaction is the energy required to embed the central atom
[from (a)] into the electron density due to its neighbors at the position of the vacancy [in (b)].

depth of cut is only ten atomic layers, the simula-
tion demonstrates the relevant physics of the ma-
chining process.

When the tool first impacts the material [Fig.
4(a)], the response is elastic, and a compressive
shock wave propagates into the underlying mate-
rial. As the simulation progresses, plastic deforma-
tion occurs—the tool performs work that causes
permanent changes to the atoms' local environ-

ment. We observe the creation of voids where
atoms used to be and slip dislocations (planes of
atoms sliding across each other). Directly beneath
the cutting tool in Fig. 4(b), we observe appre-
ciable subsurface damage, as indicated by the inter-
layer diffusion. The chip forming directly in front
of the tool is qualitatively the same as a chip cre-
ated in the actual machining process. Inside the
chip, we again see voids and interlayer diffusion,

Figure 4. Two frames from our movie of the molecular dynamics simulation of orthogonal cutting of an embed-
ded-atom material. We used 1526 atoms at a depth of cut of ten atomic layers, a temperature of about one-tenth
the melting temperature (Tm = 1356 K for copper), and a tool speed of one-tenth the longitudinal speed of sound
(Vb = 3700 m/sec for copper) in the embedded-atom material, (a) This frame is near the beginning of the simula-
tion. The shaded bands illustrate atoms initially lying in the same layer, emphasizing interlayer diffusion as the
simulation progresses, (b) This frame is near the end of the simulation and shows the same profile shown in Fig.
1(a). The chip is smooth and continuous, appreciable surface and sub-surface damage can be seen behind the cut-
ting tool, and a noticeable slip dislocation propagates down to the lower boundary.
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Figure 5. Several frames from our simulation of the indentation process, (a)-(c) Indentation using a 4o-diam in-
denter (where o is the atomic diameter), (d)-(f) Indentation using an Sodiam indenter. In both cases, the mate-
rial contains 4000 atoms at a temperature of one-fourth the melting temperature. The indenter velocity is one-
thousandth the longitudinal speed of sound. We shaded alternating layers black and white to illustrate the for-
mation of slip dislocations and plastic deformation. Comparing the two indenter sizes, we observe that the edge
of slip dislocations propagates farther into the material under the larger indenter than under the smaller one. Yet,
the force needed to initially create a slip dislocation is the same for the two indenters.

which indicate strong shearing at the tool tip.

The morphology of the chip formed in our simu-
lation using the EAM (shown in Fig. 4) is qualita-
tively different from the chip formed using the
Lennard-Jones force model... For instance, in the
Lennard-Jones model, the chip has a strong ten-
dency to vaporize or disintegrate, whereas in the
embedded-atom model, the chip stays together.
The EAM more closely models the behavior of
metals, which are of greater practical interest.

We also simulated the indentation process using
a circular indenter (see Fig. 5). We varied the size
of the indenter from about 2a to =00 (Where o is
the atomic diameter). We also varied the number
of atoms in the material from a few hundred to a
few tens of thousands. Shown in Fig. 5(a)-(c) is a
4o-diam indenter and in Fig. 5(d)-(f) is an sa-diam
indenter. In both cases, the material contains 4000
atoms. As the tool impacts the surface of the mate-

rial, we observe elastic deformation [Fig. 5(a) and
(d)], just as in our cutting simulation. As the tool
continues to push down, we observe the creation of
slip dislocations (plastic deformation), which allow
the material to yield [Fig. 5(b) and (d)[. We also
observe material bulging out around the sides of
the indenter [Fig. 5(c) and (f)]. This bulging re-
lieves stress, and the edge of the slip dislocation
propagates back toward the indenter. Comparing
the two indenter sizes, we observe that this edge
propagates farther into the material under the
larger indenter than under the smaller one. Yet,
the force needed to initially create a slip dislocation
is the same for the two indenters.

Because impact is fundamental to material re-
moval processes, we also studied the impact of
disks made up of a few hundred atoms. In Fig. 6,
we show our simulation of this impact. We col-
lided two disks of pure metal traveling at one-tenth
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the speed of sound. These disks stick together
(cold-weld). However, if surface impurities exist,
the disks tend to bounce off of each other.

Future Work

In FY 89, we demonstrated the ability to accu-
rately simulate the behavior of simple metals—
copper, steel, etc.—and developed an algorithm
that will allow us to run larger and more accurate
simulations.

Our work will now focus on accurately model-
ing the deformation of brittle materials (primarily
glass). Glass is difficult to model because of the
nature of its electronic motion. A method has been
developed to study this problem..s however, it can

(@ > -

) > ~

Figure 6. The impact of two disks made up of the em-
bedded-atom material (such as a pure metal). The
velocity of the disks is one-tenth the speed of sound.
The disks stick together (cold-weld) and do not come
apart. Ifthe disks contain surface impurities, they tend
to bounce off of each other.
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Figure 7. A cartoon of the orthogonal machining proc-
ess; shown are the intense shearing of material that
occurs directly in front of the tool tip, regions of high
material compression, and residual surface and sub-
surface damage. Of particular interest is the formation
of a large crack behind the cutting tool. By under-
standing how cracks form in brittle materials, we can
optimize the machining effort—gaining optimum sur-
face quality and lowering end product cost.

only model, at most, a few independent atoms.
The many-body potential gives us another means
for modeling glass... It evaluates the interaction of
two atoms by accounting for the positions of all
neighboring atoms. However, the computer time
required to calculate a many-body potential is ap-
proximately an order of magnitude more expen-
sive than that required for the EAM. Nevertheless,
we plan to incorporate this many-body potential
into our computer code for modeling glass.

We also plan to couple molecular dynamics
simulations to a finite-element code (a continuum
model). Our atomistic simulations give us infor-
mation unobtainable from continuum methods, but
continuum methods are adequate for describing
certain conditions. For example, in our indentation
studies, the material far from the indenter deforms
elastically; this deformation should be adequately
described by continuum methods. By coupling a
finite-element code with NEMD, we will introduce
a moveable boundary layer into our simulation,
within which the motion of the atoms is important,
and outside of which the finite-element code
should sufficiently model the deformation of the
material.



Finally, we plan to spend most of our time in FY
90 studying the cutting process. In Fig. 7, a cartoon
of the cutting process, we illustrate some important
features we will focus on. For example, the mate-
rial near the tip is undergoing strong shear defor-
mations, which depend on material properties,
thermodynamic conditions, and cutting rate. We
also show some surface and sub-surface damage to
illustrate other factors affecting and resulting from
the cutting process, such as the material's struc-
ture—crystalline or amorphous—and the presence
of defects and/or grain boundaries. Behind the
tool, a crack is forming. We will study the initia-
tion and propagation of cracks, which are espe-
cially important to an understanding of the defor-
mation of brittle materials. We will also study how
the tool's work is distributed into heating the mate-
rial and into plastic and elastic deformations.

Besides the basic physics questions we plan to
answer through these activities, we will provide
insight into specific engineering problems, such as
tool velocities, tool shapes, rake angles, and tool
wear. In summary, we hope to understand the
underlying physics that determines the hardness of
brittle materials, their deformation behavior and
yield strength, strain-hardening, and the initiation
and propagation of cracks and fracture. With this
information, we will perform atomistic engineer-
ing, thereby designing the most appropriate mate-
rials and tools to use for specific purposes, such as
precision optical components.
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The cathodic-arc project is developing an ion-based physical vapor deposition process that
promises to produce better thin-film coatings at faster rates than the conventional processes.
Improvements desired in thin-film coatings are higher density, greater purity, improved
adhesion, and, for ceramic coatings, more complete stoichiometry. The cathodic-arc process
has the potential to provide all these improvements, but a problem has been the macroparticle
impurities the process produces. We are applying computer models and verifying them with
direct measurements of the plasma behavior in an effort to develop efficient means of filtering

out the macroparticles. Using the cathodic-arc process in combination with a macroparticle
filter we developed, we have demonstrated the ability to produce coatings of excellent
thickness uniformity on large parts (up to 30 cm in diameter) at adequate deposition rates, as
well as the ability to produce iron coatings significantly lower in oxygen impurity than

previously attainable.

Introduction

Many programs at LLNL use thin-film coatings
deposited by the physical vapor deposition (PVD)
process. Coatings produced by traditional PVD
techniques such as electron-beam evaporation and
magnetron sputtering are satisfactory for some ap-
plications but not for others because of inadequa-
cies in stoichiometry (chemical uniformity), adhe-
sion, density, or resistance to high-energy laser
damage. The cathodic-arc process we are develop-
ing offers the prospect of overcoming all these dif-
ficulties through its ability to provide copious
quantities of charged particles (plasma) of virtually
any conductive material for deposition as a thin-
film coating. Unfortunately, the process also pro-
duces small droplets of unwanted material, called
macroparticles, which form undesirable structural
defects in the coating. Elimination of these mac-
roparticles from the coating is one of our major
goals.

The emphasis this year has been on the develop-
ment of computer codes to model the operation of
a magnetic filter designed to remove the macropar-
ticles from the plasma stream emanating from the
cathodic arc. We have carried out experiments to
evaluate the accuracy of the computer models, and
we have combined the cathodic-arc and macropar-
ticle-filter technologies to provide thin-film coat-

ings of superior quality for several Laboratory pro-
grams.

Progress

Cathodic-Arc Ion Self-Sputtering

Figure 1 illustrates some of the similarities and
differences between three PVD technologies. All
three processes take place in a vacuum chamber.
The electron-beam (EB) evaporation process in
Fig. 1(a) relies on thermal evaporation of the source
material, which is heated with an electron beam.
The atoms from the EB evaporation process are un-
charged, and their kinetic energy is limited by the
heating process to about | eV. Coatings produced
by this process are often not fully dense, and they
tend to have limited adhesion unless the substrate
can be heated to a high temperature. These diffi-
culties become more severe as the coating rate is
increased. Moreover, the EB evaporation process
normally requires a vertical orientation between
source and substrate, with the source beneath the
substrate, because of the necessity to contain the
molten source material in its water-cooled hearth.
However, a distinct advantage of the EB evapora-
tion process is that it can be carried out at extreme-
ly high vacuum levels because no process gas is
required. This feature can be exploited to produce
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Figure 1. These three
physical vapor deposition
(PVD) processes are used
to produce metallic and
ceramic thin-film coat-
ings. Each process has
subtle advantages and

Substrate

‘| Metal neutrals,

disadvantages described 0.1 toleV
in the text. Source
material
Hearth

| (a) Electron-beam
| evaporation

coatings having high purity.

In the magnetron sputtering process, shown in
Fig. 1(b), the source material is bombarded with
ions of a process gas such as argon. The sputtered
particles are in the form of neutral atoms having a
somewhat higher kinetic energy than those pro-
duced in EB evaporation. This higher energy is
thought to be responsible for the improvements in
coating density and adhesion sometimes observed.
Since magnetron sputtering is normally done using
a solid source material (water-cooled to prevent
melting), the source-to-substrate orientation of the
process is not limited as in EB evaporation. This
permits increased latitude in coating parts (sub-
strates) having complex geometries. Although the
sputtered particles have energies on the order of
10 eV when they leave the surface of the source
material, their energy when they reach the surface
being coated is normally lower as a result of colli-
sions with the process gas atoms. In addition, at-
oms of the process gas are frequently trapped in
the coating as impurities.

The cathodic-arc coating process.. shown in
Fig. 1(c), normally produces large quantities of ion-
ized atoms with high kinetic energy, on the order
of 30 to 80 eV; moreover, the kinetic energy can be
increased or decreased by applying suitable bias
potential to the substrate. Unlike the EB evapora-
tion process, the cathodic-arc process is not limited
in its physical orientation relative to the part being
coated. The energetic sputtered ions of the
cathodic-arc process—as compared with the lower-
energy sputtered atoms in the other two proc-
esses—can produce coatings having improved den-
sity and adhesion, even at high deposition rates. In
addition, their higher kinetic energy at the deposi-
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tion surface makes it possible to produce stoichio-
metric ceramic coatings via a reactive process over
a wide range of process conditions. To fully realize
these advantages, however, it is necessary to re-
move the undesirable macroparticles also produced
by the cathodic-arc process.

This year we have demonstrated that the
cathodic-arc process for ion self-sputtering can pro-
duce nearly pure iron coatings needed for a diag-
nostic application; these coatings have significantly
lower oxygen contamination than had been previ-
ously attainable with conventional magnetron
sputtering. Figure 2 shows the spectroscopic sig-
natures of a magnetron-sputtered coating and a
coating produced by the cathodic-arc process. The
intensities of the two curves are normalized (i.e.,
equated) in the iron region. Lower on the energy
scale, in the oxygen region, the intensity of the
magnetron curve is much higher than that of the
cathodic-arc curve, indicating a much greater pro-
portion of oxygen in the magnetron-sputtered coat-
ing than in the cathodic-arc coating. We attribute
the increased purity of the cathodic-arc coating to a
higher coating density and to the ability of the
process to operate at high vacuum without a sput-
tering gas in the vacuum chamber. The process
produces coatings of very uniform thickness on
parts as large as 30 cm in diameter. It has been suc-
cessfully used to produce coated parts for various
Laboratory programs.

Process Modeling

Magnetic Field Modeling. We have used the
computer code POISSON, which was developed at
Los Alamos National Laboratory, to predict the
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Figure 2. The spectroscopic signature of an iron
coating produced by the conventional magnetron-
sputtering process compared with that of one produced
by the cathodic-arc ion self-sputtering process. The
cathodic-arc coating has significantly less oxygen
impurity than the magnetron-sputtered coating.

magnetic fields inside several macroparticle filters.
We verified the code by making magnetic field
strength measurements in various filters we have
constructed. In addition, we were able to use
POISSON to design and build a structure for posi-
tioning an electromagnetic arc, under computer
control, over different areas of the arc target. This
ability is useful for producing multilayer and alloy
coatings, and the arc-positioning algorithm makes
possible a more complete utilization of the target
material with an associated reduction in operating
cost.

The plasma transport code, described below,
was designed to accept the output from POISSON.
This has allowed us to carry out feasibility studies
on new designs for macroparticle filters.

Plasma Transport Modeling. Aksenov-s and
his co-workers first proposed a macroparticle filter
having a solenoid in the shape of a quarter-torus.
The magnetic field of the filter constrains the mo-
tion of the electrons produced by the arc. It is
thought that the ions are forced to follow the elec-
trons through the filter in order to maintain local
electrical neutrality of the plasma. This explana-
tion is the so-called "flux tube" model first pro-
posed by Morozov. and applied to the quarter-
torus geometry by Aksenov.

A major part of our modeling effort this year has
been to evaluate the flux tube model's validity and
its utility in designing new macroparticle filters
having higher efficiency. We have written a code
called QTRTORS, based on the flux tube model, to
approximate the flow of ions through a filter. The
code can handle an arbitrary magnetic-field con-
figuration, and it has been tested using a geometry
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Figure 3. A simplified drawing of the quarter-torus
macroparticle filter used to evaluate the QTRTORS
computer code. The filter removes the macroparticles
from the ion stream while passing most of the ions.
Superimposed on the macroparticle filter are the ion
trajectories predicted by the code. Ions colliding with
the filter wall are interpreted as lost in transit through
the filter; thus the ion current diminishes with distance
in passing through the filter from upper left to lower
right.

corresponding to recent experimental datas Be-
cause of the simplicity of the model, it is computa-
tionally very efficient and has proven useful in
making rapid and inexpensive assessments of the
qualitative features of alternative filter designs.

Figure 3 shows a simplified configuration of the
quarter-torus macroparticle filter used to evaluate
the QTRTORS computer code, as well as the ion
trajectories predicted by the code. The filter's effect
is to remove the macroparticles from the stream of
ions, but it also removes some of the ions as well.
lons that collide with the filter wall in Fig. 3 are
interpreted as lost in transit through the filter.
Figure 4 is a plot of the distance required for the
ion current to decrease to . /e of its original value
as a function of the magne d applied to the
macroparticle filter. The points represent actual
data reported in Ref. 5, while the solid line repre-
sents the prediction of our computer code; the
agreement is quite satisfactory.

The principal difficulty with the current
QTRTORS code is that the electron density distri-
bution is not calculated but rather is obtained from
an assumed relation between the electron density
and the magnetic field. The motion of ions is then
calculated in the fixed electron distribution. While
this approach is computationally efficient, it does
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Magnetic field (gauss)

Figure 4. A plot of ion-current decay length (distance
required for the ion current to decrease to //e of its
original value) for the ion current in the macroparticle
filter in Fig. 3 as a function of the magnetic field
applied to the filter. The circles represent data points
reported in Ref. 5, while the solid line represents the
prediction of our computer code; the agreement is quite
satisfactory.

not allow the electrons to respond to the ion mo-
tion and thus cannot guarantee that quasi-neutral-
ity of the plasma is maintained. An improved
model that will calculate the electron flow pattern
self-consistently with ion motion is presently under
development.

Cathodic-Arc Ion Source

In parallel with the work outlined above, we
constructed and operated a cathodic-arc ion source.
This source is currently being optimized to increase
its ion transport efficiency. Even when operated in
a less than optimal manner, however, the source
can produce macroparticle-free ceramic coatings of
TiN and Y-O- an order of magnitude faster than
has been possible using reactive magnetron sput-
tering.
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Future Work

Next year we will complete the optimization of
the cathodic-arc ion source and macroparticle filter
to increase the system's transport efficiency. We
will continue to use the system to produce coatings
of various metals and ceramics, on which we will
make property measurements. Cur primary focus
will be to obtain optimum coating characteristics
such as grain size, density, and, in the case of reac-
tive deposition, stoichiometry.

To support these efforts, we will continue to
refine our plasma transport model. In addition, we
will develop a molecular-dynamics model of the
self-sputtering and ion-condensation processes
which will enable us to predict the influence of
various plasma characteristics such as ion energy
on the resulting structure and properties of the
coatings. The predictions of both these modeling
efforts will be reconciled with experimental
observations to verify their accuracy.

1. D. M. Sanders, "Ion Beam Self-Sputtering Using a
Cathodic Arc Ion Source," /. Vac. Sci. Technol. A6(3),
1929-1933 (1988).

2. 1.1. Aksenov, V. A. Belous, V. G. Padalka, and V. M.
Khoroshikh, "Transport of Plasma Streams in a
Curvilinear Plasma-Optics System," Sov. J. Plasma
Phys. 4, 425-428 (1978).

3. 1.1. Aksenov, A. N. Belokhvostikov, V. G. Padalka,
N. S. Repalov, and V. M. Khoroshikh, "Plasma Flux
Motion in a Toroidal Plasma Guide," Plasma Phys.
Contr. Fusion 28, 761-770 (1986).

4. A. L Morozov, "Focussing of Cold Quasineutral
Beams in Electromagnetic Fields," Sov. Phys. Dokl.
10, 775-777 (1966).

5. J. Storer, J. E. Galvin, and 1. G. Brown, "Transport of
Vacuum Arc Plasma Through Straight and Curved
Magnetic Ducts," preprint of paper submitted to
/. Appl. Phys. Lett. (1989).

IS



Diamond Turning
of Optical Single Crystals

Choi K. Syn, John S. Taylor, Stephan P. Velsko
and Baruch A. Fuchs Advanced Materials Group
Materials Fabrication Division Y-Division

Mechanical Engineering

We are studying diamond turning to evaluate whether it is an economically viable method
for machining single-crystal materials to the shapes and surface finishes required for various
optical components of high-power laser systems. We have identified the range of ductile cut-
ting conditions under which a diamond cutting tool can produce smooth and damage-free sur-
faces in a number of single-crystal materials of interest to the Laser Program, and we have
evaluated the amount of cutting that can be done by a diamond tool on these crystals before it
wears to the point where it can no longer maintain ductile cutting conditions. Results are pre-
sented here for the single-crystal materials Z-arginine phosphate (LAP), Z-arginine acetate
(LAAc), potassium dihydrogen phosphate,(KDP), calcium fluoride (CaF,), lithium calcium alu-

minum fluoride (LiCaAlF6), and lithium niobate (LiNbO,).

Introduction

Single-crystal optical materials are used in fre-
quency converters, laser amplifiers (as host crystals
for lasing media), and other optical elements in
high-power laser systems. Large diamond-turned
KDP crystals used as frequency converters: are an
indispensable part of the Nova laser and have con-
tributed enormously to the achievement of its many
important milestones. Growing of the various
single crystals and subsequent fabrication of them
into large single-crystal optics of acceptable quality
at an affordable cost are important factors to con-
sider in planning for high-power laser systems
now and in the future. Single-point diamond turn-
ing methods have been shown to provide an eco-
nomical means (perhaps the only means) of mass
fabrication of KDP crystals for the Nova laser. The
purpose of the present study is to investigate the
diamond turnability of crystals being considered
for use in the next generation of high-power laser
systems, including the crystals listed in Table 1.

Diamond turnability of a given material is deter-
mined by two factors: the cutting behavior of the
material and the wear behavior of the diamond
tool, under a realistically acceptable range of cut-
ting conditions. The work material should be re-
moved in a smooth ductile manner in order to cre-
ate a smooth surface that is free of surface and
subsurface damage. The diamond tool wear
should be low enough so that the ductile cutting

condition can be maintained until the given cutting
operation is completed. The less tool wear, the less
degradation of the surface finish and figure accu-
racy (i.e., how closely the final machined shape of
the workpiece matches the intended shape), and
hence the more surface area that can be cut before
the tool wears out. Tool wear may be the most
important parameter determining the quality of the
machined surface and the productivity of the ma-
chining operation under a given cutting condition.

We have developed a cutting test method we
call the "shoulder analysis" technique.. which al-
lows us to evaluate the material's cutting behavior
and determine the upper limit of the ductile cutting
conditions without covering the entire matrix of
cutting parameters. We have also developed a
procedure called the "plunge-cut replication”
method.; with which we can measure the diamond
tool wear very accurately. Measurement of the
surface finish as a function of cutting distance or of
material removed provides an indirect measure of
the tool wear.

Table 1 lists the six single-crystal types we in-
vestigated in this study. The samples were mostly
small and few in number. We studied the cutting
behavior of these samples and carefully examined
the tool wear. The results are promising, showing
good surface finish and mostly low or negligible
tool wear. Further study seems warranted, includ-
ing extended tool-wear tests to determine the eco-
nomics of diamond turning of larger crystals of
these materials.
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Progress

Experimental Procedure

The crystals we studied were procured from
several sources. As shown in Table 1, they were
generally small and of various shapes. Only the
CaF(, LiNbOv and KDP crystal samples were stud-
ied by the shoulder analysis technique.

Diamond cutting tests were carried out with two
precision turning machines, the Pneumo Precision
MSE-326 facing machine. and the Precision Engi-
neering Research Lathe (PERL-IL, s A few small
crystals were cut only with the Pneumo machine,
while other small and large crystals were cut with
both the Pneumo and the PERL-II, depending on
the cutting requirements. Crystals cut on the
Pneumo machine were oriented so that the cutting
tool would move in a specified direction relative to
the crystal orientation or cleavage planes. Crystals
cut on the PERL-II were mounted either on or off
the center of the spindle rotation, depending on the
crystal size and the cutting condition requirement.
As shown in Fig. la, the center mount produces a
spiral cutting pattern centered at the spindle cen-
ter, and the off-center mount produces a cutting
pattern consisting of concentric arcs.

Single-crystal diamond cutting tools were ob-
tained from several commercial sources; they were
resharpened after use if required. If the tool wear
after a period of use was not detectable under a
high-power optical microscope, the tool was
reused on a roughing or semifinishing cut without
resharpening. Round-nosed tools were used, most
of them with a nose radius of2.54 or 3.18 mm, but
a few with a nose radius of 7.62 mm. Each tool was
inspected before and after use with a high-power
optical microscope, and sometimes with a scanning
electron microscope. Only two rake angles—(°
and -45°, but mostly -45°—were employed in the
cutting tests (see Fig. 1b).

Results and Discussion

Table 2 summarizes the experimental results:
cutting direction relative to the crystal orientation
or cleavage plane, cutting parameters (including
depth of cut, feed rate, spindle rotation speed),
cutting distance traveled by the cutting tool and
amount of material removed by the tool, cutting
tool wear, and surface finish achieved. Comments
on the cutting behavior, surface finish, and cutting
tool wear are given below for individual crystals.

LiNbOS: A crystal of (0001) orientation
mounted on the center of the spindle of the PERL-

Table 1. Description of single crystal specimens tested in diamond-turning machining study.

Crystal name (abbreviation), Crystal Cleavage Melting Crystal size and Crystal
molecular formula symmetry, plane point (°C) shape(mm) orientation
space group
Lithium niobate (LN), Rhombohedral {1012) 1250 19 x 19 x 6, (0001)
LiNbO3 R3C square
L-arginine phosphate (LAP), Monoclinic, (100) -ISO 44 x 19 x 16, (010)
+(H2N)2 CNH (CH2)} CH(NH3)+ P2] parallelogram
COOHIPO<FHIO
Potassium dihydrogen phosphate = Tetragonal, None 252.6 50 x 50 x 9, Type Il doubler,
(KDP), KH2P04 142d 25 x25x9, surface normal 60'
square away from z-axis
L-arginine acetate (LAAc), Monoclinic, None -260 37 x 12 x 6, (010)
CH3 COOH HIN CNH P2, parrallelogram
NH (CH2)3 CH NH
Calcium fluoride (CaF), Cubic, 11111 1395 50 diam x 25 thick, Close to (111)
CaFl Fm3m round disk
Lithium calcium aluminum Rhombohedral, = None -810 20 diam x 3 thick, Close to (1120)
fluoride (LiCAF), (LiCaAl)F6 PS/m round disk
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(a) Cutting patterns
Workpiece

Spindle

Center mount

(b) Rake angles

II for cutting showed a threefold symmetry of the
surface finish, indicating the effect of the cleavage
planes on the material removal process during the
cutting operation, as shown in Fig. 2. When the
cutting tool moved against the cleavage plane, the
material was removed by brittle fracture rather
than ductile plastic shear, a phenomenon com-
monly observed in turning of (. :.) silicon single
crystals- as well as single crystals of LAPs and
CaF.- Crystals cut along the direction parallel to a
cleavage plane on the Pneumo machine showed a
rather damage-free surface with a finish of better
than 5 nm rms, while those cut on the PERL-II
showed residual surface-fracture damage indicat-
ing the possibility of tool wear due to insufficient
cutting fluid on the workpiece surface during the
machining.

The diamond cutting tools showed a fairly seri-
ous tool-wear pattern upon repeated cutting opera-
tions. The wear pattern shown in Fig. 3 indicates
that the tool wear was caused by chemical reaction
with the work material, perhaps by oxidation of
the diamond by the niobium oxide in the work
material. Also, the cutting edge showed a ten-
dency for transverse thermal cracking as well as
adhesion buildup of apparently melted work mate-
rial, implying that the cutting temperature may
have been extremely high. Thus a substantial re-
duction in the cutting edge temperature should be
pursued by selecting a cutting fluid that provides

Fabrication Technology

Figure 1. Schematic dia-
grams of (a) cutting pat-
terns on PERL-II, (b) tool
rake angles used in the
study.

Off-center mount

/ -45° Chip

more effective cooling and applying it in a more
efficient manner, if the diamond turning of larger
crystals is desired. A separate report is being pre-
pared on the diamond turning of this material.
LAP: A detailed separate report on this material
is already availables The cutting conditions listed
in Table 2 can produce a surface smoothness better
than 0.5 nm rms. Variation of surface smoothness
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as a function of cutting direction with respect to the
crystal orientation was detectable, but it was rather
negligible if the cutting conditions were properly
controlled.

The cutting tools showed noticeable evidence of
edge chipping and adherence buildup of work
material on the surface. For the relatively short
cutting distances employed in the earlier testss on
the Pneumo machine, the chipping tendency was

negligible. But in the latest and far more extended
cutting tests performed on the PERL-II, especially
in roughing and semifinishing cuts, the edge chip-
ping was much more severe, as shown in Fig. 4.

KDP: KDP crystals were cut on the PERL-II to
provide a comparison with other crystals cut on
that machine. One 50-mm-square sample was
mounted on the center of the spindle of the PERL-
I, and multiple steps were created around the

Table 2. Machining parameters and experimental results for study on diamond turning of optical single crystals.

Crystal  Cutting Cutting conditions Cutting Material Tool wear  Surface Comments
direction DOC FR  Speed distance removed finish
or mode (pm) (pm/rev) (rpm) (km) (mm3) (nm rms)
LN Spiral cut 20 2.5 1900 Rake face * Rainbow finish
10 6 1000 0.22 14.7  cratering and 5
20 2.5 1900 edge thermal
cracking
Parallel to 25 2.5 1000
cleavage 10 2.5 1000 0.85 66 2.6-9.7
plane 5 2.5 1000
LAP Parallel to 50 5 1000 31.8 8230 Extensive « Chipping ten-
cleavage 25 5 1000 52 671 chipping and dency of tools
plane 12.5 2.5 1000 7.1 252 material 0.65-3.43
5 2.5 1000 7.8 200 buildup
2.5 2.5 1000 1.4 8
KDP Spiral cut 50 1000 32 668 No detectable « Excellent finish
25 5 1000 4.7 247 wear * Very forgiving
12.5 2.5 1000 for different
0.75-1.98 cutting condi-
Parallel to 50 5 1000 3.0 786 tions
fl-axis 25 5 1000 2.5 327 * No detectable
12.5 2.5 1000 5.1 164 tool wear
LAAc Parallel to 5 2.5 1000 7.6 98 Chipping  5.19-11.2  + Chipping ten-
(110) 2.5 2.5 1000 0.8 5 tendency dency of tools
* Needs larger
and better
quality crystals
CaF Spiral cut 25 5 1000 Detectable ¢ Threefold
5 2.5 1000 4.0 144 cratering and symmetry in
edge cracking 1.75-3.14 surface finish
2.5 2.5 1000 3.2 2.1
LiCAF  Parallel to 10.0 5 1900 1.1 22 No wear 1.2-8.2 * Needs larger
f*-axis 2.5 2.5 1900 detected and better
quality crystals

DOC— depth of cut; FR— feed rate; Speed— spindle rotation speed; Cutting distance and material removed are per individual

tool.

4-24



Figure 3. Diamond tool wear in cutting LiNbO3 crystal
shown in Fig. 2.

center during the roughing and semifinishing cuts
by stopping the cutting tool slightly behind the
termination point of the previous cut, as shown in
Fig. 5. After the finishing cut on the rest of the
surface, three additional steps with a wider inter-
val were created to examine the material cutting
behavior on the shoulder of each step.

On the steps of the roughing and semifinishing
cuts, one can see almost symmetric lobes of surface
fracture area (Fig. 5). This surface feature suggests
that the prior blanking and handling process of the
crystal may have created subsurface damage
which, in turn, may have induced surface fracture
along a certain crystal orientation during the cut-
ting operation.

No tool wear was detected on the tool used in
cutting the 50-mm-square sample, even though a
substantial amount of material was removed dur-
ing the roughing and semifinishing cuts, indicating
that KDP may be a much more forgiving material
for diamond turning than LAP. Four 25-mm-
square samples were also cut on the PERL-1I. They
were mounted off-center on the spindle, but other-
wise the cutting conditions were the same as for
the 50-mm-square sample; again no tool wear was
detected.

LAAc: These crystals were much smaller than
the LAP crystals, but internal cracks and signs of
inclusions were visible. The cutting tool used for
the roughing cut showed a rather severe edge-
chipping tendency, but the tool used for the finish-
ing cut did not reveal any noticeable wear, proba-
bly because only a small amount of material was
removed. Handling, mounting, and cleaning were
rather difficult because of the small crystal size.
The machined surface showed signs of surface
contamination even after careful and repeated
cleaning.

Fabrication Technology

Figure 4. Diamond tool wear in cutting LAP crystal,
showing serious edge-chipping tendency.

CaF2 The 50-mm-diameter crystals were
mounted for cutting on the center of the spindle of
the PERL-II. A single tool was used to finish both
sides of a crystal. While the first side was clean
and transparent to the naked eyes, the second side
showed a visible threefold symmetry pattern on
the surface with alternating smooth and rough
areas, as also noticed by Decker et al.7 However,

Figure 5. KDP crystal with multiple cutting steps to
reveal the subsurface damage pattern.
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even the first side showed a threefold symmetry in
the surface finish when examined under an optical
microscope. This progressive development of the
threefold symmetry clearly indicates the effect of
increasing tool wear as the cutting distance in-
creases. The cutting tool used in the roughing and
semifinishing cuts showed clear evidence of wear
similar to that seen in cutting the LiNbQ, crystals.

LiCaAlF¢: This round-disk sample with a thin
wedge shape was cut from a small, experimentally
grown crystal. The sample contained a very large
crack, running through its thickness from the edge
almost to the center, as well as numerous micro-
scopic cracks and fractures. For cutting, the sample
was carefully glued to a glass substrate and
mounted off-center on the spindle of the PERL-II
so that the large crack was parallel to the cutting
direction. It was repeatedly cut many times with
the same tool. Intermittent examination of the
machined surface showed that the large crack did
not grow, while most of the microscopic cracks
were gradually eliminated by the machining. The
tool used in cutting did not show any detectable
wear, but the total cutting distance was rather
short (under | km).

Other Crystals: Small urea and lithium formate
crystals were cut on the Pneumo machine under
the same cutting conditions as used for LAAc.
Good surface finishes were obtained, comparable
to those obtained with the crystals discussed
above.

Tool Wear: The edge-chipping tendency of dia-
mond tools used in roughing and semifinishing
cuts of LAP and LAAc crystals on the PERL-II is
perplexing in light of the softness of these crystals
and their low melting points. Since these crystals
can disintegrate into water, carbon dioxide, ammo-
nia, and other residues at a temperature higher
than their melting points, it may be possible that
one or more of the disintegration products react
with the diamond to induce chipping at the cutting
edge, where the cutting temperature can exceed the
melting point of the work material. However, this
seems a rather unlikely possibility when one con-
siders the generally recognized chemical inertness
of diamond.

A more likely explanation for the edge-chipping
observed in diamond cutting tools used on the
PERL-II lies in the basic design of the machine as
compared with the Pneumo design. Edge chipping
may be more prevalent on the PERL-II than on the
Pneumo because on the PERL-II the workpiece is
mounted on the spindle and the tool on the slide,
whereas on the Pneumo machine they are set up in
exactly the opposite way. The workpiece on the
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PERL-II is whirling in a circle at the high spindle
rotation speed, which causes the cutting fluid di-
rected onto the workpiece surface to be whirled off.
By contrast, on the Pneumo machine the workpiece
is moving at the much slower slide speed, and the
cutting fluid stays on it much longer. An ample
supply of cutting fluid on the workpiece surface is
an important factor in controlling the tool wear and
the surface finish quality.

Another possible explanation for the edge chip-
ping may have to do with the diamond tools used
in our experiments. It is entirely possible that the
particular set of diamond tools used in these cut-
ting tests may be more prone to edge chipping than
normal diamond tools. In fact, most of our tools
were reused and resharpened many times, so that
their cutting edges may have been weakened and
thus unable to hold up very long in cutting opera-
tions. However, some of the same tools were used
in cutting KDP crystals without chipping. In any
event, diamond turning of LAP or LAAc crystals as
large as the KDP crystals used in the Nova laser
may require more stringent control of cutting con-
ditions and tool selection.

Shoulder Analysis: We shoulder-analyzed our
LiNbO03, KDP, and CaF? crystal samples. This
analysis techniquel requires a rapid retraction of
the cutting tool during the machining to create a
shoulder between the machined and unmachined
or previously machined surface, as shown in Fig. 6.
One looks for the transition in cutting behavior
from brittle fracture to ductile shear on the shoul-
der, and measures the location of the transition
point in terms of the separation from the machined
surface. If such a transition point is well separated
from the machined surface, the brittle fracture oc-
curring on the upper part of the cutting zone of the
tool will not leave any damage on the machined
surface, since the lower part of the tool is cutting in
a ductile shear mode.

The results showed that KDP and CaF, crystals
could be machined in the ductile-shear cutting
mode at a feed rate of 5 pm/rev and a rake angle of
-45°, with the transition point separated from the
machined surface by 5 and 7.5 pm respectively.
LiNbOj can be shear-cut with the same clearance of
the transition point from the machined surface if
the feed rate is reduced to less than 0.8 pm/rev,
which is a possible though rather unrealistic cut-
ting condition. But such a greatly reduced feed
rate will greatly increase the cutting time, which is
not desirable since it will in turn increase the possi-
bility of the thermal drift of the machine tool,
which may adversely affect the surface finish and
figure accuracy of the workpiece.
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gram of the shoulder with
a ductile-brittle transi-
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Future Work

We plan to continue diamond turning studies on
small single-crystal specimens having optical prop-
erties that are attractive for applications in high-
power lasers. However, our testing of the dia-
mond-turning fabricability of candidate single-
crystal materials is only part of the work needed to
evaluate whether the materials can be successfully
used in optical components for high-power lasers.
For example, the candidate materials also need to
pass tests for resistance to damage from intense
laser beams. In addition, it must be demonstrated
that successful diamond turning of the relatively
small specimens in our studies can be extended to
the considerably larger crystals required in the
fabrication of full-size components for high-power
lasers.

The LAP and LAAc crystals turned in the pres-
ent studies were submitted for laser damage tests
to measure the damage threshold values, which
can be another factor affecting the diamond-turn-
ing fabricability of these crystalline optics in com-
parison with fabrication by other methods such as
grinding and polishing. However, the quality of
the crystals in terms of purity and inclusions can
obscure the results of the laser damage tests, and
hence more cutting and damage testing with better

crystals seems necessary to establish the damage
threshold values and their relationship with the
cutting parameters.

Even if an excellent damage threshold value is
obtained with small high-quality diamond-turned
crystal samples, the overall success of such a crys-
tal material is still dependent on the tool wear char-
acteristics during the cutting of full-size crystals,
which may be much larger than the laser damage
test samples. Cutting studies done on small and
odd-shaped crystals do not show a clear picture of
the crystals' cutting behavior. For any single-crys-
tal material seriously considered as a candidate for
use in high-power laser optics, a more systematic
cutting study using the shoulder analysis tech-
nique should be performed on reasonably large
crystals (25 to 50 mm in diameter) of good quality.

The present study, like most other diamond-
turning studies, bases its judgment as to a
material's turnability on whether the machined
surface is specular (i.e., mirrorlike) and fracture-
free after the final finishing cuts. However, subsur-
face damage created during the roughing and
semifinishing cuts may not be completely removed
and could cause problems later. Laser damage
tests may be able to detect the existence of such
fabrication-induced subsurface damage if an ade-
quate database is accumulated. But the laser dam-
age tests may never be able to ascertain the nature
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Evaluation of Electroformed Copper
for Shaped-Charge Applications
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We observed the behavior, in explosive tests, of conical shaped-charge liners electroformed in
a proprietary acid copper sulfate solution. We then compared the test results to the dynamic
failure observed in rapidly expanding ring experiments performed on the same material and to
previous ring test results from benchmark wrought copper rings. In their respective tests, the
electroforms—both liners and rings—exhibited poor ductility at the high strain rates encoun-
tered, suggesting that the tests may be comparable in evaluating high strain rate performance
of materials. This comparability of tests, in turn, suggests that the electromagnetic ring test,
which is considerably less expensive to perform than explosive tests on full-size liners, can be
used as a screening test in evaluating materials for shaped-charge liner applications.

Introduction

In this project, we observed the behavior, in
explosive tests, of conical shaped-charge liners
electroformed in a proprietary acid copper sulfate
solution (UBAC No. 1, OMI International Corp.,
Warren, MI) and compared the test results to the
dynamic failure observed in rapidly expanding
ring experiments performed with ring specimens
electroformed from the same material. Results of
previous tests on wrought rings, | including sev-
eral rings formed from liners known to perform
well, served as benchmarks for the current expand-
ing ring tests. This work is important to those
LLNL programs that are studying materials or
processes which will enhance the performance of
shaped charges.

A typical conical charge is shown in cross sec-
tion before detonation in Fig. 1 and during detona-
tion in Fig. 2. As illustrated, the collapse of the
conical liner material on the centerline forces a
portion of the liner to flow in the form of a jet
(Fig. 2) in which the jet tip velocity can be in excess
of 10 km/sec. When this extremely high-energy jet
strikes a metal plate, it causes a deep cavity to be
formed. Because of the presence of a velocity gra-
dient, the jet will stretch until it fractures into a
column of jagged particles. Once the jet breaks into
fragments, its ability to penetrate is dramatically
reduced.} Figure 3 shows a degradation in jet qual-
ity for wrought copper liners as grain size increases
to 50 pm or larger. At 10-pm, 20-pm, and 30-pm
grain size, the jet particles appear to be coherent,
ductile, and well aligned, but at 50-pm grain size.

Detonator

-- Liner

Figure 1. Cross section of a conical shaped-charge
before detonation.

the jet particles begin to fragment in an apparently
brittle fashion and the jet quality becomes progres-
sively poorer as the grain size increases.4

The fine, uniform grain size associated with the
greatest penetration of a conical shaped-charge
liner can be difficult to produce in a pure metal
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Figure 2. Cross section of
a conical shaped-charge
during detonation, illus-
trating the simultaneous
formation of a low-veloc-
ity slug and a high-veloc-
ity jet.

Detonation
front

Liner

when traditional deep drawing and coining or spin
forming operations are used. Alternative methods
that permit better process control or produce a
refined structure are, therefore, of interest. Electro-
forming- -the production or reproduction of ar-
ticles by electrodeposition of material onto a man-
drel or mold that is subsequently separated from
the deposit—is one alternative offering a rapid and
economical means of fabricating liners in a variety
of shapes.

The two shaped-charge liner electroforms fabri-
cated for our tests were 42° cones with a wall thick-
ness of 2 mm, a length of 120 mm and an open end
diameter of 94 mm. The electroformed ring speci-
mens for the expanding ring tests had an inner
diameter of 3.1 cm, a wall thickness of | mm, and a
height of | mm. These were fabricated by thickly
plating copper on aluminum mandrels, machining
the outer diameter to final dimension, cutting the
plated mandrels into individual 1-mm-thick slices,
and then chemically dissolving the aluminum
mandrel material.
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Unexploded He

For testing, the shaped-charge liners were assem-
bled into test bodies and loaded with explosive.
They were then fired at long stand-off distances
and photographed with triple-flash radiography.
The ring specimens were tested by the electro-
magnetic ring expansion test, which has been used
at LLNL for several years to obtain dynamic tensile
and failure data for metals at peak strain rates of
approximately 104/sec and higher.56 The principle
is straightforward (Fig. 4). A capacitor charged to
several thousand volts rapidly discharges through
a solenoid surrounded by the specimen ring. As in
a common electrical transformer, the current in the
solenoid induces a large current in the ring that in-
teracts with the magnetic field of the solenoid and
its own magnetic field to produce a large outward
force, causing the ring to expand rapidly. Two
small explosive detonators act as fast (<50-nsec)
switches: the first initiates the experiment, and the
second removes the capacitor from the circuit at a
time chosen to minimize residual magnetic forces
and subsequent specimen heating.



Progress

Explosive tests of the two electroformed conical
shaped-charge liners showed that the jet was quite
unstable and exhibited poor ductility similar to
that shown for wrought copper with 50-pm grain
size (Fig. 3), this in spite of the fact that the grain
size of the electroformed copper was extremely
small (unresolvable at a magnification of 200
times).

Electromagnetic ring expansion tests were per-
formed on the electroformed copper rings in the as-
deposited condition and as heat treated at 250°C
and 350°C for | hour to stabilize the deposit. The
overall strains at failure from these tests are com-
pared in Table 1 with those for wrought oxygen-
free electronic (OFE) copper with 10-gm grain
sizel and wrought OFE copper with 25-gm grain
size, the latter taken from 81-mm shaped-charge
liner. As the table shows, the electroformed speci-
mens showed a significantly lower overall strain to
failure than either of the wrought materials.

Both the explosive tests with the electroformed
shaped-charge liners and the ring expansion tests
with the electroformed rings revealed poor ductil-
ity in the electroformed specimens. Such test re-
sults suggest that the two tests are comparable in
evaluating high strain rate performance of materi-
als. This, in turn, suggests that the electromagnetic
ring test, which is considerably less expensive to
perform than explosive tests on full-size liners, can
be used as a screening test in evaluating materials
for shaped-charge liner applications.

Table 1. Overall strains achieved for five ring
materials (electroformed UBAC copper and OFE
[Oxygen-free Electronic Grade] copper) tested in the
electromagnetic expanding ring tester.

Material In (r/10)
UBAC—as deposited 0.38
UBAC—heated at 250°C for | hour 0.42
UBAC—heated at 350°C for | hour 0.44
OFE with 10-pm grain size 0.49
OFE liner material, 25-pm grain 0.52-0.56

Table 2. Vickers hardness of electroformed UBAC
and OFE (Oxygen-free Electronic Grade) copper.

Materials Vickers hardness
(kg/mm?2)
UBAC—as deposited 114+3
UBAC—heated at 250°C for | hour 101 +4
UBAC—heated at 350°C for | hour 93 +4
OFE with 10-pm grain size 60

Fabrication Technology

OFE ring specimens with 10-pm grain size, pre-
pared from heavily worked starting material (Vick-
ers hardness 130 kg/mm?), were heat treated for 10
minutes at 300°C in a sand bath fluidized with
flowing argon to produce the final grain size and a
hardness of 60 kg/mm?2. The hardness of the elec-
troformed copper rings, in contrast, drops rela-
tively little with much longer heat treatments at
comparable temperatures, as shown in Table 2.

The dramatic drop in the hardness of the OFE
material after such a brief heat treatment compared
with the persistently high hardness of the electro-

10 [im

20 [im

30 pm

50 pm

70 pm

120 pm

Figure 3. Flash radiographs of jets from a Ballistic
Research Laboratory 8-mm shaped-charge liner show-
ing jet breakup as a function of grain size (Ref. 4). Jet
quality degrades as grain size increases to 50 pm or
larger.
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Figure 4. Apparatus used
to electromagnetically
expand ring specimens.
Rogowski probes meas-
ure currents from which
are calculated the tem-
perature rise from Joule
(resistive) heating. The
ring expansion speed is
calculated from interfer-
ence fringes obtained
with a velocity interfer-
ometer.

formed copper even after | hour at 350°C suggests
that impurities in the electroformed copper may
inhibit dislocation and grain boundary motion and
arrangement, effectively preventing recovery and
recrystallization. While such behavior appears
generally consistent with the high impurity levels
in the electroformed copper (Table 3) and the ob-
servation of void formation at grain boundaries for
specimens heated at 450°C and higher,’ we have
not yet attempted a detailed characterization of
either the role or distribution of solutes in our
specimens. We speculate, however, that impurities
may modify the constitutive behavior or produce
grain boundary embrittlement that leads to plastic
instability and failure at small overall strains as
compared with purer materials of comparable

Table 3. Impurities in parts per million (ppm) for two
forms of copper utilized in the electromagnetic
expanding ring tester.

Copper C H (@] N

Proprietary acid copper sulfate, 50 7 70 10
UBAC No. 1,

OMI International Corp.,

Warren, MI

OFE (Oxygen-free

Electronic Grade) <10 l 50 <10
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Solenoid

grain size. Indeed, other researchers have shown
that a few parts per million of sulfur embrittles
cast, high-purity (99.999%) copper.3

Future Work

Our future work will evaluate copper deposits
with lower impurity contents than were present in
the copper used in this study. For example, depos-
its produced in a cyanide solution have markedly
fewer impurities than do the acid sulfate deposits
used in this present study (Table 3), and specimens
thus deposited will be evaluated. We also plan to
evaluate an electrodeposited alloy of 50% nickel-
50% cobalt, which is known to exhibit superplastic
behavior.
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Materials Engineering and Science

The objective of the Materials Engineering and Science thrust area is to enhance our understanding of t
physical and mechanical behavior of structural materials in areas of interest to Laboratory programs. Thrust
area activities are currently focused on deformation hnd failure modeling and advanced engineering materials.
In the area of deformation and failure modeling we are expanding our knowledge of material deformation

and failure behavior. The common objective is to provide Engineering and Laboratory programs with an
enhanced ability to do finite element modeling and engineering analysis. Many Laboratory programs are
making extensive use of modeling (much of it using finite element codes) to perform design, feasibility, and
general engineering analysis studies. Programmatic requirements in this area inspired two research and de
velopment projects during FY 89:

Numeiical modeling of crack growth at interfaces

*Modeling and experimental measurement of residual stress.

Thrust area research in advanced engineering materials is directed toward fiber reinforced composites
and superplastic materials. Fiber reinforced composites have received considerable research attention and
programmatic application at LLNL because of their unique properties, including high specific strength, high
specific stiffness, composition of low Z atoms, corrosion resistance, and the possibility for a low coefficient

ofthermal expansion. These properties can be tailored to specific applications. Programmatic requirements

have inspired three research and development projects during FY 89 and FY 90:
VFailure characterization of composite materials

Studies qf residual stress in composite materials
*Creep modeling for fiber reinforced epoxy resin composites.

Superplastic materials are crystalline solids that can be deformed in tension to such an extent that large
strains will be attained pt very low flow stresses. ''hese materials, which deform like hot glass, permit
components to be formed into shapes whose dimensions are very close to those desired in the final product\
(net shape processing). Thus, machining and machining-related operations can be reduced or eliminated.
Our work in this technology has been stimulated by\U.S. industry, which has demonstrated a strongs
interest in superplasticity for net shape processing. Currently the Laboratory is engaged in a collabora-
tive research and development project with three industrial partners to develop the technology for com-
mercial production of superplastic, ultra-high-carbon steels. Superplastic forming can also reduce
environmental, safety, and health problems in the DOE nuclear weapons complex through the reduction

of toxic and radioactive scrap produced during the fabrication of components.
currently being conducted on superplastic materials:

Two projects are
}Modeling the influence of structural change on superplastieity

» Superplastic ceramics.



Creep Model for Fiber Reinforced
Epoxy-Resin Composites

William W. Feng

Engineering Sciences Division
Mechanical Engineering

We have developed a mathematical model for creep in a fiber-reinforced epoxy-resin lami-
nated composite, based on both micromechanics and macromechanics theories. Creep for fiber
reinforced epoxy-resin composites is solved by the macromechanics model, via the finite ele-
ment method. We have developed a simple experimental finite element computer program
that incorporates a recurrence formula to evaluate the hereditary integrals for solving two-di-
mensional anisotropic viscoelasticity problems. With the recurrence formula, the value of a
hereditary integral at any given time step depends only upon the value at the previous time
step. Thus, no data storage is required and computing time is reduced. The experimental com-
puter program will be extended to the NIKE3D structural analysis program, and the results
will be checked against data to be obtained from sample composite laminates applicable to nu-

clear directed energy weapons development.

Introduction

Creep is the time-dependent deformation that
distinguishes viscoelastic solids from purely
Hookean elastic solids. A Hookean solid will elas-
tically deflect instantaneously, and the stress gener-
ated by strain will not exhibit any relaxation what-
ever. A purely viscous fluid with a strain imposed
upon it will generate a stress only if the amount of
strain is changing, and the stress generated by
strain will relax instantaneously. A viscoelastic
material exhibits behavior characteristics of both
purely viscous fluids and purely elastic solids, and
the stress produced by strain relaxes at a finite
rate., Predicting creep in a composite structure
requires the modeling of the structure under a
variety of environmental conditions and applied
loads. This calls for both a mathematical model of
the creep phenomenon and a structural analysis
program that includes the creep model. In this
project, we have developed both.

The viscoelastic behavior of epoxy resin is the
cause of creep effect in composites. Creep may
result from externally applied loads, internal post-
cure residual stress, environmental conditions, or a
combination of these factors. The residual stresses
in a composite that result from curing can cause
creep with no external load. Unpublished data
from the aerospace industry indicate that creep can
occur at a number of levels in dry samples of car-
bon-fiber-reinforced plastic with no external load-
ing. At the uniaxial ply level, the stresses between
the fibers and the resin are a source of creep. At

the laminate level, the stresses between the inde-
pendently oriented orthotropic plies are a source of
creep at the resin-rich ply interfaces. An epoxy
adhesive joint will also creep.

Composite materials are complex in nature, and
their properties are anisotropic. The creep rate is
usually related to environmental conditions. At
the glass transition temperature a resin goes from a
glassy state to a rubbery state and creep becomes
rapid. An increased moisture content lowers the
glass transition temperature of a resin.. Exposure
of composite structures to space environments may
also change the creep rate. Radiation interacts with
the epoxy matrix to embrittle the composite.
Atomic oxygen flux in a low earth orbit will erode
a composite and change its properties. A simple
creep model that is applicable to a variety of lami-
nates, and a finite element structural analysis pro-
gram, are logical first steps in performing a par-
ametric analysis of these and other factors. In this
project we are developing a finite element program
that will consider these complex physical problems
in composites.

Long term test data on creep in composite struc-
tures is scarce and the proposed directed energy
weapons applications at LLNL are pushing the
state of the art in dimensionally precise composite
design. To address this need for an increased data
base and improved theoretical modeling of the
creep phenomenon, we have scheduled a number
of experimental tests during the upcoming year.
The experimental results will be checked with the
numerical results obtained from the finite element
code calculations.
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Progress

Micromechanics Model

We are using a micromechanics model devel-
oped earlier for studying the residual stress of ep-
oxy-resin composites due to curing. The viscoelas-
tic properties of a unidirectional composite lamina
have been theoretically obtained. The microme-
chanics of composite materials can describe the
relationship between the properties of the constitu-
ents and those of the composite. We thereby ob-
tain a relation describing the creep compliances of
an orthotropic composite as a function of the prop-
erties of the constituent matrix and fibre. In this
model the fiber is assumed to be elastic, the matrix
is assumed to be viscoelastic, and the fiber volume
content is assumed to be constant.

Based upon the micromechanics mathematical
model, we have derived the unidirectional material
properties for composite laminas. The constitutive
equations are written in the incremental form and
a recurrence formula has been obtained. With the
recurrence formula, the value of a hereditary inte-
gral at any given time step depends only on the
value at the previous time step. Thus, no data
storage is required and computing time is reduced.
In addition to these advantages in computation,
the recurrence formula reduces the effort required
to implement viscoelasticity in the existing finite
element codes, as discussed below.

We now use only the linear viscoelastic consti-
tutive relationship to calculate the matrix proper-
ties. Next year the micromechanics model will be
extended to include nonlinear material effects, using
Schapery's constitutive equation for nonlinear vis-
coelastic material.

Finite Element Program

A simple but functional finite element program
has been written, implementing both linear and
quadratic quadrilateral elements for the orthotro-
pic plane-stress and plane-strain viscoelastic prob-
lems.

The constitutive equation for linear viscoelastic
materials can be described by the Boltzmann super-
position integral equation, which has the form

a= GHE-DHNMNdx W
dx

This constitutive Eq. (1) for viscoelastic materi-
als is a special case of the Volterra integral equation
of the first kind, or
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A recurrence formula for the Volterra integral
equation has been obtained by Feng. Applying
the same formulation to the Boltzmann superposi-
tion integral, the recurrence formula for the linear
viscoelastic constitutive equation becomes

onti =0n +Atol +n oJT. +

(m —1)!

---+G(A') (£»+l'e”) . (3)

The of, in the above equation denotes the Boltz-
mann superposition integral [Eq. (1)] with the rth
order differentiation of G(#) with respect to f. The
value of Dt is a small increment of time from the
time step n to the time step n+\.

When the relaxation function is

G(H+ 1 4)
=1
the recurrence formula is further reduced to

01+ =X et +X Cie~rtM/)(en+i -e«) . (5)
=i =i
In order to solve viscoelastic problems by the
finite element method, we need a set of field equa-
tions. The equilibrium equations in terms of stress
are:

defy + dx.vy _ o

v
“~+"L=0 . (6)
v dy
The incremental strain-displacement relations are
fxy — d£ C=dL+dv (7
dv dy  dx

where ex is the incremental strain of ex from # to
fit], and u and v are the incremental displacements
from # to m+r

The equilibrium equations shown as Eq. (s) can
be expressed in terms of the incremental displace-
ments u and v. Following the standard variational
formulation for finite element problems, the gov-
erning equations reduce to

[x.1§:)+fei-1§ )= Fi).

where fC,j\Ki}2, K,f, FZ and F:



Figure 1. The test apparatus for three-point-bend creep
test at temperature.

are functions of the viscoelastic material properties
and the interpolation function used in the finite
element formulation.

The code is working now on an IBM PC and can
readily be transferred to a Cray machine where
speed and storage space (i.e., the number of de-
grees of freedom and number of elements) can be
increased drastically.

The purpose for developing the finite element
program is to study the numerical procedures that
will be used later for incorporating the viscoelastic
constitutive equations into the general purpose
codes, such as NIKE2D, NIKE3D, DYNA2D, and
DYNA3D. As one can see from this paragraph, the
incorporation of the viscoelastic constitutive equa-
tion into the finite element codes is not as difficult
as many finite element code developers antici-
pated. This is primarily a result of the introduction
of recurrence formula.

Currently, a new recurrence formula is being
incorporated into the finite element code. The new
formula does not restrict the form of creep func-
tion. The creep function may be of any differenti-
able functions.

Experimental Tests

The test fixtures for creep tests have been de-
signed and fabricated. There are two kind of tests:
the uniaxial tests and three-point-bend tests. Fig-
ure 1 shows the fixture for three-point-bend creep
tests and Fig. 2 shows the fixture for uniaxial creep
tests. The tensile creep testing and the three-point-
bend creep testing facilities consist of six stations
each. Tests can be run in all stations concurrently
under microcomputer control. The constant load is
generated by weights acting on the end of the lever
for tensile tests and by weights acting at the middle
of the span for three-point-bend tests. The strain is
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measured using Bourns Pots extensometers for the
three-point-bend test and by strain gauges for the
tensile test. Signals are then fed to a signal condi-
tioning unit, which sends the transformed digital
data through an interface to a microcomputer. The
experimental apparatus has been designed and
preliminary tests have been performed. The creep
tests for an epoxy and a composite material will be
performed next year.

Future Work

Next year, we will perform the experimental
tests and continue with the theoretical develop-
ment. Each resin system will be tested at six
different temperature levels. The time-temper-
ature correspondence principle will be used to
evaluate the creep compliance for the epoxy resin.
The loading duration will be 100 hr for both three-
point-bend and uniaxial tensile creep tests.

For composites, the laminate [452]s will be used
to evaluate the interlaminar shear strain, and the
[904]s will be used to evaluate the transverse strain
response. The test similar to the pure epoxy resin
will be repeated and the viscoelastic constitutive
relation for a unidirectional composite will be
obtained.

Tests at different stress levels will also be carried
out. These test will be used to evaluate the validity
of the linearity assumption. Should the linearity
assumption be impossible to satisfy, five different
stress levels ranging from .o to 80% of the short-
term ultimate tensile strength will be tested. The
Scherpy's nonlinear viscoelastic constitutive equa-
tion will be used.

The experimental finite element code will con-
tinue to be used to develop the numerical proce-
dures for studying the residual stress due to curing
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and for studying the nonlinear material effect.

The theoretical formulations and the numerical
logics developed with the experimental finite ele-
ment code will be incorporated into NIKE3D next
year by R. Logan.

1. E. W. Billington and A. Tate, The Physics of Deforma-
tion and Flow, (McGraw-Hill, 1981).

2.

S. W. Tsai, Composites Design, Think Composite,
Dayton, OH, 1987.

W. W. Feng, A Recurrence Formula for Viscoelastic
Constitutive Equation, Lawrence Livermore National
Laboratory, Livermore, CA, UCRL-94175 (1986).



Experimental Solutions to Residual
Stresses in Carbon/Epoxy Composites

Jay Brentjes
Engineering Sciences Division
Mechanical Engineering

When a fiber-reinforced composite laminate is cured at elevated temperatures, the differ-
ences in fiber and matrix properties will result in highly significant residual stresses. These
stresses, if not properly understood and minimized, can cause severe distortions in the final
part. In addition, these residual stresses and distortions will change with time due to relaxation
and the viscoelastic behavior of the matrix. This short project has provided a significant degree
of insight concerning the manufacturing process parameters which affect the amount of resid-
ual stress. The most influential variable for any one resin/fiber combination is the cool-down
rate of the cure cycle. Other objectives of this project included the study of fiber orientation
laminate thickness, post cure and thermal cycling, as well as the effects of residual stress on the
stability of certain part geometries, e.g., right angle sections.

Introduction

Despite the fact that fiber-reinforced composites
are more difficult to fabricate into simple structures
than conventional materials, the last two decades
have seen a tremendous surge in the use of this
materials approach. The advantage of being able
to tailor high strengths and stiffnesses at substan-
tial weight savings is paramount in all space and
aircraft applications, and has outweighed some of
the unpredictable or poorly understood behaviors
of these materials during and after their manufac-
ture.

Residual stresses between fibers and matrix
materials can cause distortions, warps, and twists
in otherwise flat or straight parts. Analytical stud-
ies of these residual stresses have been undertaken
in the past. Work by Bill Feng, for example, has
shown that these thermally induced stresses can be
reduced with time due to viscoelastic relaxation of
the matrix material.

This project was initiated to study composite
residual stresses of composite laminates experi-
mentally and to determine ways of reducing their
magnitude and relaxation time. In particular, the
induced stresses of carbon/epoxy laminates were
selected because of the wide usage of this material
combination. However, the research results should
apply equally to other fiber/matrix types. For the
same reason it was decided to concentrate on com-
mercially available unidirectional preimpregnated
tapes, commonly used at LLNL for a variety of
weapon and laser programs. This material is fabri-

cated into components by stacking a predeter-
mined number of layers of this tape on or around a
tool surface and curing the resulting laminate un-
der heat and pressure. In order to best utilize the
strength and stiffness features of the fibers, the
various layers are rotated with the fibers oriented
in different directions. And this is where the prob-
lem of residual stresses originates. The coefficient
of thermal expansion of carbon fibers is nearly
zero, whereas that of epoxy resin is quite large
(approximately 40 x 10- in./in. °F). Hence, when
the epoxy in the layers is cured at 350°F, the lami-
nate at any other temperature tends to curl, twist,
or distort. The strong, stiff fibers, which change
very little in length with temperature, dominate in
the 0° or fiber direction. However, at 90° (the
cross-direction) the resin preponderates and causes
that layer to shrink. The result is that a laminate
made with fibers oriented at 0° and 90° comes out
curled as shown in Fig. 1.

Determining the amount of curl and attempting
to reduce it by manipulating geometry, material
properties, cure parameters and relaxation time
were the objects of this study.

Procedure

The first part of this empirical study was di-
rected toward measuring and obtaining a better
understanding of a variety of parameters affecting
laminate distortion and relaxation behavior. A
simple four-ply laminate as shown in Fig. 1 was
selected. A series of specimens 2 in. wide x 20 in.
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long was prepared, cured, and clamped in a fixture

as shown in Fig. 2. Measurements of heights

and h] were then made as a function of time. The

specimens were all made using the same prepreg,

namely Hexcel T300 tape 145 g/m. areal weight

with F263 epoxy resin. The parameters and vari-

ables investigated included:

* Cure cycle—effect of heat-up rate and effect of
cool-down rate

* Post cure at elevated temperature

* Heat cycling—hot and cold

» Relaxation time and rate for all of the above

» Relaxation rate of a restrained vs unrestrained
laminate.

In addition, four unbalanced 12-in.-square lami-
nates were made with -, s, s, and 16 plies to inves-
tigate the effects of panel thickness.

The second series of experiments was started to
determine the behavior of right-angle parts. Previ-
ous experience has shown that laminated compo-
nents with right angles cured at elevated tempera-
tures would come out with some spring back, or
with the right angles changed to approximately §7°

Unbalanced lay-up
2 plies 0°,
2 plies 90°.

Resin cures at
elevated temperature.
Fibers are straight.

Cured resin shrinks
at ambient temp.
Fibers don't.

Figure 1. Residual stress mechanism in unbalanced

composite lay-up. As composite parts cool after resin is

cured, residual stress causes distortion, or curl.

I\

/;: 2 e N\

C =20 in., the length
of the laminate

RrR=-~r € 0 =cos

Figure 2. Method for measurements of curl in unsym-
metric laminates. These relationships can be solved
iteratively for R using experimentally-derived values
for h.
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to ==°. This will occur with balanced or symmetric
laminates such as 0/902/0. (Note that this designa-
tion indicates a laminate with one ply in the o°
direction, two 90° plies, plus one more 0° ply on
the outside.) Figure 3 shows how this behavior is
attributed to the change in thickness f, again
caused by differences in the coefficient of thermal
expansion (CTE). In effect, it can be shown that
this change in thickness causes an increase, A0,
entirely because of large changes in resin thickness
and very small changes in the arc length of the
inner and outer plies, i.e., small changes in fiber
length.

Aluminum tooling was made to fabricate 90°
pieces 2 in. wide with =-in. leg lengths. Brackets
were also made to mount these parts on a flat
bench and to measure changes in angle with time.
A few parts were made which indeed demon-
strated the angular deviation. However, the tool-
ing corners were too sharp and actually cut the
fibers in the outer plies. This caused erroneous
results. Before changes in the tooling could be
made, the project was stopped because of higher
priority commitments.

Results

The study of cure cycle variations using thin,
narrow strips provided the most interesting insight
into the residual stress problem. Samples which
were cured in the autoclave using a very slow cool-
down rate clearly had less curl or residual strain
than those which were cooled as rapidly as pos-

At temperature After cure

AT(a3- aj
It can be shown that A0 =0

Where AT = temperature difference
between ambient and cure,
cq = CTE of the resin,
a, = CTE of the fiber.

Figure 3. Variations in composite geometry due to
differences in thermal properties. The equation shown
here is derived from geometric considerations and di-
mensional changes due to thermal expansion.



sible. In addition, it was found that the relaxation
of all these samples followed a pattern similar to
that shown in Figs. 4 and 5. The values for height
h, which is the average height of the two ends
above the base, were measured along with the am-
bient temperature. The plotted values were not ad-
justed for temperature, but it should be noted that
values above the lines were consistently observed
when the ambient temperature was 20-3°C below
normal.

This temperature effect was clearly demon-

Cool-down:
Standard
Very slow
1 10 100
Relaxation time (hr)
Specimen #10

02/902 very slow cool-down

100
Relaxation time (hr)

Height is average of
two legs, laminate 02 /90;
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strated with samples exposed to elevated tempera-
tures. At about 320°F the unrestrained samples
were essentially flat. This indicates that the
samples were actually gelled, set and cured at that
temperature and that this is the zero stress condi-
tion. Height measurements of several samples at
varying temperatures were started, but again this
work was not completed.

Figure  shows the effect of cool-down rate on
the initial curl or leg height. Two lines are shown
because the cool-down rate was not completely

Figure 4. Relaxation of
residual stress for several
nonsymmetric laminates.
Residual strain appears to
be inversely proportional
to the cool-down rate, so a
slow cool-down can re-
duce residual stress and
thus reduce the resulting
distortion of composite
parts.

1000 2000

Figure 5. Relaxation
behavior of a laminate
fabricated with a very
slow cool-down rate.

Note the anticlastic or
reverse curl in legs #v and
then /42 after 10 and 200 hr
of stationary relaxation.

1000 2000
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linear. The top line was the cool-down rate from
365 to 300°F; the lower line is for 300 to 120°F. In
both cases it is clear that slowing the cool cycle
makes a significant impact. This work could have
been extended to extremely long cool cycles; how-
ever, this may become rather impractical in pro-
duction. The slowest cure cycle took a total of 13
hr (Fig. 7). As a result of this part of the study,
new cure cycles were initiated at LLNL with longer

A From 300 to 120°F

Cool-down rate (°F/min)

Figure 6. Effect of cool-down rate on average leg
height.

« 200 Fast cycle

S 100 Slow cool-down

Cure cycle time (hr)

Figure 7. Typical temperature time profiles for LLNL
autoclave epoxy curing process.

Figure 8. Effect of in- go
duced stress on composite
relaxation behavior. Re-

laxation is faster when in-

duced stress levels in the

composite are higher.

4 52
-C

I a-8

44

4.0
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cool-down times, which were increased from 70
min. to 3.5 hr.

In order to measure the effect of induced stress
on relaxation rate, two identical specimens were
compared under different conditions. One was left
free standing, while the second was weighted flat
with lead weights. Measurements were made peri-
odically and the weights were immediately re-
placed. Figure = shows the difference with time.
The significance of this is that residual stress in
most fabricated parts will relax somewhat faster
because of the higher level of initial stress that ex-
ists. In other words, the higher the induced stress,
the faster the viscoelastic effects tend to relax this
stress. Further detailed experiments are needed in
this area, and the results of this study should be
compared with the previous analytical work by Bill
Feng.

The four panels made at different thicknesses
again showed that the residual of induced stress
affects the amount of curl in a nonsymmetric lay-
up. The thicker the panel (0/90 vs 0g/908), the less
curl. That is not to say that thicker laminates have
less stress. To the contrary, less curl could mean
that the stresses are not as much relieved. In fact,
the thicker panels clearly showed resin cracks at
the surface and edges as a result of the severe
stresses between the fibers and resin.

Another interesting and as yet unexplained phe-
nomenon was the reversal of relaxation when
samples were once again exposed to elevated tem-
peratures. When a sample which had relaxed for
several hundred hours was cycled from 350°F back
to ambient, the amount of curl increased and all the
relaxation disappeared. It was as if the lost stresses
were reintroduced because of the elevated tem-
perature exposure. This is contrary to what other

Freestanding

Weighted flat

10 100
Relaxation time (hr)

1000



researchers have claimed to be a means of reducing
residual stress, namely thermal cycling at elevated
temperatures. The reheating and post curing was
repeated several times with the same result. Parts
went back to their original condition immediately
after the original cure cycle. Two cured and re-
laxed strips were even reheated with lead weights
holding them flat and a programmed cool rate
lasting sixteen hours. The amount of curl of the
cooled samples was more than when they were
reheated.

Despite some of the inexplicable behavior we
observed, the work performed under this LLNL-
funded development project certainly has provided
better insight into the effects of certain cure para-
meters on residual stress. Likewise, the relaxation
phenomenon is an important consideration at first
glance, and has correlated well with analytical
studies. However, several additional questions
need to be more fully addressed. Parts of this proj-
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ect which could not be started or completed in-

clude:

+ Effect of cure temperature and use of different
resins

* Variations in fiber orientations and stacking
sequence

* Changes in material CTE and the use of fibers
such as Kevlar and fiberglass

» Correlation of the experimental data with the
analytical work of Bill Feng.
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Failure Modeling in Finite Element
Analysis

Daniel J. Nikkei, Jr.
Engineering Sciences Division
Mechanical Engineering

Robert A. Riddle and
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The ability to model failure in structural materials is important in the design and analysis of
structural components. We have developed analytical tools to predict structural component
failure caused by crack growth and plastic deformation. As a part of the ongoing effort to im-
prove J-integral numerical analysis of fracture problems using the Lab's finite element codes,
we have implemented an elastic-plastic material model into NIKE2D which accounts for the
porosity changes observed in materials near the site of a ductile failure. We have also investi-
gated the possibility of incorporating new techniques into the codes for adaptively modifying
the finite element mesh, thereby improving our ability to model problems in which the dy-
namic evolution of cracks is taken into account.

Introduction

Numerical modeling using finite element analy-
sis has become an indispensable tool for the devel-
opment and evaluation of engineering designs and
the solution of general mechanics problems in a
wide variety of Laboratory programs. Through the
use of the Lab's general purpose codes such as
NIKE.- and DYNA... an analyst can predict stresses
and strains in a structure composed of a number of
different parts, with the response of each part being
modeled with a variety of continuum material
models. A knowledge of the stress and deforma-
tion in a structure is certainly important in the pro-
cess of developing a design or understanding a
mechanics problem. However, another equally
critical aspect of engineering design is the ability to
predict failure in structural components.

The notion of failure is rather broad. It ranges
from a reduction in stiffness of a material and its
inability to support a required load due to plastic
flow or other accumulated damage to the actual
breaking of a component due to the growth of de-
fect cracks in the material. While theoretical plas-
ticity is a relatively mature subject and the current
analysis codes provide material models which
account for plastic flow, our ability to understand
and model other mechanisms of failure such as
accumulated damage and crack propagation is less
well developed, and it is with these failure mecha-
nisms that we are concerned here. Specifically, we
will discuss failure due to cracking from ductile
fracture.
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One difficulty with the modeling of failure is
that it is often governed by competing mecha-
nisms. Trying to model them all with the appro-
priate interaction coupling between them would be
a formidable task. In practice, the modeling of
failure can be approached from two different per-
spectives. In one approach, a macroscopic view-
point is taken, and a critical damage criterion is
developed in terms of continuum variables such as
stress and strain, and their history s Substantial
experimental testing is required to validate criteria
proposed in this way. Sometimes additional mate-
rial parameters (or internal state variables) are
introduced into the formulation which affect the
damage criteria for which constitutive relations
and evolution equations are proposed. However,
one must be cautious not to introduce such para-
meters in an ad hoc manner and thus to render the
theoretical formulation merely a fancy method of
curve fitting. An alternative approach is to attack
the problem of failure from a more microscopic
point of view, as in the case of traditional fracture
mechanics. In this approach the material is mod-
eled with appropriate flaws, and the stability of the
pre-existing flaws is analyzed by solving the corre-
sponding local boundary value problem which is
on the scale of the flaw size. It is this approach,
within a numerical context, which we will discuss
here.

This thrust area has had a continuing interest in
developing a better understanding of failure proc-
esses, and has been endeavoring to develop mate-
rial test methods and analytical tools which can be
used in conjunction with Laboratory codes to



model material failure. Numerical analysis of ma-
terials with geometric discontinuities such as
cracks is difficult when using finite elements. The
discontinuities can induce numerical oscillations in
the stress, stress singularities, and dependence of
the solution on the mesh size. In order to get
around the difficulties found in the regions near
defects or crack tips, a path-independent contour
integral, known as the J-integral, is commonly used
in fracture mechanics to uniquely characterize the
singularity. It can be calculated from the value of
the field variables along a contour which lies in a
region where the solution is better behaved. The
value of the J-integral can be interpreted as the
energy available for crack growth, and for elastic
materials it can be related to stress intensity factors
arising in linear elastic fracture mechanics. Crack
propagation is assumed to occur when the J-inte-
gral reaches a critical value, which in the case of
Mode [ loading (opening the crack by deformation
normal to the crack surface) is denoted by Jlc, and
in the case of Mode II loading (relative in-plane
shearing of the crack surfaces) by Jjlc. The values of
Jlc and J]jc are taken to be material constants to be
determined from experimental testing.

The J-integral, which is based upon the work of
Eshelby.«- was introduced in the field of fracture
mechanics for use with both elastic and elastic-
plastic materials, but the formulation was limited
in that it did not account for thermal and dynamic
effects.so Subsequent formulations have sought to
overcome these limitations. One such formulation
for the value of the J-integral over an area 4 which
is bounded by a curve F, which accounts for ther-
mal effects is given by

7= Wedx] 1 Vi/Vj dui_dr
Jr Jr dxi

+a Okk

dA Q)

dx\
where

xy x] = coordinate directions,

ui = displacements,

y  =surface (contour) normal,

a = cofficient of thermal expansion,

a = stress tensor,

E. ~ strain tensors, et =

9 = temperature change from reference state.
One of the results of our ongoing work in the
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Plastic region

Figure 1. Schematic view of cracking in a ductile fail-
ure showing the plastic zone whose size is of the same
order of magnitude as the flaw size.

area of failure modeling has been the development
of a J-integral post-processor which operates on the
numerical output of the NIKE2D finite element
code... This post-processor has been continuously
updated and improved and is now capable of deal-
ing with fracture problems involving thermal
stresses... The use of numerical analysis using this
J-integral post-processor has been extensively vali-
dated with material testing using a variety of mate-
rials such as depleted uranium (D38), HY 130 steel,
7075-T6 aluminum, and soda-lime glass.

In real materials, the stress singularities at crack
tips correspond to regions of intense plastic defor-
mation. In materials which are relatively brittle,
the region of plastic deformation is small in com-
parison with the crack size and is typically ignored.
In ductile materials, the size of the plastic deforma-
tion region can be of the same order of magnitude
as the crack size (Fig. 1). This region of intense
plastic deformation may be termed a “damage
process zone," a concept which may be used to
relate microstructural critical damage events and
local constitutive properties to the macroscopic
fracture toughness of a material . Ductile fracture
in metals can involve the generation of consider-
able porosity via the nucleation, growth, and coa-
lescence of voids under the action of high triaxial
tensile stresses near the crack tip... There is a con-
siderable amount of literature on this subject,
which is discussed in a recent review article..s Tra-
ditional models of plasticity in metals hold that
yield is independent of the mean-normal compo-
nent of the stress (i.e., pressure or triaxial tension)
and that the material is plastically incompressible
(i.e., no plastic volume change). In order to accu-
rately model the elastic-plastic behavior of ductile
materials near a crack tip and to account for the
observed porosity changes, it is necessary to adopt
a more general set of constitutive functions for
characterizing elastic-plastic materials.
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Progress

Material Model for Failure Process Zone

In problems involving inhomogeneous materi-
als, such as those containing inclusions or voids, it
can be advantageous to consider an idealized model
on the microscale which after appropriate volume
averaging simulates the actual material behavior
on the macroscale. This approach is referred to as
micromechanics. An approximate plastic constitu-
tive theory which accounts for void nucleation and
growth has been developed by Gurson... This
model is based upon a micromechanical analysis
of a unit cell containing a single void in an incom-
pressible rigid—perfectly plastic matrix material.
This unit cell is used as a simple analog from which
approximate macroscopic constitutive relations
(yield function and flow rule) are deduced by ex-
ploiting numerical approximations and bounding
theorems derived from the micromechanical analy-
sis. It should be noted that while the material in
the micromodel is very idealized (i.e., incompress-
ible rigid—perfectly plastic) the macroscopic con-
stitutive equations derived from it describe a mate-
rial which is not so constrained. Part of our effort
this year has been to implement a new material
model into NIKE2D, based on Gurson's model, in
order to better represent the elastic-plastic behavior
of material in the failure process zone. In the case
of axisymmetric deformation the macroscopic yield
function is of the form

f ="+ 2(/>cosh("I"L1-i/>2 , )
Gy 12 °y/

where

Xj; = deviatoric stress,

Gy = yield stress of matrix material,

o =void volume fraction,
and P is an index taking the values ., -.

Plastic flow is governed by an associated nor-
mality flow rule. The change in porosity is related
to the plastic volume change through

dq=a —0) eIr (3)

It is worth noting that in the absence of voids;
i.e. ~ =0, this reduces to the usual von Mises plas-
ticity model.

Assessment of Adaptive Mesh Techniques

We have investigated the possibility of develop-
ing other techniques which would allow us to more
accurately analyze material failure. Fracture by its
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very nature is a dynamic process. When using
finite elements to analyze a flaw, a finer mesh is
used in the region near the crack tip due to the
high gradients of field variables there (Fig. 2).
However, as the crack grows the position of the
crack tip changes while the position of the mesh
remains fixed. Currently the codes allow us to
statically analyze a flaw and use the tools indicated
above to determine whether it is stable or whether
it will grow. Ifit is unstable, one can manually
rezone the mesh and separate nodes to allow for
analysis of the crack in a new configuration. This
is a tedious and inefficient procedure. The codes
also provide a capability to model material separat-
ing along a "slideline" when a criterion based on
accumulated plastic strain is satisfied. This is not
wholly satisfactory either, since one must position
the slideline (and hence determine the direction of
crack propagation) a priori rather than having it be
determined as the calculation proceeds.

Ideally one would like to have the crack stability
analyzed as a calculation proceeds. Then, if it is
determined that the flaw will grow, the mesh
should automatically be modified, both to increase
the flaw size and to refine the mesh in the new
crack tip position. This requires so-called adaptive
finite element procedures. Techniques of this kind
have been incorporated into the Lab's geomechan-
ics code FEFLAP..» and are the subject of consider-
able research..s Due to the complexity of the NIKE
and DYNA codes it is unlikely that such features
will be introduced in the near future. However,
eventually NIKE and DYNA will have this capabil-
ity. Near-term improvements in this area will have
to come from a smoother coupling between the J-
integral analysis (or other failure criteria) and the
existing manual rezoning capability of the codes.

Figure 2. Finite element mesh of material in the region
near the tip of a crack. The mesh is fine near the crack
tip so that the high gradients in field variables can be
more accurately represented.



Future Work

It remains to evaluate the effectiveness of using
the new material model for analyzing cracks in
ductile materials. Prior computational problems
involving flaws in ductile materials will be run
again to provide a basis for comparison. We intend
to continue our efforts to improve our understand-
ing of material failure, both through the develop-
ment of new testing techniques and by improving
our computational tools. On the computational
side, the implementation of techniques to better
analyze the dynamic aspect of the failure process
will be a priority.1
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Characterizing the Failure
of Composite Structures

Scott E. Groves
Engineering Sciences Division
Mechanical Engineering

We have succeeded in developing a multiaxial test system that has generated increasingly
accurate information on the three-dimensional behavior of continuous fiber composites. The
resulting data has given us a more accurate picture of the strengths and failure modes of these
complex materials. Using this data, composite materials engineers can more accurately predict
whether a specific design will sustain a given load; alternatively, they can use the information
to design a stronger, lighter composite. In this fiscal year our goal has been to develop a more
accurate three-dimensional failure criterion based on the data generated by our test system. We
are also investigating the dynamic behavior of composites at strain rates up to 1000 in./in./sec.

Introduction

A composite material is made of two or more
materials combined to create a better material sys-
tem. In a broad sense, metal alloys and plastics are
composites, but their constituent materials are
combined at the microscale. In a narrower sense, a
composite material is one in which the constituent
materials are combined at a macroscopic level;
thus, the individual behavior of each material is
retained and directly affects the composite's prop-
erties.

There are two main types of these materials -
particulate composites and fiber composites. In
particulate composites, small particles are uni-
formly distributed and embedded in a matrix sys-
tem. In fiber composites, the reinforcing fibers —
either continuous or chopped fibers — are embed-
ded within a matrix. At LLNL, our major interest
is in continuous-fiber composite materials, and
these are the composites we discuss in this article.

Composite materials have been widely used for
decades. However, the demands placed on com-
posite materials by LLNL applications are very
different. For example, composites are attractive to
Laboratory weapons applications for their light
weight and high strength. Such composites are
currently being considered as candidates for outer
weapon cases because they could provide struc-
tural strength and yet save weight. They are also
being considered for certain projects for the Strate-
gic Defense Initiative, where very stiff, very light-
weight structual components are needed that un-
dergo only minimal dimensional changes with
changes in temperature.
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Most of these applications are concerned with
ultimate strength and one-shot life. However, even
though composites are not new, for our purposes
much information on their mechanical characteris-
tics has yet to be obtained. Extensive data bases on
material properties and accurate models of their
behavior must be developed if structural designers
are to avoid the costs and pitfalls of a cut-and-try
approach and efficiently tailor composites to spe-
cific Laboratory applications.

Advantages and Disadvantages
of Composites

Fiber-composite materials offer two major ad-
vantages over metals: high specific strength and
high specific stiffness. In applications where
weight is a limiting factor, fiber composites are
very attractive because they provide good strength
and stiffness with very little weight. At the Labo-
ratory we have examined a number of composites
that have greater tensile strength by weight than
metals (Fig. 1). One of them, Toray 1000, is cur-
rently being considered for a number of Laboratory
applications.

Fiber composites offer the possibility of selecting
a reinforcing fiber and an appropriate matrix and
then orienting the fibers within the laminate to
create a composite material with the desired
strength, stiffness, weight, wear resistance, and /or
thermal expansion. Our goal is to understand the
behavior and properties of the fibers, matrices, the
composite material, and various laminates so that
we can tailor composites to specific applications.
Diagrams of unidirectional and quasi-isotropic
composite laminates are shown in Fig. 2(a), and a



photomicrograph of a typical fiber composite is
shown in Fig. 2(b).

A major disadvantage of these materials is that
the improved properties are exhibited only in the
plane of the fibers—that is, only in two dimen-
sions. This generally restricts the use of composites
to two-dimensional structures since these materials
tend to be very weak in the third (out-of-plane)
direction. The structural designer must assure
himself that the out-of-plane loading conditions for
the intended application are acceptable (i.e., within
the strength limits of the desired material). An-
other problem with fiber composites is that it is
difficult to fabricate a composite part without flaws
(e.g., voids or microscopic cracks) that can lead to
the premature failure of the composite part.

Fabricating Fiber Composites

Two methods— laminating and filament wind-
ing—are used to fabricate fiber-composite parts,
depending on the nature of the part. To fabricate a
laminated part, we use pre-impregnated tape of
continuous fibers embedded in a thin film of resin
that is layered onto a nonstick backing paper. The
layers (plies) of pre-preg tape are stacked in the
desired orientation and shaped over a mold or
mandrel. The polymeric resin is usually dormant
at room temperature and is cured at high tempera-
ture, usually in a laminating press or autoclave and
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usually under vacuum. Figure 3 shows some of
the steps involved in fabricating a nose cone using
pre-preg tape.

In filament winding, a continuous fiber, coated
in resin, is wound around a mandrel (Fig. 4). A
numerically controlled winding machine is used to
carefully control the winding pattern and the ten-
sion at which the fiber is laid on. After the desired
thickness is obtained, the part is then cured.

It is possible to create very complex shapes us-
ing both fabrication methods (Fig. 5), with filament
winding being more efficient for spherical or cylin-
drical parts (e.g., pressure vessels), and lamination
more efficient for basically flat parts (e.g., turbine
blades, wing tips, structural body parts).

Analyzing the Performance of Composite
Materials

Composite materials are difficult to analyze and
model because they are orthotropic. That is, they
have three mutually perpendicular planes of sym-
metry (Fig. ) and thus their material properties
are markedly different in these different directions.
Nine individual material constants are needed to
model the elastic constitutive behavior of ortho-
tropic materials, compared to only two constants
needed for isotropic materials (e.g., most metals).
The experimental effort required to characterize
the material constants is very complex and repre-

Figure 1. Comparison of
specific strength of vari-
ous metals and compos-
ites. The carbon/epoxy
composites shown are in
use at the Laboratory.

S-Glass E-Glass
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sents a significant effort of LLNL's composite re-
search.

One of the most difficult analytical problems
encountered with composite materials is that of
predicting failure response. Composite materials,
especially those with multiple plies at different
orientations or multiple layers of filament-wound
fibers, often contain myriad internal failure sur-
faces (voids, bubbles, fiber flaws, etc.). With so
many possible sites at which a flaw or crack can
begin to grow and lead to the failure of the com-

Figure 2. (a) Diagram of
unidirectional and quasi-
isotropic laminates, (b)
Photomicrograph of a
T300/F584 graphite/epoxy
composite laminate.

Unidirectional

V3
(b)

12.5 mm

5-16

posite part, it is very difficult to establish an accu-
rate or appropriate failure load. Many failure theo-
ries have been developed, but they have generally
proven to be inadequate. Work is underway at
LLNL to improve our understanding of failure and
to develop a more adequate set of failure criteria.

Strength of Composite Materials

We are currently evaluating the strength of com-
posite materials and predicting their failure under

Quasi-isotropic

90°

0- Continuous
fiber

90-
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(a) (b)

Figure 3. The steps involved in fabricating a nose cone using pre-preg tape, (a) Pre-preg tape is cut into four
wedges, which are draped around the aluminum mandrel. A total of 10 plies (40 wedge sections) are built up;
seams are staggered between plies, (b) Wrinkles are rolled out as must as possible, (c) Perforated release film is
draped around the pre-preg lay-up. (d) A three-piece "clam shell" is fitted over the lay-up; pieces are held in
place with nylon tape, (e) Breather cloth is placed over the clam shell, (f) The assembly is enclosed in a vacuum
bag; edges are sealed with heat-resistant vacuum tape, (g) A vacuum fitting is hooked up inside the autoclave and
the part is cured at 175°C and 565 kPa. (h) After the cure cycle, the part is trimmed to length on a slowly rotating
lathe using a diamond-coated saw.
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Figure 4. A spherical part being fabricated by filament winding. The continuous fiber, coated in resin, is wound
around a mandrel; the fiber tension and winding pattern are controlled by a numerically controlled winding ma-

chine.

Figure 5. Variety of complex shapes that we can now
wind.

Fiber direction, x

Figure 6. Planes of symmetry in a unidirectional com-
posite lamina. Composite materials are orthotropic;
that is, they have three mutually perpendicular planes
of symmetry.

thermal-mechanical loading. In particular, we are
attempting to develop a new, more appropriate
failure criterion. The key to developing such a
criterion is the ability to determine experimentally
the necessary failure data. This is not an easy task.
Beyond this, in order to evaluate the failure criteri-
on in a multiaxial stress field, we must first be able
to generate controlled multiaxial failure surfaces.
The most common way to do this for metals (iso-
tropic materials) is combined axial tension and
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torsion of tube specimens. Although a similar pro-
cedure can be used for composites, it is not without
problems. For instance, it is almost impossible to
grip the composite tube, in order to apply the
loads, without inducing failure in the grip region.

To eliminate this problem, we designed a com-
posite tube that flared at both ends and then de-
signed grips to hold the flared tube stationary
[Fig. 7(a)], This unique combination of tubes and
grips worked: it minimized the stress that was pre-
viously concentrated in the grip region and trans-
ferred it uniformly along the length of the compos-
ite. We can now subject these tubes to combina-
tions of tension, compression, torsion, and internal
pressurization to generate the failure surfaces.
Moreover, we can be confident that the resulting
data reflect material failure as opposed to grip
failure. The development of these tools has been a
critical step toward our goal of successfully pre-
dicting the strength and failure modes of fiber
composites.

Figure 7(b) shows the tube and grips after they
have been placed within a numerically controlled,
serval-hydraulic test instrument. Using this instru-
ment, we have successfully applied axial load,
torsion, and internal pressure simultaneously to a
T300/F263 pre-preg tape. The results have been
used to graph the three-dimensional failure surface
shown in Fig. =. We did encounter a problem,
however, when we pressurized the tube: it leaked.
It appears that once a small crack forms, the inter-
nal pressure is lost, even though the composite
may be structurally sound. We are currently inves-
tigating different types of nonstructural internal
bladders to help increase the internal pressure.

Our success in loading composites to failure has
led us to a point where we can establish realistic
criteria for strength and failure in composites.

This, in turn, has allowed us to begin altering fabri-
cation parameters so as to increase the strength of a
given composite. Currently, we are using the test
apparatus in an experiment to increase the com-
pressive strength of a composite (Toray 1000/DER
332-T403) of interest to the Laboratory's Earth
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Penetrator project. Our goal is to obtain the high- two of the fabrication steps, filament winding and
est specific compressive strength possible. curing, we can increase the compaction of the com-
We have found several ways to increase com- posite. In one of the steps, filament winding, we
pressive strength, one of which is to increase the wound fiber around a mandrel under = b of ten-
percentage of fiber in the composite. (Theoreti- sion, a much higher tension than previously tried
cally, 60% is the optimum fiber volume.. but we (any greater tension could damage the fiber). We
have not yet verified that figure.) One way to achieved a fiber volume of 56%, close to the opti-
achieve as high a fiber volume as possible is to mum figure quoted above. In the second method,

make the composite as compact as possible. We we cured the composite in an autoclave, which

have found that by manipulating the parameters of allowed us to use pressure to squeeze resin out of

Figure 7. The 2-in.-diam flared composite tube we designed to minimize the stress that is concentrated in the grip
region (a) and a photo of the multiaxial test system (b).
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Figure 9. Comparison of the compression strength of a
composite wherein two different fabrication tech-
niques were used to increase the fiber volume. The bar
on the left represents a composite wound with & 1b of
tension, resulting in a fiber volume of 56%. The bar on
the right represents a composite that was cured in an
autoclave, resulting in a fiber volume of 70%. The
right hand composite failed earlier, even though it had
a higher fiber volume, because it had been wrinkled
during the curing process.

§ 30

Figure 10. Comparison of the compression strength of
a composite wound with two different winding pat-
terns. The pattern shown at the left represents a "sand-
wich" approach, where the axial fibers (0°) have been
sandwiched between two sets of hoop fibers (90°). This
winding pattern results in a composite with greater
compressive strength than a composite wound with
just one set of hoop fibers.

the composite, thereby making the tube as compact
as possible. The second technique resulted in a
fiber volume of 70%. Next we tested both tubes to
failure and found that the first technique was more
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Figure 11. Pinned cylindrical shear joint for a graphite/
epoxy tube.

successful: the tube withstood greater stress before
failing (Fig. 9), even though it had a lower fiber
volume. The reason that the tube with the higher
fiber volume failed earlier was that the pressure
applied during the curing process severely wrin-
kled the fibers, reducing the tube's compressive
strength. Defects such as wrinkling, fiber misalign-
ment, fiber waviness, and voids can all be easily
introduced during the fabrication process and need
to be guarded against. They can result in fiber
microbuckling (local failure of a fiber), which in
turn can lead to the premature failure of the com-
posite, rather than to compressive fiber failure
wherein the composite sustains the predicted load.
In our experiment, we have abandoned using an
autoclave to increase fiber volume, but have con-
tinued to wind fiber at = 1b of tension.

Another way to increase compressive strength is
to vary the ply layup parameters; that is, the angle
at which the fiber is wound around the mandrel.



the number of layers wound at a given angle, and
the order of the various layers. We are currently
investigating a composite whose fibers are wound
at 0°, 45°, and 90° angles (actually, the angles are
1.5°, 45°, and 89°; the winder has limitations that
prevent it from winding at exactly 0° and 90°
angles, but the convention is to refer to the angles
as 0°, 45°, and 90°, so we will continue to do so).
The reason that we wind at a variety of angles is
that if we just wound at one angle (say o°) the tube
would collapse when subjected to axial compres-
sion: it would split down its length as though it
were a barrel whose staves had caved in. To pre-
vent such splitting, we wrap a layer of 90° hoop
fibers around the 0° fibers. Now when we com-
press the structure, we find that the failure mode is
one in which the axial fibers buckle inwardly (the
hoop fibers stop the axial fibers from bowing out-
wardly). That is, when we compress the compos-
ite, the compressive force on the axial fibers (o°) is
transferred to the hoop fibers (90°) as tensile stress.
Because the tensile stress of the hoop fibers is much
greater than the compressive strength of the axial
fibers, the latter will buckle inwardly. To prevent
inward buckling, we next put together a fiber sand-
wich: we wound a set of »° axial fibers between
two sets of 90° hoop fibers. Figure 10 shows the
success of the sandwich approach: a (90°, 0°, 90°)
pattern exhibited greater compressive strength
than the (0°, 90°) pattern. We are currently investi-
gating whether fibers at a 45° angle will also in-
crease compressive strength.

In FY 90 we will investigate several other ques-
tions concerning compressive performance:
+ How sensitive is the compression performance

to the angle of the axial fiber?
* Does increasing the stiffness of the hoop fibers

increase compression strength?

Tests of Cylindrical Shear Joints

In addition to using the multiaxial test appar-
taus to determine the compression strength of fiber
composites, we have also used it to evaluate the
shear strength of four different cylindrical joints
made of graphite and epoxy. The four designs
consist of a bonded wedge cone, pinned wedge
cone (Fig. 11), bonded and pinned wedge cone,
and an integrally wound wedge cone. All four
designs were similar to our multiaxial test part:
they all had an axial length of | in. and a 15° ta-
pered cone. Our goal is to achieve an average
shear strength of 8000 psi along the joint. This
value was derived by calculating the maximum
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Figure 12. Strength of cylindrical shear joints for 2-in.-
diam graphite/epoxy tubes.
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Figure 13. Comparison of the effects of high and low
strain rates on a graphite/epoxy composite. We used a
Hopkinson bar to induce axial compression.

shear strength of the epoxy system used in the
bonding. As can be seen in Fig. 12, all our results
were above this value. We believe the increase in
available shear strength can be attributed to the
hydrostatic compression effects from the gripping
mechanism (we discuss this work in more detail in
Ref. 2).

Out of Plane Failure

To help us further understand the complex fail-
ure performance of composite materials, we have
developed out-of-plane shear loading fixtures, a
three-dimensional compression fixture, and an
external ring compression fixture. To graph a com-
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100.0
Strain rates (in./in./sec)

Figure 14. Comparison of the effects of high and low
strain rates on a 0.5-in.-diam composite. We used a
high rate servo hydraulic MTS machine shown in Fig.
7(b) to induce axial tension.

plete failure surface we must merge the data on
out-of-plane stress fields obtained with these tools
with the data on in-plane stress fields generated
with the multiaxial test apparatus. We do not yet
have the ability to load a part in three dimensions.

Dynamic Properties

So far in this paper we have been discussing
loading composites at very low strain rates: ap-
proximately o.0o: units of displacement (in./in.)
per second. We have also developed techniques
for loading composites at much greater stress/
strain rates because some of our composites may
have to withstand such rates. (A composite could
be used, for example, to protect the innards of a
missile from an explosion close by.) Our purpose
is to develop a strain-rate-sensitive material model
for inclusion in the Laboratory's DYNA code.

In our first tests we used a Hopkinson bar (a
standard device for measuring stress/strain behav-
ior at high rates,; to test a composite at a strain rate
of 1000 in./in./sec (Fig. 13). As can be seen, the
toughness (the area under the curve) is approxi-
mately eight times greater for a composite sub-
jected to a higher stress/strain rate. Although we
do not yet understand the mechanisms behind this
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result, a working hypothesis is that the increased
toughness can be attributed to several factors, in-
cluding the viscoelastic behavior of the epoxy and
to the formation of noncoalescing internal damage
mechanisms such as microcracking. Also at these
higher strain rates, it is possible that the loading
rate is fast enough to prevent the usual delamina-
tion of the composite before failure.

All the above tests have been conducted in com-
pression; however, we have also developed a 0.5-
in.-diam version of the composite tube (as opposed
to the »-in.-diam one) and have measured its
stress/strain rate in tension at rates up to oo units
of displacement per second. As Fig. 14 shows, we
successfully stressed the composite in tension and
again found that, as in compression, the greater the
stress/strain rate, the higher the tensile strength.

Future Work

In FY 90 we will generate multiaxial failure data
for the composite T1000/DER-T403. Our plan is to
vary the winding patterns of this composite and
see what changes in behavior occur. We will also
evaluate several published failure criteria..- and
begin to formulate our own more general criterion.
As part of that formulation, we will continue to
generate high strain rate data using the drop tower
and the Hopkinson bar.1

1. Joint work between Chemistrys' "Polymer Compos-
ites Group", and Engineerings' "Materials Test and
Evaluation Section”.

2. S. E. Groves, B. Sanchez, and F. Magness, "Evalu-
ation of Cylindrical Shear Joints for Composite Materi-
als,” to be published.

3. S.E. Groves and D. H. Lassila, "High Strain Rate
Testing of Composite Materials Using the Hopkinson
Bar," LLNL work in progress, 1989.

4. R. M. Jones, Mechanics of Composite Materials,
McGraw-Hill, 1975.

5. R. M. Christensen and S. R. Swanson, "Evaluation of
a New Failure Criterion for Fibrous Composite Materi-
als," UCRL-98725, May 1988.

6. W. Feng, "4 Finite Strain Elasticity Approach to Fail-
ure Modelling of Composite Materials,” LLNL work in
progress, 1989.



Modeling and Experimental Measurement
of Residual Stress

Elane C. Flower
Engineering Sciences Division
Mechanical Engineering

Our objective is to determine residual stress through finite-element modeling and with reli-
able experimental methods. We have previously demonstrated our ability to calculate with the
finite-element method and experimentally measure deformation-induced residual stress with
neutrons and x rays and by mechanical and ultrasonic techniques.. From our studies, we have
concluded that diffraction is the preferred experimental method and that neutron or high-en-
ergy radiation can be used to determine residual stress in the bulk or volume of the specimen.
Measurements in the bulk or volume compare favorably to our finite-element analysis results.
With researchers at the University of California, Davis, we have designed and analyzed an ad-
vanced, high-energy x-ray system that could be built at LLNL and potentially obtain both sur-
face and bulk strain measurements. In March, 1989, we carried out experiments at the Stanford
Synchrotron Radiation Laboratory, using synchrotron radiation, an intense, highly focused, x-
ray tunable radiation source with a wide range of available energies, to determine residual
stress. These were the first experiments nationally to try to measure macro residual stress in
metal components. With researchers at the University of California, Berkeley, we have success-
fully demonstrated a method that uses longitudinal acoustic waves to determine residual stress
in planar aluminum specimens. We have also modeled and carried out additional neutron dif-
fraction measurements of residual stress in a textured, hexagonal, close-packed alloy that ex-
hibits a high degree of plastic anisotropy (directionally dependent flow properties). To model
the anisotropic flow behavior, we used a Hill's criterion developed and implemented into our
NIKE2D finite-element code. Although we could model anisotropic flow behavior, our calcula-
tions showed that we could not account for the effect of grain-to-grain interaction strains that

develop in this class of metals.

Introduction

LLNL designs and manufactures complex com-
ponents that must perform reliably for many years.
Residual stress has been associated with the pre-
mature failure of components or, conversely, can
be introduced to improve component life. As our
first step in managing residual stress, we are devel-
oping methods and expertise that can be applied in
the early stages of the design process.

Residual stresses are self-equilibrating stresses
that result from non-uniform plastic deformation
and remain in a body under zero external forces.
The three main types of residual stresses are
widely designated as being of the first, second, and
third kind. Residual stresses of the first kind
(macro residual stresses) are homogeneous; that is,
they are constant in magnitude and direction over
a large area—such as several grains (millimeters to
centimeters)—and are equilibrated within the
whole body. Residual stresses of the second kind

(micro residual stresses) are nearly homogeneous
across a grain or parts of a grain (up to millimeters)
and are equilibrated across a number of grains.
Residual stresses of the third kind are inhomogene-
Ous across submicroscopic areas c:oo A to 1000 A)
and are equilibrated across small parts of a grain.
The total residual stress at a point in a material
results from the superposition of residual stresses
of the first, second, and third kind. This is repre-
sented schematically in Fig. 1, which shows resid-
ual stresses forming from the quenching of a two-
phase metal cylinder -

Determining residual stress is a formidable task
that we have found best accomplished by applying
a combination of methods. This combination in-
cludes finite-element modeling, diffraction, ultra-
sonics, and mechanical methods. Experimental
methods do not measure residual stress directly,
but rather a unique property that can be related to
a stress value. Some methods will yield informa-
tion on residual stress near the surface while other
methods determine residual stress in the volume of
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Figure 1. Schematic rep-
resentation of the three
kinds of residual stresses
(shown as RSI, II, and III)
that can develop in a
quenched two-phase
metallic cylinder. Macro
residual stresses, graphi-
cally depicted in RSI,
develop from the tem-
perature gradient. Micro
residual stresses, graphi-
cally depicted in RSH,
develop from the differ-
ence in coefficients of
thermal expansion be-
tween the two phases.
Micro residual stresses,
graphically depicted in
RSIII, develop from inter-
nal stresses within the
grains. The total residual
stress at the position x to x
is graphically depicted in
the bottom figure.]

the body. Table | summarizes the methods we
have used to determine residual stress. To date,
our experiments have concentrated on deforma-
tion-induced residual stress in metal components,
but the knowledge and capabilities we have gained
are applicable to residual stresses from sources
other than deformation (i.e., welding and heat
treatment) and for additional materials such as
ceramics and metal matrix composites.

Our first experiment focused on modeling and
experimental measurement of deformation-in-
duced residual stress in an austenitic, stainless steel
ring. This ring was compressed approximately 3%
diametrically in a mechanical testing device, and
the load was removed. To model the compression
and unloading of the ring, we used two- and three-
dimensional finite-element analysis. From our
analysis, we determined that non-uniform plastic
deformation produced measurable residual stress
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at the poles and waist of the ring. Because of the
symmetry of the ring, however, we only needed to
make experimental measurements of residual
strains in two locations: 0 and 90 degrees.

Measurements of residual stress on the ring
specimen were made with four separate tech-
niques: neutron diffraction, x-ray diffraction, hole-
drilling, and acoustoelasticity. Our goal in making
these measurements was to compare our ability to
model residual stress with the results obtained
experimentally. Details of the results were pre-
sented previously .

Non-destructive evaluation with diffraction was
shown to be the preferred method for determining
residual stresss The use of neutrons, which pene-
trate more deeply than x-rays, provide a measure
of residual strain in the volume of the specimen
and are not as affected by surface treatments such
as machining. But, in both neutron and x-ray dif-
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Table 1. Characteristics of methods used to determine residual stress.

Method Measured quantity

Mechanical Macroscopic surface strains
via strain gage

Conventional Homogeneous lattice

x-ray diffraction strains

Synchrotron
x-ray diffraction

Homogeneous lattice
strains

Neutron diffraction Homogeneous lattice

strains

Time-of-flight longitudinal
waves

Ultrasonic

Residual elastic strains/
residual stress

Finite-element
method

fraction methods, strains are measured on a par-
ticular set of crystallographic (hkl) planes. For
practical engineering problems, it is necessary to
relate strains measured by diffraction to values of
engineering stress. We have evaluated algorithms
and procedures to convert the measured properties
to the more commonly used values of engineering
stress. If the material is homogeneous, isotropic,
and has crystallographic elastic constants similar to
the polycrystalline, this conversion is accomplished
through the simple equation using Hooke's Law.

If the crystallographic elastic constants are ani-
sotropic, such as they are in stainless steel, strains
are related to stress through Hooke's Law, but by
using single-crystal approximations such as those
of Reuss (assuming a constant stress in all grains),
Voight (assuming a constant strain in all grains), or
an averaging method. In our experiments, the
Reuss approximation and the averaging method
using polycrystalline elastic constants gave good
correlation between residual stress measured by
neutron diffraction and that calculated with the
finite-element method .

Progress

Modeling and measuring residual stress in
an anisotropic metal.

Some important engineering metals and alloys
are non-cubic, texture readily, and exhibit plastic
anisotropy, such as beryllium, titanium, and ura-

Kind(s) of

residual stress

determined Character

First Destructive

First and second Nondestructive
(surface)

First and second Nondestructive
(surface and bulk)

First and second Non-destructive
(bulk)

First, second, Nondestructive

and third (bulk, whole-field)
First Numerical
predictions

(whole-field bulk)

nium. Residual stresses of the second kind—grain-
to-grain interaction stresses—are prone to develop
during deformation or heat treatment in these met-
als and will be superimposed on the macro resid-
ual stresses. To study residual stresses in this class
of materials, we chose Zircaloy-2, which has a hex-
agonal close-packed crystal structure as a model
material. We were able to cost share a portion of
our experiments with Chalk River Nuclear Labora-
tory.

Our test specimen was a beam 12.5 mm thick,
25.4 mm wide, and 127 mm long that was ma-
chined from hot-rolled, annealed bar stock and
subjected to four-point bending. To determine the
mechanical properties of the bar stock, we con-
ducted tensile and compression tests. The flow
properties of specimens taken from the bar de-
pended on the direction from which they had been
taken, i.e., transverse vs axial. The test specimens
also exhibited a strength differential, both in yield
strength and hardening, that depended on whether
they were tested in tension or compression. This
highly anisotropic behavior was a result of the bar
stock's crystalline structure and a high degree of
preferred orientation of the crystallites, more com-
monly called texture.

So that we might determine the texture of the
bar stock, texture measurements normal to the
transverse direction were made at Chalk River
Nuclear Laboratory. In this orientation, the poles
of the (1o-10) and (10-11) planes were predominant
and nearly equally represented. No poles of the
basal (oo0=) planes were found normal to the trans-
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Figure 2. Orientation of Z
mechanical test speci-

mens and bent beam from

the bar stock.

Mechanical test specimens

Bent beam

Beam orientation x - y plane
Bending around z axis

Figure 3. Finite-element
model for the Zircaloy-2
bent beam. A composite
mesh was used to account
for the strength differen-
tial, which was predomi-
nant over the plastic ani-
sotropy.

verse direction; instead, they were randomly ori-
ented primarily perpendicular to the bar axis.

To model the beam specimen with finite-ele-
ment modeling, we used Hill's anisotropic flow
criterion that had been implemented into
NIKE2D s This criterion is commonly used to ac-
count for normal anisotropy, as found in sheet
products; that is, where the mechanical properties
in the plane of the sheet are nearly isotropic. From
our mechanical tests, we were able to obtain a yield
surface and determine the constants for the Hill
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ay =312 MPa, compression
R=15P=0.67,Q=1.0

ov = 368 MPa, tension
R=84,P=0.12,0=1.0

model. We assumed that the bar was plane stress
and isotropic in the x-y plane; bending of the bar
was around the z axis (Fig. 2). Our constitutive
law cannot account for the difference in strength
between tension and compression, so we used a
composite mesh with appropriate material proper-
ties for the area of the model dominated by tension
and that dominated by compression (Fig. 3). Strain
gage measurements were made on the actual test
specimen, and the model was deformed to dupli-
cate the same amount of strain before unloading.



Neutron diffraction measurements were carried
out on the L3 triple-axis spectrometer at the Chalk
River reactor, which was operated in the diffrac-
tion mode. Strain on several hkl planes was meas-
ured in the transverse, longitudinal, and normal
directions (ex, e , and ez) at the bar midsection,
from the bent outer surface to the inner surface. As
noted earlier, strains measured by diffraction will
include the effects of residual stresses of the first
and second kind. Residual stresses of the second
kind develop as a result of compatibility being
maintained between grains. Figure 4, which shows
neutron diffraction measurements of the longitudi-
nal, transverse, and normal strains, illustrates that
the NIKE2D calculations follow closely those of

0002)
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Figure 4. Neutron diffraction measurements and
NIKE2D results of (a) longitudinal, (b) transverse, and
(c) normal strains in bent beam.
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measurements made on the (10-12) planes. Meas-
urements of longitudinal strain made on the (coo=)
planes were of the opposite sign (in compression
rather than tension) on the side that was in com-
pression during bending. This can be explained by
the simple two-grain model in Fig. 5. The grain-
interaction strains (from residual stress of the sec-
ond kind) can account for the sign difference. Slip
is not favorable when applied stress is normal to
the (ooo=) planes and the (o00=) planes remain
strained from the applied stress. Twinning occurs
at lower strain levels in tension, thus eliminating
strain on the (o00=) planes on the side of the beam
that was in tension. As expected, strains measured
in the transverse direction (Fig. 4b) show the same
effect on the tension side of the beam as a result of
the Poisson effect.

Our research shows that the correlations be-
tween strains calculated with NIKE2D and those
measured with neutron diffraction are in good
agreement. In cubic, non-textured metals and al-
loys, we can relate measured strains to engineering
stress with Hooke's Law and various single-crystal

[. Two-grain orientation

III. Stress removed;

No constraints Equilibrium
//H
[V. Compatibility maintained Residual
stress
t
1

Figure 5. Simple two-grain model, where FI is hard
direction (no slip) and S is soft direction (easy slip).
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approximations. In highly textured, non-cubic
materials, correlations between calculated and
experimental results depend on both the choice of
hkl and the deformation mode. The NIKE2D cal-
culations can account for the plastic anisotropy,
and we were able to adjust our model to account
for the strength differential. We could not account
for grain-to-grain interaction strains, however, but
were able to explain their effect with a simple
qualitative model.

Work at Chalk River Nuclear Laboratory over
the past five years has resulted in a computer pro-
gram called QUEST, that, although it cannot pre-
dict residual macro stresses, can predict residual
grain-interaction stresses in samples that have been
deformed in uniform tension or compression. The
analysis assumes that the total strain is the same in
every orientation of grain (Taylor, upper-bound
model), but allows for the amounts of elastic, plas-
tic, and thermal strain to vary according to the
orientation of the grain. Future goals would be to
develop a hybrid code that couples QUEST with
the NIKE2D finite-element code that would be able
to calculate both macro and micro stresses (RSI
and RS2).

Ultrasonic determination of residual stress,
UCB

Our colleagues Professor George G. Johnson and
Dr. Jay J. Dike at U. C. Berkeley have completed a
study of the acoustoelastic technique, using longi-
tudinal waves to evaluate residual stress.. The

Figure 6. Schematic over-
view of the pre-prototype
experimental apparatus,
showing the redesigned
diffractometer.

Diffractometer
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acoustoelasticity theory describes how the velocity
at which elastic waves propagate in a solid is af-
fected by the state of stress in that solid. The the-
ory has been applied to planar geometries, using
longitudinal waves propagating normal to the
plane of stress. The spatial variations in longitudi-
nal wave velocity are used to determine stress fields
for each component of the two-dimensional stress
tensor for a body in a state of plane residual stress.

In isotropic materials, changes in longitudinal
wave speed may be related to the sum of the in-
plane normal stresses. This work has shown that
the individual components of stress may be ex-
tracted from this sum by manipulating the equa-
tions of equilibrium to obtain Poisson's equation
for shear stress. Solution of Poisson's equation
yields the shear stress field, which may then be
used in the equilibrium equations to compute the
individual normal stress components. Part of our
research project was to extend the algorithm to
obtain the values of the individual stress compo-
nents in anisotropic materials. This was achieved
using an iterative scheme.

A phase-measuring system was developed to
obtain the velocity information required to com-
pute residual stresses. Two different phase-meas-
uring systems are required to measure thickness
and the time of flight of the acoustic wave. The
measurements provide an estimate of the spatial
variation of the wave velocity.

The algorithms and the measuring system de-
veloped at UC Berkeley were used to determine
residual stress in a 6061-T6 aluminum ring that had

Andrex radiography unit (x-ray generator)

Lead collimator
(adjustable slit width;
perpendicular slit not shown)

Specimen

(up to 25 mm equivalent steel
thickness,acceptable gross
dimensions up to 1m.)

Lead collimator
(adjustable slit with;
perpendicular slit not shown)

X-ray



been plastically deformed and unloaded. Then the
results were compared to finite-element calcula-
tions performed at LLNL. Comparisons of the
stress fields with those from finite-element model-
ing solutions show that the experimental technique
does indeed provide spatially detailed information
about residual stress. Subsequent similar experi-
mental measurements on the stainless steel ring
did not have adequate resolution because of the
low value of the acoustoelastic constant of the
stainless steel, which is an order of magnitude
lower than that of the aluminum. The same was
true of the Zircaloy specimen.

In conclusion, residual stress can be measured
successfully using longitudinal acoustic waves in
planar aluminum specimens. Measurements in
metals with lower acoustoelastic constants do not
provide a high enough degree of resolution.

Design of triaxial residual stress measure-
ment system using high-energy x-ray diffrac-
tion, UC Davis.

With our colleagues Professor James Shack-
elford, Dr. Brian Brown, and Jun Park at the Uni-
versity of California, Davis, we have been design-
ing a triaxial, residual-stress measurement system
that uses high-energy x-ray diffraction. From our
previous work and a comprehensive literature
review, we have determined that diffraction is the
preferred experimental method for measuring re-
sidual stress. Conventional x-ray sources can only
determine planar near surface stresses (e.g., | to 3
pm in iron), while high-energy sources of 1o t0 100
keV could penetrate 2 to 3 cm in iron. Measure-
ments within the bulk can provide the whole strain
tensor and avoid surface strains associated with
machining or other surface treatments.

The prototype system that was built for bulk
residual stress measurements has five subsystems:
1. X-ray generator
2. Diffractometer
3. X-ray detection
4. Data acquisition
5. Data analysis
Following the initial experiments, the diffractome-
ter was redesigned. The key features of the rede-
sign include (1) thicker collimator plates, (=) vari-
able collimator slit widths, and (3) accommodation
of much larger samples. A schematic of the x-ray
generator, redesigned diffractometer, and x-ray
detection unit is illustrated in Fig. .

The data-acquisition system was being devel-
oped around the LabVIEW program. However,
the detector is capable of producing data at a speed
of about .00 times that of the data-acquisition
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board, so the system had to be modified.

We have also reviewed the traditional and re-
cent advances of analysis of x-ray diffraction data
for residual stress information and have extended
the capability for the purpose of determining the x-
ray elastic constants of engineering materials s

Residual stress measurement with synchro-
tron radiation.

Another source of high-energy x rays is synchro-
tron radiation, where a packet of high-energy elec-
trons is accelerated, in a "circular” ring, to speeds
close to the speed of light. The centripetal accelera-
tion due to the curvature of the path causes the
electrons to emit electromagnetic radiation that
will, depending on the energy of the electrons,
have a range of wavelengths. The energy will also
determine the depth of penetration. With our col-
leagues at UC Davis, we have conducted the first
macro residual stresses nationally, using synchro-
tron radiation at the Stanford Synchrotron Radia-
tion Laboratory. Benefits of a synchrotron source
to our studies include a highly intense and mono-
chromatic beam with variable energies that allow
significant sample penetration and very low beam
divergence. Details of this work are reported else-
where .

Conclusion

Our modeling studies and experimental meas-
urements are complete, and we can now model
successfully with finite-element method, deforma-
tion-induced residual stress. The models we have
developed aid in understanding residual stress in
materials that are highly textured, non-cubic, and
exhibit flow anisotropy, and our evaluation of sev-
eral experimental methods for determining resid-
ual stress has convinced us that diffraction with
penetrating radiation (neutron and high-energy x
rays) is the preferred method for determining bulk
residual stress. We have analyzed and developed a
prototype high-energy x-ray diffraction measure-
ment system that could be built at LLNL. We have
also aided in the development of an ultrasonic
method that uses longitudinal acoustic waves to
determine whole-field, bulk residual stress in pla-
nar aluminium specimens. In conjunction with our
project, we successfully applied (for the first time
nationally) synchrotron radiation at Stanford Syn-
chrotron Radiation Laboratory to measure macro
residual stresses. We are now collaborating with
Chalk River Nuclear Laboratory and the Los
Alamos National Laboratory, using a pulsed neu-

5-29



Modeling and Experimental Measurement of Residual Stress

tron source to measure macro residual stress in our
experimental ring at the Los Alamos Neutron Scat-
tering Center.

1.
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owave and Pulsed Power

Our thrust area conducts research into the technologies of high-power micro-
waves and pulsed power. The results benefit a number of high-energy
programs at the Laboratory and DOD initiatives outside the Laboratory In
FY 89 our research projects included:
Investigating high-power, optically triggered switches. Our research has pro-
duced an optically switched, solid-state microwave source with a narrow
pulse (<1 nsec) that generates several megawatts of power. This pulser
can be used in high-power microwave weapons/ ultra-wideband
radar systems, and can also be used commercially.
»Studying microwave sources powered by electron beams. As part of'this
study, we are developing a backward wave oscillator (BWO). This
device is an efficient source of high-power microwaves and can
be used in HPM weapons and to power high-gradient, ra
frequency accelerators.
*Developing a more accurate model of magnetic switches.
model is being used to predict the performance of high
power modulators and linear induction accelerators.
} Completing the development ofa high-current ignitron switch
Sfor the Inertial Confinement Fusion Program. Using the
new ignitron we successfully switched 900 kA of cur-
rent and 250 C of charge.

Wayne Hofer

Thrust Area Leader



A Long-Pulse, 50-kV

Electron-Gun Modulator

Ron Kihara
Nuclear Energy Systems Division
Electronics Engineering

We designed, analyzed, and built a 50-kV electron-gun modulator in response to a request
from one of the Laboratory programs. An optimized Rayleigh pulse-forming network (PFN)
with mutually coupled interstage inductors generates the output of the modulator. The output
is a rectangular pulse that has a 100-gsec flat-top, a full-width-half-maximum (FWHM) of 135
gsec, and a 10 to 90% rise time of 11 gsec. The flat-top ripple varies from +0.35% to £0.50% of
peak voltage over the operating range of the PFN. We designed the modulator to drive an
electron gun having an impedance of 5 k£2, in shunt with a ballast resistor of 155 Q. The
completed modulator achieved the requested design goals more simply and cost effectively

than anticipated.

Introduction

In FY ==, one of the Laboratory programs asked
the Microwave and Pulsed Power thrust area to
design and develop a 50-kV electron-gun (e-gun)
modulator, which would be used in the develop-
ment of improved e-gun designs. The guns used
now operate continuously at average powers
greater than 300 kW. However, the experimental
facility does not require a continuous or dc electron
beam to characterize experimental designs because
the beam reaches dc stabilization in 30 to 40 psec.
Therefore, using a modulator with a short pulse
100 psec) and a low-duty cycle (<.0') is advanta-
geous because new designs can be characterized at
a much lower level of power dissipation (<100 W).
The initial request was for a design based on a
beam-power tetrode tube, type 4CW100,000, and
the parameters listed in Table 1.

Upon examining the listed parameters and per-
forming some preliminary analysis and design, we
proposed replacing the tetrode with a spark-gap-
switched PFN because we felt that it would achieve
the same goals at substantially lower cost and ef-

Table 1. Minimum required electron-gun
modulator specifications

Maximum output voltage: 45 kV
Pulse width: >120 psec FWHM
Flat-top: 100 psec for +£1% ripple
Max. repetition rate: 1 pps
Ballast matched into a
5-kQ e-beam diode

fort. Our counter proposal was accepted and re-
sulted in the modulator delivered.

Design and Analysis

Design Considerations

The originally requested design would have
generated a rectangular pulse across the e-gun by
commutating a series capacitor with a beam-power
tetrode. The tetrode would have been required to
both open and close the circuit between the gun
and the capacitor.

Our alternative approach is less complex and
more cost effective. It uses the properties of a PFN
to generate a rectangular pulse and to turn off the
e-gun. Unlike a capacitor, a PFN generates a rec-
tangular discharge waveform when switched into a
matched load. Since the output voltage of the PFN
drops to zero when the line is discharged, it turns
off the e-gun, thereby eliminating the need for the
output switch to shut off the e-gun. As a result, we
could replace the originally requested beam-power
tetrode design with a new design based on a PFN
using a much cheaper and simpler closing switch,
such as a spark gap. By not using the beam-power
tetrode, we eliminated the need for the filament,
bias supplies, and amplifier chain required to drive
a hard-tube modulator; thus, we considerably re-
duced circuit complexity and cost.

Network Modeling and Simulation

We analyzed two types of voltage-fed pulse-
forming networks for properties that met the re-
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A Long-Pulse, 50-kV Electron-Gun Modulator

Figure 1. Schematic
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are flux opposing.

quested specifications: a Guillemin type "B" net-
work of five to seven sections and a 10-section Ray-
leigh line. We tuned each network in computer
simulation using the Microcap Il circuit analysis
program. Standard commercially available values
of capacitors were used in the simulation to gener-
ate the initial design, with the additional constraint
that all capacitors be identical, or even multiples of
each other. The basic designs were initially opti-
mized with the inductors left uncoupled. Ballast
loading on both networks allowed us to use stan-
dard capacitor values and reasonably sized induc-
tor values in the design. In the application, the
ballast load also stabilizes the output voltage
against fluctuations in gun impedance.

We rejected the type "B" network early in the
design process because it could not be tuned for
less than =% peak-to-peak ripple in simulation and
still meet the desired rise time parameter. We un-
successfully attempted to smooth the flat-top fur-
ther by adding more sections to the PFN. Increas-
ing the number of sections from five to seven had
very little effect on the ripple amplitudes, although
the ripple frequency increased. When inductive
smoothing was applied to the seven-section lines,
the output pulse was identical to the smoothed
five-section line, negating the advantage of the
extra sections. A requirement for five different
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values of inductance and two values of capacitance
also complicated the design.

To simplify the final design and to obtain opti-
mum performance, we used the Rayleigh line. It
easily tuned to less than % flat-top ripple while
maintaining a rise time parameter of less than 0%,
which is well within stipulated specifications.
Also, capacitors in this design were all identical, as
were all inductors except one, which greatly sim-
plified the task of construction.

The next stage in the design took advantage of
mutual coupling between the inductors to smooth
the flat-top even more. The final design (Fig. 1)
had a mutual coupling of % between all induc-
tors except the last, which was -4.4%. The flat-top
ripple in simulation was o..% peak-to-peak.

Construction of Prototype and Final Design

We constructed a small, low-voltage, five-sec-
tion prototype to verify the simulation and other
calculations used in the design. The prototype
behaved almost exactly as simulated. We then
finalized the design and started construction of the
modulator.

The completed PFN (Fig. 2) did not match the
simulations as well as the prototype did, and we
had to tune it by adjusting the mutual couplings
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Figure 3. (a) Output pulse from PFN, 100-kV charge, 50 kV into a matched 150-0 load. The maximum flat-top
ripple (+0.5%) over the operating range of the PFN occurs at this voltage (the trace is inverted), (b) Same pulse
magnified vertically twenty times (1% of full output voltage per division). The flat-top ripple amplitude is +0.5%

(the trace is inverted).

between interstage inductors. Voltage-dependent
effects in the capacitors complicated tuning and
caused the amplitude of the flat-top ripple to shift
with changes in the operating voltage. To mini-
mize the ripple over the operating range, we tuned
the PFN to 40 kV. The maximum flat-top ripple
over this range occurs at 50-kV output [Fig. 3(a)
and (b)]. Even this amount of ripple does not

Figure 4. Completed
modulator system. It in-
cludes interlocks, a trig-
gering system, a recircu-
lating copper-sulphate
system for the ballast re-
sistor, and heat exchang-
ers for same. This modu-
lator was designed and
built in FY 89 to fill a
need for an electron-gun
driver.

exceed +0.5%, or one-half of the maximum ripple
specified; thus, it is well within design guidelines.
The delivered system (Fig. 4) is a completely
self-contained turnkey system. It includes inter-
locks, a triggering system, and a recirculating cop-
per-sulphate system and heat exchangers for the

ballast resistor.
U



High-Power Backward-Wave Oscillator

J. Frank Camacho, Brian R. Poole,
E. Tom Rosenbury, and Mark Rhodes

Nuclear Energy Systems Division
Electronics Engineering

We are identifying and developing efficient sources of high-power microwave (HPM) radia-
tion that are driven by a relativistic electron beam (REB). In FY 89, we began to investigate
backward-wave oscillators (BWOs), with two immediate purposes: to establish a backward-
wave oscillator program at LLNL and to conduct an experiment based on a Soviet BWO design
to evaluate Soviet capabilities in this technology. In FY 90, we will expand our efforts to iden-
tify and overcome some of the factors that presently limit the capabilities of BWOs. Our ulti-
mate goal is to develop a high-power microwave source capable of efficiently generating on the
order of | kj of energy per pulse in the cm-wave regime. Such a microwave generator has pos-
sible applications in the areas of HPM directed-energy weapons; HPM lethality and vulnerabil-
ity studies; advanced particle accelerator concepts; plasma heating for thermonuclear fusion;
ultra-high-power radar, communications, and jamming; and electromagnetically pumped free-

electron lasers.

Introduction

Our previous work in high-power microwave
generation focused on a beam-plasma interaction
experiment. However, as our research and consul-
tations with knowledgeable individuals in the field
revealed that backward-wave oscillators appeared
to be the most promising candidates for long-pulse
HPM sources, we redirected our efforts and estab-
lished a BWO research program.

Backward-wave oscillators belong to a class of
microwave devices that use a slow-wave structure,
so named because the phase velocity of the electro-
magnetic waves that propagate in the structure is
slower than the speed of light. A typical BWO
consists of a waveguide that has walls with peri-
odic corrugations (e.g., sinusoidal ripples). An
annular REB is injected into it, guided by an axial
magnetic field. Figure | depicts this configuration.
Microwaves are generated via an instability in
which the slow space-charge wave on the beam
couples resonantly to the electromagnetic
waveguide modes of the structure. The device is
an oscillator because the amplitude of the micro-
waves that arise out of noise in the system grows in
time due to the instability. (This amplitude does
not grow indefinitely; eventually, the wave inten-
sity does reach some saturation level.) The energy
produced by a BWO propagates in the direction
opposite to that of the beam's propagation (hence
the name "backward-wave" oscillator). This intrin-
sic feature of the device is crucial, as the negative
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group velocity of the resonant structure modes is
the mechanism by which energy is transmitted
from the downstream end of the device back to the
beam inlet, thereby providing the feedback neces-
sary to create an oscillator. Provision is also made
in the structure for reflecting the microwave en-
ergy at the point where the REB is injected so that
the waves are emitted from the output end of the
BWO. In addition to feedback, a threshold value
on the electron beam current must be exceeded in a
finite-length device in order to provide the gain re-
quired to make the system break into spontaneous
oscillations. This current—referred to as the "start
current"—is a function of the device and beam
parameters.

Backward-wave oscillators have been proven by
both U.S. and Soviet researchers to be efficient
sources of high-power microwaves. (In addition,
BWOs offer potential advantages over competing
HPM generators: the REB required can be pro-
duced relatively easily with standard pulsed-
power technology; microwave extraction from
BWOs is fairly simple; and BWOs can be designed
as compact and robust devices.) A comparison of
microwave output power and frequency from
BWOs with the results from other types of micro-
wave sources in the U.S. and U.S.S.R. is plotted in
Fig. 2. Perhaps the most impressive data is that
from a Soviet experiment. in which 15 GW of out-
put power at 9.5 GHz with 50% efficiency was
attained by using a two-stage BWO, yielding
PA-=15GW/cml (PA. is a figure of merit for
HPM generators obtained by dividing the peak
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Figure 1. Conceptual diagram of a backward-wave
oscillator (BWO). (a) An annular relativistic electron
beam (REB) is injected into a corrugated-walled
waveguide (a "slow-wave" structure). The structure
modes couple resonantly with the slow space-charge
wave on the beam. The resulting instability leads to
the growth in time of the electromagnetic waves ini-
tially created when the REB is injected. This instabil-
ity is fed by the kinetic energy of the electrons in the
REB, which is transferred into the electromagnetic field
energy of the generated waves. The coils generate an
axial magnetic field that guides the REB. (b) Expanded
view of the slow-wave structure showing the important
dimensions.

microwave power by the wavelength squared; for
a fixed size of antenna, neglecting atmospheric ab-
sorption, the power density that can be delivered to
a target is proportional to P/X2.) In the U.S.,
aplasma-filled BWO at the University of Maryland:
has generated about 400 MW of power at 8.4 GHz
with 40% efficiency, yielding P/X? = 31.4 MW/cm).
In these and other BWO experiments, however, the
total duration of the microwave pulse has been
limited to less than ..o nsec (with total microwave
energy produced being at most 500 J), whereas the
duration of the REB pulse is usually longer (as
much as | psec in some Soviet experiments; see
Fig. 3). This premature termination of the micro-
wave pulse is characteristic of BWOs and other
HPM sources, but the reasons for it are not at all

Microwave and Pulsed Power

20
+B
10
ov M
vV ov ™M
0 +B
+G
U OK 46
¢V o8B *B
& # USSR 0G OF
OUSA
OB
B—BWO
G—Gyrotron
F—FEL OK
V—Vircator
M—Magnetron oG
K—Klystron
+B B
0.1
10 too

Frequency (GHz)

Figure 2. Plot comparing results of various American
and Soviet HPM sources. The 15-GW, 9.5-GHz result
was achieved by Soviet experimenters using a two-
stage BWO. The higher frequency data points are sig-
nificant, as they demonstrate that BWOs can generate
considerable power beyond 10 GHz.
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Figure 3. Power-vs-time plot of the 15-GW Soviet BWO
result showing the premature termination of the HPM
pulse (a) relative to the REB pulse (b). At peak power,
the microwaves were generated quite efficiently (50%),
but their pulse length is much shorter than the 1-gsec
REB pulse, thus limiting the total amount of microwave
energy in the HPM pulse to about 500 J. The reasons
for the short duration of the microwaves are not known.
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clear. We are thus primarily researching the ques-
tion of why the microwave pulse terminates before
the REB pulse. An answer to this question may
lead to the development of BWO/HPM sources
producing considerably longer microwave pulses
that can deliver more total microwave energy (~
kj or more) than has yet been attained in HPM
devices.

Progress

As much of the most impressive high-power
BWO experimental work has been conducted in
and reported by the Soviet Union, there is substan-
tial interest in duplicating some of that nation's
work to check their reported results. Therefore,
having obtained a slow-wave structure which was
constructed at Sandia National Laboratory at Al-
buquerque, we designed a BWO experiment
closely resembling a Soviet experiment. for which
about | GW of microwaves at about 9.4 GHz was
reported. The immediate goal is to obtain a set of
experimental results to use as a basis for under-
standing the Soviet data and assessing their BWO
capabilities. A drawing of the proposed experi-
mental design is shown in Fig. 4.

An important aim in our experiment is to have
sufficient variability in its design to allow an ade-
quate scan of all the important parameters. With
such flexibility, we can both assess the Soviet re-
sults with more reliability and expand our under-
standing of BWO operation in general. To this end,
we plan to conduct experiments in which the axial
magnetic field, the beam current, and the beam
radius will all be varied over a suitable range of
values (0.6 to 3.0 Tesla, | to 7kA at 1 MeV for
about 60 nsec, and 7, =, and 9 mm, respectively).
We estimate that most of the energy will be in the
TM.: mode of a circular waveguide at about 8.5
GHz, with many megawatts of output power (pos-
sibly as much as | GW). A pulse spectrometer
(filter bank with diodes) and a dispersive delay line
will be used to measure the power level and fre-
quency bandwidth of the output signal, and vari-
ous other diagnostics will be employed to measure
several beam parameters. We may also use other
diagnostics that can yield mode structure informa-
tion. All these collected data will be analyzed as a
function of the variable experimental parameters
mentioned above, with the results serving as the
basis for the comparison of our results with the
Soviet results and for our evaluation of their capa-
bilities in BWO technology. This first experiment

Camera
Coil assy
Cathode assy Slow-wave structure Absorber
, Annular REB
"Get Lost” tube
Beam dump
Pulsed Directional coupler
power Transition tube Mirror Vacuum
i pump
machine Rogowski coil
Rogowski coil
Anode assy
1M

— 10 cm

Figure 4. The BWO experimental design. A 1-MeV electron beam will be injected into the slow-wave structure,
where the interaction that gives rise to the HPM occurs. These microwaves will then propagate down a circular
waveguide and through a beam dump section consisting of a graphite-coated wall, at which point the trajectories
of the beam electrons terminate. The microwaves continue through a transition region and into a directional
coupler section. From there we will send an attenuated signal to a microwave spectrometer and dispersive delay
line (not shown) to obtain power and bandwidth information. A "get lost" tube and absorbing section will then
serve as a termination for the microwaves. At this end of the apparatus, we may also employ a camera or other
type of diagnostic to obtain further data, such as mode pattern information and microwave power.
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will lay a strong foundation for our future work
with BWOs.

Along with this experimental design effort, we
have also done extensive theoretical and computa-
tional work. We have, for example, surveyed the
literature and studied linear BWO theory. Using
this theory, we can predict basic quantities such as
operating frequency, growth rate of the microwave
energy, mode structure of the microwaves, and
start currents for a given BWO device and REB.

We have also written a number of computer codes
to work on various BWO-related problems, such as
obtaining dispersion relations, solving for the mo-
dal structure of a periodic waveguide, and comput-
ing start currents. An example of the result from a
dispersion relation calculation is given in Fig. 5.

We have also used the particle-in-cell (PIC) code
CONDOR to model the annular diode behavior in
a finite magnetic field and to verify the design cri-
teria for the diode. In addition, the electron trajec-
tories in the beam dump have been computed,
yielding information used to establish design crite-
ria for the beam dump section. Furthermore,
CONDOR will be used to model the composite
BWO and beam dump system in an effort to obtain
an estimate for the microwave power that will be
generated and to examine nonlinear effects that
ultimately determine the efficiency of the BWO.

Through these and other calculations, we have
established a sound basis for our experiment. Our
theoretical and modeling work has given us a good
understanding of basic BWO physics, and the com-
putational tools that we have developed are useful
both for the design phase of the experiment and for
subsequent analysis of the results.

Future Work

After conducting the above-described experi-
ment and the analysis of its data, we plan to design
another experiment to identify those factors limit-
ing the total energy that can be delivered in a
single BWO pulse. Such work may enable us to
devise techniques and designs that can defeat this
limitation, thus increasing the prospects of build-
ing a source that is not only able to produce HPM
(i.e., several gigawatts) radiation but also capable
of delivering a considerable amount of energy
(~ + kj or more) in a given pulse.

We plan to continue our focus on such basic
BWO physics issues as the dispersion relation, start
currents (in both the low- and high-current re-
gimes), and finite magnetic field effects (both in
terms of macroscopic beam stability and the effects
of cyclotron waves). Saturation of the microwave
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output (which determines the ultimate efficiency of
the device) and other nonlinear phenomena will
also be investigated. The most important ques-
tions, of course, concern the prolongation of the
microwave pulse for the duration of the REB pulse.
Intense microwave fields are generated within the
BWO, and their influence on the space-charge lim-
iting current of the beam may be a limiting factor
in the duration of the microwave pulse. Other
mechanisms that might terminate the microwave
pulse prematurely are beam filamentation, electric
breakdown, field emission, and beam energy depo-
sition to the waveguide walls (which could create a
plasma that cuts off the microwaves). We plan to
conduct a systematic study to determine which, if
any, of these effects is responsible for the early
shutoff of the microwaves.

We will also pursue the selection of a suitable
pulsed-power machine and the design of a diode
that will enable us to investigate the pulse length
issues thoroughly. In attempting to achieve higher
microwave energy per pulse, we may consider
extending our REB pulses to at least several
hundred nanoseconds.

We will continue to make extensive use of com-
puter simulations to confirm our analytical predic-
tions and to help us understand the various phys-

Structure Mode 2

Structure Mode | Interaction

regions

F—Fast space-charge wave
S—Slow space-charge wave

k0 (cm 1)

Figure 5. The uncoupled (i.e., beam and structure
modes are treated independently) dispersion relation
[frequency (/) vs axial wave number (ko)] for a slow-
wave structure with mean radius ro = 1.5 cm and ripple
depth q = 0.4 cm. The lines intersecting the structure
modes are the light line (L), the fast space-charge wave
(F), and the slow space-charge wave (S). (These latter
two are modes on the electron beam.) The beam para-
meters are as follows: beam energy Vb =1 MeV, beam
current Jb = 1 kA, and beam radius rb = 8 mm. The
BWO interaction occurs in the vicinity of the intersec-
tion of the slow space-charge wave of the beam and the
structure modes. We are particularly interested in the
intersection of the slow space-charge wave and the first
structure mode, as that should be the dominant one.
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ics and design issues. We will also consider pos-
sible variations of the basic BWO by examining the
theory and simulation of a two-stage device and/
or a plasma-filled device, as these two approaches
have yielded impressive results.

Our research in BWO technology will advance
LLNL's technological capabilities in the area of
HPM sources and help to establish a national labo-
ratory effort in these devices. Our overall purpose
is to complement and expand upon current univer-
sity-based research and to verify and understand
the results that the U.S.S.R. has reportedly
achieved. This work will enable us to assess the
prospects for developing the technology into an
HPM source that is capable of delivering large
amounts of energy and that can be utilized in de-
fense and energy applications.
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The Development of Mega-ampere,
Kilocoulomb Commercial Ignitrons

Ron Kihara
Nuclear Energy Systems Division
Electronics Engineering

Our overall goal is to develop and qualify devices capable of repetitively switching high
peak currents (>1 MA) and large quantities of charge (>500 C). In FY 89, we transferred our
hollow-anode ignitron technology to industry and developed a commercial tube using this
technology. The new tube, designated an NL-9000, was tested up to levels of 770 kA and 270 C
per shot. A life test was also completed at levels of 500 kA and 200 C per shot; the tube was
able to survive 728 shots before failing. At this level, standard commercially available tubes fail
after 1-5 shots. We are working on modifications to extend the lifetime of these tubes by an
order of magnitude. We are also gathering lifetime statistics on a sample of tubes large enough
to enable us to make reliable mean time before failure (MTBF) predictions.

Introduction

The requirements imposed by rapidly evolving,
advanced technologies have greatly surpassed the
capabilities of present-day repetitive switching
devices. Mass drivers and advanced laser inertial
confinement fusion (ICF) systems now require
energies of up to 100 MJ, whereas the requirements
of some systems, such as the proposed Microfusion
Test Facility laser, will approach | GJ. To keep the
size of such systems within reasonable bounds,
small capacitor packages of high energy density (50
kj, with prototypes exhibiting densities to 250 kj)
and peak current capabilities of 750 kA per capaci-
tor have been developed. However, development
of switches capable of transferring high currents
and large amounts of charge has not progressed
with equal vigor, and the switching technology of
the early 1960s cannot adequately meet the needs
of present-day systems. Without doubt, the size
and cost of switches impose increasingly severe
limitations on new systems. A switch capable of
simultaneously conducting | MA and 1000 C per
shot will satisfy these goals.

The proposed Microfusion Test Facility laser,
which this work supports, points out the limita-
tions that present-day technology places on system
size. LLNL studies show that cost effectiveness
and reliability depend heavily on the availability of
suitable switches. The switching system in the
Nova laser facility uses 125 sets of paired ignitrons
connected in series (250 total). Each set nominally
switches a peak current of 100 kA and 50 C per
shot. The Microfusion Test Facility would require
1250 sets of ignitrons (2500) at the present level of

technology. A ten-fold increase in auxiliary sys-
tems (for example, monitors, triggering, and heat
management) would also be required. However, a
system built with 125 switches capable of handling
1 MA each could use the present Nova support
systems with no increase in size.

A collaborative research effort is under way
between LLNL, the manufacturers [Richardson
Electronics and English Electric Valve (EEV)], and
Texas Tech. University to design and manufacture
ignitrons with the required capabilities.

Progress

Overview

Increased capacitive energy storage densities
have steadily reduced the size of pulsed-power
systems. Capacitors were once the largest system
components, but in many present and projected
applications, the volume of capacitors is equal to or
smaller than the volume of switching. Figure 1
plots the capacitance-switching volume ratio
against energy density. At densities of 50 kj and
greater, further reductions in system size will de-
pend increasingly upon a parallel reduction in
switch volume, since switching now occupies more
than 50% of the total volume.

The peak current capabilities of capacitors have
long exceeded the capabilities of a single switch. In
Fig- 2, we plot the number of ignitrons required to
switch a capacitor at maximum current for a series
of capacitors of increasing energy density. At the
50-kJ level, the cost of switching greatly exceeds
the cost of energy storage.
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Figure 1. Volume ratio of density to switching (igni-
trons for a 1-MJ, 1-MA capacitor bank, normalized to
SCYLLAC capacitor volume and an installed Nova
switch assembly. The 100- and 250-kJ packages exist as

prototypes.

Our goal, then, is to develop a high-current,
high-charge-transfer switch, which will be able to
compete in volume and cost with modern capaci-
tors. This project began in FY = with the develop-
ment of a high-current test facility. In FY =< and
FY 87, we quantified performance levels and iden-
tified failure modes of commercially available size
"D" and "E" ignitrons. Also, using data from pre-
vious tests and cooperating with the manufactur-
ers, we produced an improved tube of conven-
tional design that showed a 40% gain in perform-
ance. In late FY 87, we developed a new tube con-
cept, the demountable hollow-anode (HA) igni-
tron, and in cooperation with industry in FY ==, we
developed a commercial tube incorporating an HA
structure. -

Development Goals

The performance gap between switches and
state-of-the-art capacitors can be closed by improv-
ing the Nova switch by one order of magnitude in
peak current capacity and by a factor of o in con-
ducted charge. Thus, each switch must be able to
conduct more than 2,000,000 C over its lifetime
(>2000 shots). Table | is a complete list of desired
switch parameters. No switch that we know of can
meet these requirements.

The switch we chose to develop, the ignitron
(pronounced like the word "ignite"4), was the only
device among those initially surveyed that could
potentially meet these requirements. Commer-
cially available ignitrons have been operated at
one-third of the desired peak current and over
100% of the required charge transfer (although not
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Figure 2. Number of series-parallel ignitrons required
to switch a single capacitor at the maximum current
capability of these capacitors. Question marks denote
proprietory information.

Table 1. Required switch characteristics.

Repetitive operation: < 0.25 ppm
Minimum Lifetime: 500 shots
Simultaneous requirements:

Peak current: > 1 MA
Charge transfer: > 1,000 C
Pulse width: 1.0 ms
Voltage: 20 kV (@10 MJ)
Initial di/dt > 15 kA/ps

simultaneously). The ignitron had the additional
attractions of low cost, simplicity, and an existing
manufacturing base.

A cross section of a standard size "E" ignitron is
shown in Fig. 3. The size "E" tube package is typi-
cally 23 cm in diameter by 56 cm long and weighs
23 to 32 kg. The tube body is usually stainless steel
and is equipped with an integral water jacket for
cooling. Graphite anodes are normally found in
the larger tubes ("D" size and larger). The tube
body and the mercury pool form the cathode. In
normal operation, conduction occurs preferentially
between the anode and the mercury pool, which is
the active part of the cathode. Almost no current
should flow to the stainless-steel walls. The water
jacket cools and recondenses mercury vaporized by
the discharge and absorbs heat radiated by the
anode.

Experimental Work

In FY 89, we concentrated on developing com-
mercial versions of the HA ignitron. It was de-
signed to solve several problems occurring in stan-
dard ignitrons, namely arc instability at high cur-
rents, wall attachment of the discharge, large arc
drop voltages (which are undesirable in certain ap-
plications and which cause increased anode dissi-
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Figure 3. Cross section of a typical ignitron

pation and wear), and ignitor failures caused either
by direct exposure to the discharge or by vapor-
plating of metal evaporated off the cathode wall.
Our laboratory prototype, the demountable HA
tube, achieved an operating level of 950 kA and 280
C per shot without encountering these problems.
The operational improvement can be seen in Fig. 4,
in which the characteristic curves of a standard size
"E" tube and the prototype HA tube are compared.

Using data from the demountable HA tube and
a conceptual design for a sealed tube based on the
HA geometry, Richardson Electronics produced a
commercially packaged, graphite-anode HA tube,
designated the NL-9000 (see Fig. 5). EEV is ex-
pected to follow suit with an HA tube of its own
design.

Three NL-9000s were tested. The first NL-9000
was tested to the maximum level attainable in the
bank, 770 kA and 270 C per shot. The tube drop
curve, Fig. «, exhibits a resistive slope of >z gf-.

Microwave and Pulsed Power

and a drop of 200 V at 770 kA. Some ignitor dete-
rioration was noticeable at the higher current lev-
els, but resistances were still over 250 £2 at 770 kA.
The tube failed when a prefire occurred after eight
770-kA shots, destroying the ignitors. The second
tube was tested up to 500 kA, when a broken weld
caused it to fail. The third tube was also tested up
to 500 kA and survived. We then began life-test-
ing. This tube survived 728 shots at 500 kA and
200 C per shot, in continuous runs of up to 50 shots
at a rate of one pulse per minute, before ignitor
breakage caused it to fail.

We tested the latter two tubes with a "synthetic"
test* circuit set to 10 kV and a recharge time of 35
seconds. The tube recovered completely within
this time period, and no prefires were observed
except in the third tube near the end of its life.

The synthetic test circuit had the unexpected effect
of improving the operation of the the NL-9000.
This can be seen in Fig. 7, in which the tube drop
for NL-9000, ser. #3, with and without a synthetic
test circuit is plotted. When the synthetic test cir-
cuit is on, the characteristic curve is displaced
downward by 20-30 V, and the tube drop and di/
dt traces are much smoother. As a result, anode
dissipation reduces by 20% at the 500-kA level.
This amount is significant, but is expected to have
only a modest effect on the life-test data. We be-
lieve the displacement of the curve is caused by
the accelerated development of the discharge, as

Arc drop
GL-8205
-500
> 200 LLNL ignitron

6-mm A-K spacing

Current (kA)

Figure 4. Tube drop curves of a standard size "E" tube,
GL-8205, and LLNL ignitron at 6-mm A-K spacing com-
pared. The LLNL ignitron has only a small fraction of
the tube drop of the GL-8205 and a much stabler dis-
charge (datum points for the LLNL tube are co-inci-
dent, 10 shots per point).

“Synthetic testing utilizes two banks, one to supply high voltage, and the other high current; the two banks are discharged simulta-
neously. The high-voltage bank, which is connected directly to the tube, tests recovery and hold-off. The high-current bank is iso-
lated through a series switch. When the tube is triggered, both banks are discharged through the tube, simulating the effect ofa

single, large, high-voltage high-current bank.
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Figure 5. (a) Photograph of the NL-9000 ignitron. (b) Cross section of the Richardson Electronics NL-9000 hol-

low-anode ignitron.

a*200
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Figure 6. Tube drop plotted as a function of current for
the NL-9000 ser. #1 ignitron, without synthetic test.
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Synthetic test off
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IS 100 test
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Figure 7. Tube drop plotted as a function of current for
the NL-9000 ser. #3 ignitron, with and without syn-
thetic test. The shaded bar superimposed on the syn-
thetic test curve represents the 2-o deviation of data
over the life test of the tube (728 shots).
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previously described by Cummings s

Postmortem results on the NL-9000 indicate that
500 kA is the maximum current level that this tube
can support and have a reasonably long life. At
this level, the power dissipation at the surface of
the anode is sufficient to cause graphite sublima-
tion off of the anode. The tube is usable at higher
current levels, but its operating life is greatly re-
duced. At levels approaching 770 kA, the anode
begins to burn off of its connection, and its ex-
pected lifetime is in the tens of shots. To lower the
dissipation on the face and connection of the anode
at current levels higher than 500 kA will require
larger anode structures.

Future Work

At 500 kA and 200 C per shot, the NL-9000 has
reached the minimum level considered usable for
the Microfusion Test Facility laser. However, more
work needs to be done on the ignitor—still the
weakest part of the tube—to reach the desired
2,000+ shot lifetime. Development of high-current
and high-charge-transfer tubes will proceed in par-
allel with work on raising the NL-9000's reliability.

Our strategy for FY 90 will concentrate on devel-
oping a database for MTBF prediction in large sys-
tems by life-testing a statistically significant num-
ber of NL-9000 tubes. We will also continue to
improve the NL-9000 series in parallel with life-



testing. We may construct a semi-demountable
tube to aid in developing stronger and more reli-
able ignitor structures.

This year, we will also test a variant of the NL-
9000, designated the NL-9000a, which has a hollow
stainless-steel anode. Other tubes projected within
this series may have molybdenum anodes and
spark-gap ignitors.

Design work on larger [size "F"*] tubes, possibly
designated as NL-9001s, will begin this year.

We believe that a 1,000-kA, 500-C per-shot capa-
bility will be achieved in a commercial tube within
two years.1

1. R. Kihara, Evaluation of Commercially Available Igni-
trons as High-Current, High-Coulomb Transfer
Switches, UCRL-96203, Lawrence Livermore Na-

Microwave and Pulsed Power

tional Laboratory, June 19,1987; IEEE 6th Pulsed-
Power Conference, Arlington, VA, June 29,1987.
D.B. Cummings, R. Kihara, and K.S. Leighton, High
Current Ignitron Development, TEEE Conference
Record of the 1988 Eighteenth Power Modulator Sym-
posium (IEEE Cat. No. 88 ch 2662-5), Hilton Head,
SC, June 20-22,1988 (IEEE, New York, NY, 1988),
122-127.
R. Kihara, D.B. Cummings, K.S. Leighton, A.P
Schulski, Commercial High-Current Ignitron Develop-
ment, UCRL-100358 Rev. 1, Lawrence Livermore
National Laboratory, (1989).
D.D. Knowles, The Ignitron-A New Controlled Recti-
fier, Electronics (6) 164-166 (1933).
D.B. Cummings, Ignitron Discharge Growth During
High Current Discharges, TEEE Transactions on Com-
munications and Electronics, (82) 512-523, (1963).
IS

'Sizes are standardized by the manufacturer; the largest size currently available is size "E". We assume that the next larger size will

be designated "F", but this is not an official size.
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Magnetic Switch Modeling
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Our project objectives are twofold: to consolidate a knowledge base on magnetic switching
and to develop modeling tools that accurately simulate the behavior of magnetic switches and

associated circuits.

To help identify the features that a complete switch model must have, we surveyed how
magnetic switches are used at LLNL and elsewhere. Next, we analyzed existing switch models
and found that none would satisfy our intended applications, although some included features
that could be incorporated into a suitable model. We then identified existing empirical and
physics-based magnetic-materials models that could be incorporated into our switch model.
We are working on a simplified form of the Chua-Stromsmoe model to simulate the behavior of
typical switches. The model is being integrated into the Laboratory's SCEPTRE and NET?2 cir-
cuit analysis codes. However, the existing circuit codes experience stability problems due to
the highly nonlinear nature of magnetic models. We are collaborating with A. N. Payne of Fu-
sion Energy Systems Division to develop a system-level modeling tool designed specifically for
simulating circuits with many nonlinear elements.

As a supplementary effort, we are testing 2605CO Metglas ribbon (a common switch core
material) to improve our materials-performance data base.

Introduction

A magnetic switch is essentially a saturating
inductor (reactor) consisting of a ferro- or ferrimag-
netic core around which current-carrying conduc-
tors are wrapped [see Figurel(a).] Magnetic
switches are especially well suited for applications
that simulaneously require very high average
power and high repetition pulse rates; this combi-
nation of features is not equally available through
any other device. Large switches can deliver ex-
tremely high power. For example, magnetic
switches in the master trigger system for the LLNL
flash x-ray (FXR) accelerator can produce 2 GW,
and experimental switches have been built else-
where that can produce output power as high as .
TW.

The switching action derives from the reactance.
When a voltage (say, from a capacitor bank) is
suddenly applied to the inductor, the reactance of
the coil delays the flow of current for a brief mo-
ment, or "hold-off time." Then, upon core satura-
tion, the reactor allows current to flow because the
inductance drops to a very low value. A unique
property of the magnetic switch is that it is not a
"command switch," that is, it is never used as a
voltage or current trigger, or in dc applications.

Using their high-power, high-repetition capa-
bilities, two common and concurrent applications

6-14

of magnetic switches are pulse delay and pulse
compression. For pulse compression, multiple
magnetic switches are connected in series to pro-
gressively narrow the width of a high energy pulse
and thus to increase its power to very high values.

A more specific description of the operation of a
magnetic switch can be given with the aid of Fig.
1(b), a plot of magnetic flux density, B, within the
core material as a function of magnetic flux inten-
sity, H. (Such a plot is often called a “B-H charac-
teristic curve.") The solid line represents the mag-
netization state of the inductor core during switch-
ing. The slope of the line is the inductance at any
point in time.

An optimal switch would have low loss (narrow
B-H loop), high "off-state" inductance, and low
"on-state" inductance (square B-H loop). Addi-
tionally, a narrow B-H loop minimizes the "off-
state" current leaking through the switch.

The volt-second product of the core determines
the time to saturation, and hence the amount of
time for which the reactor can hold off voltage.
The precise hold-off time is a function of core mate-
rial, core geometry, and number of turns, among
other factors. After the current pulse is delivered,
the core remains fully magnetized (positive rema-
nence state), and therefore, a reset pulse of oppo-
site polarity must be applied to the reactor to re-
verse the magnetization polarity (to negative rema-
nence state).



The most widely used magnetic switching net-
work is the series Melville line Fig. 2(a), first pro-
posed by W. S. Melville in 1951.12 The Melville
line is a series of resonant circuits, each of which
consists of equal-value capacitors bridged by a
saturable inductor. Each inductor is designed to
saturate (thus passing current to the next stage) at
the instant the capacitor preceding it reaches maxi-
mum charge. Because the pulse is compressed in
each stage [see Fig. 2(b)] the Melville line is useful
in such applications as free-electron lasers, which
require high-power pulses at high repetition rates.
The Melville line was little used for many years
because of its inherent bulk and because competing
spark-gap-switch technologies advanced rapidly.
However, interest in the Melville line has been
renewed because Strategic Defense Initiative appli-
cations demand switches that can operate reliably
at high repetition rates. Magnetic switches have
advantages in high reliability and repetition-rate
capability not found in spark-gap switches.

Electrical pulse compression networks using
magnetic switches are continually being developed
in the LLNL Beam Research and Laser Isotope
Separation programs. In the Beam Research Pro-
gram, magnetic switches are used extensively in
linear accelerators as spark-gap triggers and injec-
tor-grid drivers, as well as in power conditioning
systems for linear-accelerator modules. Research-
ers in the Laser Isotope Separation Program use
magnetic switches in flashlamp modulators for
copper vapor lasers.

Magnetic switch development at LLNL has been
almost wholly experimental. Workers optimize
switch designs by refining prototypes—an expen-
sive process. Consequently, switch construction is
an art understood by only a few professionals.
Calculational analyses have usually been limited to
studies of simple inductive/capacitive networks.

Our project objectives are twofold: First, to con-
solidate the knowledge of individuals working on
magnetic switching projects, both at LLNL and
elsewhere. Second, using this knowledge, to de-
velop modeling tools to accurately simulate the be-
havior of magnetic switches and associated cir-
cuits. With these tools we can expedite the design
process, reduce development cost, and provide
more refined switching networks. By helping us
educate novice users on switch behavior, these
tools also broaden the expertise on magnetic
switching technology available at LLNL.

We have completed our first objective. Our
current work centers on developing an empirical
switch model based on the work of Leon Chua and
Keith Stromsmoe at Purdue University. We are
preparing to test switch core materials to acquire

Fabrication Technology

Magnetic flux
density, B

On state

Reset (low inductance)

path//

Switching
path

Remanence
states

Magnetic field
intensity, H

Off state
(high inductance)

Figure 1. Theory of magnetic switch operation, (a)
Simple switches can be constructed by wrapping a wire
around a suitable core, (b) Characteristic B-H curve for
a magnetic switch core. The switch is in the off state
when the inductance (represented by the slope of the
solid line), hence voltage hold-off capability, is very
high. (The hold-off time duration is determined by the
volt-second product of the magnetic core.) After each
pulse, the core must be reset to negative remanence by
applying a reset pulse (dashed line) with a polarity
opposite that of the driving pulse.

data for calibrating the model. To facilitate its gen-
eral use, the model is being integrated into the
Laboratory's SCEPTRE and NET2 circuit-analysis
codes. Also, we have been collaborating with A. N.
Payne of Fusion Energy Systems Division to design
a system-level modeling tool for simulating circuits
that have many nonlinear elements, like, for ex-
ample, magnetic switching networks

Progress

To obtain some idea of how switches are used
and constructed, we surveyed researchers at agen-
cies such as Sandia National Laboratories, Al-
buquerque, and Physics International, as well as
researchers at LLNL. The results of this survey are
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discussed in the "Introduction" section, above.

We next examined how existing models repre-
sent the behavior of magnetic switches and of the
materials used to make them. With this informa-
tion, we could then determine our approach for
improving on existing magnetic switch models.
These topics are discussed in the following three
sections.

Critique of Existing Magnetic
Switch Models

Various investigators have constructed detailed
models of magnetic switches. Yet, none of these
markedly improve upon the existing (but crude)
two-piece inductance models.

Furthermore, the physics assumptions that form
the basis of the few computer-based circuit-analy-
sis codes written specifically for magnetic switch-
ing applications are insufficient for modeling the
types of switch materials and operating conditions
that we need to employ. For example, many of the
models are based solely on the "sandwich domain"
(magnetization) wall model, and investigators have
shown that this particular wall-domain effect is
dominant only near the end of the magnetization
process, or at very high switching speeds. (The
theory of domain wall models is discussed under a
following subsection of the same name.")

We tried to identify commercially available cir-
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cuit-analysis codes with saturable reactor models
applicable to magnetic switching. None was found
to include the dynamic effects (exemplified by B-H
loop widening with frequency) that dominate
switch behavior at high switching speeds.

Modeling Magnetic Material Behavior

Since we were unable to identify an existing
magnetic switch model that is suitable for our ap-
plications, we decided our next step was to fully
develop our understanding of magnetic material
behavior. Thus, we initiated a study aimed at iden-
tifying relevant models of magnetic material be-
havior. We concentrated on descriptions of the
magnetization physics of tape-wound cores, al-
though ferrite models were also included. Sources
investigated include F. J. Friedlaender's early re-
search on domain nucleation and growth in nickel-
iron alloys, the extensive work done by J. E. L.
Bishop on all aspects of domain wall motion, D.
Nitzan's ferrite modeling, and work performed by
LLNL researchers R. W. Kuenning and S. D. Winter
on sandwich-domain motion.

We found two classes of magnetic-material
models suitable for use in a switch model: empirical
and physics based. The physics-based models of
interest are all of the same subclass known as "do-
main wall models."”

Empirical models. Empirical models provide a



mathematical fit to experimentally obtained core
performance data. The more useful models em-
ploy mathematical functions exhibiting the general
form of a generic B-H loop. Magnetization physics
can be used to provide the appropriate functions.
Empirical models often contain some physics-
based coding, in which case they are called "semi-
empirical models." Fixed B-H loop models, a sub-
set of the class of empirical models, are suitable
only for modeling cores operating in quasistatic
conditions or for crudely approximating single-
frequency operation. However, fixed B-H models
are often used in preliminary switch designs be-
cause of their simplicity. When developing an

empirical model, one must minimize the number of

model parameters that must be fit to data.

Domain wall models. In the magnetic switch
core materials of interest (notably, thin amorphous
metal tape and ferrite block), the material sponta-
neously divides itself into many domains, or re-
gions of opposite magnetic alignment. The demar-
cation lines between adjacent domains are desig-
nated as "domain walls." (specifically, "180-deg
Bloch walls")3. (Magnetic domain structure should
not be confused with the grain structure existing in
polycrystalline materials.)

Prior to the application of a magnetic field, the
switch core material is fully and homogeneously
magnetized in one direction (the negative rema-
nence state). Upon application of a magnetic field,
certain regions of the core material become pro-
gressively remagnetized into opposite polarity by
the advancement (or "motion") of the domain
walls.

Domain wall motion models have been postu-
lated for both tape and ferrite cores. However, in
tapes, the domain configurations are of three sub-
classes, or types, (1) surface domain, (=) bar do-
main, and (3) sandwich domain; and an examina-
tion of domain proliferation and growth over time
shows that a comprehensive switch model must
include wall-modeling elements for all three types.

Figure 3(a) represents an amorphous metal tape
subjected to dB/dt excitation. At the outset, the tape
is fully magnetized in a single direction normal to
the page. The interior lines represent time-lapse
"snapshots" of a single domain wall as it pro-
gresses outward away from its source, the surface
nucleation. These domains are semicylindrical in
shape and grow in size with time. Bar domains are
created either when two surface domains from
opposite sides of the tape merge, or when a single
domain grows to span the tape thickness. As the
bar domain walls travel along the width of the
tape, they bow in the center due to the influence of
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eddy currents induced in the material by the mov-
ing walls themselves. Magnetic field intensity de-
creases as wall bowing occurs. Eventually, the
bowing becomes so severe that the walls are nearly
parallel to the tape surface and become sandwich
domains. Core saturation occurs as the process is
completed. Under conditions of very high dB/dt
excitation, the nucleated surface domains along
each tape surface merge to form sandwich domains
directly, thus bypassing the bar domain stage.
Figure 3(b) shows the magnetization time his-
tory of the tape in the form of a dynamic B-H char-
acteristic curve. When the step excitation is ap-

(a) Surface nucleation Width

of domain .
Thickness

Formation of
bar domains Formation of
Bar domains "bow" sandwich domain

as they move along
the width of the tape

(b)

Sandwich domain
structure appears

/" Movement of bar domain
walls along width of tape

Magnetic field intensity, H

Formation of bar domains

Surface nucleation
of domains

Figure 3. Illustration of domain growth over time, (a)
An amorphous metal tape is subjected to step dB/dt
excitation. (The view is an end-on cross section with
tape width running left and right; thickness/width
ratio is greatly exaggerated.) Initially, the tape is fully
magnetized in a direction normal to the page, thus
parallel to length of tape, (b) Time-line curve showing
typical growth in magnetization. All three domain
wall types—surface, bar, and sandwich—are present,
indicating that a comprehensive switch model must
include representations of all three domains.
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plied, field intensity, H, rises rapidly, and then
decreases as bar domains are created. Then, as the
bar domains move along walls of tape, field inten-
sity increases and continues to increase as sand-
wich domains appear. (The measurement equip-
ment initially causes a finite rise in H. In theory,
this rise would be instantaneous.)

Modeling Approach

Our research has indicated that, for all but the
crudest simulations, the switch core must be radi-
ally zoned to represent the nonuniform magnetiza-
tion that occurs during the switching process.
Within each zone, the modeling of the magnetic
behavior of the core material can be based on the
average motion of the domain walls within the
material. This average motion can be represented
by either an empirical or a physics-based model.
Ultimately, as empirical models become more so-
phisticated, they begin to rely on material physics
to provide functional forms used in data fitting.
Conversely, because of the complexity of the mag-
netization process, any physics-based model will
require that some parameters be fit to data. We
feel that the best model will be a combination of
empirical and physics-based.

As a starting point in model development, we
decided to implement a simplified version of the
Chua-Stromsmoe empirical hysteresis model as a
basis for a magnetic switch model s The Chua-
Stromsmoe model (referred to as the "C-S model")
has the advantage of being simple in form, yet
general enough to represent the very square B-H
loop shapes characteristic of magnetic materials
used in switching applications. For our purposes,
we write the C-S model as:

H=1{(B)+ ("™, )

The function / represents what is often called the
anhysteretic curve and sets the fundamental shape
of the B-H loop. We have developed a novel ana-
lytic form for the / function that is particularly well
suited to modeling the square-loop materials:

| V fKe™tO
1 eNK

1 1

B
f(B) = y ~u

(2)

|iu, |is, y, and K are constants which determine the
shape of the anhysteretic curve.

The y function provides B-H loop widening with
increasing magnetization rate. We have been using
a simple power series relation for the form of'y, but
a more sophisticated form based on domain wall
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physics is being developed.

We integrated our version of the C-S model into
the SCEPTRE and NET2 circuit analysis codes used
at LLNL. In circuit form, the function/is repre-
sented by a nonlinear inductor and y by a nonlinear
resistor, as shown in Fig. 4(a). Each inductor/
resistor pair forms the material model for each
radial zone of the switch core. The entire core is
modeled as a series-connected network of these
inductor/resistor pairs.

At present, we have limited our analysis to
single-zone models, and have found that the paral-
lel combination of two nonlinear circuit elements
can cause numerical instabilities in both SCEPTRE
and NET2. However, we were able to successfully
simulate some simple circuits; for example. Fig.
4(b) shows the core B-H characteristic from
SCEPTRE simulation of a capacitor being dis-
charged across a magnetic switch. But we are con-
cerned that SCEPTRE and NET2 will not be able to
handle the more complex nonlinear circuits that we
will need to simulate in the future. For that reason,
we have been collaborating with A. N. Payne to
develop a system-level modeling tool designed
specifically for simulating circuits with many non-
linear elements. The first version of the code will
be completed during the first quarter of FY 90.

Magnetic Materials Testing

We have endeavored to test magnetic materials
used in magnetic switching cores to provide data
for validation of our models and for use by design-
ers of magnetic switches. Most of our testing has
focused on Metglas because of its widespread use
in the Beam Research Program at LLNL. We did
an extensive search of the literature and found that
most published data on the material was limited to
measuring response to excitations at constant mag-
netization rate.

We have built a resonant capacitive discharge
pulser to test material response to .-coswf voltage
profiles mimicking those experienced in magnetic
switching networks. The pulser, shown in Fig. 5,
is located in the LLNL pulsed power laboratory. It
can subject a Metglas test core to average magneti-
zation rates in the 0.1- to 10-T /msec range. A sole-
noid-driven tack switch is used to trigger the tester
because of the wide range of charging voltages (o.:
to 10 kV) necessitated by the range of magnetiza-
tion rates. Test cores are wound from 2-in.-wide
ribbon to a radial thickness of ..= in. on a «-in.
mandrel. We are using a larger core size than used
by most researchers, since this minimizes inaccura-
cies introduced by nonuniform magnetization
across the core's cross section.
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Figure 4. Circuit-block representation for switch mod-
eling based on Chua-Stromsmoe empirical hysteresis
model, (a) Each nonlinear inductor/resistor pair forms
the material model for each radial zone of the switch
core. The entire core is modeled as a series-connected
network of these inductor/resistor pairs, (b) B-H core-
magnetization characteristic from SCEPTRE simulation
of a capacitor being discharged across a magnetic
switch. As energy from the capacitor is dissipated,
magnetization rate of the core material decreases, nar-
rowing the B-H loop.
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Future Work

We will continue development of the Chua-
Stromsmoe-based magnetic switch model in FY 90
with the effort concentrated on producing a formu-
lation more compatible with the SCEPTRE and
NET?2 circuit analysis codes.

We also plan to implement and evaluate addi-
tional switch models based on several other
empirical B-H models. One of these is a model
currently under development by M. L. Hodgdon at
Los Alamos National Laboratory.. For another, we
will construct a physics-based switch model using
Bishop's formulas for magnetization from surface-,
bar-, and sandwich-domain motion- A simplified
domain geometry based on the work of R. K.
Avery of British Aerospace will be used to deter-
mine which type of domain motion is dominant.

Close collaboration will continue with A. N.
Payne on design of a system-level modeling tool
that is more adept at handling nonlinear switch
models than SCEPTRE and NET2. We want to
ensure that the tool includes the necessary features
to handle the whole range of magnetic switch mod-
els, as well as other unique elements of magnetic
switching networks and pulsed-power networks in
general.

Tests of 2605CO Metglas cores under 1-cosief
voltage excitation will proceed in the LLNL pulsed
power laboratory. We plan to modify the tester to
measure material response to constant magnetiza-
tion rates as well. This type of data can be found in
the literature, so we will be able to compare our
results with the work of others.

Figure 5. The resonant-capacitor discharge-type tester
we employ to evaluate Metglas tape-wound cores at
average magnetization rates from 0.1 to 10 T/msec. The
solenoid-driven tack switch is seen at the center of the
fixture. The core undergoing test is located underneath
the parallel-plate transmission line.
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Photoconductive switches offer many advantages in applications involving high power, high
voltage, and high speed, such as direct generation of high power microwaves, Pockel's cell
drivers, and calibration of high-voltage diagnostics. However, routine use of photoconductive
switches in pulsed power and microwave generation will require improvements in open state
voltage holdoff, device life, and efficiency of laser control. In an attempt to achieve these im-
provements, we are investigating photoconductive switching in gallium arsenide (GaAs) and
indium phosphide (InP) for microwave generation and pulsed power applications. We have
achieved holdoff fields in excess of 150 kV/cm in the open state. In the linear mode, we have
successfully switched intrinsic GaAs with closing times of less than 300 psec at fields greater
than 50 kV/cm and current densities greater than 2.5 kA/cm2. We have achieved switch power
gains (ratio of electrical power switched to required laser energy) of over nine in the linear
mode. In the avalanche mode, we have switched fields of greater than 150 kV/cm (voltages to
35 kV) with rise times of 300 psec-2 nsec (depending on the device and charge field) and en-
ergy gains greater than 104 We have observed "lock-on" in intrinsic GaAs at fields consistent
with those observed by other researchers. Theoretical modeling is an important part of our
work. We have narrowed the physical mechanisms for avalanche and lock-on modes to three
possibilities and plan to explore each in the next year.

Introduction

Photoconductivity, or modulating the resistance
of a semiconductor material by light, is a very
promising technology for high-power, high-speed
switches. Solid state switches have many advan-
tages over conventional gas and mechanical
switches, including very fast switching speed, low
trigger jitter, simple mechanical structure, optical
trigger isolation, high thermal capability, and flex-
ible geometry.

Three Modes

The most common mode of operation for photo-
conductive switches is the linear mode. Here, each
photon creates one electron-hole pair, and both
electrons and holes are free carriers of electricity.
The resulting increase in conductivity is propor-
tional to the number of photons absorbed. In the
linear mode, closing time is limited only by the
optical trigger speed, since carrier generation time
is approximately 10-.. sec. With low fields, sponta-
neous recombination of carriers will open a photo-

conductive switch against voltage. Recombination
times can be made shorter by, for example, irradi-
ating GaAs with neutrons, giving opening times
less than 500 psec.. One drawback to linear opera-
tion is the large laser energy required to generate
high electrical powers in the linear mode. Power
gains are theoretically limited to less than .00, and
power gains of .o have been difficult to achieve.
As the field across the switch is increased above a
threshold value, the switch goes into lock-on mode.
In lock-on, the switch is closed in a manner identi-
cal to linear mode. The difference between the
lock-on and linear modes is that the switch will not
open spontaneously against high fields, making the
device a closing switch. The disadvantage of lock-
on is that the switch typically retains a residual
field of 4-8 kV/cm, creating a high-dissipation
state in the switch. At high fields, the switch will
go into avalanche mode at low laser energies. In
avalanche mode, the triggering laser must create
only a few carriers, which are then multiplied by
the field to induce high conductivity. Avalanche
mode operation allows much higher power and
energy gains than linear or lock-on modes.
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Applications

Photoconductive switches have the potential to
excel in applications requiring high speed and high
voltage. Direct generation of high-power micro-
waves in the 500 MHz-5 GHz frequency range is
an application for which photoconductive switches
are particularly well suited. Photoconductive
switches address the problem of efficiently gener-
ating an intense electromagnetic field and also the
problem of launching the waves from an antenna
structure. Photoconductive switches operating in
the linear mode are an excellent way to generate a
plane wave in a parallel plate transmission line.
Modules of a parallel plate line can then be stacked
to create a large-aperture radiating surface, increas-
ing the radiating efficiency of the generator. As
Pockel's cell drivers, photoconductive switches
could provide fast rise times at desired voltage and
current levels with minimal jitter and potentially
high repetition rates.

Calibration of high voltage diagnostics is an-
other very important potential application for pho-
toconductive switches. It is very difficult to gener-
ate voltage pulses higher than 5 kV with subnanos-
econd rise times. Photoconductive switches have
demonstrated pulse amplitudes in excess of 20 kV
with rise times less than 300 psec. Pulsers using
photoconductive switches would be a valuable tool
in determining the response of high voltage diag-
nostics.

The fast recombination times and high thermal
tolerance characteristic of GaAs and InP make
them viable candidates for high repetition rate
applications. Conventional pulsed power switches
have difficulty operating at repetition rates greater
than 5 kHz. Preliminary results indicate that GaAs
photoconductive switches could be operated at
repetition rates of | to 10 MHz if thermal manage-
ment problems are overcome.

Progress* ¢
There are three important issues barring the
routine use of photoconductive switches in pulsed
power and microwave generation applications:
* Open state voltage holdoff,
« Efficiency of laser control,
+ Device life.
We are addressing all three issues both experimen-

tally and theoretically.
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Experimental Work

We are performing experiments on dark voltage
holdoff, switching speed, and switch gain (ratio of
electrical output to optical trigger energy) for both
linear and avalanche modes in the two experimen-
tal setups shown in Figs. 1 and 2. The characteris-
tic impedance of the slab switch test setup (Fig. 1)
is 100 Q (parallel plate transmission line) while the
impedance of the doughnut setup (Fig 2) is 50 Q
(microstrip). In both cases, the effective impedance
seen by the switch is 50 Q. The entire slab test
setup can be inserted into a pressure vessel and
pressurized to 50 psig. The switch area of the
doughnut setup can be immersed in dielectric
fluid. The electrical length of the slab test line is 3
nsec (1.5 nsec on either side of the switch). The
electrical length of the doughnut test line can be
varied from 500 psec to 40 nsec. The voltage is
applied to the switch sample in a pulse of about
500 nsec duration in both the slab and doughnut
switch configurations. The slab switch is con-
trolled by an Nd:YAG laser with 100 psec pulse
duration and 50 mj maximum pulse energy capa-
bility. The doughnut switch is controlled with a
100 psec Nd:YAG laser or an AFGaAs diode laser
operating in the range of 800-900 nm with a pulse
energy of approximately -o nj.

Dark Voltage Holdoff

Figure 3 shows the results to date of the voltage
holdoff experiments. Several switch samples have
been tested. This and other data show that a poly-
imide coating improves the voltage holdoff. Both
coated and uncoated samples reached the goal of
100 kV/cm, but results are not consistent among
different samples. Also, a breakdown always re-
sults in sample damage with subsequent perform-
ance degradation, making it difficult to judge the
results of coating and etching operations. It is also
clear that there is a residual voltage (corresponding
to a field of 4-8 kV/cm, regardless of applied volt-
age) on the sample during breakdown reminiscent
of voltages observed during lock-on, which could
result in sample damage due to the resulting large
temperature rise. Research is continuing in the
area of surface flashover with polyimide coatings.
In addition, we designed and constructed the new
sample holder shown in Fig. 4 to shape the electric
fields away from the ends of the switch. The new
holder was designed following the observation that
there was consistent damage at the ends of the
GaAs slab after dark breakdown. The effect of the
new holder is still not fully established, since more
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Figure 1. Experimental setup for the slab switch experiments, (a) Photograph

Detail of switch

of experiment showing pressure

vessel, transmission line (note switch in the longitudinal center of the line), diagnostic penetrations of the pres-
sure vessel, and laser beam shaping optics, (b) Drawing showing the complete system, including laser, charging
supply, diagnostic chain to the recorders (including triggers), and the laser pulse monitoring system. The entire
transmission line can be pressurized to 50 psig of SFf to prevent surface flashover of the switch. The charge volt-
age is variable from 10 kV to 50 kV. All high voltage and diagnostic components are shielded for electromagnetic

interference protection.
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Figure 2. Experimental setup for the doughnut switch experiments, (a) Photograph of experiment showing the
microstrip transmission line, the switch, and the optical fiber used to trigger the switch (the fiber is driven by an
AhGaAs laser diode), (b) Drawing showing the complete system, including the laser diode, charging supply, and

diagnostic chain to the recorders.

data is needed to draw statistically significant con-
clusions.

Switching Characteristics

We have performed experiments in both slab
and doughnut geometries to investigate switching
speed, optical triggering efficiency, and device life.
Figure 5 shows a typical waveform obtained in the
linear mode above lock-on, including the fast rise
time associated with linear operation and the slow
recovery associated with lock-on. The switch did
eventually open (against voltage) during the shot
shown in Fig. 5. At higher fields, the switch re-
mains closed for the duration of the applied volt-
age. There is always a residual field of 4-8 kV/cm
left across the device in the closed state of ava-
lanche and lock-on modes which appears to be
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independent of applied voltage and current
through the device. This residual field is reminis-
cent of the arc drop in a gas discharge, which is
reasonably constant regardless of current and ap-
plied voltage.

The efficiency of laser control in linear and lock-
on modes is still an issue. Figure « is a comparison
of power gain for a single switch and two switches
stacked in the direction of laser propagation . mm
each; effective thickness - mm for two switches).
The absorption depth has been measured at ap-
proximately 4 mm so it is no surprise that increas-
ing the thickness of the switch in the laser direction
also increases the efficiency of laser control. Stack-
ing three switches (an effective thickness of 3 mm)
produced no further increase in efficiency (the gain
decreased from that seen with two switches),
which may be due to interference fringes at the
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Figure 3. Dark breakdown voltage for tested samples, showing the random component of semiconductor physics
responsible for dark breakdown. Note that several samples prepared in the same manner vary widely in break-
down voltage. All breakdown events are across the surface of the GaAs. To increase the breakdown voltage on
the GaAs surface, we have tried several coatings with somewhat mixed results. The only coating that consistently
increases breakdown voltage is polyimide. All samples are GaAs in an environment of 50 psig of SF6.

three switch interfaces. The maximum gain at-
tained to date has been 9 at 30 kV applied voltage.

Avalanche mode operation is very attractive for
its high energy gain characteristics. Figure 7 is a
plot of typical waveforms obtained from slab
switches operated in avalanche mode. The two
waveforms shown in Fig. 7 are representative of
those found at low and high field and low and high
laser energies. Note that there is an identifiable
delay between the application of the laser and the
avalanche pulse. This delay appears to be primar-
ily a function of applied voltage and not a function
of laser energy. We have successfully switched
voltages to 35 kV (70 kV/cm field) with rise times
of less than 2 nsec. We previously reported rise
times as short as 500 psec in avalanche mode for
the slab switches. A limitation in the voltage diag-
nostic has become apparent; the best 10-90% rise
time for slab switches in avalanche mode is actu-
ally 1.25 nsec.

Experiments with shadowing the laser on the
slab switch indicate that the mechanism respon-
sible for closing the switch in avalanche mode is
not simple avalanche. Figure = shows a typical
waveform for the doughnut switch. We have seen

GaAs wafer

Aluminum (Al)
sample holder
and

line interface

Figure 4. Drawing of improved sample holder show-
ing "ears" used to shape the field away from the edges
of the wafer. The SF6 surrounding the switch has a
very high field capability (>200 kV/cm). This sample
holder was designed to take advantage of the very high
field capability of SF6 to "pull" the field away from the
surface of the switch. Since all switch breakdowns are
surface-related, reducing the field at the surface im-
proves overall switch performance.
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gains of over 1o. for the doughnut switches with -o
nj diode laser triggers. This device is normally
operated in the avalanche mode at average fields of
150 kV/cm s kV applied voltage, 400 micrometer
thick device). Figure 9 is a comparison of the lead-
ing edge of a pulse triggered by the 100 psec
NckYAG laser with a pulse triggered by the 5 nsec
diode laser. Figure 9 shows that the waveform is
essentially independent of laser wavelength, addi-
tional evidence refuting the proposed mechanisms

2o V

Vo

LaP]

Time (nsec)

Figure 5. Typical lock-on waveform, showing closing
switch characteristics with large laser energies. Note
that the rise time follows the input laser pulse but that
the fall time of the pulse is determined entirely by the
circuit to which the switch is connected. This lock-on
behavior is not fully understood but may be related to
the filling of traps in the GaAs crystal lattice structure.
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Figure 6. Plot of power gain vs laser power for 9 kV
applied voltage on the slab switch. The double switch
consists of two 1-mm switches mounted back-to-back
in the direction of laser propagation, effectively dou-
bling the laser path through the switch. Note that the
double switch configuration is approximately twice as
efficient (twice the switch gain) as the single switch.
This increased efficiency indicates that the laser ab-
sorption depth is much greater than | mm, as we pre-
dicted from other research.
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for avalanche mode operation.

Device life is a problem in the linear, lock-on,
and avalanche modes of operation. Device life
now varies from a low of 50 shots to a high of over
10. shots. We have performed life tests on both
slab and doughnut switches prepared with several
processing technologies. Several doughnut
switches were tested which had MBE-grown junc-
tions added. Various layers (plastic and semicon-
ductor) have been applied to tested switches on the
theory that surface flashover is occurring after
repeated stressing of the switch. To date, the
sample-to-sample statistical variation has been a
dominating factor in the life tests. Two devices
prepared in exactly the same manner often exhibit
drastically different lifetimes. It is clear from this
result that more research is required in the area of
GaAs switch processing technology.

Switching Mechanisms

A considerable portion of our effort this year has
gone into modeling and theoretical analysis of the
switching mechanisms in all three modes. The
linear mode of operation is well understood. We
can qualitatively, and in most cases quantitatively,
explain the switching behavior observed. The lock-
on and avalanche modes involve a variety of non-
linear effects which are still very difficult to ex-
plain. We have during the year narrowed down
the possible mechanisms to three. These are field
dependent trap filling, bulk avalanche by field
enhancement in material containing a nonhomo-
geneous trap density, and current filamentation.
We plan in the next year to examine these mecha-
nisms both theoretically and experimentally to gain
an understanding of the switching behavior.

Figure 10 illustrates the basic discrepancy be-
tween theoretical and experimental behavior. It is
a typical plot of experimental and theoretical nor-
malized output voltage vs the electric field across
the switch before illumination, assuming uniform
field distribution. It clearly shows a transition
from linear mode to avalanche mode. The 20-60
kV/cm value is considerably lower than the theo-
retical transition assuming an avalanche break-
down field of greater than 200 kV/cm. Since ava-
lanche multiplication is exponentially related to the
electric field, it is difficult to explain the sudden
change of mode at 20-60 kV/cm. Current filamen-
tation has been suggested as the mechanism for
this reduced transition electric field. However,
current filamentation by itself does not create an
enhanced electric field which would lead to ava-
lanche multiplication, nor does it change the trap
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Figure 7. Plots showing typical avalanche mode waveforms at two voltages for the slab switch. Note the different
vertical scales. The rise times are typically 1-2 ns in avalanche mode, depending on the charge field. We believe
that the different shapes of the leading edges are due to the nonlinear carrier (electrons and holes) field-velocity

curve in GaAs.
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Figure 8. Typical doughnut switch waveform. The
photoconductive pulse is very small on this plot. On
an expanded scale, we can clearly identify the photo-
conductive pulse, which appears very similar to lock-
on and which we believe is lock-on. The overshoot on
the rise of the waveform is probably due to a small
stray capacitance in the circuit used to drive the switch,
We are now attempting to improve the driver dircuit.

density; it simply creates higher current density.
Thus, if filamentation is a mechanism it must lead
to either field enhancement or to trap filling, or
perhaps thermal runaway, to cause the observed
behavior. Since we do not see the avalanche or
lock-on behavior in silicon, we conclude that ther-
mal effects are not a likely explanation. The ther-
mal capacity and thermal conductivity of silicon
and gallium arsenide differ by less than a factor of
three, and GaAs has a wider band gap, making
thermal run away an unlikely mechanism. We can
therefore concentrate our research on the two re-
maining mechanisms—field enhancement, and
trap filling independently of the two-dimensional

filamentation effect.

We have theoretically explored both of these
mechanisms using both numerical and analytical
calculations and have found that either mechanism
is possible if the conditions are right. If trap filling
is the mechanism it must be field dependent be-
cause of the transition field. A non-field-depend-
ent trapping model does not result in a sudden
transition from low output voltage to high output
voltage, but rather a continuous change over the
electric field range. Iflocal field enhancement lead-
ing to avalanche multiplication is the mechanism,
we find that electric fields cannot be high enough
in a material that has a uniform density of traps
between the electrodes of the switch. The electric
field can build up to the critical levels for ava-
lanche multiplication only if there is a nonuniform
density of traps between electrodes.

Determining the dominant mechanism will re-
quire a coordinated experimental and theoretical
approach to design experiments which can isolate
the effects, perform the experiments, and compare
the results to predicted behavior. In the next year
we plan to use this experimental/theoretical ap-
proach in an attempt to determine the dominant
mechanism. The possibility of filamentation will
add another complication to be dealt with in de-
signing and conducting the experiments.

Future Work

We are currently collaborating with Rockwell
International on a project designed to generate
microwaves with photoconductive switches in the
1-5 GHz region at very high powers. This project
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Time (nsec)

Figure 9. A comparison of the leading edge of a Nd:YAG triggered doughnut switch output pulse with a diode-
laser-triggered, doughnut-switch output pulse, (a) Nd:YAG triggered, (b) Diode laser triggered. Note the similar-
ity between the two pulse shapes even though the laser driving pulses are very dissimilar. The Nd:YAG laser de-
livers a 1.064 pm wavelength in a 100-ps-long pulse while the diode laser pulse is 900 nm, 5 ns. The absorption
depth of the Nd:YAG laser is much greater than the diode laser (the Nd:YAG laser penetrates much deeper into
the switch), refuting the theory that field compression is the dominant mechanism for avalanche switch opera-

tion.

is planned to span FY90 and beyond. In the area of
switching research, we plan to continue efforts to
improve laser control efficiency in linear and lock-
on modes, improve rise time in avalanche mode,
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Figure 10. Typical plot of normalized output voltage vs
open state electric field for a doughnut switch, using a
uniform field approximation. This comparison of
theory with experiment shows that additional physics
must be incorporated into the present models to predict
avalanche operation with complete accuracy.
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and increase the reliability and device life in all
switching modes. Many aspects of this device
engineering will rely on modeling to give us in-
sight into device physics and possible improve-
ment areas.

Acknowledgments

The authors would like to thank a number of
coworkers at LLNL who were part of our team this
year and who were instrumental in obtaining the
results reported here. Ken Griffin and Mike
Wilson took responsibility for the slab switch test-
ing and doughnut switch testing, respectively.
Gerard Jacobson provided help with circuit design,
packaging, and testing. Dan Okubo provided help
with switch manufacture and mounting. Travis
White and Clyde Dease contributed materially to
the modeling effort. Ray Mariella grew MBE epi-
taxial layers.

1. C.L.Wang, M. D. Pocha, J. D. Morse, M. S. Singh,
and B. A. Davis, "Ultrafast Photoconductor Radia-
tion Detectors," Lawrence Livermore National
Laboratory, Livermore, CA, UCRL-96004 (1987).

IS






Nondestructive Evaluation

The goal of the NDE thrust area is to inspect parts and complex objects in order to determine
their chemical and physical characteristics, flaws, and fabrication defects. In line with this goal,
we support program initiatives (primarily those of R Program, Weapons, and the Laser
Program), develop inspection tools and techniques, enhance the expertise of NDE personnel,

and promote technology transfer.
In FY 89, we continued to develop the radiation and ultrasonic techniques used to collect
quantitative inspection data and the signal and image processing tools needed to evaluate

the data. Our primary contributions have been in the following areas:
»We are developing CT (computed tomography) scanners covering a broad range of en-
ergies and resolutions and have derived thh associated reconstruction algorithms. The
overall goal of this research is to improve the three performance parameters (spatial and
contrast resolutions and system speed) that characterize CT imaging systems. In
addition, we are addressing related topics such as elemental or effective-Z imaging,
model-based imaging using a priori information, parallel processor architectures for
image reconstruction, and scientific visualization of reconstructed data.
*We are developing a branch of x-ray optics called scanning x-ray microscopy in
which interactions such as fluorescence, Compton scatter, and absorption are used
to form an image. The range of our x-ray system extends to 20 keV. The overall
object is to produce high-resolution images of the chemical composition dr physi-
cal characteristics of materials in a short length of time (minutes to a few hours,
rather than days). We also intend to apply the optics to related imaging
techniques such as CT and to produce parallel beams fordong-distance ali
ment.
*We are using ultrasonic and optical techniques to inspect fabrication-induced
surface and subsurface damage in laser optic materials. Rayleigh-wave scat
tering is used to determine the extent of the damage. Frequencies are varied
from 5 to 100 MHz. The results show that this method is a sensitive technique
for locating the cracks and determining their depth. We are also using total
internal reflection microscopy (TIRM) and photon backscatter (PBS) tech-
niques as complementary approaches to characterize damage. We find
that TIRM and PBS techniques can detect and size the flaws and determine
their global distribution.
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We are developing x-ray optics primarily so that we can perform scanning x-ray microscopy
using fluorescence and other interactions, such as Compton scatter and absorption. We also
intend to apply the optics to related imaging methods such as tomography, radiography, and
projection microscopy. The overall objective of the work is to produce high-resolution images
of the chemical composition or physical characteristics of materials in a useful length of time;
i.e., a few minutes to a few hours, rather than a few days to a few weeks. We also address a
new need at the Laboratory to produce a parallel x-ray beam for long distance alignment
applications.

The principal technique we are investigating is Kirkpatrick-Baez mirror optics. The mirrors
are curved surfaces coated with alternating layers of a heavy and a light element (multilayers)
that act as a diffracting medium. These mirrors effectively increase the efficiency of the system
by gathering and focusing the x-ray photons produced by a conventional x-ray source. Most x-
ray microscopy to date has been done with "soft" x-rays (<1 keV); however, higher energies are
needed to fluoresce most chemical elements. Our first x-ray system focused energies of § keV.
We are now extending our capability to greater than 20 keV.

The result of this R&D effort will be the ability to image the distribution of chemical elements
on and beneath the surface of objects with resolutions heretofore unobtainable in the laboratory.

Introduction

Increasingly at LLNL, we see a need for imaging
applications with resolutions of : to o pm using
x rays with energies of approximately 20 keV
(wavelengths of about 0.06 nm). By collimating
beams from standard x-ray sources, we can meas-
ure areas of about 0o pm with sufficient accu-
racy.. To reach the resolution we seek, we must
either use much more intense sources of x rays,
such as synchrotrons, or improve efficiency by
demagnification (gathering x rays over an ex-
tended area and focusing them to a very small
spot). Recent advances in materials fabrication
technology allow us to pursue demagnification
using x-ray focusing optical elements.. By alter-
nating layers of heavy and light elements such as
tungsten and carbon, composite materials can be
made with interlayer spacings of only a few atoms
(that is, about 1.0 nm). The multilayer mirrors
diffract at angles of incidence of 1 to 3 degrees, and
thereby intercept a fairly high fraction of x rays
from the source. (The solid angles are about 10 s to
1o Steradians when we demagnify the source by
10 times.) Two other LLNL researchers, Troy
Barbee and Pete Biltoft, make our present mirrors

on spherically curved surfaces because these
surfaces are readily available. However, spherical
surfaces have aberrations that can distort the focus
of the beam. We plan to use elliptical surfaces to
reduce aberrations and thereby improve the focus.

Progress

We have met our major milestones for FY 89.
The Kirkpatrick-Baez systems was completed at
Lawrence Berkeley Laboratory and installed in our
lab. We designed and fabricated mirror sets for
energies of 8,17, and 22 keV. We wrote software
for controlling the scanners and collecting data for
step scanning. We are also modifying the software
for fast slew scanning. Elliptical mirrors have been
designed. The rotating target x-ray source and its
safety system have been installed, and two alterna-
tive source installations are nearing completion.
We successfully focused x-radiation to a point on
an object and collected our first images of small-
scale features (Figs. 1 and 2).

We have begun to apply the optical system to
LLNL programmatic needs. The first application is
to measure the rubidium distribution about the
equator of a microsphere only -oo pm in diameter.
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Figure 1. Laser-produced holes in erbia coating on
steel used as an ultrasonic sensitivity test specimen.
Hole diameters are 150, 200, 250, 300, 350, and 400 pm.
Course scan, 2.2 x 2.0 mm, with 40-gm step.

Figure 2. Close view of the smallest hole in Fig. 1,
0.26 x 0.23-mm scan with 5-pm steps.

We are still testing the power of the K-B microscope
to excite rubidium fluorescence, which requires the
use of 17-keV x rays. The second application is to
produce a parallel x-ray beam in order to align an
apparatus in a beam line at a distance of 670 m.

Future Work

In addition to applying the current system to
programmatic needs, we will be improving it. For
example, we plan to fabricate the first K-B elliptical
mirrors. When we eliminate spherical aberrations
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in computer simulation, the ray tracing computer
design work indicates that the focal spot size
should reduce from approximately 25 x 30 pm to
9x19 pm when using a 100 x 100-pm x-ray source.
In experiments, we will measure the focused
beam's photon gathering efficiency, point spread
function, x-y demagnification, and energy resolu-
tion. By comparing actual performance to the code
design predictions, we will determine whether
design or fabrication restricts resolution.

We also plan to investigate other configura-
tions—clusters of hollow leaded-glass capillaries
and shapes other than spherical. We now have
clusters that consist of approximately :os =o-pm-
diam hollow leaded-glass capillaries, which act as
reflective collimators. The clusters are tapered so
that each collimator points to the same spot. These
clusters may prove to be a very efficient means of
focusing x rays, although at some sacrifice in spot
size. We also hope to investigate more efficient
shapes, such as toroids, perhaps with ellipsoidal
surfaces and with longitudinally varying spacing,
in order to minimize aberrations and maximize the
intercepted and focused radiation.

We plan to integrate our x-ray optics into other
upgrade activities. An immediate application is
tomography. By using a single mirror, we can
produce a very fine "fan" of x rays and then use a
linear detector array to rapidly acquire data. This
experiment will be the first demonstration of to-
mographic imaging using x-ray optics.
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New Techniques for Ultrasonic
Detection of Surface and Subsurface
Damage in Laser Materials

D. Kent Lewis and
Choi K. Syn

Engineering Sciences Division
Mechanical Engineering

Ultrasonic-wave studies were undertaken to see if Rayleigh-wave scattering could be used as
a means of determining the extent of surface and subsurface damage in laser optics materials.
Three transducer setups were employed: (1) a single transducer with a wide-angle lens (used
closer than focal distance) for simultaneously measuring back and forward scattering; (2) a
single transducer with a narrow-angle lens for measuring back scattering; and (3) two narrow-
angle transducers used together for measuring forward scattering. Frequencies were varied
from 5 to over 100 MHz. The results show that Rayleigh-wave scattering is a sensitive tech-
nique for determining surface and subsurface damage.

Introduction

We have performed ultrasonic-wave studies to
see if scattering from Rayleigh surface waves could
be used as a means of determining the extent of
surface and subsurface damage in glass and crystal
optics used in lasers. Rayleigh waves have been
used previously to characterize surface-breaking
cracks and effects of surface-hardening processes.
Since Rayleigh waves exist only on and near a sur-
face, and since their penetration is proportional to
wavelength, they seemed a reasonable approach
for detecting surface and subsurface damage in
laser materials.

Our study methods employed three different
acoustic-transducer setups for the detection of sur-
face-wave scattering from both the back and for-
ward directions. We used a conventional
transducer setup to compare specular-wave results
with our results.

Before discussing our three test setups, we must
make note of some basic features of acoustic wave
action that are central to our study approach: A
smooth optic surface will cause specular reflection
of acoustic radiation at all angles of incidence.
However, only at the Rayleigh angle (=31.3°) will a
surface wave be generated. Furthermore, the same
conditions that make generation of Rayleigh waves
possible only at a specific angle also assure that
these waves, traveling along the surface, will al-
ways reradiate at exactly this same Rayleigh angle.
A limitation of conventional acoustic microscopy is

that it can detect surface features only: It will not
detect closed cracks that are perpendicular to the
surface.

The basic test device is a focused acoustic
transducer consisting of a piezoelectric disk, a silica
transmission rod, and a concave spherical surface
milled into the end of the transmission rod to form
the lens. (See Fig. 1, which is a schematic cross
section of one of the transducer designs used in our
studies. The setup shown in Fig. 1 is typical of that
used in conventional acoustic microscopy.) Tests
are conducted with the transducer assembly and
test piece (or "sample") immersed in water. The
lens is designed to refract the radiation to a focal
spot in water such that an equal energy comes
from any direction within the focusing cone.

The transducer setups and acoustic processes
involved in our methods for wave generation and
detection are:

(1) A single transducer with a wide-angle
acoustic lens, aligned normal to the test surface.and
positioned closer to the test surface than the focal
distance (i.e., it is used "defocused") for simultane-
ously measuring back and forward scattering. See
Fig. 2(a).

(2) A single transducer with a narrow-angle
acoustic lens, canted 31.3° off the test-surface verti-
cal and positioned with focal point at test surface
for measuring back scattering. See Fig. 3(a) "Trans-
mitter/receiver".

(3) Two identical narrow-angle transducers as
in case (=) above but set for measuring forward
scattering. In Fig. 3, see the combination of (a)
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Figure 1. Schematic cross section of focused, acoustic
transducer. Device consists of a piezoelectric trans-
ducer disk, a silica transmission rod, and a concave
spherical surface milled into the end of the transmis-
sion rod to form the lens. The transducer is employed
alternatively as a transmitter, a receiver, and as a trans-
mitter/receiver. The lens is designed to refract acoustic
waves to a focal spot in a water-immersion environ-
ment such that equal energy comes from any direction
within the focusing cone. (This particular lens design
is the wide-angle spherical-surface lens, the same as
shown in Fig. 2.) The setup illustrated here is typical
of that used in conventional acoustic microscopy.
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"Transmitter" (only), and (b) "Receiver."

Setup (1) has the advantage of simplicity as well
as the ability to detect flaws lying at any
orientation. Setup (2) has ease of operation and
higher signal level, although it is not sensitive to
cracks lying perpendicular to the beam. Setup (3)
detects both back and forward scattering, although
alignment is more difficult.

For a single transducer oriented vertically to the
test surface [setup (1) above] to be effective, it is
necessary that the focused-beam cone angle be at
least wide enough to contain waves at the Rayleigh
angle. But basic spherical-lens theory tells us that
the arc half-angle of the lens will be significantly
greater than the angle of incidence. The optics
design problem, then, was to come up with a lens
with a sufficient curvature (a sufficiently wide arc
angle) to refract waves at the Rayleigh angle.
Figure 2(a) illustrates the proper angle that is
required to achieve the incident Rayleigh angle of
31.3°

An obvious, yet noteworthy, feature of this
wide-angle setup is that those transmitted waves
incident at the Rayleigh angle are circularly
symmetic about the lens axis. The process is
referred to as "large-aperture spherical-lens
scattering inside the focal cone."

With the vertical orientation, the scattered
waves that "return" to the lens along the pathways
of the circularly symmetric Rayleigh-incidence

(b)

(projected)

Figure 2. Acoustic transducer as illustrated in Fig. 1 but with test surface shown closer than focal distance (i.e.,
"defocused"). During tests, this particular design is aligned with its axis normal to the test surface, and is posi-
tioned closer to the test surface than the focal distance. This setup simultaneously measures back and forward
scattering: (a) Pathways for back- and forward-scattered Rayleigh waves that are aligned with focal point. These
waves are returned to transducer disk essentially unattenuated, (b) Typical oblique/zigzag pathway for specular
reflection and those scattered waves not aligned with focal point. These waves are attenuated before reaching

transducer disk.
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waves [i.e., those that "appear" to originate at the
focal point; see Fig. 2(a)] will be transmitted to the
transducer/receiver essentially unattenuated.
However, the specular reflections, as well as all
other Rayleigh scattering, will be attenuated [see
Fig. 2(b)]. The process leading to these results are
discussed in the following two paragraphs:

When the focal point of a spherical lens is posi-
tioned on the test surface with the lens axis normal
to the surface (Fig. 1), all reflected rays are re-
turned to the lens such that they refract back into
the rod parallel to its axis and are transmitted di-
rectly to the transducer/receiver (i.e., their incident
and return pathways are symmetrically identical).

However, when the reflecting surface is closer to
the lens than the focal point, the reflected rays do
not return along the symmetically identical path-
ways, and therefore, no longer refract properly (for
returning parallel to rod axis), but follow an
oblique (and even zig-zag) course back to the
transducer/receiver [Fig. 2(b)]. Thus the reflected
field is phase shifted and greatly reduced in magni-
tude. For a semi-infinite solid, the only possibility
in this case for proper refraction, such that incom-
ing rays run parallel to the lens axis, is via the scat-
tering from Rayleigh surface waves. Those scat-
tered Rayleigh waves (both back and forward)
approaching the lens on a pathway coincident with
the circularly symmetric Rayleigh-incidence path-
way will refract and transmit directly to the
transducer [Fig. 2(a)]. Detection of the "symmet-
ric" scattered waves are thus favored over the
specular reflections and the "nonsymmetric" scat-
tered waves.

The generation and detection of Rayleigh waves
can also be done using either of the two setups
shown in Fig. 3. In this case, the transducer em-
ploys a narrow-angle focusing lens and is used
with its axis canted away from vertical by the Ray-
leigh angle and with its focal point positioned on
the test surface. One setup uses just one transducer
to detect back scattering [see Fig. 3(a), "Transmit-
ter/receiver"]. The other uses two transducers to
detect forward scattering [see the combination of
Figs. 3(a) and 3(b)].

Progress

In our studies, three surface-wave acoustic
processses (described in "Introduction") were in-
vestigated for detecting surface and subsurface
damage: simultaneous back and forward scatter-
ing, back scattering, and forward scattering. Fre-
quencies were varied from 5 to over 100 MHz.

Two sets of fused-silica disk samples were pre-

Nondestructive Evaluation

Rayleigh
angle

Figure 3. Setups for generation and detection of Ray-
leigh waves either using a single focused transducer
[see (a) "Transmitter/receiver"] for measuring back
scattering, or using two focused transducers [see (a)
"Transmitter" (only) and (b) "Receiver"] for measuring
forward scattering. Both tranducers have narrow-angle
acoustic lenses, and are canted 31.3° (the Rayleigh
angle) off test-surface vertical.

pared as test pieces. For set 1, disks with unpol-
ished surfaces were scratched using an indentation
tool with different loads at different positions.

For set 2, disks with polished surfaces and exist-
ing subsurface cracks from manufacturing were
etched with acid in an annular region around each
of the disk's center. Etching was done to reveal
surface cracks. From visual detection of the surface
cracks in the etched region, we made an estimate of
the subsurface cracking in the center region. We
also obtained an estimate of the subsurface crack-
ing from the results of concurrent surface-wave
examination of both the etched surfaces and the
scratched surfaces.

Calibration measurements were made using a
single focused transducer to verify the predicted
Rayleigh angle of 31°. The measured value (31.3°)
was found to be in good agreement with the pre-
dicted value. Using this same setup, scans of the
surface of two scratched samples (set .) were done,
and the resulting scattering maps showed that the
largest three of five scratch marks were clearly
visible. The smaller two did not show up.

We believe the smaller two scratch marks did
not show up on the scans because of the high noise
levels of the electronic equipment when operated
at the sensitivity level necessary for Rayleigh-wave
scans. A possible solution is to use our newly de-
veloped three-dimensional scan technique, in
which a surface is scanned point by point using
time averaging of the scattering-time signal. These
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Figure 4. (a) Comparison scans of conventional acoustic microscopy (upper) to surface-wave microscopy (lower),
using the same narrow-angle acoustic lens and the same etched surface. In both cases, the focal point was posi-
tioned at the surface. The lower scan used the lens at the Rayleigh angle for generating surface waves and detect-
ing back scattering, (b) Scan of an etched sample made with a wide-angle acoustic lens normal to the surface and
at a distance closer to the sample than the focal distance. Upper drawing is an overall view of etched region, and

the lower is a detail of the same region.

much more sensitive records would then be time
gated in the normal way and the magnitudes dis-
played in a conventional amplitude-scan manner.

In set 2, scans of the samples clearly showed the
etch lines, but none of the predicted subsurface
cracks was found. A subsequent scan of these
same samples on the 100-MHz microscope at San-
dia Laboratories, Livermore also failed to detect
any of the cracks.

Figure 4(a) is a comparison of damage detection
for an etched surface using conventional acoustic
microscopy and surface-wave microscopy. Both
scans were made using the same transducer, with a
narrow-angle acoustic lens [see Fig. 3(a)]. The
conventional scan (upper) used the lens normal to
the surface and with the focal point at the surface.

for detecting specular waves. The surface-wave
scan (lower) used the lens canted at the Rayleigh
angle, and also with the focal point at the surface,
for generating surface waves and detecting back
scattering. (Forward scattering results are not
given here, since they merely confirm the back
scattering results.)

Figure 4(b) is two views of the same scan of an
etched sample made using a wide-angle acoustic
lens normal to the surface and at a distance closer
than the focal distance [see Fig. 2(a)], The etched
region is shown in an overall view (upper), and in
a close-up view (lower).

The results show that detection of Rayleigh sur-
face-wave scattering is a sensitive method of deter-
mining surface and subsurface conditions.

1A



Non-Destructive Optical Characterization
of Subsurface Damages in Laser Materials

Choi K. Syn

Materials Fabrication Division
Mechanical Engineering

We have used total internal reflection microscopy (TIRM) and photon backscatter (PBS) tech-
niques to characterize fabrication-induced subsurface damage in transparent optics for use in
high-power laser systems. We have shown that TIRM can detect and size subsurface cracks as
small as a few micrometers in glass materials prepared by grinding and polishing. We have
seen that the PBS technique can detect such surface and subsurface damages and can determine

their global distribution.

Introduction

Grinding, polishing, and associated measuring
and handling operations in the fabrication of op-
tics, if improperly controlled, may induce surface
and subsurface damages. While the surface dam-
ages are directly visible and easily removed, the
subsurface damages are difficult to detect and can
be easily overlooked. Subsurface microcracks
larger than a certain critical size, if left undetected
and unremoved in high-power laser optics, for
example, may reduce the mechanical strength, and
laser damage threshold. of the optics and jeopard-
ize the performance of laser systems.

The current techniques for detection of subsur-
face damages—such as etching and taper polish-
ing—are time consuming and destructive. Effec-
tive non-destructive detection techniques are
needed in order to reduce the time and cost of op-
tics fabrication without compromising the perform-
ance parameters. Thus, Ultrasonic/Optical Char-
acterization of Subsurface Defects in Laser Materi-
als was established as an Engineering Thrust Area
Research project for FY 89. This report summarizes
our work in the optical part of the project.

We have investigated two optical techniques for
optics damage detection: total internal reflection
microscopy (TIRM) and photon backscattering
(PBS). The TIRM technique, devised by Temple
provides highly magnified images of surface and
subsurface defects and damages by capturing the
light scattered from the damages when a laser
beam is introduced under the surface at an angle
greater than the critical angle and is totally re-
flected (see Fig. 1). The PBS technique produces a
global map of the light scattered at a fixed angle
when a laser beam is shone on the surface of an
optic, and shows the distribution of surface and

subsurface damages.

For our TIRM investigations, we have as-
sembled a small TIRM attachment, installed it on
an optical microscope, and examined various glass
optics with known fabrication histories. For our
other investigations, we have contracted with
XMR, Inc., of Santa Clara, California, to utilize their
expertise in the non-destructive PBS and destruc-
tive etching and decoration techniques they have
developed.

XMR's etching technique, while similar to the
conventional HF-HCI acid etching, adds proprie-
tary ingredients to the etching solution to reveal
some fine features not visible by conventional etch-
ing. Their decoration technique utilizes the fact
that a subsurface damage may cause a change in
the electric charge distribution in the area around
the damage. If such damage is close to the surface,
the effect of changed charge distribution will be felt
at the surface and may attract or repel charge-sen-
sitive dielectric powder particles, such as carbon,
much as iron particles line up along the field line of
amagnet. Thus, application of a suitable dielectric
powder may create a surface pattern revealing the
subsurface damage. The powder, however, may
not be easily removed and may require a flash
grinding or polishing run.

Progress

TIRM Investigations

The TIRM attachment (Fig.l) consists of a 2-in.-
square prism mounted on the specimen stage of a
Leitz optical microscope, a 15-mW He-Ne laser,
and a .-in.-square, laser beam-steering mirror.
This arrangement allows us to switch instantly
back and forth between the normal microscopy
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Figure 1. TIRM device and operating schematic, (a)
Photograph shows TIRM attachment on a Leitz micro-
scope. A sample sits on a prism mounted on the speci-
men stage of the microscope, (b) A laser beam is intro-
duced through the prism and the sample to the under-
side of the top surface of the sample at an angle greater
than the critical angle to create a total internal reflec-
tion condition. A few drops of refractive index match-
ing liquid are applied for a good optical contact be-
tween the sample and prism. The light scattered by the
subsurface damages is detected by the microscope
objective lens and forms an image of the damages.

and TIRM or to use the two modes simultaneously.

The vertical clearance between the objective lens
and the prism limits the maximum size of the op-
tics sample to about 2 in. in diameter and 3/4 in. in
thickness. Using this tool, we have examined fused
silica, BK-7 glass, and other coated and uncoated
samples.

Figures 2 and 3 illustrate subsurface cracks de-
tected by the TIRM technique in a ground and
polished fused silica sample. An annular etching
1 = in. in width around the edge of the sample
revealed several isolated and intersecting long
scratches, as shown in Fig. 2(a). Figure 2(b)—an
expanded view of the intersecting scratches
marked by the arrow in Fig. 2(a)—shows that these
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Figure 2. Examination of fused silica sample, (a) Pho-
tograph of the sample at low magnification shows
scratches in the annularly etched area around the edge,
(b) An expanded view in the Nomarski mode shows
the intersecting scratches marked with an arrow in (a)
and trails of transverse cracks; the same view is shown
in (¢) in TIRM mode.
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Figure 3. Examination of unetched area of same sample shown in Fig. 2. A trail of cracks is invisible in (a) No-
marski mode, and visible in both (b) TIRM and (c¢) Nomarski-TIRM imaging modes. The two arrows in each
view represent the two small isolated artifacts or small pits serving as convenient reference points in matching
views (a), (b), and (c). The trail of cracks is outlined in (b) by two parallel lines to show its width and direction.
View (d) shows an expanded view of the area around the left-hand arrow in (b) at a magnification 2.5 times that of

(b).

scratches are actually trails of transverse cracks
that may have been formed by some oversized
abrasive grits scratching and cracking the surface
during the grinding and polishing process. A
TIRM examination of such a trail of cracks opened
to the surface by etching allowed us to establish the
TIRM image characteristics of the cracks, as shown
in Fig. 2(c). Figure 2(c) also shows that the inten-
sity of the TIRM images is rather strongly depend-
ent on their direction relative to the laser beam
path, which is from left to right in the photograph.
Notice that the intensity of the crack trail running
from the lower left to the upper right edge of the
photograph is much stronger than is that of the
trail running from the top left to the bottom right
edge.

A search for subsurface cracks in the unetched
central area of the same sample revealed several
trails of such cracks, an example of which is shown
in Fig. 3. Figures 3(a) and 3(b) show the corre-

sponding Nomarski and TIRM images of an identi-
cal area; notice that a trail of subsurface cracks
which are visible in Fig. 3(b) are not visible in Fig.
3(a). Figure 3(c) shows the same area in the simul-
taneous Nomarski-TIRM mode, and Fig. 3(d)
shows the central-left area of Fig. 3(b) at a higher
magnification. The arrows in Fig. 3 indicate sur-
face artifacts used as reference points in matching
these micrographs, and the parallel lines in Fig.
3(b) outline the direction and the width of the trail
of cracks between the lines.

The results shown in Fig. 3 clearly indicate that
the TIRM technique can detect and size subsurface
cracks—as small as a few microns—which are not
visible in the ordinary microscopy. However, the
depth of such a crack, or more precisely the depth
from the surface to the top of the crack and the
depth from the surface to the bottom of the crack,
cannot be measured from the TIRM imaging. Still,
if the mechanism of the crack generation is known.
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such a depth can be estimated from the surface-
exposed length of the crack. If we can assume the
Hertzian-type crack formation, we can say that the
depth may be of the same magnitude as the
length

Figure 4 shows the results of a TIRM examina-
tion of a vendor-supplied fused silica sample.
While the quality of the surface of this sample
seems much better than that of the sample de-
scribed above, surface scratches associated with
what seems to be a subsurface crack are observ-
able. A faint scratch revealed in the Nomarski
mode in Fig. 4(a) (not visible in this figure), is
brightly revealed by TIRM mode examination, as
shown in Fig. 4(b). The variation of intensity and
width along the scratch indicates that the image in

Figure 4. Examination of a vender-supplied, unetched
fused silica sample. Views (a) and (b) respectively
show a Nomarski micrograph and a TIRM micrograph
of the sample. A faint scratch revealed in Nomarski
mode (not visible) in (a) shows as a bright image in
TIRM mode in (b). The intensity and width variation
of the scratch in (b) indicate the possibility of a subsur-
face crack.
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Figure 5. Examination of a vendor-supplied, multi-
layer, coated fused silica sample. Views (a) and (b)
respectively show a Nomarski micrograph and a TIRM
micrograph of the sample. Parallel scratches in the
lower half of each view indicate a subsurface crack or
delamination at the substrate-coating or interlayer
interface.

Fig. 4(b) may represent a partially healed or closed
crack. Two surface artifacts visible in the lower left
side of Fig. 4(a) are clearly visible as bright spots in
Fig. 4(b), but other defects showing as bright spots
in Fig. 4(b) are either barely visible or not visible at
all in Fig. 4(a), indicating that the TIRM technique
may be an efficient means of inspection for surface
artifacts and cleanliness. The dark-field technique
available in some optical microscopes can enhance
the visibility of surface scratches, but the TIRM
technique seems far superior in terms of image
quality

Figure 5 records the examination of a vendor-
supplied fused silica sample with a multilayer
coating. Figure 5(a) shows parallel scratches
hinged on a surface defect viewed in Nomarski
mode; the corresponding TIRM image in Fig. 5(b)
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Figure 6. Examination of a ductile-ground BK-7 glass sample. Views (a) and (c) show Nomarski micrographs and
(b) and (d) show TIRM micrographs of the sample. Views (c) and (d) show the center-right area of views (a) and
(b) at 2.5 times magnification. Notice that in (d) a second grinding direction appears, indicating that a higher

magnification reveals more details.

indicates that the coating within the parallel
scratches in the lower side may be either connected
to the subsurface crack or delaminated at the sub-
strate-coating or interlayer interface.

Figure 6 records the examination of a ductile-
ground BK-7 sample. Figure 6(a)—a Nomarski
image of a surface area—reveals a few surface arti-
facts and barely visible grinding marks, while the
TIRM image in Fig. <(b) clearly shows the grinding
marks. Figure (c) represents the center-right area
of Fig. 6(a) at a higher magnification, and Fig. 6(d)
is the corresponding TIRM image. In Fig. 6(d), a
second variant of grinding marks is visible. This
result demonstrates the effectiveness of using the
highest magnification possible in TIRM mode, as
the objective lens is placed closer to the surface of
the sample and thus captures more scattered light.
(Alternatively, an objective lens with a shorter
working distance may have the same light-captur-
ing effect.)

The bright spots both on or off the grinding
marks in Figs. 6(b) and 6(d) could represent sur-
face pits, embedded abrasive grits, or surface con-
taminants. Repeated cleaning eliminated some of
the spots but also added new ones, indicating that
some of them are really dust particles or cleaning
artifacts. More sophisticated surface analysis, such
as with a high-resolution/high-magnification scan-
ning electron microscope and/or scanning Auger
electron spectrometric microchemical analysis, may
be able to identify these particles.

PBS Investigations

We supplied several optics samples to XMR,
Inc., for subsurface damage characterization by
nondestructive PBS and destructive etching and
decoration techniques. The samples included a
ductile-ground BK-7 glass, three vendor-supplied
samples (one fused silica, one fused silica with
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coating, and one zerodur), and three fused silica
samples with different levels of known grinding
damage, all having a surface finish of less than a
nanometer. The BK-7 sample was the same one
previously examined by TIRM (Fig. 6). None of

Figure 7. PBS map of a vendor-supplied coated fused
silica sample. The map represents the l-in.-diameter
central area of the sample. The patterns of light con-
trast imply surface or subsurface damage or defects.
(Areas marked "A" and "B" correspond to Fig. 10.)

Figure 8. PBS map of a fused silica sample with me-
dium level of grinding damage. Notice the grinding
directionality. (Area marked "C" corresponds to Fig.
11,
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the other samples had been so examined, though
other specimens from the vendor-supplied batch
had been, as shown in Figs. 4 and 5.

The PBS investigation of the BK-7 sample
showed an order-of-magnitude higher average
light scattering than did other samples while exhib-
iting the directionality of the grinding marks, con-
firming the Nomarski and TIRM results. The ven-
dor-supplied uncoated fused silica sample showed
a very low average scattering, but its grinding di-
rection was clearly discernible, indicating that sub-
surface damage, perhaps in the form of point de-
fects or residual stress, exists.

Examination of the vendor-supplied coated
fused silica sample, shown in Fig. 7, revealed a few
clear macroscopic patterns in its PBS map which
may represent some damage in the coating. The
zerodur sample, when PBS scanned, could not be
mapped, as the scattering was too strong. When
TIRM examination was subsequently attempted on
another zerodur sample, the light scattering was so
strong that imaging was almost impossible, con-
firming the PBS result.

With PBS, the direction of the grinding in each
of the three fused silica samples with the three
different levels of grinding damage showed very
clearly. The PBS map of the sample with the me-
dium level of grinding damage is shown in Fig. §
for comparison with the map of the sample with
the least level of damage, which is shown in Fig. 9.
This latter sample had been polished longer than

Figure 9. PBS map of a fused silica sample with the
lowest level of grinding damage. The grinding direc-
tionality is still noticeable.



the sample shown in Fig. = in an attempt to remove
the grinding damage, yet its map (Fig. 9) clearly
exhibits the direction of grinding, and the average
level of the light scattering is higher than that of
the medium-level sample (Fig. =). These results in-
dicate that the attempt to remove the grinding
damage might actually increase the surface and
subsurface damage.

It is not clear whether the grinding directionality
patterns revealed in the PBS maps represent the
long-range surface undulation in surface rough-
ness or the subsurface damage structure, as it is
difficult to separate the two effects. It may be nec-
essary to measure the continuous surface profile,
possibly over a .-in.-square area, to identify the
existence of such a long-range undulation. The
etching and decoration techniques may then be
able more clearly to reveal the nature of the pat-
terns in the PBS maps.

Etching and Decoration

Following the PBS investigations, the BK-7 glass
sample and the three vendor-supplied samples
(fused silica, fused silica with coating, and zerodur)
were etched on one half of the top surface and
carbon decorated on the other half. The three
fused silica samples with three different levels of
grinding damage were not etched but were carbon
decorated on the top surfaces. All of the samples
were then examined by optical microscopy. The
etching revealed subsurface damage in the form of
clearly visible scratches and small pits in the areas
of the samples corresponding to the high-intensity
light-scattering areas in the PBS maps. The carbon
decoration, with those samples whose PBS maps
showed strong directionality of grinding, yielded a
rather well aligned pattern of carbon particles indi-
cating those grinding directions. In those samples
(or sampling areas) whose PBS maps showed low-
intensity light scattering, the carbon decoration
generated rather fuzzy and subtle patterns which
were difficult to recognize and interpret.

Figure 10 shows the etching on the vendor-sup-
plied coated fused silica sample whose PBS map is
shown in Fig. 7. The view shown in Fig. 10(a) cor-
responds to the area of high-intensity PBS marked
"A" in Fig. 7. The etching reduced the thickness of
the coating layer by about .o pm, but obviously
did not completely remove the coating, as the coat-
ing microstructure is still visible. Long scratches
and small pits visible in Fig. 10(a) may be the re-
mainder of a deep scratch or crack that may have
been in the coating or in the substrate. Figure 10(b)
shows the result of the decoration technique on the
area of high-intensity PBS marked "B" in Fig. 7.

Nondestructive Evaluation
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Figure 10. Nomarski micrographs of a coated fused
silica sample. View (a) shows the sample after etching
and corresponds to the area marked "A" in Fig. 7. View
(b) shows the sample after carbon decoration and corre-
sponds to the area marked "B" in Fig. 7.

The long and sharp line seems to indicate a long
surface scratch or a long crack open to the surface
rather than subsurface damage. Figure 11 repre-
sents the carbon decoration performed on the fused
silica sample whose PBS map is shown in Fig. =.
The area shown in Fig. 11 corresponds to the area
of high-intensity PBS marked "C" in Fig. =. A
rather faint decoration pattern of parallel curved
bands visible in Fig. 11 seems to indicate the grind-
ing direction.

Conclusions

Our TIRM and PBS investigations yield the fol-
lowing conclusions:

» TIRM technique can detect subsurface cracks
and measure their surface-projected sizes, but it
cannot measure their depths from the surface
and their submergent depths.

» TIRM enhances the visibility of surface damages
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and artifacts and can be used as an effective
technique to examine the surface for cleanliness.
* PBS can detect the global distributions of fabri-
cation-induced surface and subsurface damages.
* Etching and decoration techniques can confirm
the nature of the subsurface damages detected
by TIRM and PBS techniques.

Future Work

More samples, including crystalline materials
with differing fabrication histories, will be exam-
ined by TIRM and PBS to build up the database of
subsurface damage characteristics and to further
refine the TIRM technique. TIRM and PBS moni-
toring of the evolution of subsurface damage dur-
ing the fabrication process of ground and polished
fused silica or BK-7, or diamond-turned KDP (po-
tassium dihydrogen phosphate) and other crystal-
line materials, will be performed to find a way to
minimize or eliminate the subsurface damages.

A laser with a higher power output than that
used in the present study is required for detection
of fine defects and damages. If such a laser is ob-
tained, the effects of the polarization of the incident
laser beam described by Temple: and Jabr. will be
investigated further to aid in characterizing submi-
cron-sized defects and damages. Development of
an inexpensive TIRM-type instrument for inspec-
tion and screening of optics as large as a few feet in
diameter also is foreseeable. Such an instrument
must be capable of fast scanning of the surface of
the optics, and its development may be advanced
by the experience gained in the laser scanning of
platinum inclusions in the laser glass.

A natural extension of the TIRM technique may

Figure 11. Micrograph, after carbon decoration, of a
fused silica sample with medium level of grinding
damage. This view corresponds to the area marked "C"
in Fig. 8.
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be the scanning optical tunneling microscope
(SOTM), the basic concept of which has been
around for a long time. The possibility of such an
instrument has been greatly strengthened by the
recent development of a scanning tunneling micro-
scope. An SOTM will use the same total internal
reflection mode of a laser beam incident from the
underside of the surface to be scanned. The s-po-
larization of the incident laser beam will generate
the surface evanescent wave, which will be tun-
neled by an optical stylus scanning the surface,
while the scattering loss by the surface and subsur-
face defects will reduce the intensity of the tun-
neled light. Thus, a kind of bright field image of
the surface and subsurface defects will be formed.
On the other hand, the p-polarization component
of the incident beam will not generate the evanes-
cent wave; thus, the optical stylus will pick up only
the scattered light from the same defects, forming a
dark field image of them. It is difficult to predict
the quality of the dark field images of an SOTM in
comparison with the TIRM images, but the bright
field images, with their potentially high resolution,
make the SOTM an extremely attractive research
subject as an alternative technique to TIRM.
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We are developing several tomographic data-acquisition scanners along with associated
computational techniques for image reconstruction, analysis, and display. Our goal is to non-
destructively evaluate the internal structure of industrial objects associated with a broad spec-

trum of Laboratory-wide programs.

Introduction

Computerized tomography (CT) provides non-
destructive two- and three-dimensional internal
views of materials, components, and assemblies.
Our primary concern is to build scanners to ac-
quire CT data, and from these data to reconstruct
an accurate representation of an object's internal
structure. The required spatial and contrast resolu-
tions are set by the specific application. Other rele-
vant issues are minimizing the data acquisition
time and organizing the computational job of re-
constructing, displaying, and analyzing the CT
image. The overall goal of our research is to im-
prove three generalized performance parameters
that characterize tomographic imaging systems:

* Spatial resolution—the sizes of various defects
(flaws, cracks, voids, inclusions, etc.) detectable
in the object being inspected. We would like to
detect extremely small defects.

* Contrast resolution—the discernible density/
elemental composition differences of various
subregions in an object under inspection. We
would like to display very slight differences in
density and/or elemental composition.

* System speed—the time associated with data
acquisition, processing and analysis, and dis-
play. We would like to gather, process, and
display data very rapidly.

These three performance parameters can be
visualized at the corners of a triangle with a central
pivot (Fig. 1). This shows that in any given compu-
terized tomography system, an improvement in
any two parameters results in a worsening of the
third.

Spatial
resolution

Contrast
resolution

System
speed

Figure 1. The three most important performance crite-
ria, visualized at the corners of a triangle with a central
pivot. This graphically reveals the fact that an increase
in any two performance factors results in the decrease
of the third.

Physical factors that limit our ability to improve
these parameters include the randomness inherent
in photon-counting, finite source and detector di-
mensions used in CT scanners, measurement noise,
beam-hardening caused by energy-dependent ab-
sorption of polychromatic x-ray sources, scattering
of the beam, limitations of the reconstruction algo-
rithms, and inexact arithmetic used in computer
programs.. Object-dependent factors that also
affect our ability to improve these parameters in-
clude the object's physical dimensions, large differ-
ences in opacity within a single sample, and differ-
ences in elemental composition.

In addition, we are addressing several other
research issues:

* Elemental or effective-Z imaging, based on
physical parameters that are obtained by com-

7-15



Computerized Tomography

Figure 2. CT data acquisi-
tion geometries used in
NDE: (a) Discrete-beam
first generation translate-
rotate design, (b) fan-
beam design using a
linear detector array, and
(c) cone-beam design
using a two-dimensional
detector array. Both the
second and third genera-
tion scanners can acquire
data using either fan or
cone beams. The primary
difference between sec-
ond and third generation
scanners is in the latter
there is no transverse or x-
translational steps; the
object or source/detector
is only rotated.

X-ray
source

(a) First generation: single discrete beam

Discrete-beam
, collimators

(c) Second generation: cone beam, translate/rotate

paring two images recorded at two different

energies.

* Model-based imaging using a priori information
to improve image reconstruction from both com-
plete and incomplete CT data sets.

* Parallel processor architectures for image recon-
struction, through a joint research project with
UC Davis.

 Scientific visualization of reconstructed data,
exploring novel methods of rendering, display-
ing, and analyzing data.

In this report, we will describe the major prog-
ress achieved to date in our Laboratory-built CT
scanners and some of the research issues involved
in their continued development. We will also pres-
ent the reconstruction algorithms and the ad-
vanced analysis and display facilities that we use
to interpret and present our results. Last, we will
indicate our future plans in the field of computer-
ized tomography.
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Progress

In this section, we describe our current CT scan-
ners and some of the research issues involved in
their continued development, as well as advances
we have achieved in image reconstruction, display,
and analysis. We also examine an application of
one of our scanners (PBCAT) involving a novel
technique for spatial discrimination of atomic num-
ber in a material.

CT Scanners

Commercial CT scanners built specifically for
industrial NDE use have been available only since
1984.] These systems are expensive and are usually
built to inspect specific objects. However, NDE
problems at LLNL span a wide spectrum of object
size, shape, and resolution requirements. Thus we
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Figure 3. A schematic plot showing the current and future spatial resolution performance vs x-ray energy for our
x-ray CT scanners: (a) three discrete-beam systems: Pencil-Beam CAT (PBCAT), a Medium-Energy CAT
(MECAT)and a Transportable CAT scanner (CATalyst); (b) a fan beam system with a linear detector array: Explo-
sive CAT (ECAT); (c) two CCD-based fan/cone-beam systems: Video CAT (VCAT) and MicroCAT (pCAT); and (d)
a video-based fan/cone-beam system: High-Energy CAT (HECAT). The programs most likely to use these scan-
ners are listed. In addition, possible applications are given along the top of the figure.

have sought to gain an expertise in CT while build-
ing a number of scanners internally to satisfy most
LLNL CT imaging requirements.

The research and development effort in the NDE
Section at LLNL over the last two years has suc-
ceeded in improving our CT imaging capabilities.
Our CT project work has centered on three basic
CT approaches, namely the first generation (pencil-
beam), the second generation (fan-beam), and the
third generation (fan- and cone-beam) scanners
shown in Fig. 2. A more detailed description of
these types of scanners was given in the 1987
Thrust Area Report and elsewheres We are now
building seven x-ray CT scanning systems in our
laboratories. These include three discrete-beam
systems: Pencil-Beam CAT (PBCAT), a Medium-
Energy CAT (MECAT); and a Transportable CAT
scanner (CATalyst). We are also constructing a
fan-beam system with a linear detector array: Ex-

plosives CAT (ECAT);* and two CCD-based fan/
cone-beam systems: Video CAT (VCAT) and Mi-
croCAT (uCAT); as well as a video-based fan/
cone-beam system: High-Energy CAT (HECAT).
These x-ray scanners are in various stages of design
and assembly. Each system is constructed in a
modular fashion so that improvements in any one
component (e.g., better detector technology) can be
easily retrofitted. The current resolution and en-
ergy capabilities of both our current and planned
systems are shown in Fig. 3. In this report, we will
discuss the three scanners that are closest to com-
pletion (PBCAT, VCAT, and ZCAT+) and provide
data from each.

Pencil-Beam CAT (PBCAT)

The PBCAT system uses the first-generation
translate/rotate CT design in which the object is

* The ECAT scanner is being built with funds from the Pantex/LLNL joint Project. This Project is using our CT scanners to study
high explosives.

t The ZCAT scanner is not mentioned above since it was a temporary CT scanner built with borrowed equipment from MECAT and
Real-Time Radiography to perform programmatic CT experiments.
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Figure 4. Schematic dia-
gram of the PBCAT scan-
ner showing the x-ray
source, staging, detector
system, and data acquisi-
tion and reconstruction
computers. PBCAT uses
the discrete-beam first
generation translate/rotate
design. The translational
steps and rotational steps
are obtained by move-
ment of the object.

X-ray source
(tube or isotopic)

Reconstruction
computer

moved instead of the source-detector pair (see Figs.
4 and 5). Currently we are using radioisotopic
sources such as ,09Cd (22,25, and == keV) and... Am
(60 keV). We can also use a rhodium anode micro-
focus (20- and 40-pm spot sizes) x-ray tube source
for higher intensities at energies from 20-125 kVp.
The detector is high-purity intrinsic germanium
with a transistor-reset preamplifier. The data is
acquired using standard x-ray spectroscopy hard-
ware interfaced to an IBM PC. Further details on
the PBCAT scanner hardware and software are
given elsewhere .

The main advantages of PBCAT are the lack of
beam-hardening (for a monochromatic source) and
the scatter rejection due to the well-collimated
source and detector. The main problem with the
system, particularly with monochromatic isotopic
sources, is the time required for data acquisition.
The smallest useful source and detector aperture
size using either the 19Cd or the... Am source is 0.25
mm x 0.25 mm, which yields count rates of roughly
ten counts per second. At this rate an image with
approximately 250 pm spatial resolution can take
several days to acquire. The use of the microfocus
x-ray tube solves this problem, giving us high
count rates with even smaller collimators. How-
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ever, the price is the introduction of beam-harden-
ing errors due to the polychromatic x-ray beam
and energy resolution.

The system can be used with x rays between o
and 125 keV. It is mounted in a cabinet that limits
the object size to about 0.1 ms (see Fig. 5). Quanti-
tative CT images revealing the interior details of
several objects of programmatic interest with spa-
tial resolutions in the range of 250 pm have been
achieved ...« These objects include but are not lim-
ited to R-Program materials, weapon parts for
LLNL and Sandia, and high explosives for Pantex.
A representative CT image is shown in Fig. 6.5

Video CAT (VCAT)

VCAT is a camera-based CT scanner designed to
examine low-density materials at high spatial reso-
lutions. A block diagram of the VCAT system is
shown in Fig. 7 and a photograph is shown in
Fig. 8. The x rays are provided by a microfocus x-
ray tube (25-160 kVp, 100 W) which has a tungsten
anode and a spot that can be focused down to 1o
pm. A collimator mounted to the source tubehead
can be adjusted to illuminate the test object with
either a fan beam or cone beam of x rays. The test
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Figure 5. A photograph of the PBCAT scanner, (a) The entire scanner apparatus, (b) A closeup of the x-ray source
housing (left), object holder (center rod), and detector (right). Double slit collimators are used on both the source
and detector, and are adjustable from 0 to 3 mm using micrometer calipers.

Tomogram* and histograms of PBX9502 explosive pellets from Panto5/13/89

Figure 6. Reconstructed images of four small cylindrical PBX9502 high explosive pellets, each 0.5 in. diameter
and 0.5 in. long. In the graphs, the vertical scale gives the number of values recorded at a given attenuation,
while the horizontal scale indicates attenuation coefficient (30 cml). The data was acquired at the center slice
plane using a 109Cd radioisotopic source. The 22-keV data is shown on the top left and the 25-keV data on the bot-
tom left. The distribution of shading in the image represents attenuation variations in the pellet, which are re-
lated to changes in density and atomic number. The histogram of each image is shown to the pellet's immediate
right. The histograms are a quantitative measure of the contrast resolution of our CT scanner.

object is supported by movable staging which al- CT scans to be performed using either a second
lows five degrees of freedom: rotation (o.- arc- generation ("translate/rotate") or third generation
minute resolution); x, y, and z translation (--[im re-  ("rotate only") scan geometry. The entire system is
solution); and tilt. These degrees of freedom allow  controlled by a Sun computer workstation which
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Figure 7. Schematic dia-
gram of the VCAT scan-
ner. VCAT uses two dif-
ferent detector systems to
provide a flexible scan-
ning capability. To
quickly (15-20 min) ac-
quire images with me-
dium-spatial resolution
(250 pm), a video-rate
CCD camera/image inten-
sifier detector system is
used (top detector). When
high-spatial resolution
(100 pm) is required, a
second detector system
must be used. The high-
resolution detector con-
sists of a thin-rectangular
scintillator and a light-
integrating CCD camera
(bottom detector). Two
types of scintillating
materials have been used:
an optically polished
cadmium tungstate crys-
tal, and a 15-pm diameter
glass fiber optic strand
doped with terbium oxide
and bundled into a plate.

Reconstruction
computer

X-ray image
intensifier Video

Phosphor

Cooled CCD
detector array

NDE net

Figure 8. Photographs of the VCAT scanner, (a) The entire scanner apparatus, (b) A closeup of the CCD-camera/
scintillator detector system (a preliminary breadboard design).

stores, processes, and displays the CT data.
VCAT uses two different detector systems to
provide a flexible scanning capability. A video-
rate CCD camera/image intensifier detector sys-
tem is used to quickly (15-20 minutes) acquire
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images with medium-spatial resolutions (250 pm).
When high-spatial resolutions (<100 pm) are re-
quired, a second detector system must be used. The
high-resolution detector system consists of a thin-
rectangular scintillator and a light-integrating CCD



Figure 9. Reconstructed image of a medium PBX9502 high-explosive pellet (a cylinder 0.5 in. diameter and 1.5 in.
long) at the center slice plane, using the VCAT scanner and the CCD-camera/scintillator detector system (left).
The distribution of shading in the image represents relative attenuation coefficient variations in the pellet, which
are related to changes in density and atomic number. In the plot, the vertical scale gives the number of values
recorded at a given attenuation, while the horizontal scale indicates relative attenuation coefficient (pixels). The
sinogram of this data is given in the image shown at the bottom.

camera(CCD camera/scintillator). Further details
on the VCAT scanner hardware and software are
given elsewhere..;

For both detectors, the microfocus x-ray tube
allows us to use geometric magnification to in-
crease the spatial resolution beyond that of the
detector system (image intensifier/CCD, two line
pairs/mm, and CCD-camera/scintillator, 17 line
pairs/mm). The resolution ultimately depends on
the object size, the focal-spot size of the tube
source, and the resolution of the detector. The
optimum magnification which provides the best
achievable resolution in the object for a given focal-
spot size will be determined for each detector.

The VCAT system provides x-ray images in the
energy range from 25 to 160 kVp, the energy range
of the microfocus source. It is mounted in a cabinet
which allows objects of approximately o.. ms to be
imaged. Resolutions in the range of 125 pm have
been achieved. Because we can use either fan- or
cone-beam scanner geometries as appropriate, data
acquisition times are on the order of an hour for
complete three-dimensional volumes. Qualitative
CT images of the interior details of several objects
of programmatic interest have been achieved .-
These objects include but are not limited to R-Pro-
gram materials, weapon parts for LLNL, and high

explosives for Pantex. Representative CT images
for the camera/image intensifier and CCD-cam-
era/scintillator detector systems are shown in Figs.
9 and 10 respectively s

ZCAT

The ZCAT scanner was a temporary CT scanner,
built with borrowed equipment to perform a CT
study on concretes The ZCAT scanner was similar
to the PBCAT scanner, since it was a first-genera-
tion translate/rotate CT system. However, the
ZCAT scanner was designed to acquire data by
translation of source/detector simultaneously (un-
like the PBCAT scanner) as well as rotation of the
object. A schematic electronic diagram and photo-
graph of the ZCAT scanner are given in Figs. 11
and .-,

The borrowed equipment included the source,
detector, and spectroscopy electronics from the
MECAT scanner and staging from the Real-Time
Radiography Upgrade Project. The x rays were
produced using an 19Ir (296,308,317,468, and 604
keV) radioisotopic source and detected by a Nal(TI)
detector with gamma-ray spectroscopy instrumen-
tation (Fig. IT).8 The source and detector were
collimated using fixed apertures of - mm on each.
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Figure 10. Representative reconstructed images of the medium PBX9502 explosive pellet, using the VCAT scanner
and the CCD-camera/image intensifier detector system. All three slice planes are contiguous (69, 70, & 71 from
the left to the right) and are located near the top of the pellet. The distribution of shading in the image represents
relative attenuation coefficient variations in the pellet, which are related to changes in density and atomic num-
ber. The colorscale, shown here in black and white, is a relative measure of the attenuation coefficient in pixel

number.

Nal (TI)
detector

Fast
preamplifier

H. V.
Power

supply

Fast filter Multichannel
amplifier buffer PC/AT
Counter/
Timer

Figure 11. The temporary CAT scanner, ZCAT, x-ray electronics block diagram. The electronics were designed to
acquire data by two different modes of operation: 1) pseudo-current integration mode with no energy discrimina-
tion when using the counter/timer, and 2) x-ray spectroscopy mode for medium-energy resolution at reasonably

high count rates when the multichannel buffer is used.

The test object was supported by staging capable of
handling =.00o lb, which allowed three degrees of
freedom: rotation, and x and z translation. The
entire system was controlled by an IBM PC/AT
computer. This computer was also used for data
acquisition, processing and storage. Further proc-
essing, image reconstruction, display, and analysis
were done on Sun workstations.

The ZCAT scanner could function using x rays
over a broad range of energy, from several keV to
~1 MeV. It was housed in a large lead shielded
room as shown in Fig. 12(a). The mechanical fix-
turing used to support the source and detector
limited the object size to about 0.2 m3. Several CT
images of various concrete objects were acquired.
In one instance, an eight-inch concrete cube with
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embedded rebar was scanned. A representative
image is shown in Fig. 13.8

CT Image Reconstruction, Analysis,
and Display

Once the data from the CAT scanners has been
collected, there are a number of steps that must oc-
cur before the investigator can receive useful infor-
mation about the scanned objects. These steps in-
clude data preprocessing, slice reconstruction, im-
age processing, and data display. These steps, and
our progress in implementing them, are described
here along with the research issues now under
study.
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Figure 12. Photograph of the ZCAT scanner, (a) The leaded room used to house the scanner and associated elec-
tronics. (b) A closeup of the x-ray source (192Ir) support, staging, and detector system. ZCAT is a discrete-beam

first generation translate/rotate scanner. The translational step was obtained by simultaneous movement of the

source/detector. The rotational step was obtained by moving the object.

Figure 13. Reconstructed image of an eight-inch concrete cube with rebar (left). The distribution of shading in
the image represents attenuation coefficient variations in the pellet, which are related to changes in density and
atomic number. The attenuation coefficient scale is given in units of cm'l. A perspective plot of this image is
shown on the right.

Automated Reconstruction Processing scanners. At the same time, we have maintained
flexibility to further process the data and explore

Before describing the research work done in CT ~ new techniques. This required a set of standards

imaging, we will briefly introduce each step. We and practices that are now in place.. but which will
also wish to point out that all steps are done modu- evolve further with each new scanner, computer,
larly so that the entire process is automated, from or display technique.

acquisition to image hardcopy and report genera- * Preprocessing—All scanners collect intensity
tion, to allow the maximum throughput of our profiles (or energy loss profiles in the case of
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Figure 14. (a) Three-dimensional surfaced-rendered CT image of the medium high explosive pellet using all 102
slices acquired. Three representative slices are shown in Fig. 10. The distribution of shading in the image does
not represent attenuation (or density/atomic number) variations in the pellet, (b) Three-dimensional volume-
rendered CT image of the medium pellet. The distribution of shading in the image represents attenuation (den-
sity/atomic number) variations.

proton tomography) which must be scaled, cor-
rected for imbalances, linearized, re-binned to
account for scan geometry effects, and converted
to line-integral (or ray-sum) measurements be-
fore entering the reconstruction codes. This pre-
processing can be a complex matter for multi-
element detectors such as the CCD camera used
in VCAT.. Some preprocessing problems that
we have addressed are centering errors, ring
artifacts in third generation scanners, filtering
issues, and background intensity corrections o
Line-integral data, scanner information, and all
preprocessing parameters are stored in a data
base for later retrieval.

Reconstruction—After conversion to line inte-
grals, the image must be computationally recon-
structed to obtain an estimate of the linear x-ray
attenuation coefficients. The methods for recon-
struction from projections fall into two classes:
continuous transform based techniques (e.g.,
filtered backprojection [FBP] or direct Fourier
inversion) and discrete series expansion tech-
niques (e.g., algebraic reconstruction,.. We have
implemented a number of these methods in our
codes, so the user has easy access to them all
through a menu. The user may also choose the
computer that performs the reconstruction. The
code automatically copies the data (if necessary)
to/from that machine and carries out the opera-
tion. Machines that may be accessed include the
local machine, a Sun with floating-point hard-
ware, a Sun-4, a MIPS, an array processor,
SPRINT... and soon the OCF Cray and others
(see the parallel architecture section p. 7-26).

* Image Processing and Display—For routine
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processing, analysis, display, and hardcopy of
the reconstructed CT images, we use the VIEW
signal and image processing system..> which
provides general-purpose filtering, analysis, and
display operations for multi-dimensional sig-
nals. The user interaction for multidimensional
CT analysis has been designed around VIEW
and is automated to allow rapid turnaround.
More advanced volume display techniques are
required when we have full 3-D data. We can
interactively slice through planes of the data
from any angle, or display the object as a recon-
structed, shaded solid. Both of these techniques
rely on the Pixar Image Computer for high-
speed 3D data rendering. An example of a
shaded volumetric surface rendered image of
multislice CT data is shown in Fig. 14. We have
the capability to generate videotapes for record-
ing interactions with the volumetric data. New
techniques that allow rendering on local work-
stations, at slower speeds, are also being used
(see article in this Thrust Area report on scien-
tific visualization). This work is done in con-
junction with the Advanced Visualization Re-
search Project (AVRP).

Model-Based Imaging

Industrial CT (ICT) applications present special
problems not generally encountered in medical
imaging. Most of these problems can be formu-
lated as problems of under-sampling or limited
data. We have developed and applied model-
based techniques to different problems encoun-
tered in ICT scanners. Our effort divides into two



Table 1. Types of limited data in computed tomography.

Limited data Description
Few proiections
Limited-angle

Limited-view

Few ravs
Spatial aliasing
Truncated projections
Hollow projects

Motion
Inexact arithmetic
Measurement noise

Measurement error

areas of research: (.) the use of models for correct-
ing reconstruction artifacts, and (-) the generation
and use of synthetic projections for system model-
ing, algorithm testing, ring removal, and beam
hardening corrections.

CT reconstruction algorithms produce poor im-
ages from sinograms where some ray sums or re-
gions of ray sums are deficient or nonexistent. Un-
fortunately, this type of data is all too common in
ICT. Such problems are known as incomplete-data
or limited-data problems. Examples of these cases,
listed in Table 1 with their effects, include inability
to complete access (360°) about the object (limited-
angle), acquisition of only a few well-sampled pro-
jections (limited-view), insufficient sampling (in
rays or angles), data dropouts, limited dynamic
range of the detectors (resulting in hollow projec-
tions), large objects (resulting in truncated projec-
tions), and a variety of other noise sources. For
production systems, these problems may be associ-
ated with an interest in reducing data acquisition
time—e.g., region-of-interest (ROD scanning of
local areas in large objects, or coarse scanning for
rough, fast inspection. The model-based tech-
niques we discuss can be used on most of the
above problems.

For the hollow projections case, no photons are
detected over some subset of each projection due to
a high-density (radio-opaque) portion of the object.
We are not interested in imaging the opaque object,
which we know exists, but are more interested in
the less-dense regions surrounding it. The stan-
dard FBP algorithm produces artifacts in the image

Poor angular sampling over the entire object

Poor radial sampling

Outer rays missing (e.g., large objects)

Inner rays missing (e.g., opacities)
Movement in the object (e.g., flowing water)

Discretization, finite precision, etc.

Counting statistics, electronic noise, etc.

Nondestructive Evaluation

Artifacts

Good angular sampling over only a small
range of angles (e.g., long objects)

Anisotropic
distortion
Blurring, streaks

Blurring, streaks
Streaks, shading
Streaks
Streaks

High-freq. noise

All of the above

Centering error, miscalibration,
model mismatch, etc.

All of the above

(listed in Table 1) due to hollow projections. An
example of these artifacts for the hollow projec-
tions problem can be seen in Fig. 15. A lexan phan-
tom with various notches and holes was scanned
using VCAT in a third-generation scan geometry
and reconstructed into the image shown in Fig.
15(a). High-density wires were inserted into two
holes of the same phantom and scanned at the
same source energy to produce the image in

Fig. 15(b). The source energy was such that the
wires were not penetrated. Notice the severe
streaking in the reconstruction due to lack of infor-
mation about the slice, particularly between the
two wires where the two sets of three small holes
are not discernable.

Fortunately, we can exploit the known a priori
information into an iterative model-based algo-
rithm to address this problem.., This method is
based on a domain-iterative extrapolation scheme,
in which we iteratively transform from the projec-
tion to the spatial (image) domain and back, apply-
ing known constraints in each domain. The loop
continues until convergence is achieved to some
criterion. For the lexan phantom of Fig. 15, we
used the known outer boundary of the object, the
expected attenuation range of lexan, and the loca-
tion of wires. The reconstruction results after eight
iterations using the extrapolation algorithm is
shown in Fig. 15(c). Although streaks still exist,
the small sets of holes are clearly visible.

In order to make model-based imaging possible,
we have developed an extensive CT simulation
capability. This software uses models of objects to
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33.000

Figure 15. An example of artifacts related to the hollow projections problem, (a) A lexan phantom with various
notches and holes was scanned using our third-generation VCAT scanner and reconstructed using the FBP algo-
rithm into the image shown, (b) The same phantom with high-density wires inserted into two holes was scanned
at the same source energy. The source energy was such that the wires were not penetrated. Notice the severe
streaking in the FBP reconstructed image due to lack of information about the slice, particularly between the two
wires where the two sets of three small holes are not discernable. Given the outer boundary of the phantom, the
expected attenuation range of lexan, and the location of the wires, the extrapolation FBP algorithm can be used to
replace the missing ray sums to improve the image reconstruction, (c) The resultant reconstructed image after
eight iterations. Although streaks still exist, the two sets of three small holes are clearly visible, (d) ID profiles of
the smallest set of three holes. Clearly the ID profile for the image (c) results in the most accurate resolution.

compute object images and projections through
them. This capability has been used not only in the
iterative reconstruction techniques just described,
but also for model-based ring removal, optimum
energy calculations, beam hardening corrections,
and photon scatter analysis. An example of the
ring removal technique is shown in Fig. 16. We are
also exploring the possibility of including random
photon modeling using Monte Carlo codes such as
MCNP, TART, or COG for simulating the CT ex-
periments. This may in the future lead to comput-
er-aided nondestructive testing that is incorporated
into the original CT design process.

Parallel Reconstruction Architectures

One of the greatest challenges of image recon-
struction is the extreme computational load in-
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volved in reconstructing multiple slices from CT
scanners such as VCAT. Typical reconstruction
times on standard serial computer systems range
from a few minutes to more than an hour per slice;
when we have hundreds of slices to reconstruct,
these times are prohibitive. In addition, the model-
based algorithm described above requires many
successive FBP and forward transform calculations,
which can make this procedure very time-consum-
ing.

Fortunately, the form of the forward transform
is similar to that of backprojection, and it was
shown to be readily implemented in parallel... We
have demonstrated image reconstruction on
LLNL's SPRINT parallel processor, and near-linear
speedup has been shown; even better performance
will be required for three-dimensional or model-
based CT.



The Radon Transform Computer project, a joint
project between UC Davis and LLNL, is lead by the
CT group and co-funded by the NDE thrust area
through the CT project, R-program, and Engineer-
ing Research (RISE thrust area). In this project, the
ideas gained from the SPRINT research are being
applied to build a prototype computer for extreme-
ly fast (100 times faster than SPRINT) reconstruc-
tion times..s Significant progress has been made,
and the first prototype will be completed in FY 90.

Our research and the joint research with UCD
led us to another joint research effort between us
and ARACOR. This joint effort is supported by a
California Competitive Technology Program
(CCTP) grant for technology development and
transfer of cone-beam (Konoscope) reconstructor
software and hardware.* 1

Elemental Analysis and Effective Atomic
Number (Z) Imaging

It is often useful to map out the elemental or ef-
fective atomic number (effective-Z) distribution
within materials, components and assemblies, in-
stead of plotting results in terms of density or lin-
ear attenuation coefficient. We have implemented
current medical techniques, and developed our
own approaches to different types of elemental
analysis. Our work may be divided into two areas:
(1) employing and extending the techniques for
calculating the saturations (weight fraction) of dif-
ferent elements in a chemical matrix, and (-) de-
veloping and implementing techniques for calcula-
ting effective-Z images, as applied to CT tomo-
grams.

Nondestructive Evaluation

In collaboration with UC Davis Land, Air, and
Water Resources (LAWR), we performed empirical
studies that examined the distribution of different
elements (air, water, and oil) introduced into a
matrix of glass beads. This was considered a rele-
vant sample object for their soil diffusion modeling
efforts in the San Joaquin Valley. In collaboration
with Z-division we have developed new "table-
based" techniques for calculating effective-Z im-
ages for arbitrary compounds. Our work has in-
volved the following tasks: .) research and devel-
opment of the technique, -) calculation of the error
variance for this approach as a function of the accu-
racies of the ray-sums, 3) translation of the optimal
energy results for single-energy scans into the mul-
tiple energy setting, and 4) testing of the technique
with simple gauging experiments and CT phan-
toms. Once validated, these techniques were ap-
plied to different types of programmatic inspec-
tion... For example, we have calculated effective-Z
images to study PBX9502 high explosive materials,
part of our collaborative work with PANTEX s In
Fig. 17, we present a Z-image of four small
PBX9502 pellets, accompanied by a histogram of
the image. A detailed analysis of this work is pre-
sented elsewhere sic

Future Work

In FY 90, our primary goal is the completion of
several stand-alone CT scanners. Each scanner will
be equipped with our full set of automated recon-
struction and analysis tools. We are currently de-
veloping correction methods to reduce the effects
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Figure 17. A representative Z-image of four small PBX9502 pellets. An effective-Z histogram of this image is
shown on the right. In the histogram, the vertical scale indicates the total number of attenuation values recorded
at a particular z (effective atomic number), while the horizontal scale indicates values of z.

of photon scattering, source/detector blurring, and
beam hardening. We will extend our capabilities
in three-dimensional imaging of programmatic
materials, parts, and assemblies; and we are push-
ing for higher resolutions, higher speeds, and more
accurate quantitative results. The CCTP project
with ARACOR will be instrumental in extending
these capabilities. We will continue to investigate
reconstruction techniques for incomplete data, and
will begin to apply these techniques to solve pro-
grammatic problems. An important new area is
the investigation of alternative CT imaging modali-
ties such as neutrons and heavy particles, which
could furnish an entirely new way of looking at
materials.

Our programmatic work will continue this year
in support of R-Program, Z-Division, PANTEX,
Weapons (LLNL; Sandia, Livermore; and Atomic
Weapons Establishment, England), Treaty Verifica-
tion, and Geochemistry. In the coming fiscal year,
we will support new efforts in the area of materials
and waste management, High Explosive Applica-
tions Facility (HEAP), Nuclear Chemistry, and in
transferring CT technology to the Nuclear Weap-
ons Complex (NWC).

Our interaction with other research projects at
LLNL will continue this year. The Radon Trans-
form Computer project will reach a critical stage
when a working prototype of a two-dimensional
reconstructor board and the first VLSI reconstruc-
tor element are completed. Our interactions with
the Advanced Visualization Research Project will
also continue to provide improved three-dimen-
sional visualization of various Laboratory objects.
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We will be working closely with the Image Recov-
ery and VIEW efforts in Engineering, as well as the
other CT efforts in Chemistry, R-Program, Sandia,

and Lasers.
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‘Remote Sensing, Imaging, and Signal Engineering

Signal and image processing have always been important for supporting existing LLNL programs but no
these technologies are becoming central to the formation of new programs. Exciting new applications such as
radar remote sensing of ocean surface conditions and x-ray laser imaging are allowing us to participate in the
development of new Laboratory programs. We have been very active in working with the Laboratory IR&D
program as well as existing programs to define new directions.

We must also maintain and continue to build our technical base in signal and image processing in support
of existing programs through such applications as diagnostic image processing and seismic signal processing.
Outstanding examples are new deconvolution and image reconstruction techniques (see articles by D.
Goodman and J. Berryman) which are being applied to problems in Nuclear Test and Non-Destructive
Evaluation. In this fast-moving research area, we must continually update the tools which are used by a
variety <f programs at LLNL to evaluate experimental data.

Recent research work in RISE has concentrated on the development of new imaging technologies to solve
problems in national defense and answer questions at the frontiers pf science. Our work in Radar Ocean

Imaging (see article by Fitch and Erase) applies new techniques in statistical signal processing to fully utilize

information from advanced radar systems. These methods will allow ocean surface wave spectra to be

observed at higher resolution than ever before.

The performance of the current generation of optical telescopes is limited by atmospheric tubulence
which degrades resolution in both defense and astronomical applications. Through our work in Atmos-
pheric Compensation Algorithms (see article by Lawrence and Goodman) promising results have been
demonstrated using higher-order spectral techniques. Interest in this work is high both within and outside
the Laboratory.

LLNL is"a world leader in developing lasers in the x-ray region qf the electromagnetic spectrum. RISE
investigators have been working with LLNL physicists to develop imaging applications for these devices.
We are currently investigating the possibility of imaging DNA structure at resolutions unprecedented in
living cells.

Over the past several years, RISE has developed a series of computer software systems for signal and
image processing. These systems provide portability among the many computer systems used at LLNL
and give us a platform for transferring the results of specific research and development projects to
application areas. Our major signal and image processing system. View, is used by several major Labo-
ratory programs and has been distributed to over 350 university, industry, and governmental sites.

Work in RISE involves a diverse set of sciences and technologies ranging from optical physics to
microbiology to advanced computer architectures. Collaboration with other Engineering Thrust Areas,
such as NDE and Computational E&M, and with other Laboratory departments, such as Physics and

Biomed, is central to our continuing work in innovative imagihg and signal processing applications.

Vv

\ \ \ Jannes M. Erase
Thrusf Area Leader
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Robust Reconstruction Methods
for Acoustic and Seismic Tomography

James G. Berryman
Engineering Research Division
Electronics Engineering

We have developed a new theory of traveltime tomography, showing that it is possible in
principle to solve this very difficult problem by reformulating it as a problem in nonlinear
constrained optimization. We have also developed a sophisticated new set of computer codes
to apply these ideas to sound wave propagation through the earth, or through machine parts
that need to be tested nondestructively. The main new idea is based on the following simple
observation: Fermat's principle of least traveltime states that first arrivals follow ray paths
with the smallest overall traveltime from the point of transmission to the point of reception.
This principle determines a definite convex set of feasible slowness models—depending only
on the traveltime data—for the fully nonlinear traveltime inversion problem. The existence of
such a convex set allows us to transform the inversion problem into a nonlinear constrained op-
timization problem. In a new iterative reconstruction algorithm, the minimum number of non-
feasible ray paths is used as a figure of merit to determine the optimum size of the model
correction at each step. The numerical results show that the new algorithm is robust, stable,
and produces very good reconstructions even for high contrast materials where standard

methods tend to diverge.

Introduction

The classical methods of tomography provide a
means for reconstructing a two-dimensional
function from a set of line integrals. For medical x-
ray tomography, such line integrals are provided
by measurements of the amplitude attenuation for
straight rays passing through the body. When
backprojected along the known ray paths, the
attenuation data provide a picture of an inhomo-
geneous density distribution, which can then be
displayed and interpreted for purposes of diagnosis.

Tomography has many uses outside the field of
medicine, including applications in electron mi-
croscopy, acoustical and optical tomography, and
radio astronomy. In geophysical applications
involving the whole earth, or in local reconstruc-
tion problems such as borehole-to-borehole scan-
ning with electromagnetic or seismic probes, the
assumption of straight ray paths is often a poor
approximation. Nevertheless, sophisticated data
processing schemes such as geophysical diffraction
tomography, which uses both wave amplitude and
phase in the reconstruction process, are known to
work very well when a starting model of sufficient
accuracy is available. Thus, there is reason to
believe that the reconstruction problem with ray

bending could in principle be solved if some
sensible procedure for finding such a starting
model (other than trial and error) could be found.
Recent progress towards finding an iterative
algorithm for computing just such a model from
traveltime data is described in this report.

Progress

Traveltime tomography reconstructs a slowness
(reciprocal wave speed) model from measured
traveltimes for first arrivals. The locations of
sources and receivers are assumed to be known,
but the actual ray paths are not known and must be
determined along with the model slowness.
Fermat's principle—that the path taken is the one
of least traveltime—has been used extensively in
forward modeling, i.e., given the slowness model
Fermat's principle determines the ray paths.
However, Fermat's principle may also be applied
in an entirely different way during the reconstruc-
tion of the slowness model using traveltime data,
as we have shown.

To set notation, let ¢ be the measured traveltime
vector such that (T = (¢v ..., tm), where f, is the trav-
eltime along the i-th ray path (a superscript 7
implies the transpose). We form our model in two
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dimensions by dividing the rectangular region
enclosed by our sources and receivers into rectan-
gular cells of constant slowness. Then, s is the
model slowness vector sT= (s" ..., sn), with s
being the slowness of the j-th cell. For forward
modeling, s and ¢ are related by the equation

Ms=t, (1)

where M is an m x n matrix whose matrix elements
[.. are determined by the length of the z-th ray path
as it passes through the/-th cell. Equation (1)
simply states that the total traveltime along a ray
path is the sum of the traveltimes through each of
the cells traversed by the ray.

One paper presenting a detailed analysis of the
standard approaches to solving the inverse prob-
lem associated with Eq. (1) using weighted least-
squares methods has been published this year.
New insight into the fully nonlinear traveltime
tomography problem is contained in another
paper- In essence, we show that the forward
problem represented by Eq. (1) may be replaced by
the m constraints

M), > 7 . 5

This substitution follows from Fermat's principle:
the first arrival necessarily follows the path of
minimum traveltime for the model s. Thus, Eq. (2)
must be satisfied by any ray-path matrix M if s is
the true model and therefore any model that
violates Eq. (2) along any of the ray paths is not a
feasible model. An exact solution to the inversion
problem is found if and only if all of the inequali-
ties in Eq. (2) become identities for some choice of
model slowness vector s.

Another important concept is that of "feasibility
violation number" N} (s). For any combination of
ray-path matrix M, slowness vector s, and meas-
ured traveltimes f, it is straightforward to deter-
mine the number of rays that violate the con-
straints of Eq. (2). This number is clearly equal to
zero in the feasible region. Furthermore, it is a
monotonically increasing function of distance from
the feasibility boundary—once one of the hyper-
planes of Eq. (2) is crossed, we never cross it again
if we keep moving in the same direction. Thus,
this number is cheap to compute and gives us a
rough idea of how close we are to the feasibility
boundary.

The key ideas behind our new algorithm may
now be summarized as follows: Given a set of
transmitter-receiver pairs and any given model
slowness s, Fermat's principle may be used to find
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the ray-path matrix M associated both with s and
with any slowness y s (where y > o) in the same
direction as s. An optimum scale factor y may be
found by doing a weighted least-squares fit to the
traveltime data. The best weights to use are
described in detail in two papers..s

Having found the optimum slowness =ysin
the given direction, we next attempt to improve the
model by finding another direction in the slowness
vector space that gives a still better fit to the
traveltime data. As many others have done, we
first compute a damped least-squares solution su.
Next we note that both of the points found so far
are guaranteed to lie in the nonfeasible part of the
vector space—at least one and generally about half
of the ray paths for both of these models will have
traveltimes shorter than those of the measured
data. Furthermore, although the point gives a
better fit to the traveltime data, this fit is certainly
spurious to some extent because it is based on the
wrong ray path matrix; the ray path matrix used in
the computation of s* from sb is the one that was
correct for slownesses along the direction sb. Thus,
both of the points we have found so far are off the
feasibility boundary and the second point is of
questionable worth also because its value was
obtained in an inconsistent manner.

Recall also that the solution of Eq. (1), if one
exists, must lie on the feasibility boundary. Thus
we would like to use  and sb to help us find a
point on this boundary that is optimum in the
sense that it is as consistent as possible with the ray
path matrix M, with the measured traveltimes ¢,
and with the feasibility constraints. The fact that
traveltime error may be reduced by moving in the
direction of sp may still give us an important clue
as to the best direction to move in the vector space,
i.e.,, we may want to move in the direction su - sb
but perhaps we should stop before we arrive at s".
How far then should we move in this direction?

If we consider Fig. 1, we are reminded that the
feasible region is convex. Therefore, there may
exist a point between the points  and sb that is
closer to the feasible region than either of the two
end points. If we could find this point s( and then
scale up to the point in the same direction lying on
the feasibility boundary, then we would find s, in
the figure. In principle, it is possible to find the
point on this line closest to the feasibility bound-
ary. Butitis much easier to compute the feasibility
violation number NM (s). As we move along the
direction - sb from s(/ we generally find that this
number achieves a minimum value at some
intermediate point. This point of minimum N} (s)
is the point s( in the figure.



It is possible to prove that all three of these
points are distinct unless they represent an exact
solution to the inversion problem. So unless we
have already solved the problem, these three
points form a triangle and the size of the triangle
gives us an estimate of how far we are from a
solution.

These ideas have all been repeatedly confirmed
in a large number of reconstructions on synthetic
examples.2d Figure 2 shows three examples of
typical results (middle column) obtained using our
new reconstruction algorithm on a structure with a
low speed anomaly (20%, 50%, or 100% lower than
m. These results are compared to the best results
of a standard damped least-squares algorithm (left
column) and to the target model (right column).
The reconstructions shown in Fig. 2 were per-
formed on a model structure with 8x16 cells using
320 rays, including 256 rays from left to right and
64 rays from top to bottom. The most startling
example (not shown here) is one in which the wave
speed contrasts are 100%. In this case, the standard
damped least-squares algorithm becomes so
unstable after about twenty iterations that the
results become singular; by contrast, our new
algorithm is completely stable and produces the
result shown in Fig. 2 after about ten iterations.
The solution remains stable after hundreds of
iterations if we force the algorithm to continue
iterating. The new algorithm has been successfully
tested on many other synthetic examples and also
on real seismic and electromagnetic data.

The visual comparison in Fig. 2 is not really
“fair" to our method, in the sense that we have
chosen #ypical results from the convergence set of
this algorithm and have compared them to the best
results for the standard algorithm. Such a com-
parison can be made for the synthetic examples be-
cause we know the correct answer and therefore
can tell when the algorithm starts to diverge. For
real problems we never have this luxury. With
high contrasts and noisy data, the damped least-
squares method does not converge and, lacking a
priori knowledge, we never know when to termi-
nate the iteration sequence. By contrast, the new
algorithm converges quickly to a solution in its
convergence set.

We have shown that Fermat's principle plays an
essential role in wave speed reconstruction via
traveltime tomography. Not only does this prin-
ciple determine the ray paths once a slowness
vector is given, but it also determines which
slowness vectors are feasible and nonfeasible. The
resulting problem in nonlinear constrained optimi-
zation4 is very hard to solve directly, since a

Microwave and Pulsed Power Engineering
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feasibility
boundary

Nonfeasible region

Figure 1. Schematic representation of the transformed
slowness vector space of s, including the special points
sb and s(, and the hyperplane in which they lie. Fea-
sible vectors have associated traveltimes at least as
great as the measured traveltimes. A sensible slowness
model for the current choice of ray paths is the unique
feasible point closest to the hyperplane containing sb
and s We may think of this figure as a snapshot of the
steps involved in one iteration of the reconstruction
algorithm.

lengthy computation of the convex bounding
surface using Fermat's principle and accurate ray
tracing techniques is required. However, robust
methods of reconstruction}™ have been found that
make use of these ideas without mapping the
location of the bounding surface explicitly.

Codes are now operational for two-dimensional
reconstructions of sound wave speed between two
boreholes, and also for all possible view angles,
thus making the work relevant to Laboratory
acoustic tomography applications. We have also
applied these methods to real field data and have
started extending the codes to three-dimensional
reconstructions.]

Future Work

Programmatic applications of these ideas in the
next year will focus on three areas: (1) acoustic
tomography for non-destructive evaluation (NDE)
applications, (2) seismic tomography for the Earth
Sciences Department and waste cleanup activities,
and (3) ocean acoustic tomography for applications
to acoustic anti-submarine warfare (ASW) activi-
ties. Generalization of the feasibility constraint
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Standard
algorithm

Figure 2. Comparison of
new reconstruction
algorithm with standard
least-square algorithm for
several different targets.
The robust new algorithm
converges in a well-
behaved fashion without
any need for a priori
knowledge of target
characteristics. Superim-
posed on the images are
samples of some of the
bent ray paths either used
in the reconstructions or
obtained in the forward
calculations for the

traveltime data.
Standard

algorithm

ideas to other types of inversion problems such as
electrical impedance tomographys is also well
underway, and is expected to start making contri-
butions to inversions of field data during the
coming year. Finally, we can further enhance the
reconstruction methods for acoustic and seismic
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applications by introducing geophysical diffraction
tomography for distorted (non-plane) waves. This
approach requires more data of higher quality both
in amplitude and phase, but the resulting recon-
structions will be of correspondingly higher quality
as well.
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Radar Ocean Imaging

J. Patrick Fitch and James M. Erase
Laser Engineering Division
Electronics Engineering

We have been investigating the use of air- and space-borne radar systems to image ocean-
surface features resulting from ship-generated internal waves.

Introduction

Ship-generated wakes were seen with imaging
radars as early as 1978, using the space-borne radar
system Seasat. Some of the wakes seen with this L-
band radar were surface wakes resulting from the
central turbulent wake or Kelvin wake, and others
were thought to be surface effects due to internal
waves propagating on a submerged interface of
two different water densities (a pycnocline). How-
ever, there was no verifying or "sea truth" data for
the images from Seasat. Various simplifying as-
sumptions regarding the imaging process, specifi-
cally the use of Bragg scattering models, provided
an apparently consistent model for predicting the
signal-to-noise ratios of ocean images for Seasat.

In 1984, the Synthetic Aperture Radar Signature
Experiment (SARSEX., incorporated ships and
moorings for collecting sea truth about naturally
occuring internal waves off the east coast of the
United States. This experiment used an aircraft
with synthetic aperture radar (SAR) imagery, ob-
tained simultaneously at two different wave-
lengths (L and X band). The NASA space shuttle
imaging radar SIR-B was also used to image the
area, but this effort was accompanied by less exten-
sive sea-truth data than was available for the air-
craft flights. When the techniques used to analyze
Seasat data were applied to predicting the outcome
of SARSEX, it was believed that the X-band image
would have a significantly lower signal-to-noise
ratio than the L-band image. However, the actual
outcome of the experiment showed nearly identical
signal-to-noise ratios for the two bands.. There
clearly were more questions to answer.

The internal waves used in the SARSEX experi-
ment were generated by tidal flows over bottom
topography. The resulting internal waves, and
consequently the surface effects, are much larger in
amplitude than the expected internal wave from a
ship. In order to investigate the physics behind the
ship-generated internal wave surface effects, a
controlled experiment with minimal internal wave
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background was designed to be undertaken at two
sheltered bodies of water in Scotland, Upper and
Lower Loch Linnhe. Three experiments of varying
complexity have been held at the Loch Linnhe
sites. The most recent and most extensive experi-
ment was held in August, 1989, and consisted of
two trial periods: one week in the upper loch, and
a second week in the lower loch, with an interim
week for moving and recalibrating equipment. A
host of sensors was deployed in the lochs to meas-
ure water parameters, including current, tempera-
ture, density, and surface slope statistics, as well as
meteorological conditions such as wind velocity,
temperature, and humidity. The surface effects
due to the ship-generated internal waves were
visible in SAR imagery, collected by four separate
aircraft at six microwave bands with multiple po-
larizations.

In order to characterize the underlying physics
of the imaging process, it is necessary to under-
stand the nature of the internal wave generated by
a surface ship, the propagation characteristics of
the internal wave on the pycnocline, the effect of
the internal wave near the surface, and the interac-
tion of the surface currents with the internal wave
and the wind. All of these factors interact to gener-
ate the surface conditions which scatter the radar
field. The work is multidisciplinary, incorporating
theory and methodology from hydrodynamics,
scattering models, and multidimensional signal
processing. In our first year of funding we have
emphasized the development of analytic and nu-
merical models for describing the scattering phe-
nomenology, together with multidimensional sig-
nal processing and analysis of airborne SAR data.

Progress

The project has developed a numerical simula-
tion capability for modeling microwave scattering
from ocean surfaces. We can calculate scattering
amplitude and phase from a first-order expansion
of the magnetic field integral equation, an analytic
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description of the power spectrum of the ambient
ocean, a vector for the wind speed, and a surface-
current model for the internal wave. Bragg and
Kirchoff approximations can be modeled by this
simulator. By examining the temporal and spatial
correlations of the scattering, we have been able to
predict performance for various detection meth-
ods. Conventional electromagnetic codes would
be difficult to use in this application because the
scale length of the physical scatterer (the ocean
surface) has a representation requiring many grid
points in finite difference codes. The large number
of grid points (wavelengths per resolution element)
makes the required computation overwhelming.
The simulation now models real-aperture radar
systems, which means that the radar footprint is
taken as the size of a resolution element. We plan
to extend the simulator to model synthetic-aper-
ture radar (SAR) systems, keeping in mind that the
3-dB footprint in a SAR system is much larger than
the final resolution obtained by post-processing the
collected data. This simulator would then be inter-

High density
digital tape
Fairchild-Weston

Masscomp
workstation
68000-based

SGI-4D Power series
MIPS 3000-based

Sun 3/60
68000-based

Laser printer
LaserWriter NTX

Color printer
Tektronics 4693DX

Sun 3/110
68000-based

Disks: 1.2 GBytes
Tapes: Two 0.25 in SCSI

Figure 1. Block diagram of the computer network
system which was fielded at Prestwick Airport for
processing synthetic aperture radar (SAR) data from
the NASA-JPL DC-8, including a data transcription
system for high-density digital tapes, a multiprocessor
compute server for reconstructing images from the raw
radar data, and two workstations for interactive data
analysis, display, and generation of hardcopy.

faced with our hydrodynamic simulator to yield a
prediction of system performance. Obviously this
type of simulation, once validated by experimental
data, would be very useful for surveying the large
parameter space associated with radar ocean imag-
ing systems. The resulting recommendation for an
optimal radar system design would specify wave-
length, incidence angle, altitude, polarization, and
velocity, and would represent a substantial savings
in experimental time and cost. The final simulation
would also provide a means of evaluating pro-
posed systems in terms of the operating conditions
under which the system can identify signals of
interest. There is a need for continual communica-
tion among experimenters, theorists, and system
designers. Our goal is to use numerical simulation

(a)

(b)

Distance across wake profile (m)

Figure 2. Single slant-range image with a physical
scale of approximately 5 km azimuth by 2.6 km range,
as reconstructed from raw data in about 10 minutes on
the multiprocessing system: a) L-band image with
vertical transmit and vertical receive polarization col-
lected by the NASA-JPL DC-8 radar at a 33 degree
incidence angle; b) average of 50 slices through one
arm of the wake to show the surface profile.
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of radar scattering to provide a timely and cost-
effective means of searching the parameter space.

An initial investigation into the required hydro-
dynamics produced a relatively simple analytic
model based on potential flow theory. This model
has been used to predict thermocline displacement
due to a ship's hull as well as near-surface water
currents for input to the radar scattering simula-
tions. Due to the expected inaccuracies of this
model, we have begun development of more so-
phisticated numerical models of the internal wave
generation and surface modulation processes.

In FY 89 the project has also developed a SAR
system for processing data from the NASA-JPL
DC_s Airborne SAR. This ground-based system is
used for post-processing the collected data, and
includes integration of the high-density digital tape
unit, data reformatting software (developed in
cooperation with JPL), and several image recon-
struction algorithms. A block diagram of the com-
puter system which was fielded at the Loch Linnhe
89 experiment is given in Fig. 1. This system pro-
vides full-resolution images for all polarizations
and was designed as an adjunct to the JPL on-
board, near-real-time, low-resolution system,
which produces a single SAR image for each pass
over the experiment site, although data for up to .-
images is collected. An image reconstructed in the
field by the LLNL system is shown in Fig. 2 with
the surface effects due to the internal wave clearly
visible. Analysis of the twenty highest-priority
aircraft passes is underway. Note that this analysis
represents 240 SAR images, each requiring sub-
stantial computational time.
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Future Work

We plan to extend the FY 89 results to include
higher-order effects in the scattering models and
wave propagation constraints, as well as aircraft
motion compensation in the SAR processing. In
addition, a more advanced hydrodynamic simula-
tor is under development, and better post-process-
ing of the SAR imagery is being developed to use
pattern recognition techniques for incorporating
spatial information about the wakes. Also, small-
scale laboratory experiments are being planned for
validating various components of our current mod-
els. We also intend, if possible, to participate in the
joint US-UK Loch Linnhe 90 experiment. In gen-
eral, the project plan is to calibrate our models with
data collected from field experiments.
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Atmospheric Compensated Imaging

Taylor W. Lawrence, Dennis M.
Goodman, and J. Patrick Fitch
Laser Engineering Division

Electronics Engineering

We have developed and implemented algorithms that can remove the blurring effects of at-
mospheric turbulence from telescopic images. These algorithms will permit astronomical ob-
jects and satellites to be imaged at the diffraction limit of any given telescope. We have success-
fully applied these algorithms to both simulated data and data from a terrestrial imaging ex-
periment. These image-sharpening algorithms should have a wide application in both astro-

nomical and defense imaging problems.

Introduction

A telescope of aperture D, imaging at a center
wavelength X, has a theoretical angular resolution
of A./D, the limit imposed by diffraction due to the
finite-size aperture. However, ground-based tele-
scopes must view objects through the atmosphere,
which is a turbulent, randomly inhomogeneous
medium. Local temperature gradients in the at-
mosphere create random phase fluctuations in the
propagation path that can be characterized by a
correlation scale length 1. A normal, long-expo-
sure image contains many realizations of this ran-
dom fluctuation, with the net effect being an over-
all blurring of the image and a resulting angular
resolution of A-/r0. Thus, the resolution of the tele-
scope is degraded by a factor of D/10, and is lim-
ited by the correlation scale of the atmosphere, not
by the size of the telescope. For example, the
world's largest telescopes, such as the 5-m Hale
telescope on Palomar Mountain, have a theoretical
diffraction-limited resolution of about ».. microra-
dians for imaging at visible wavelengths. How-
ever, the correlation length of the atmosphere for
visible imaging is typically .o cm; consequently the
resolution of these giant telescopes is degraded by
a factor of 50 (5 m/10 cm). The resulting resolu-
tion is 5 microradians, no better than most back-
yard astronomers' telescopes!

This limitation, which applies to all ground-
based telescopes, severely hampers our ability to
image distant objects. However, recent advances
in short-exposure-imaging technology, in conjunc-
tion with new computer post-processing algo-
rithms, could provide a method for imaging astro-
nomical objects and artificial satellites to the dif-
fraction limit imposed by the telescope aperture,
instead of the limit imposed by the local atmos-
pheric correlation length. In addition to the imme-

diate impact on existing large telescopes, sparse
optical arrays hundreds of meters in diameter
could be constructed to image higher-altitude satel-
lites and could revolutionize ground-based astron-
omy. We have taken a significant step in proving
that this method is feasible.

Our technical approach is based on nonstandard
imaging techniques which make use of the statisti-
cal information in short-exposure images. Specifi-
cally, the turbulence-induced effects of the atmos-
phere on the object image can be "frozen" if the
image exposure time is reduced below the correla-
tion time of refractive index fluctuations (typically
I to 10 msec, depending on wind velocity). Short-
exposure images captured in this way are a ran-
dom superposition of diffraction-limited images of
the object. Each short-exposure interference pat-
tern is called a speckle image, and is analogous to
speckle observed with coherent laser illumination.
Procedures for extracting object information from a
sequence of speckle images are collectively referred
to as "speckle interferometry - These techniques
have been successfully used by the astronomical
community to image star clusters. However, such
algorithms have not previously been used for im-
aging extended objects through the atmosphere.

Progress

In FY == we began work on a comprehensive
numerical simulation of the speckle imaging proc-
ess, and put together the hardware necessary to
carry out a horizontal-path imaging experiment
using a 0.5-m telescope and a CCD-based speckle
camera. In addition, we implemented state-of-the-
art image reconstruction algorithms and applied
them to both the simulated and experimental
speckle images. With this setup, we obtained high-
resolution images of a satellite transparency illumi-
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Figure 1. Application of our algorithm to data from the horizontal path imaging experiment, scaled to represent
the imaging of an actual satellite at an altitude of 3000 km. (a) Computer-generated satellite transparency, actual
size 3 cm. (b) Calculated, diffraction-limited image obtainable with optically perfect 0.5-m telescope and no at-
mospheric degradation of the image, (c) Actual speckle image of the target transparency, obtained at a range of 1.2
km through turbulent sea-level atmosphere, with a 0.5-m telescope, and exposure time of 5 msec, (d) Result of
using our algorithm to process 1000 speckle images, demonstrating feasibility of speckle imaging algorithm for

use in satellite surveillance.

nated with light levels representative of low-earth-
orbit (LEO) objects (those having an orbital range
of'a few hundred kilometers). In FY 89, we turned
our attention to fainter objects, namely those satel-
lites with a range of a few thousand kilometers in
high-earth-orbit (HEO), and found it necessary to
use a hybrid algorithm developed here at LLNL in
order to obtain a satisfactory reconstruction. The
main obstacle that had to be overcome was the
additive detector noise characteristic of CCD elec-
tronic amplifiers. Our algorithm successfully dealt
with this problem, and we ultimately demon-
strated high-resolution imaging of HEO satellites.
Details of the simulator, experiment, and algorithm
development are given below.

The computer-based atmospheric simulator
allows input objects to be propagated through an
isoplanatic (i.e., shift-invariant or linear) atmos-
phere with arbitrary r(). The distorted wavefront is
then received by a telescope with a pupil function
defined as the superposition of a number of differ-
ent-sized circular apertures with arbitrary obscura-
tions. In addition, the simulator includes noise
sources characteristic of Poisson photon statistics
and non-ideal photon detection (i.e., noisy CCD
electronics). Speckle images of a point reference
and objects previously used in the horizontal path
experiment were generated, and compared quite
well with both theory and the actual images ob-
tained in the experiment. A thorough validation of
the simulator was completed by comparing recon-
structed images from the simulator with those
from the experiment over four orders of magnitude
in light level.

The horizontal path imaging experiment utilized
a 50-cm, f/ = telescope with a target board placed at
arange of 1.2 km. A speckle imaging system was
assembled on the back of the telescope, consisting
basically of a low-noise (7 eV pixel) 512 x 512 CCD
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array controlled by a micro-Vax-based data acqui-
sition system. The foothills of Mt. Diablo, east of
San Francisco Bay, were chosen as the site for the
experiment, since this area afforded the easiest
access to a range of unobstructed atmospheric path
lengths from | to 3 km. A path length of 1.2 km
was ultimately chosen to give the appropriate level
of atmospheric turbulence. Data from an unre-
solved point reference on the target board indi-
cated turbulence levels in the range D/r. = 15 to 25.
In addition, the shape of the average power spec-
trum of the point reference was compared with
theory to confirm that the turbulence had a statisti-
cal character sufficiently similar to that seen in
vertical imaging (i.e., it was Kolmogorov). Recon-
structed images from data collected during the
experiment demonstrated the feasibility of imaging
satellites at HEO, and also confirmed the validity
of the atmospheric physics models used in the
simulator.

During the first phase of our algorithm develop-
ment here at LLNL, we sought to develop certain
state-of-the-art algorithms that have attracted inter-
est in the astronomical community... These algo-
rithms are: (1) the Labeyrie technique for Fourier
magnitude estimation, (=) the bispectral (or triple
correlation) technique for Fourier phase estimation,
and (3) the Gerchberg-Saxton-Fienup Fourier itera-
tion technique for the imposition of object support
and positivity constraints. We applied a combina-
tion of these techniques and found that the result-
ing algorithm was successful at reconstructing
objects representative of LEO satellites s However,
when we turned our attention to fainter objects
representing HEO satellites, we realized the critical
importance of bias effects due to both photon noise
and additive noise in the CCD. These bias effects
cannot be removed merely by processing a larger
number of speckle frames. Instead, the bias terms



Remote Sensing, Imaging and Signal Engineering

must be estimated separately and subtracted. Al-
though methods had been developed by the astro-
nomical community to deal with photon bias, there
is no published methodology on ways to estimate
the additive bias. We therefore carefully analyzed
the effects of additive noise, and derived an ana-
lytical expression for its contribution to both the
power spectrum and the bispectrum. We modified
our algorithms to compensate for these bias effects,
and ultimately demonstrated high-quality recon-
structions of dim targets representative of HEO
satellites. Figure 1 shows an example of an image
reconstructed from 1000 speckle frames collected
with our CCD camera. To appreciate the power of
the algorithms we have developed, one need only
compare the relatively featureless, noisy speckle
frame (c) with the outcome of the reconstruction
process (d). On comparison of the final product (d)
with (b), we see that we have indeed achieved dif-
fraction-limited detail.

Future Work

Our main goal for FY 90 is to apply our algo-
rithms to speckle images of actual satellites ob-
tained with our CCD speckle camera mounted on
the 1..-m telescope at the Air Force Maui Optical

Tracking Station (AMOS). We hope to obtain re-
constructed images of LEO satellites out to ranges
of 500 km, and to compare our results with the
performance of the adaptive-optics-based Compen-
sated Imaging System on the same beamline. In
addition, we will continue to explore new ways to
improve our reconstruction algorithms.. Current
efforts include using least-squares methods for
phase recovery, and the incorporation of "a priori"
information such as positivity and boundedness of
the object. Our ultimate goal is to demonstrate
diffraction-limited imaging of objects out to geosta-
tionary orbit (38,000 km).
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New Algorithms for Deconvolution

and Identification

Dennis M. Goodman
Laser Engineering Division
Electronics Engineering

Extraneous linear dynamics introduced by electromagnetic, acoustical, and optical sensors
can seriously distort experimental data. The accuracy of such data can often be greatly im-
proved by using computer processing to remove these distortions. For this purpose, we have
written signal processing computer codes that use both parametric and nonparametric methods
for processing many types of signals in the time domain. Time-domain methods for identifica-
tion and deconvolution are more flexible than their frequency-domain counterparts. With the
advent of faster computers that permit efficient implementation, time-domain approaches have
become the methods of choice for solving these problems.

Introduction

Two signal processing problems occur fre-
quently in a wide variety of scientific experiments.
In the first problem, one is given noisy measure-
ments of the response of a device to a known input
signal. One must then develop a general descrip-
tion of the device's input-output behavior so its
response to an arbitrary input signal can be pre-
dicted. In the second problem, one is given a de-
scription of a device's input-output behavior and
noisy measurements of its response, and one must
then determine the nature of the input signal. Of-
ten it is reasonable to assume that the device is
linear, so that its input-output behavior is com-
pletely determined by its impulse response. In this
case, the first problem is called impulse response
identification, and the second is called deconvolu-
tion.

Both problems come into play when attempting
to remove the unwanted effects of a measurement
system from experimental data. First, the system is
characterized by applying a known input, measur-
ing the output, and estimating the system's im-
pulse response. Second, the identified impulse
response is deconvolved from the experimental
data. Typical measurement devices that introduce
spurious linear dynamics which must be removed
before the results of an experiment are analyzed
include optical systems, acoustic transducers, and
electromagnetic probes. The model for both decon-
volution and identification is shown in Fig. 1; the
equation relating measured output to input is

(y)( = thm( * {x@)} + (e()).
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where * denotes convolution. Because convolution
is commutative, methods for determining {h(n)|
from (y(n)} and {x(n)} also apply to determining
(x(n)] from {y(n)| and (h(n)l. Here we will discuss
impulse response identification, but our comments
also apply to deconvolution.

At first glance, solving this problem appears
easy: merely divide the Fourier transform of the
output by the Fourier transform of the input, and
then inverse transform to get an estimate of the
impulse response. Unfortunately, the impulse re-
sponse estimation problem is usually ill-posed
because the input has almost no energy at some
frequencies, and dividing transforms produces a
wildly varying, high-magnitude estimate. Another
problem with frequency domain approaches is that
they assume the data records to be zero at both
ends; if this is not the case, the estimate may be
highly biased.

The solution to the ill-posed difficulty is to use a
priori information to constrain the estimate. Many
of these constraints can be imposed with either

e(t)

Figure 1. Model for the deconvolution and identifica-
tion problems. y(t) is the observed output of the de-
vice, corrupted by measurement noise e(t). For the
deconvolution problem, the impulse response hit) is
known, and the input x(t), must be estimated. For the
identification problem, x(t) is known and h(t) must be
estimated.
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time- or Fourier-domain methods, but time-do-
main methods are more flexible and have the criti-
cal advantage that they do not force a zero signal
assumption at both ends of the data. Their princi-
pal drawback was the additional computer time
required, but faster computers now make time-
domain methods attractive. The goal of this devel-
opment project was to implement parametric and
nonparametric time-domain methods. Parametric
time-domain methods constrain the estimate by
assuming that the impulse response derives from a
model described by a relatively small number of
parameters. The estimate of the impulse response
is then obtained by adjusting the parameters to fit
the data. Conversely, nonparametric methods do
not constrain the impulse response to a particular
model, but require it to satisfy more general con-
straints on its energy or frequency content. Par-
ametric approaches are called for if a model of the
impulse response is available, but may be useful
even if one is not. Conversely, nonparametric ap-
proaches are more flexible and can be applied to a
wider class of problems. A more detailed introduc-
tion to this subject has recently been published.. .

Progress

Parametric Methods

Because difference equation models are the
sampled-data analog to differential equations, they
are the most useful parametric models. Many real-
world devices can be adequately described by a
low-order, constant-coefficient differential equa-
tion. By fitting a difference-equation model to the
input-output data records of such a device, one can
obtain not only a good estimate of its impulse re-
sponse but also estimates of the poles and zeros of
its corresponding transfer function. Indeed, these
transfer function parameters may be the goal of the
experiment. Furthermore, if the assumed model
structure is correct, parametric modeling can ex-
trapolate transfer function behavior to parts of the
frequency spectrum where the input signal has no
energy. During the last six years, the NLS output-
error system-identification programs, has been ap-
plied successfully to transient data collected from a
wide variety of experiments. Recent applications
have included electromagnetic.. acoustic.s and seis-
mic. problems both within and outside LLNL.

This year we added subroutines to calculate
Cramer-Rao lower bounds for the accuracy of
transfer function parameters estimated by NLS. A
frequent and surprising outcome of difference

equation modeling is a situation in which the pa-
rameter variances are much higher than the vari-
ance of the estimated impulse response. This seem-
ingly paradoxical behavior is explained by the fact
that the impulse response of a system can be rela-
tively insensitive to the parameters of its corre-
sponding transfer function. On the other hand,
there are also cases where the impulse response is
very sensitive to the transfer function parameters;
for these cases the parameter variances will be
relatively low. This unexpected behavior often
leads to misinterpretation and controversy when
an experimenter attempts to attach physical signifi-
cance to the poles and zeros of an estimated trans-
fer function. The Cramer-Rao bound is an excellent
tool for helping experimenters understand how
much confidence they should have in their data.
This year we have used the bounds calculated by
our subroutines to interpret the results of applying
difference equation modeling to a classical electro-
magnetic estimation problem

Nonparametric Methods

A difference-equation model is not appropriate
for many deconvolution and identification prob-
lems. In particular, difference equations often do a
poor job of modeling systems with both dynamics
and delays; a transmission line is a good example
of such a system. An obvious nonparametric im-
pulse-response estimate is the sequence {h(n)}
whose convolution with the system input is a least-
squares (minimum energy) approximation to the
output, i.e, {h(n)} minimizes ||{y(n)} - |h(n)| * {x(n))||.
This sequence is the minimum-variance unbiased
estimate. However, if the problem is ill-posed, the
minimum variance will be very large, and the esti-
mate will oscillate wildly, behaving exactly like the
estimate obtained by dividing transforms.

Because the unconstrained least-squares esti-
mate is too large and oscillates wildly, a common
approach is to apply a priori information by mini-
mizing the fit to the observed output, subject to a
constraint on the estimate. Such an estimate is the
(h(n)| that solves

[{y(m)} - fh(m)j * (x(m)}]
L{{h(m)] * K,

minimize
subject to

where L[Jh(n)}] is a weighted measure of the en-
ergy in (h(n)) or its derivatives. There remains the
problem of selecting K, which determines the
amount of constraint. In FY 87 we implemented an
algorithm that minimized the Mallows CL statistic
to determine the value of K, and we observed that
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Figure 2. Example of the
behavior of nonparamet-
ric algorithms for an iden-
tification problem, (a)
Known input, (b) Un-
known impulse response,
(c) Resulting noise-free
output, (d), (e), and (f)
Nonparametric estimates
of the impulse response, 0 5
using constraints on (re-

spectively) impulse re-

sponse energy, its first de-

rivative, and the energy in

its second derivative, (g)

Estimate obtained with a

positivity constraint, (h)

Estimate obtained with a

conjugate gradient algo-

rithm.

0.2

this approach gave excellent estimates of the im-
pulse response.s This year we improved the nu-
merical properties of that algorithm, and because
the CL statistic requires an estimate of noise energy,
we extended the algorithm to use generalized
cross-validation when such an estimate was not
available.

For many practical problems the unknown sig-
nal represents intensity, energy, or magnitude and
so must be nonnegative. Imposing a nonnegativity
constraint on the estimate can greatly lower its
variance. Solving the minimization problem of the
previous paragraph subject to this additional con-
straint is a quadratic programming problem; we
have developed software to solve this problem and
obtain nonnegative estimates. Unfortunately, how-
ever, the statistical approaches we have used to
determine K either have not been derived or are
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difficult to implement for nonnegative estimates.
For this case we used the discrepancy principle to
determine K; this is an intuitive method requiring
the data matching error to be the same as the ex-
pected noise error.

Although the nonparametric techniques we
have discussed yield high quality estimates, they
are computationally intensive and may not be ap-
propriate for interactive situations. In order to ob-
tain faster solutions while retaining the advantages
of time-domain methods, we have developed an
algorithm based on conjugate gradients. This algo-
rithm is an iterative approach that constrains the
estimate by stopping after only a few iterations. We
use the discrepancy principle to determine when to
terminate the iteration. Because the computational
cost increases as N2, where N is the data length,
rather than as N as is the case for most time do-
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main methods, the conjugate gradient algorithm is
much faster.

We have also investigated the behavior of cer-
tain approaches to the blind deconvolution prob-
lem in which an input signal must be deconvolved
from a system response that is either unknown or
random. We discuss our conclusions in an upcom-
ing publication..

We have applied these nonparametric algo-
rithms to several important problems at LLNL.
These include interpretation of nuclear test data,
pulse shaping for the NOVA laser, and characteriz-
ing the response of probes used in electromagnetic
transient problems. An example showing the be-
havior of the three nonparametric algorithms we
have developed is shown in Fig. 2. The input is
shown in Fig. 2a, the unknown impulse response
in Fig. 2b, and the resulting (noise-free) output in
Fig. 2¢c. Note that we have truncated the output at
the 60th sample; if a frequency domain identifica-
tion method were to be applied to this data set, this
truncation would produce severe ringing in the
estimate of the impulse response. Note also that
this is a difficult estimation problem because con-
volving the smooth input with the impulse re-
sponse smears out the the sharp transitions in the
impulse response and makes them difficult to re-
cover from the resulting smooth output. Figures
2d, 2e, and 2f show the result of using generalized
cross validation and constraints on the energy in
(respectively) the impulse response, its first deriva-
tive, and its second derivative. Figure 2g shows the
estimate obtained with a positivity constraint, and
Fig. 2h shows the estimate obtained using the con-
jugate gradient algorithm.

Future Work

In FY 90 we will develop better statistical meth-
ods for determining the amount of constraint for
the positivity and conjugate gradient methods, and
we will continue to improve the numerical behav-
ior of all our algorithms. We will develop perform-
ance measures for all our methods; this will in-

clude extending Cramer-Rao bounds for NLS to
time and frequency domain measures of the im-
pulse response variance, and developing variance
and sensitivity measures for the nonparametric
methods. Finally, we will continue to seek practical
applications for these techniques within LLNL
programs.
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We have investigated the computational recovery of images from holograms. A set of simu-
lation and reconstruction techniques has been developed for x-ray laser holography, and ex-
periments in visible-light holography have been performed that validate their results. We have
begun work on techniques for enhancement of resolution based on maximum-entropy image-

restoration techniques.

Introduction® e

The Laboratory has issued a Directors Initiative to
explore the possibility of using the LLNL-devel-
oped x-ray laser to produce three-dimensional
holographic images of the distribution of chromo-
somes in a living cell. The only previously avail-
able method for looking at living cells has em-
ployed optical wavelengths, which yield a much
lower resolution than would be available with x-
rays. Although electron microscopy has a resolu-
tion potential higher than methods employing x-
rays, the test samples must be dehydrated and
doped with heavy atoms prior to examination.

To carry out the Director's Initiative and to pre-
pare ourselves for the holographic x-ray laser im-
aging experiment, we have undertaken a project
with the following goals:

» Develop a modeling ability for the design of an
x-ray-laser imaging experiment.

» Explore advanced image-restoration concepts
and algorithms to improve holographic-image
resolution.

* Apply x-ray-laser holography, at 30-nm resolu-
tion, to the three-dimensional imaging of live
cells.

Because complex biological objects of interest
exist in an equally complex, three-dimensional
environment, it is difficult to estimate the accuracy
(and therefore the usefulness) of x-ray holographic
images of these objects using the usual measures of
resolution, such as Rayleigh criteria. To overcome
this difficulty, we are approaching the design of x-
ray holography systems by developing computa-
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tional techniques for both the simulation of the
formation of an x-ray hologram, and the subse-
quent computational reconstruction of the holo-
graphic image in three dimensions. Simulation
allows us not only to establish resolution limits for
the imaging of complex objects, but also to vary the
parameters in a controlled manner and thus to
optimize imaging system designs.

In the project's first year, we have concentrated
on the following two efforts: (.) hologram simula-
tion and image reconstruction techniques using
wave-propagation algorithms, and (-) maximum-
entropy image restoration techniques. We have
developed and validated techniques for simulation
and computational reconstruction of both Gabor
and Fourier-transform holograms.

Validation of both the simulation and the recon-
struction techniques was accomplished by scaling
the wavelength and then applying the techniques
at visible-light frequencies.

As an initial test of our simulation and recon-
struction techniques, we have performed contrast-
enhancement computer-modeling experiments
using a 300-A protein fiber in water with gold tags.
Since the scattering properties of protein are not
much different than water, we attached gold tags
at known locations to make the protein stand out.

The finite size limitations of a detector, plus
other practical considerations, reduce the final
resolution. Next year, we will bring together the
results of our current efforts and concentrate on
resolution enhancement of reconstructed three-
dimensional images, specifically, complex biologi-
cal objects. Using a priori information, about the
object may allow us to regain some of the lost reso-
lution.
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Progress in X-ray Laser Holography

Hologram Simulation

Our diffraction-based simulation treats the scat-
tering volume (the test object) as a sequence of
layers in the propagation direction - (see Fig. 1). In
each layer, the index of refraction, n., is specified as
a function of transverse coordinates x and y. We
assume that ri(x,y) is constant through the layer
thickness Az.

The test object is illuminated by a plane wave,
and the resulting wave is propagated from layer to
layer. The attenuation and phase shift of the
propagating wave due to the material in a single
layer is given by the transmission coefficient:

t(x,y) =exp[Ap(x,y) Az]exp[jka(x,y) Az] , 1)

where
k is the wave number of the illumination,
jis V-,

(a) Hologram formation

Point source of
coherent light

Plane wave

incident field
Spherical (Gabor)
waves

Collimating lens

(b) Image restoration

Real image Hologram ,

Detector distances

Single layer, A-

and where the index of refraction is given as:

nix,y) -1 +axy) +jdxy) . (=)

Note in Eq. (1): exp[-A:p(x,y) Az] is the attenu-
ation and exp[jka(x,y) Az] is the phase shift.

At the beginning of nth layer, the incident field
is multiplied by #(x,y ) and then propagated
through distance Az by convolution.,

Untlxy) = Ul (xy)m (xy) * Oxy) . ()

where
Ul is the field at the start of the nth layer,
** indicates two-dimensional convolution,
and where the quadratic phase function is given as:

N YRR 4
A Az 2Az (2] @

where k. is the wavelength.
This process is repeated in turn for each layer of

Detector (film
transparency
—- hologram)

Hologram

u Al
View A-A'

' Reference-wave
component

Scattered-wave
component

Point source of
coherent light

Virtual image

Figure 1. A cross-sectional view of the basic holographic setup and process using a plane-wave incident field for
a single-view hologram: (a) To form a Gabor hologram of a thin test object, we illuminate it with a coherent light
source and capture the diffraction pattern (the hologram) on a photograhic film transparency, (b) To reconstruct
the object's image from the hologram, we illuminate the hologram from the opposite direction, using the same
coherent source. In the image restoration process, the resulting field amplitude has both a virtual and a real im-
age. The virtual (or twin) image causes distortion and limits the image resolution. This entire process can be
computationally modeled and simulated.
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the scattering volume. Then a final propagation
step calculates the diffraction field at the detector.
The detected hologram intensity is then calculated.

The effects from two sources of limited resolu-
tion must be included in the simulation: finitely
limited detector resolution and finitely limited
incident-beam illumination intensity. We already
have some limited detector resolution arising from
the discretization imposed by the convolution im-
plementation, which uses discrete Fourier trans-
forms. To study the effects of limited detector reso-
lution, we initially calculate the hologram intensi-
ties at a higher resolution and then low-pass filter
the resulting diffraction pattern. In this way, we
can easily create, and thus evaluate, the limiting
effects by varying the detector resolution with a
single diffraction pattern.

Limited illumination intensity can reduce
achievable resolution because of the resulting Pois-
son-distributed quantum noise. To generate a
quantum-limited hologram, we first calculate the
hologram intensities as described in the above
paragraph. The relative intensities are then scaled
to mean photon numbers using

m(x.y) =aN.I(xy) ©)

where

a 1is the detector element area,

N. is the incident photon-flux density (in pho-
tons/cm?), and

I (x,y) is the simulated hologram intensity.

The final quantum-limited hologram is then
formed by using m (x,y) as the mean for realizing a
Poisson-distributed random variable for each de-
tector position.

Hologram Computational Reconstruction

Reconstruction from a single hologram is done
using diffraction techniques similar to those used
for simulation. The hologram is illuminated by a
plane wave for the Gabor geometry. The resulting
field is then propagated to a detector using Eq. (3).
The detector distance can be incremented such that
the entire scattering volume (the object of interest)
is reconstructed.

When reconstructing a single hologram in three
dimensions, the resolution in the longitudinal di-
rection is typically much worse than in the trans-
verse direction. The widths of the point-spread
function, 4, for the longitudinal and transverse
directions are, respectively, ~Z./(NA)? and -X/NA,
where NA is the numerical aperture of the imaging
system. Since the N4 is the ratio of the aperture
radius to the propagation distance, this system has
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poor depth perception. (Typically NA is much less
than 1.) A possible solution we are exploring to
improve longitudinal resolution is to illuminate the
object from many angles—that is, to employ x-ray
holographic tomography.

For a weakly scattering object (that is, for an
object that looks not much different than the back-
ground), a hologram contains information about
the object corresponding to a spherical surface in
the Fourier transform of the object (the Ewald
sphere?). To reconstruct the object with good
three-dimensional resolution, we must fill in the
Fourier space out to the limiting spatial frequency
defined by the illumination wavelength. The basic
reconstruction procedure consists of propagating
single holograms through the object volume and
summing the resulting low resolution images ..
For weakly scattering objects, fundamental ques-
tions remain on the number of angles required for
any given resolution and the extent to which
a priori knowledge can be used in the imaging
process.

This procedure is shown graphically in Fig. 2.
Figure 2(a) shows that many holograms are made
of the same object at different angles. Mathemati-
cally, this corresponds to capturing information
about the object along semicircles in the Fourier
domain, as Fig. 2(b) shows. To reconstruct the
object, each hologram is illuminated as shown in
Fig. 2(c). Since Fourier space was not completely
covered, the reconstruction will be imprecise.

Validation Using Visible-Light Experiments

Our development of computational tools for
simulating and reconstructing x-ray holograms is
closely linked to an experimental program in vis-
ible light holography. The experiments are scaled
from x-ray wavelengths of 5 nm to visible light
wavelengths of 500 nm. The resolution goal scales
from 30 nm to 3 (im. We have obtained good
agreement between experiment and simulation,
and have demonstrated a capability to computa-
tionally reconstruct both Gabor and Fourier-trans-
form holograms made with visible light.

Simulations Using Gold Tags for Contrast-
Enhancement

Since, protein fibers do not scatter much light at
x-ray wavelengths, we investigated putting gold
tags on the fibers. As an initial test of our simula-
tion and computational reconstruction techniques,
we simulated holograms of a 300-A-diameter pro-
tein fiber in water. Figure 3(a) shows the fiber
labeled with 500-A gold spheres to increase its x-
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(a) Multiple- (b) Spherical incident waves  (c) Image
hologram ) tt-ouner domain) restoration
formation Point
source
/Detector Object image
v film (estimate)

Point
source'

Figure 2. Plan view of the basic setup and three-step procedure for producing a full three-dimensional holo-
graphic image using spherical-wave (Fourier domain) incident fields and multiple views: (a) Many holograms are
made of the same object at different angles, (b) Mathematically, this corresponds to capturing information about
the object along semicircles in the Fourier domain, (c) To reconstruct the object, each detector is illuminated as

shown.

ray scattering efficiency. Figure 3(b) is a simu-
lated hologram of the unlabeled stand made with a
source intensity of4.4 mj/cm. (10.. photons/cm)).
The hologram does not contain much information
about the protein because the protein is such a
weak scatterer. Therefore, this image would not be
useful for structural studies. Figure 3(c) is a recon-
structed image of the gold-labeled strand. The
gold tags, which can be clearly located, provide
useful structural information.

Progress in Maximum-Entropy
Image-Restoration Techniques

Maximum-entropy deconvolution algorithms
are designed to remove the effects of blur and
noise from a signal or image. We have used maxi-
mum-entropy deconvolution algorithms to restore

distorted signals and images. The concept of maxi-
mum entropy comes from information theory
where entropy is a mathematical measure of infor-
mation content. When entropy (information) is
maximized, the resulting image has the most—and
therefore, ideally, the correct—information about
the signal.

Given a measured signal containing the effects
of blur and independent noise, and given our
knowledge of the point-spread function that pro-
duced the blur, the problem is to estimate the origi-
nal, uncorrupted image signal.

When the entropy is maximized, the estimate of
the original image is its best. As a constraint, the
algorithms assume that the image is nonnegative,
which aids in producing good restorations. Tests
with simulated data show that the maximum-en-
tropy algorithms generally produce better esti-
mates of the uncorrupted image than any of the

Figure 3. (a) 300-A protein fiber labeled with 500-A gold spheres, (b) Simulated Gabor hologram of the unlabeled
strand made with a low source intensity, (c) Reconstructed image of gold-labeled strand, which shows that tag-

ging can be used to increase visibility.
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Figure 4. A simulated image of tagged DNA molecule
blurred with a low-pass filter. The image of the mole-
cule is distorted. When components of the molecule are
located close to one another, they are not easily re-
solved.

least-squares algorithms.

Figures 4 and 5 show the results of processing a
simulated iodine-tagged-DNA image degraded by
a low-pass filter. Figure 4 is the blurred image,
and Fig. § is the restored image produced by proc-
essing the Fig. 4 image with a two-dimensional,
maximum-entropy algorithm of Frieden.s The
restored image shows greatly improved resolution
of the individual components.

Future Work

We will expand upon the application of these
techniques to a systematic study of the resolution
enhancement in x-ray imaging of biological objects.
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Figure 5. Restored image produced by processing the
image in Fig. 4 with a two-dimensional, maximum-
entropy algorithm of Frieden.5 The blurring has been
greatly reduced, and the iodine tags are now resolv-
able.
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New Initiatives research and development encourages idea that are not co
ered by the thrust areas. Our task is to seek innovative and highly leveraged
concepts that will have a large payoff. This past year we funded projects in

four technologies:
*The x-ray imaging project developed a technique in which art opaque
sphere was used to diffract x rays.
The artificial intelligence work developed an expert system to assist
the control of a particle beam accelerator.
We extended our previous work in parallel processing by expand-
ing and upgrading the Sprint computer to enable us to run very large
electromagnetic codes.
The scientific visualization and data management projec  rote
new software algorithms that enhanced our ability to "se  lata
produced from experiments and computer simulations

Edward A. Lafranchi

Deputy Associate Director for
Engine
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This year we upgraded the computer hardware of our SPRINT parallel-processing system
with faster processors, more memory per processor (I Mbyte), and a faster and more versatile
interprocessor connection board. We tested the improved system, which we call SPRINT 2, by
using it to execute the TSAR three-dimensional, finite-difference, time-domain electromagnetics
code. By adapting the architecture of SPRINT 2 to match the spatial grid of TSAR, we created a
computing engine for solving electromagnetics problems. On one 4-million-word problem,
SPRINT 2 executed TSAR about 40% as fast as a single Cray X/MP processor, yet our machine
can be built for less than 0.5% of the cost of a Cray. To demonstrate the usefulness of SPRINT 2
on problems of practical interest to LLNL, we modeled the leakage of a microwave pulse into
the autopilot/battery section of a conventional missile, the results of which are presented here.

Introduction

The Engineering Department at the Laboratory
has long-standing requirements to solve large
electromagnetics (EM) problems. These include
analyzing electromagnetic pulse (EMP) effects and
traveling waves, characterizing antennas, and esti-
mating radar cross sections. Traditionally, LLNL
has relied on supercomputers such as the Cray X/
MP to solve such problems. Almost always, com-
puter performance has limited the size of the prob-
lems that could be solved. If someone could make a
less expensive computer (costing, say, $-o0.000 to
$100,000) that could solve EM problems with tens
of millions of unknowns as fast as a supercomputer
(costing $10 million to $20 million), the Laboratory
would benefit significantly.

One promising alternative to supercomputing is
parallel processing (also called "concurrent proc-
essing"), a method of computing in which two or
more tasks are done simultaneously rather than
sequentially. In 1985 we began designing and
building an array of processors to serve as a test
bed for new parallel processing schemes. The ar-
ray, called SPRINT, consisted of a reconfigurable
network of 64 transputers, each equipped with 128
kbytes of memory.. A specially designed and to-
tally electronic interprocessor connection panel
permitted almost arbitrary architecture (paths of
communication) among individual processors in

the network. An early and important result was
that with a suitable pattern of interconnections,
some algorithms such as simple matrix multiplica-
tion actually executed faster on SPRINT than on a
Cray X/MP. Tailoring the architecture of a multi-
processor computer to match specific algorithms
provided an extra degree of freedom in optimizing
performance as compared with most single-proces-
sor computers. We experimented with a variety of
algorithms and architectures and documented the
resultsA-

One numerical method that seemed particularly
well suited to SPRINT was finite-differencing. Fi-
nite-difference computer codes typically have
simple algorithms and logically regular grids. In
particular, efficient time-domain EM codes often
use finite-difference methods. Given the general
importance of EM computations to the Laboratory
and the suitability of finite-difference methods to
parallel processing, we began to consider making a
SPRINT-based computing engine for solving EM
problems «

In 1988, we implemented on SPRINT a simpli-
fied version of the in-house finite-difference EM
code TSAR. Due to the limited memory per
processor, this simplified version of TSAR lacked
important features necessary for useful simulations
of EMP effects—features such as the use of radia-
tion boundary conditions, the ability to use an EM
wave originating outside the computational grid,
and the ability to monitor arbitrary field compo-
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nents at arbitrary times and locations throughout
the grid. The only way to incorporate this missing
software was to expand the hardware.

In this article, we discuss three points. First, we
describe how we modified SPRINT by upgrading
the hardware. Then we summarize our implemen-
tation of the TSAR code to make, in essence, a com-
puting engine for solving EM problems. Finally,
we present the results of a large computation—the
coupling of an external microwave pulse into a
missile hull—to show the usefulness of the SPRINT
system in EM applications of interest to the Labora-
tory.

Figure 1. The SPRINT 2 chassis box contains a power
supply and eight boards with eight processors per
board. The engineer is holding a partially filled proces-
sor board, to show the layout of the components. This
LLNL-designed system uses less than 200 W of power
but runs about as fast as one processor of a Cray X/MP
in many useful applications. Not shown are the host
computer (a MicroVAX II) and the ancillary hardware
used for storing and displaying data.
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Progress

SPRINT 2

This year we completely redesigned and rebuilt
the SPRINT into a system we call SPRINT 2. We
replaced all of the transputer processors with
faster, floating-point T800 transputers and in-
creased the memory eightfold to | Mbyte per proc-
essor. Each T800 transputer is roughly equivalent
to 1.5 VAX 11/785 computers in terms of computa-
tional speed and word size. Using a 32 x 32 switch,
we redesigned and rebuilt the programmable inter-
processor connection system to permit more flex-
ible patterns of nodal connections and achieve
faster communications among processors. With the
new design, we can now effectively rewire the
network in less than a microsecond so that the
topology can be shifted quickly to any arbitrary
network of 64 four-port computers. We also de-
signed a plug-in board for future implementation
of high-speed direct graphics (40 Mbytes/sec).

As in SPRINT, each processor in SPRINT 2 has
its own memory module. There is no central shared
memory. Each transputer in SPRINT 2 has four
data links, a limitation imposed by the manufac-
turer. For any pair of processors to share data, they
must communicate via the data links. The data
links are asynchronous, full-duplex links capable of
transferring up to 20 Mbits/sec. In the language of
computer scientists, SPRINT 2 operates as either a
single-instruction-multiple-data (SIMD) machine
or as a multiple-instruction-multiple-data (MIMD)
machine. Processors operating in the SIMD mode
execute the same instruction simultaneously but on
different data. Processors operating in the MIMD
mode can execute independent instructions. MIMD
systems afford better division of labor than SIMD
systems for a fixed number of processors. Thus, on
a per-processor basis, SPRINT 2 shows more per-
formance than, say, a Connection Machine, which
is a strictly SIMD device.

A MicroVAX 1 serves as a controller for the
system. The MicroVAX partitions a given problem
among the processors, assigns the network topol-
ogy to the system, and performs limited post-
processing of results from SPRINT 2 if desired. In
addition, program development is performed on
the MicroVAX.

Figure | shows a photograph of SPRINT 2. The
unit, excluding the host computer, occupies about
3 ft; (0.1 m3) and requires no more power to oper-
ate than a pair of 100-W light bulbs. The low power
consumption results from the extensive use of
CMOS chips. The improved design has attracted



interest outside LLNL, and the Laboratory is inves-
tigating the possibility of transferring this technol-
ogy to private industry.

In cost and performance SPRINT 2 compares
favorably with other parallel processors that are
commercially available. Generally speaking, both
performance and cost scale linearly with the num-
ber of processors in a system. Thus, SPRINT 2 is
orders of magnitude faster and more powerful
than the simple one- or four-processor boards that
can be purchased commercially to boost perform-
ance of personal computers built by IBM or Apple.
On the other hand, it is correspondingly less pow-
erful than, say, Sandia Laboratory's 1024-node
hypercube! or a 65,000-node Connection Machine.
Advantages that SPRINT 2 has over the big ma-
chines are its low cost and, for us, its ease of use.
Standard Fortran and C codes can be implemented
easily on it. When configured in such a way as to
optimize performance for a specific class of prob-
lem, SPRINT 2 becomes a computing engine for
solving such problems.

Implementing the TSAR Electromagnetics
Code

TSAR is a finite-difference code that solves
Maxwell's equations of electrodynamics as a func-
tion of time in three spatial dimensions.. It uses a
cubic lattice of cells and a popular scheme of spa-
tiotemporal sampling in which, for each cell of the
grid, one electric field component is sampled at the
midpoint of each edge of the cell, and one magnetic
field component is sampled at the midpoint of each
face of the cell. The electric and magnetic fields are
updated at alternate half-steps in time. An impor-
tant feature of this arrangement is that the updat-
ing of a given field component requires informa-
tion only from nearest-neighbor cells in the grid.

The nearest-neighbor communication and the
nature of the offsets in sampling are the keys to
implementing TSAR on SPRINT 2. The local com-
munication ensures that all grid points assigned to
an individual processor can be updated on a given
time step, including those few points on the
boundary of the processor's domain, which can be
updated with data obtained from neighboring
processors. If global communication were required,
each processor would have to communicate with
every other processor. However, the SPRINT archi-
tecture is such that only nearest-neighbor commu-
nication is permitted between processors. Global
communication would require information to be
relayed across the network rather than passed di-
rectly, which would drastically slow the perform-
ance of the system.

New Initiatives

Adapting TSAR to run on SPRINT 2 required
very little specialized programming, since most of
the code was written in standard Fortran. Portions
of the code that were not standard were revised. To
partition a problem among the transputer arrays,
we wrote some programs that first subdivided the
grid into uniform pieces and then broadcast identi-
cal copies of the compiled version of TSAR to each
transputer.. For SPRINT 2, with its greatly in-
creased memory, we reinstated the features of
TSAR that the limited memory of the earlier
SPRINT had forced us to omit.

We tested the performance of our SPRINT 2
implementation of TSAR on several EM problems
that we had previously executed on other comput-
ers. These tests demonstrated that the code worked
correctly. On a 4-million-word problem, we found
that the full code required approximately o.s-0.9
msec per time step per field component per grid
cell to execute (including input/output). This is
roughly 2.5 to 3 times slower than running TSAR
on a single processor of a Cray X/MP. For a given
total problem size, the execution time diminished
in proportion to the number of processors being
used. Also, for a fixed problem size per processor,
the total problem could be increased without re-
quiring more real time to execute. Both of these
statements reflect the so-called "linear speedup”
that indicates near-ideal operation of a parallel
processing system, and they show that the time
spent on interprocessor communication was small
compared to the time spent computing.

Figure 2 illustrates how a grid might be parti-
tioned among several processors. As suggested by
the figure, the electric fields at the left boundary of
each processor are sent to the adjoining processor
to update the neighbor's boundary values of mag-
netic fields at half-integer values of the time step.
Conversely, the magnetic fields at the right of each
processor are sent to the adjoining processor to
update the neighbor's electric fields at integral
values of the time step. The figure depicts a grid
that has been cut like a loaf of bread into slabs. In
practice, we find it more efficient to cut the grid
like a potato into french fries. Therefore, we parti-
tioned our problems into an = X = array of long,
rectangular blocks. Furthermore, due to internal
symmetries in the TSAR code, we always operated
with an even number of points per processor.

Modeling Microwave Penetration Into a
Missile

To demonstrate the usefulness of our computer
system and software on a problem of practical
interest, we modeled the penetration of a micro-
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wave pulse into the autopilot/battery section of a
retired conventional missile, a Standard ARM
RGM-66D2X from General Dynamics... Computed
quantities included induced currents, power leak-
age, and instantaneous field contours. The mod-
eled section contained a battery pack, autopilot
electronics, gyroscopes, a wiring harness, and a

Processor coverage overlaps slightly

Processor
number
Partition Partltlon'lng
boundaries
boundary
' -3D grid
Node (/,/, K)

Figure 2. Example of partitioning a grid for the TSAR
code. Cell (1J,K) is an arbitrary cell at the grid bound-
ary common to two processors. The tangential electric
and magnetic fields (E and H, respectively) must be
shared by both processors. The expanded view of the
boundary shows that the electric and magnetic field
components associated with cell (1,1,K) are offset from
the corner of the cell, node (/,J,K), as discussed in the
text.

few smaller components. To simulate the rest of the
missile hull, we used two flat-bottomed, hollow,
cylindrical end caps abutting the modeled section
like open coffee cans with their bottoms against a
pipe. A one-cell-wide circumferential gap sepa-
rated each end cap from the autopilot/battery sec-
tion. The overall size of the object, including the
two end caps, was about 3 ft in length by 14 in. in
diameter. Spatial resolution of the model was 0.3
in. on a simple cubic lattice of half a million grid
points.

Figure 3 shows the autopilot/battery section of
the hull (without the end caps) and the wiring har-
ness. From the illustration, one can appreciate the
geometric complexity involved in modeling real
hardware. With present technology, the process of
digitizing a complex object often takes as much
human labor as the process of running an EM code.
The figure, which is computer-drawn from engi-
neering blueprints, depicts the parts of the object in
a fairly realistic way with smooth surfaces and
nonuniform spatial sampling. The representation
seen by our EM code has a more jagged, stair-
stepped appearance than Fig. 3 due to the cubic
arrangement of sample points.

Our simulated microwave pulse shape was the
time derivative of a simple Gaussian function, and
its duration was about 0.4 nsec. The plane wave
struck the missile section squarely from the star-
board side, with the electric field polarized parallel
to the axis of the hull. This provided maximum
coupling to the interior of the missile. Except for
the two circumferential slots between the end caps
and the body, all apertures in the autopilot section
were sealed shut, permitting us to investigate com-

Figure 3. View of selected components of the autopilot/battery section of a standard ARM missile, (a) Hull, (b)

Wiring harness.
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putationally the general effects of microwave leak-
age at body joints. Since the main purpose of this
work was to demonstrate the usefulness of a
method of performing EM calculations rather than
to perform a detailed simulation, we treated only
linear coupling. We normalized all results to an
incident field of unit peak electric intensity and
disregarded effects such as air breakdown near
sharp edges, which can be important at high field
strengths.

Figures 4 and 5 show the response of a wire in-
side the cavity. In applications such as estimating
vulnerability of systems to EMP effects, it is neces-
sary to compute how much current an EM wave
that leaks into an enclosure will induce on an inter-
nal wire. For this reason, it is important for EM
codes to have at least a crude capability to model
wires within bigger systems. The wire in this ex-
ample protruded 0.3 in. into the cavity from the aft
end cap and was L-shaped, with the longer portion
(7.8 in.) directed horizontally toward the incoming
beam. Figure 4 shows the calculated instantaneous
current induced at the base of the wire. The inci-
dent microwave pulse is shown in the inset. The
wire tended to ring thousands of times longer than
the duration of the incident pulse, due to a combi-
nation of undamped cavity and wire resonances.
These resonances appear as narrow spikes in Fig. 5,
which shows the spectral response function in am-
peres per unit electrical field amplitude (m/ohm)
obtained by Fourier-transforming the input pulse
and the instantaneous current shown in Fig. 4.

Figure - shows the net instantaneous power
entering the cavity and the accumulated field en-
ergy stored in the cavity as functions of time. To
determine the incident power, we integrated the
incoming electromagnetic flux (Poynting's vector
dotted into the inward normal) around the two
circumferential slots. We sampled Poynting's vec-
tor, which is the vector cross-product of the electric
and magnetic field vectors, at points coincident
with magnetic-field sample points and used linear
interpolation to compensate for the spatial and
temporal offsets between the electric and magnetic
field components. Specifically, we spatially aver-
aged the electric field and temporally averaged the
magnetic field. As the figure indicates, the electro-
magnetic energy in the cavity rose quickly, due to
the fast input pulse, but then it dissipated slowly.
This is because the model included no strong
damping mechanisms such as ohmic losses that
result from skin currents on the imperfectly con-
ductive surface of the hull. The slow bleed-off of
electromagnetic energy is consistent with the long
ringing of the wire shown in Fig. 4. We noted that

New Initiatives

Pulse shape of
incident wave

Time (nsec)

Time (nsec)

Figure 4. Calculated current induced in a wire inside
the missile case by microwave leakage through the
circumferential gap between each end plate and the
hull of the autopilot section. The incident pulse as-
sumed for the calculation (see inset) has a peak ampli-
tude of | V/m. The calculated ringing induced by the
subnanosecond pulse persists for microseconds due to
the model's lack of explicit damping mechanisms such
as skin loss. Current is measured at the base of the
wire.

1.0 1.5 2.0
Frequency, / (GHz)

Figure 5. Calculated spectral response to the microwave
pulse by a wire inside the standard ARM missile. The
resonant spike at 0.34 GHz is slightly below 0.36 GHz,
the fundamental resonance of a straight wire of identi-
cal length protruding from a perfect ground plane.
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the calculated induced currents on the exterior of
the missile tended to persist a long time, too. This
persistence occurred despite the fact that the exter-
nal skin currents can radiate their energy into free
space and so would be expected to damp quickly.
As a result of the persistent external skin currents,
energy tended to leak into the cavity even after the
microwave pulse had long vanished. This delayed
microwave penetration appears as weak oscilla-
tions in Fig. « in the plot of instantaneous power
entering the cavity of the missile. We suspect that
the persistent external currents of the calculation
are a numerical artifact due to imperfect boundary
conditions.

Figure 7 shows a pair of contour plots that rep-
resent lines of constant axial electric field as com-
puted by our code. The contours are stepped logar-
ithmically in bels (dB/10). Figure 7a, a top view,
shows a plane parallel to the direction of propaga-
tion of the incident beam. Figure 7b, a side view,
shows a plane perpendicular to the incident beam.

The large blank areas between contours are the
conductive portions of the object, which the field
cannot penetrate: the wire harness, the battery, and
the H-shaped hull formed by the shell of the au-
topilot section and its two end caps.

All of these TSAR computational results on the
ARM miissile required about 7 hr of processor time
on SPRINT 2, which was equivalent to about 2.9 hr
of processor time on a single processor of the
Cray X/MP using the TSAR program. We did
some of the postprocessing in parallel with the
main computation by using the MicroVAX host
computer of SPRINT 2. Because these post-
processing computations required less work than
the main calculation, they did not slow the per-
formance of the transputer array. The rest of the
postprocessing, such as Fourier-transforming and
plotting the data, we did later on a separate
VAX 6330 computer.

The biggest bottleneck in using SPRINT 2 for
large EM problems proved to be in entering the

Figure 6. (a) Calculated instantaneous power leaking into the missile section, represented by the spatial integral
of the electromagnetic energy flux (Poynting's vector) around the slots at the end caps of the missile section, (b)
Calculated electromagnetic energy inside the missile section, represented by the time integral of (a).

(a) Plane parallel to beam travel direction
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~~ (b) Plane perpendicular to beam travel direction
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Figure 7. Contours of constant axial electric field: (a) In a plane coaxial with the missile and parallel to the direc-
tion of travel of the incident microwave beam, (b) In a plane coaxial with the missile and perpendicular to the

direction of travel of the incident beam.
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initial data. Our missile required 300,000 integers
in order to define its structure. The MicroVAX host
could read the input data and partition it among
the 64 processors of SPRINT 2 at a rate of only
about one point per « msec, or 30 min for the entire
input array. We believe we can reduce the initiali-
zation time by a factor of three by revising our
input algorithm.

The output flowed much faster than the input.
This was partly because the amount of data coming
out of the processors on any given time step was
small compared to the amount of data required to
initialize the processors. At most, we extracted
8000 out of a possible 4 million values per time
step. The time required for output in this "worst
case" was five to ten percent of the total job time.

Future Work

As the performance of microprocessors im-
proves and the cost drops, the general trend to-
ward using massively parallel processing is ex-
pected to extend to many other types of technical
problems in addition to numerical simulations—
for example, to database management, data analy-
sis, and command and control. To explore the new
processing techniques, there will be a continuing
need for a test bed that will easily allow us to con-
vert existing software to a multiprocessing envi-
ronment. In addition, because the architecture of
parallel processor arrays continues to evolve, fast
and versatile ways to reconfigure the interconnec-
tions among processors will be necessary.

SPRINT 2, with its 64 transputers, readily reconfig-
urable interconnection network, and Fortran and C
compilers, is an ideal test bed already available to
users at the Laboratory for testing future concepts
in parallel processing.

In FY 90 we plan to continue using SPRINT
2 as a test bed, not only for EM problems but also
for a variety of other parallel computations. Prob-
lems we plan to attack include advanced modeling
of molecular dynamics for H-Division, cataloguing
and matching of human gene patterns for Bio-Med
Division, and possibly simulation of solid-state
electro-optical devices for Engineering Research
Division. Flopefully, this work will provide a step-
ping-stone toward "Cray on a wafer" technology of
the future, with hundreds or thousands of proces-
sors sharing a 4-in.-diam silicon wafer, performing
billions of operations a second at near room tem-
perature.

We also plan to improve the SPRINT 2 hard-
ware next year by adding high-speed (40-Mbyte/

New Initiatives

sec) video buffers that will allow us to pipeline
output from the processors to a graphics device as
fast as results are calculated. Finally, we will build
two different SPRINT-like arrays of transputers—
one to perform tomographic image analysis, and
one to demonstrate the feasibility of test-ban treaty
verification.

In summary, from 1985 through 1988 we de-
signed and built SPRINT and showed that it could
provide a cost-effective alternative to supercom-
puting in selected areas such as image analysis and
computed tomography. In 1989 we upgraded
SPRINT to SPRINT 2 and showed that it could
compete favorably with supercomputers as a com-
puting engine for EM problems. In the future, we
plan to continue to explore new applications for
inexpensive arrays of dedicated parallel proces-
sors. 1
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Scientific Database Project

Everett W. Wheelock

Nuclear Energy Systems Division
Electronics Engineering

The Scientific Database Project has developed a system architecture that uses a relational da-
tabase to integrate the elements of data management: data acquisition, analysis, display, and
archiving. The system architecture can be applied to almost all Laboratory experiments where
large amounts of data are acquired and manipulated, yet may be easily customized for specific
programmatic requirements. In FY 88 we developed a prototype system that could be modi-
fied for use on a variety of computer systems. In FY 89 we produced a template that is now

being used in several Laboratory programs.

Introduction

The new generation of digital data acquisition
systems being used at the Laboratory are increas-
ingly powerful, often able to acquire more informa-
tion in a single day than can be easily analyzed in a
month. Tracking and manipulating such large
amounts of data have become increasingly oner-
ous, raising such problems as:

* Cryptic data file names

- "UFDIS2.DAS"

* A lack of connections between related pieces

of data

- Raw data on a floppy disk

- Equipment settings in a hand-written

logbook
- Analytical results stored on a different
computer
» No easy way to sort and select data for analysis
» No data backup/archiving system.

The goal of the Scientific Database Project is to
develop a system architecture that relieves this
data management bottleneck by integrating data
acquisition, analysis, display, and archiving within
the framework of a relational database.l This sys-
tem provides a flexible and powerful method of
organizing and retrieving the data generated by
various Laboratory experiments.

The application program that implements this
general architecture is called "SciDB" and its prin-
cipal elements are:

» A relational database called INGRES, which is
used as a central data server

» Links to VIEW and SIG, signal and image
processing codes

» Links to data acquisition systems

* A pulldown menu interface designed for ASCII
terminals, which can be extended to the new
generation of bit-mapped graphics displays.

SciDB System Organization

The SciDB prototype currently runs on a VAX
organized as an independent set of modular sub-
systems. Figure | shows the major subsystems and
linkages. Access to the system is provided by an
easy-to-use pull-down menu. The core database is
implemented in INGRES, a commercial relational
database management system. Information flow to
and from the core database is handled by custom
linkage routines. These links automatically convert
data into a format that can be read by external data
acquisition systems and analysis codes.

The majority of the code is written in C to help
ensure cross-system portability. This and the
modular design permit us to modify and upgrade
the system easily as well as to customize it for spe-
cific applications. Care has been taken with the de-
sign of the menu to ensure that new and occasional
users may perform standard operations without
being overwhelmed by the system's complexity.
The interface also gives experienced users access to
the powerful features of the relational database for
special operations. On line help is available at all
times.

SciDB Data Model

Figure 2 shows a basic data model used to rep-
resent information within the database. In the
SciDB system, an "experiment" is the collection of
information pertaining to a single event. This gen-
erally consists of the equipment configuration,
equipment settings, administrative information
(experiment name, date, description, etc.), and the
data collected from the event. The experiment con-
figuration consists of a set of "datapaths." Data-
paths are a block diagram description of the topol-
ogy of a single source of information concerning an
event; i.e., the route "travelled" by a single "chan-
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Figure 1. SciDB System Architecture. The menu shown at the top center of the figure accesses INGRES, a com-
mercial database. The data that flows to and from INGRES is handled by custom linkage routines. These links
convert the data into a format that can be read by data acquisition systems and analysis codes. The dotted arrows
and circle on the right of the figure indicate a future natural language interface to the system.
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Figure 2. SciDB Data Model. The figure shows conceptual groupings of information that are represented as tables
in the core database. Analyzed data remains linked to original raw data and experiment information as indicated

by the dotted arrow.
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Figure 3. Conceptual model for the materials test and evaluation database (MTE/DB). Engineers begin by using
the database to generate an engineering test request (ETR), which lists the specimens to be tested and the tests to
be made. A technician then calls up the ETR from the database and configures the hardware that will record the
raw data. Next the tests are made and the database is used to transfer the raw data from the test station to the
MTE section's MicroVAX, where datafile header information is stored in database tables. The datafile itselfis
copied to archive storage. Throughout this process the MTE database tracks the specimens, tests, hardware
configuration, and datafiles for later searching, sorting, and analysis. Subsequent analysis data can be stored in
the database and linked back to the original ETR, test, or specimen.

nel" of raw data through transducers, cables, dig-
itizers, etc. As the figure shows, some items in the
datapaths (for example, digitizers) may require
parameter settings. These settings are tracked
within the database and are linked to all the raw
data produced from a given experiment. Data
selected from the database may be analyzed and
the results returned to the database linked to the
original raw data.

In relational database terms, the data model is
decomposed into a set of normalized relations
(tables) which may be operated upon by relational
algebra implemented through the database query
language. The two query languages offered with
INGRES are QUEL and SQL. These database que-
ries may be embedded in custom programs, on-
screen forms, or may be entered directly in an ad-

hoc fashion. The base relations are designed in
such a way that the data model may be extended in
a straightforward manner, without extensive data-
base redesign. This ability allows us to easily cus-
tomize the system for specific projects, while pre-
serving the generic application.

Operation

As an example of actual use, an experimenter
may call up information on a previous shot from
the database and use that as a default for a new
shot. After making any necessary parameter modi-
fications to the default, the experimenter can auto-
matically format and transfer the setup to the data
acquisition system, where the new experiment is
performed and raw data collected. This raw data is
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then automatically imported into the database
where it can be selected for analysis by a variety of
analysis codes. All analysis results can be stored in
the database, with "threads" linked to the original
raw data and experiment information. At any
time, the results of database operations may be
output as hard copy, using a powerful report gen-
erator.

Progress

In FY 89 two Laboratory groups began to use
our relational database. The first group uses our
system to analyze data accumulated in the Em-
peror and Anechoic Chamber facilities. The second
group tracks raw waveform data through various
analysis steps mainly involving the signal process-
ing program SIG.

Future Work

We are currently designing a database (Fig. 3) to
support Materials Test and Evaluation, a group in
Engineering that studies the mechanical properties
of materials. This work marks a significant expan-
sion of our database support; specifically, it will be
the first time that we will have used ORACLE
rather than INGRES as the core database. OR-
ACLE is a structured query language (SQL)-com-
pliant commercial relational database with features
similar to INGRES; it is increasingly being used at
LLNL and within the DOD community. The two
are the main contenders in the commercial rela-
tional database market and we now have the abil-
ity to support both of them.

This database also has a significant advantage in
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that users who are not database specialists can use
their Mac personal computers as front end devices
to access user interface, graphics, and local data-
base processing; meanwhile the VAX back end will
continue to perform complex database queries and
batch processing.

Summary

The SciDB system provides numerous advan-
tages to experimental programs:

* Speeds up the process of acquiring and analyz-
ing data through the use of defaults and prior
setups.

» Makes the overall acquisition/analysis process
easier by linking separate parts of the system
into an integrated whole.

* Reduces the chance for human error by auto-
mating time-consuming manual data format
translation.

* Maintains data integrity by tracking and archiv-
ing all the information related to an experiment.

* Perhaps most importantly, it provides a means
of identifying data interrelationships, which
might otherwise go unnoticed, by organizing in-
formation clearly and logically in a relational
database.

The system is becoming a valuable component
of the standard data acquisition/analysis cycle. It
will support two of the main contenders in the
commercial database market, INGRES and OR-
ACLE, and is being extended to support personal
computer front ends.1

1. E. Wheelock, "Scientific Data Management," an
article in the Thrust Area Report FY 88, Lawrence
Livermore National Laboratory, Livermore Calif.,
UCRL-53868-88 (1988).



An Expert System for Tuning
Particle Beam Accelerators

Darrel L. Lager, Hal R. Brand,
and William J. Maurer
Engineering Research Division
Electronics Engineering

We have developed an expert system that acts as an intelligent assistant to operators tuning a
particle beam accelerator. The system incorporates three approaches to tuning:

*Duplicating within a software program the reasoning and the procedures used by an opera-
tor to tune an accelerator. This approach has been used to steer particle beams through the
transport section of LLNL's Advanced Test Accelerator and through the injector section of the

Experimental Test Accelerator.

*Using a model to simulate the position of a beam in an accelerator. The simulation is based
on data taken directly from the accelerator while it is running. This approach will ultimately be
used by operators of the Experimental Test Accelerator to first compare actual and simulated
beam performance in real time, next to determine which set of parameters is optimum in terms
of centering the beam, and finally to feed those parameters to the accelerator. Operators can
also use the model to determine if a component has failed.

*Using a mouse to manually select and control the magnets that steer the beam. Operators
on the ETA can also use the mouse to call up windows that display the horizontal and vertical

positions of the beam as well as its current.

Introduction

Particle beam accelerators are large, complex
systems that must be operated by people rather
than machines to be effectively controlled. When
machines have been used to control such systems
in the past, they have frequently failed, usually
because the conventional approach of feedback
control using a numerical model of the system has
failed. This failure occurs because the system is
strongly nonlinear, continually changes due to
component failures, involves physical phenomena
for which satisfactory models have not been de-
rived, and may be so complex that it is simply too
expensive to derive the model.

Despite these problems, individual operators are
able to run such complex systems effectively. The
operators appear to have a set of small, rule-of-
thumb (heuristic) models for the various compo-
nents of the system, and to know how to manipu-
late those components to achieve the desired control.

In an attempt to duplicate the expertise of opera-
tors of large accelerators, we have developed an
expert system called MAESTRO (Model and Expert
System Tuning Resource for Operators) that mod-
els the procedures involved with tuning such accel-
erators and with fixing them when components fail

(a frequent occurrence). MAESTRO is a software
program that blends physics models of the system
and operator heuristics. We chose the MAESTRO
acronym to emphasize the metaphor of a conduc-
tor unifying and coordinating the activities of con-
trol, diagnostics, physics models, and post-run anal-
ysis—all activities that are critical to the success of
physics experiments. Traditionally those activities
would have been separated, and different people
within different groups would have been respon-
sible for them. However, one of the advantages of
MAESTRO is that is imposes unity and consistency
on the system while it is also helping operators tune
the system more efficiently. As an example of the
latter, operators can make much better informed
control decisions because they can observe the sim-
ulation while the machine is running. Also, physi-
cists can quickly gain insight into a particular phe-
nomenon and make appropriate changes to the
model because discrepancies between the model
and the machine are more readily apparent.

Particle Beam Accelerators
A particle beam accelerator is a device that accel-
erates electrically charged atomic or subatomic par-

ticles, such as electrons, protons, or ions to high en-
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ergies. Laboratory researchers «se accelerators to
study high-energy physics problems that arise in the
Weapons, Beam Research, and Magnetic Fusion Pro-
grams. We have focused our efforts on two accel-
erators, the Advanced Test Accelerator (ATA) lo-
cated at LLNL's Site 300, and the Experimental Test
Accelerator (ETA) located at the Laboratory itself.

The ATA is the more complex of the two and
consists of an injector, an accelerator, a transport
section, an emittance selector, a tuning dump, an
achromatic jog (a-jog), and a wiggler. The injector
produces a pulse of electrons and injects it into a
beam pipe, an evacuated pipe a few inches in di-
ameter running the length of the machine. (A
beam pipe with its associated components is called
a beam line.) The accelerator section increases the
energy of the electrons in the beam pulse up to
about 50 MeV. An alignment laser guides the
beam through the accelerator section and delivers
it to the transport section. The transport section
steers and focuses the beam into the emittance se-
lector which "strips off" the electrons with unde-
sired energy. A bending magnet directs the beam
either to the tuning dump which absorbs the en-
ergy in the beam while the operator is tuning, or to
the a-jog which moves the beam onto the wiggler
beam line. The wiggler couples energy from the
electron beam into another laser beam, greatly in-
creasing the energy in the laser beam. A typical
experiment is to deliver an electron beam into the
wiggler and investigate its characteristics for pro-
ducing gain in the laser beam.

The ETA is somewhat simpler than the ATA and
consists of an injector, an accelerator, a transport
section and a wiggler. One of the differences be-
tween the two is that the ETA accelerator increases
the energy of the electrons in the beam pulse to
only ~ -« MeV, without using laser guiding. An-
other difference is that the wiggler couples energy
into a microwave beam, increasing the energy of
the beam. In a typical experiment the ETA pro-
duces high-power microwaves that heat a magnetic
fusion plasma. Both accelerators have a variety of
diagnostic devices that determine the beam's posi-
tion within the pipe and its energy distribution.
Both systems also have ancillary components (vac-
uum pumps, safety systems, cooling systems, and
pulsed power systems) in their beam lines, further
increasing their complexity.

Tuning
The goal when tuning an accelerator is to pro-
duce a beam that has the desired temporal and spa-

tial energy and charge distributions required for a
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given experiment. The optimum distribution or
"beam profile" is depicted in Fig.l, where the beam
pulse traveling down the beam pipe is on center
within a few millimeters, all the electrons have uni-
form axial velocity and zero transverse velocity,
and all are uniformly distributed within the pulse.
In reality the beam has nonuniform velocities and
is subject to a variety of instabilities, causing it to
disperse at the nose and tail. (A common instabil-
ity is a corkscrew, named for the spiral shape as-
sumed by the beam.) Serious instabilities cause the
beam to break up or strike the wall of the beam
pipe.

Figure 2 shows the devices used for tuning the
beam line. The beam bugs shown at the left of the
figure are diagnostic devices for determining the
beam position and current profile. A beam bug
produces three oscilloscope traces as the beam
pulse passes through it, one for the current, one for
the x-position, and one for the y-position. The op-
erator determines if the beam has the desired axial
charge distribution and total charge by observing
the current waveform. The position waveforms
give the beam position along the horizontal (x) and
vertical (y) transverse axes of the pipe. Video cam-
eras record the light emitted when the beam strikes
foils inserted into the beamline. The resulting im-
ages give information on the transverse distribu-
tion of the beam pulse and are used to determine
the beam focus.

Steering magnets change the direction of propa-
gation of the beam. It requires a pair of steering
magnets a certain distance apart to displace the
axis of propagation without changing the direction.
The first changes the angle of propagation and the
second compensates for the angle introduced by
the first. Quadrupole magnets focus the beam and
have the usually undesirable side effect of steering
the beam when it enters off-center. A general rule
of thumb is to keep the beam on-center through the
quadrupoles to suppress the unwanted steering.

Complications

The tuning task is complicated by things the op-
erator can readily adapt to, but are difficult for
computers to deal with. Since the machine is made
up of a large number of components, and since
many of them are highly stressed state-of-the-art
designs operating at high voltage and high current,
there are random failures in the hardware every
day. Common occurrences are power supplies
failing and the alignment laser drifting out of posi-
tion. Less often magnets will short- or open-circuit.
The operator handles these by periodically observ-
ing the status of the machine. If they cannot cor-
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or grows more complex, as the operators learn
more of its idiosyncrasies, or as more is understood
about its physics. In the first approach, called
"cloning the operator," we encode as faithfully as
possible the procedures and reasoning followed by
the operator. This was the approach taken for tun-
ing the ATA because it was not possible within the
allotted time to develop an accurate model for the
beamline. A disadvantage of using only this ap-
proach is that operators may not be able to develop
successful procedures for the far more complex
machines being designed, such as the supercon-
ducting supercollider.

A second approach, model-based tuning, simu-
lates the beam propagating through the sections of
the machine. The most notable aspect of this ap-
proach is that the model is hooked into the actual
system and is running at the same time the ma-
chine is running, so the simulation is based on
measurements that are being made by the machine
at the moment the machine is making them. This
approach allows the operator to compare the simu-
lation with the actual beam position, to choose an
optimum set of parameters for centering the beam,
and to download those parameters onto the real
machine at a substantial savings in time. The dis-
advantage is that it may not be economically fea-
sible to develop a sufficiently accurate simulator,
either because the machine may be too complex or
because it changes too often due to component fail-
ure.

The third approach is to tune the system manu-
ally, but provide the operator with more powerful
tools for tuning the machine. For example, this
might take the form of displays derived from the
raw data or different interfaces that make it easier
to control the machine. The goal is to achieve a
blend of these approaches that minimizes the time
required to tune and maximizes the time available
for performing physics experiments. Each of these
approaches is discussed below.

Actually, no matter which approach we stress.

we will always need the manual approach because
operators will almost always have more knowl-
edge of the machine than is economically feasible
to encode into a computer program. Moreover,
they can take into account information that may
not be readily accessible to the computer such as
the "sound" the machine makes when it is not run-
ning quite right. They may also be able to instantly
diagnose a failure because they remember what
happened when that same situation arose on a ma-
chine they were tuning -o years ago.

Cloning the Operator

The operators of the Lab's accelerators go
through a set of procedures when their machines
are first powered up. The procedures reflect two
different kinds of reasoning by the operator. In the
first instance, the operator is concerned with the
overall tuning of the machine ("global strategy").
Global strategy is made up of many lower-level
"local strategies" that are each concerned with the
tuning of a small section of the machine.

When operators are performing a local strategy,
they reason about components upstream (opposite
the direction of propagation) and downstream
from a chosen diagnostics device. For example, as
shown in Fig. 3, when steering through the trans-
port section, the operator observes the trace data
and determines there is a position error at a bug.
He reasons about the devices downstream and de-
cides whether it is desirable to correct the error at
this bug or to ignore it and examine the next bug.
He reasons about devices upstream to decide
which can be used to correct the error. He usually
chooses a steering magnet and changes its field
strength until the position error is zero.

In pseudo-English form this strategy can be de-
scribed as:

Walk the bugs of the transport section moving

downstream from the one nearest the injector —

downstream

Figure 3. The operator reasoning about devices upstream and downstream from a bug.
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Figure 1. Beam profile while tuning.

Figure 2. Components affecting tuning.

rect the problem, they modify their tuning strate-
gies and attempts to tune anyway until the prob-
lem is fixed.

The operator must also deal with unreliable di-
agnostics data. There is a high shot-to-shot vari-
ation in the characteristics of the trace data. There
are also bad shots when the machine misfires that
must be ignored entirely. As a result, the operator
observes several shots and determines an "aver-
age" of the beam characteristics. He will also de-
vote one beam bug to watching the beginning of a
section so he can determine if changes in the bug
he is observing are caused by his tuning efforts or
by changes in the beam characteristics at the input.

Since these accelerators are research tools the
hardware is often reconfigured. Generally, the
changes involve adding or deleting components,
moving existing ones to different places, or chang-
ing the relationships among them (e.g., connecting
magnets to different power supplies). Another
way the configuration can change is that during a
run the beam may be directed down different beam
pipes to do a desired experiment. The operator is
usually told of the changes at the beginning of a
shift and readily adapts to the differences. How-
ever, the expert system had to be designed with an
interface that could tell it about the changes and
could verify that the MAESTRO representation re-
flected the true machine.

Another complication the operator easily adapts
to is that the machine is not built exactly as de-
signed. Beam bugs may be installed with their
measurement axes rotated away from perfectly
vertical or horizontal. The operator simply realizes
this and instead of just using the x-axis knob to

change beam position they will vary both x and y
to do it. They will also move a knob and if the
beam steers in the wrong direction, they will
merely move the knob the other way. The compo-
nents are also imperfect so they all need calibration
curves. The operator easily deals with these prob-
lems because much of the tuning is aimed at
achieving a position equal to zero (on center).
However a model needs more precise knowledge
than an operator of the calibrations, positions, and
orientations of the devices if it is to compute a de-
sired change in one step (an operator can deter-
mine a change experimentally).

Finally, the machine does not measure the same
way from one day to the next, even when all the
hardware is unchanged. Various critical aspects of
the machine are impossible to measure with suffi-
cient accuracy. For example, the ion gauges that
measure the vacuum profile along the beam path
are not sufficiently accurate. As a result the ben-
zene profile is not the same as before and the
propagation of the beam through the benzene is
slightly different. The physics of transport of a
beam through benzene are not well understood, so
it is extremely difficult to compensate for the meas-
urement system by modeling. The operator has
evolved tuning strategies that are relatively insen-
sitive to these phenomena.

Expert System Techniques

MAESTRO blends three distinct tuning ap-
proaches to achieve better performance than any
single one alone. A trade-off among these ap-
proaches can be made as the machine is modified

9-15



An Expert System for Tuning Particle Beam Accelerators

has been more of an opportunity to get onto the
system and model the various components. Conse-
quently, this fiscal year we are much closer to a
tuning model of an accelerator.

Making use of such a model involves two dis-
tinct phases. The first is the "commissioning"

X

Figure 4. Variation of x and y beam positions as the
vertical and horizontal steering magnets are swept
through a range of values.

Figure 5. Variation of x and y beam positions as the
solenoidal field is varied through a range of values.
The solenoidal field causes the beam to spiral as it
passes through the magnet. As a result, varying the
field causes the locus of points representing the beam
position to assume a spiral shape. The spiral becomes
tighter as the field increases.
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phase; during which the simulator is matched with
the real accelerator by measuring what effect each
component has on the beam. This phase forces
proper bookkeeping because the effect of each
component on the beam trajectory must be calcu-
lated accurately for the model to work. Any rota-
tions, tilts, offsets, and miscalibrations must be
eliminated or incorporated into the model during
this phase so the simulator and real machine pro-
duce the same beam trajectory.

As part of the commissioning phase we have
developed procedures to measure various beam
parameters. For example, we measure the effects
that steering magnets have on beam position by
sweeping horizontal and vertical steering magnets
through a range of values, producing the cross-
shaped pattern in Fig. 4. Similarly, we measure the
effects that solenoid magnets have on focus by
sweeping through a range of settings, producing
the spiral-shaped pattern shown in Fig. 5. We have
started the commissioning phase on the injector
section of the ETA accelerator and have chosen the
smallest subset possible: one magnet followed
immediately by a beam-bug. Once the effects of
these components have been measured, we will
commission the remaining injector magnets and
then proceed down the accelerator beginning with
the first ten-cell set. Once we are finished with the
accelerator, we will tackle the remaining beam
lines.

As discussed above, during the commissioning
phase we bring the simulation model and the
accelerator into relative agreement. In the second,
operational phase we can actually begin to tune the
accelerator and diagnose failure. To tune the
accelerator, the first step is to turn the system on
and measure actual beam position in the
accelerator. Given these measurements, the initial
beam energy, and the commissioned model we can
estimate the launch conditions of the beam—its
initial position and transverse velocities (denoted
as x, X', y, y'). These conditions are estimated by
fitting the measured data to simulated data and
then varying the launch conditions to get the best
fit. Finally, we can use a nonlinear parameter
estimator (part of the simulation model) to select
tuning parameters that will center the beam.
Obviously, a very large number of tuning parame-
ters are available. Initially, an experienced opera-
tor will select a subset of these for tuning, and iter-
ate the process with different subsets. Eventually,
the operator's knowledge and experience will be
encoded into an expert system that will select the
subset of tuning parameters and will decide how
much iteration is necessary.

When the simulation model and the accelerator



if the position error at a bug is too large and the

error can't be ignored

then reduce the error to zero by tweaking the

steering magnets upstream

if there are none, align the laser

if there are two with no quadrupole
between them, use them as a pair

if the first upstream steerer is too close, use
the second one upstream

otherwise use the first upstream steering
magnet.

Note that this strategy is relatively unaffected by
component failures, since a failed component is
simply deleted from the beamline and is no longer
considered as an upstream or downstream compo-
nent.

The global strategy is concerned with properly
applying local strategies, based on the present state
of tune of the machine. The guiding philosophy is
"focus and steer the beam but don't put the beam
into the wall." Given that philosophy, the opera-
tors first check each major section of the accelerator
to see if the beam has arrived from the previous
section. If it has not, the operators go back to the
previous section and use a coarse steering tech-
nique to get the beam through the section. Once
the beam has made it all the way to the tuning
dump (that portion at the end of the accelerator
that can absorb the full energy of the beam without
disrupting the system or damaging components),
the operator goes back to the begining of the trans-
port section and meticulously centers the beam
while monitoring the beam current at the tuning
dump.

We have encoded the local strategies followed
by the operator in a representation we call a Moni-
tored Decision Script (MDS). An MDS is an exten-
sion of the notion of scripts introduced by Schank.
Scripts are used to represent step-by-step proce-
dural knowledge. The canonical example is the
script for eating at a restaurant — first you are
seated, then you order, then you eat, then you pay,
and then you leave. These things have to be per-
formed in order, but exactly what is done at each
step is decided when you visit a particular restau-
rant. We use the Script part of an MDS to repre-
sent the procedures involved in performing the lo-
cal strategies. The Decision part of the MDS name
comes from the decisions that must be made when
errors are detected (for example, when a magnet
doesn't respond to a request to change its field
because the supply connected to it has failed). The
Monitor portion of the name comes from monitors
that are periodically examined to check the health
of the system. This emulates the behavior of the
operator, when he periodically checks to see if, for
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example, the laser alignment has drifted off posi-
tion.

To implement the global strategy, we have writ-
ten a number of separate MDSs that are grouped
according to what state the accelerator is in; that is,
whether the accelerator is in the start-up, coarse, or
fine-tuning states. One of these states is listed in a
so-called pre-condition field of each MDS. Each
MDS also contains a post-condition field, within
which is listed the result of successfully executing
the MDS. For example, if a particular MDS has a
pre-condition field that lists initial start-up, then
the post-condition field would state that the beam
has reached the tuning dump. We have also devel-
oped an Al program called an inference engine to
manipulate the MDSs and perform the global strat-
egy. The engine first checks to see which state the
accelerator is in; next, it matches that state with one
of the MDSs that lists the state in its pre-condition
field; next, it selects one of these MDSs and exe-
cutes it. Executing the MDS puts the machine in a
new state (not necessarily the one listed in the post-
condition), then the cycle of match, select, and exe-
cute is repeated until the accelerator is tuned.

We applied the MDS and inference engine pro-
grams to the problem of centering the beam in the
transport section of the ATA accelerator. Our ini-
tial approach was to decompose the steering prob-
lem into two simpler, decoupled problems;
namely, centering the beam in x, then y. We
thought this was possible because our system had
"knowledge" of the beam bug rotation angles and
other information that would enable decoupling
the x and y steering. Unfortunately this approach
was unsuccessful because there was coupling be-
tween the vertical and horizontal steerers that we
were unable to represent given our time con-
straints. Instead we modified our approach to
more faithfully incorporate the strategy used by
the operator. This was performed in two phases.
In the first phase we diagnosed a pair of steerers
and determined which more strongly influenced
the x position and which the y. In the second
phase we centered the beam using the steerers by
repeatedly halving the error in X, then y, using an
optimization algorithm.- This approach success-
fully automated the centering of the beam.

Model-Based Tuning

For the ATA discussed above, we chose to clone
the operator as the best way to automate the sys-
tem, given the complexity of the accelerator and
the limited amount of machine time available to us.
For the ETA we chose to model the system because
the ETA is less complex than the ATA and there
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go out of relative agreement (due to component
failure), the model can be used to find those re-
gions within the accelerator where there is still
agreement. For a single component failure, there
will be two regions of agreement roughly sur-
rounding the failed component. From this infor-
mation, a list of suspect components can be com-
piled. With the aid of an expert operator (or even-
tually, an expert system) a number of possible fail-
ures can be proposed. The nonlinear parameter es-
timator is then used to estimate both the magni-
tude of the proposed error and the improvement in
the model's predictive ability, given the proposed
error and the data currently available from the ac-
celerator sensors. With this information, many
proposed errors can be rejected because either the
magnitude of the error is beyond reasonable limits,
or the improvement in the model by the addition
of the error is too small.

In the ideal case, one is left with only one rea-
sonable error. In the other cases, one is normally
left with only a few possibilities. Beam redirection
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experiments can then be performed to further
isolate the accelerator-model discrepancy. Selec-
tion of these experiments will initially be done by
experienced operators, but will eventually be
included within the expert system's capabilities.
When the problem is finally found, then the
accelerator can be fixed and/or the model can be
updated with the (fit) error information, and tun-
ing can proceed as before.

In conclusion, model-based tuning promises to
put more science into the art of tuning and lead to
a more rigorous understanding of the machines.
The model enables operators to "see" the effects of
their tuning in the regions between (not covered
by) sensors. Given sufficiently accurate models, it
should be possible to determine a set of parameters
that will change the present state of the machine to
a desired (tuned) state in a single step. Experi-
ments can be performed off-line using the model to
determine, for example, the effects of adding new
components to the beamline at far less expense than
would be the case if the real machine were used.

Machine InUm-ogation & Control Inlerface (MIC1)

(@ j

) ]

Figure 6. Screen dump of the windows associated with the manual interface to MAESTRO. The windows are: a)
simulated beam position vs distance down beamline. The x position is the thin line and y is the thick line; b)
icons depicting the components according to their positions in the beamline; ¢) power supply control window; d)
scope display showing the I, x, and y waveforms from the selected beam bugs; e) field strength vs distance down
the beam line for the solenoids, horizontal steerers, and vertical steerers.
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Manual Interface

The manual interface for MAESTRO is shown in
the screen dump in Fig. «. The interface consists of
several windows that become visible on the screen
as necessary. The Machine Interrogation and Con-
trol (MICI) window is the main one for interacting
with the system. It consists of two panes, one
above the other. The top pane displays the output
from the simulator, showing the horizontal beam
position as a thick line and the vertical position as a
thin line. The lower pane shows a set of icons de-
picting the components in the beamline. The loca-
tions of the icons and their shape are derived from
the information describing the beamline in the
MAESTRO knowledge base. Components added
to the beamline are automatically included in the
MICI display once the information has been added
to the knowledge base.

The operator controls the magnetic fields by po-
sitioning a cursor over an icon with a mouse. Click-
ing over a vertical steering magnet icon, for example,
causes power supply control windows to become
visible below the MICI window (Fig. ). By click-
ing the mouse as the cursor is positioned in the win-
dows we can increase or decrease the current in the
appropriate power supply by a given increment.

The Scope Display window is used to control
and display data acquisition. Clicking the mouse
over the appropriate label in the window causes
data to be acquired and displayed as a set of three
traces in the window: the time history of the beam
current, x position, and y position. The actual loca-
tion of the beam within the pipe is derived from
the trace data after accounting for sensor misalign-
ment and is displayed in the circular "bulls-eye"
displays in the upper part of the window.

There are other windows that display additional
derived data. A "position display" window shows
a value vs position down the beam line. A "bug-
walk," for example, makes position displays that
show peak current, x position, and y position at the
locations of the beam-bug position monitors along
the beamline. Similarly a "magnet-walk" shows
the fields at the centers of the magnets vs their lo-
cation in the beamline. Three magnet walks ap-
pear in Fig. - showing the solenoidal fields (labeled
PD-B), the horizontal steering fields (labeled PD-
H), and the vertical steering fields (labeled PD-V)
vs distance down the beamline.

There are also windows for displaying historical
data. Clicking the mouse over a beam bug icon
causes a "shot history" window to appear. By
clicking the mouse over buttons on the window the
operator can view all the oscilloscope traces ac-
quired by that bug during that day's run.
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Future

We are planning to improve the shot history
mechanism so that it can not only manipulate
past shot data but also past machine configura-
tion data. For example, we want to have the abil-
ity to re-do the signal processing with different
control parameters. We also want to be able to
ask such questions as, "During the last three
months what was the highest current magnitude
measured when the machine had the long colli-
mator installed?" Our approach is to develop an
unstructured database based on the artificial in-
telligence representation scheme known as a se-
mantic network.

We are also developing the ability to acquire
image data from cameras observing the beam strik-
ing foils inserted into the beamline. We will ap-
ply image understanding techniques (the ability of
an Al program to interpret orjudge a visual image)
to determine the position and focus of the beam.

Summary

The MAESTRO software environment was de-
veloped to function as an intelligent assistant to
an operator who must tune complex systems such
as particle-beam accelerators. It incorporates
three approaches to tuning. The "cloning the
operator” approach uses an inference engine and
the MDS representation to encode the strategies
and reasoning followed by the operator. The
model-based approach makes use of a beamline
simulator and a nonlinear least squares parameter
estimator to first "commission" the model and
then determine optimum tuning parameters. The
third approach lets the operator perform tuning
manually and provides him with displays that
easily let him determine the machine status. Fi-
nally, a history mechanism lets the operator view
past data to compare the present tune with ones
previously obtained.
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Interactive Volumetric Visualization

Brian K. Cabral and Chuck W. Grant

Engineering Research Division
Electronics Engineering

During FY 89, we developed two volume-visualization computer programs, VRENDER and
CELL-TRACER, for displaying three-dimensional (3-D) scalar field data. These tools enable
researchers throughout the Laboratory to visualize both experimental and simulated 3-D data.
While the two tools use completely different technologies, they both render transparent views
of 3-D scalar fields. These transparent volumetric views are critical to understanding the

internal structures of 3-D data sets.

Introduction

Scientists at LLNL are beginning to measure and
model 3-D phenomena. Traditional 2-D surface
plots or cutaway views of this type of data provide
a very limited insight into the actual 3-D structure
of the data. Using the traditional 2-D techniques,
scientists are forced to build 3-D visualizations in
their heads, a task which may be all but impossible
due to the complexity or unfamiliarity of the data.

The Advanced Visualization Research Project
(AVRP) has developed two true 3-D or volumetric
visualization computer programs. These algo-
rithms allow the user to see into 3-D volumes by
controlling the graphical rendering processes, in-
cluding both the orientation of the data to be dis-
played and the color and transparency of various
parts of the scalar field. In this way, the user can
peer into various parts of the data. Once the user
finds a particular rendering that best visualizes the
data, an animation can be readily computed and
recorded.

VRENDER and CELL-TRACER are both written
in the C programming language, and run on a
large variety of machines. Both programs accept
very general types of 3-D scalar field data. The
machine-independence and generality of the pro-
grams make them readily applicable to a large
number of scientific uses.

Progress

In the past, all of the volumetric rendering done
at LLNL was performed using expensive, one-of-a-
kind systems. This made it highly impractical for
programmatic efforts to systematically exploit this
technology. In FY 89, we have taken the first steps
to alleviate this problem. VRENDER and
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CELL-TRACER, our two new machine-independ-
ent volume rendering tools, go beyond previous
capabilities not only in terms of portability, but
also in terms of performance and visualization
power.

Why did we develop two different volume ren-
dering programs? The two programs, while pro-
ducing similar results, use completely different
rendering algorithms, which embody different
compromises between performance and generality.
As we will see, VRENDER renders volumes much
faster than CELL-TRACER and any other known
proprietary volume Tenderer. CELL-TRACER, on
the other hand, is more general and makes it easier
to experiment with new rendering techniques and
different data types. The two programs are com-
plementary weapons in our arsenal of data visuali-
zation techniques.

VRENDER

VRENDER uses volumetric compositing tech-
niques to render semitransparent images of 3-D
data on orthogonal grids. The volumetric data is
read in and traversed in a back-to-front order as
determined by the volume's orientation with re-
spect to the viewer. The orientation is user-speci-
fied, as are the color and opacity values to be used
in the rendering process. As the data is traversed,
it is colored and shaded; this process is controlled
by the user-defined parameters. The resulting
colored data values are then composited into the
image, and algorithms then compute the next near-
est voxels or data elements. This process is done
entirely with integer arithmetic, resulting in a very
fast algorithm. Figure | shows an example of this
process, a volumetric image of red blood cells.

VRENDER uses a number of powerful volume
manipulation routines, which when combined as
described above result in an extremely portable



and fast volume rendering tool. The same tech-
nique can be used as a preprocessing step to put
shadows into the volume. The power of the tech-
niques used in VRENDER open a vast array of
possibilities that have yet to be explored for deal-
ing with volume data.

Figure 1. Volumetric image of red blood cells proc-
essed by VRENDER. This algorithm rapidly renders
color and opacity values and even specular highlights.
Data gathered by F. Waldman; rendering performed by
C. Grant and M. Allison.
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CELL-TRACER

CELL-TRACER uses ray tracing techniques to
create semitransparent images of 3-D data on an
orthogonal grid. The name is derived from the
algorithmic technique used to render the data.
CELL-TRACER shoots a ray into the bounding box
of the volume of the data. It then traces from cell
to cell (a cell is made up of eight vertices) along the
path of the ray (see Fig. 2). As it traces the ray, it
gathers color and transparency information as a
function of the data at the various points along the
ray. These color and transparency values are
summed until the ray either escapes the volume or
until the resulting transparency value is opaque.
This integration process is very similar to x-ray
radiography. The difference is that CELL-TRACER
permits color and transparency to be altered as a
function of the raw data. This allows the scientist
to highlight areas of interest and then color them in
a way that is particularly meaningful to the prob-
lem being studied. Figure 3 shows a volume ren-
dering of a computational fluid dynamics problem.

Since CELL-TRACER does all of its work in
floating point arithmetic, it is slower than VREN-
DER. It does, however, provide extra flexibility.
For instance, perspective comes "for free" by the
very nature of the ray tracing process. Extra accu-
racy is achieved by using floating point arithmetic,
and interpolation can be done on the fly if more
visual resolution is needed. Lastly, the ray tracing

Figure 2. Example of a cell traced by data-gathering ray in CELL-TRACER. Color and transparency values are
summed over all cells traversed by a ray to assemble information to be integrated into an image.
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Figure 3. A CELL-TRACER volume rendering of a
computational fluid dynamics problem. Information
from a very large array of data points is assembled into
an easily-understood image, describing the behavior of
a complex physical problem. Data courtesy of John
Bell.

technique lends itself more readily than VRENDER
to algorithmic experimentation. For instance, it is
easier to extend ray tracing to operate on other
data types, such as solid geometry. Such exten-
sions are more difficult with the VRENDER algo-
rithm.

9-24

Future Work

There are two directions for our future work in
the area of volume visualization. First, we plan to
make the tools easier for investigators to use with-
out expert intervention. Second, we intend to ex-
tend the techniques to broader classes of data and
to make the tools run faster.

At this time, running VRENDER and CELL-
TRACER requires a fair amount of expertise. To
make these tools more readily accessible to the
average user, we need to turn them into a finished
product. During FY 90 we expect to begin the final
development of VRENDER and CELL-TRACER.
This will include integrating the two tools through
use of a common user and data interface, and pre-
paring a user's manual for both products. The net
result will be a new and powerful set of visualiza-
tion tools not now available in the public sector.

We expect during FY 90 to extend the volumet-
ric rendering techniques to vector fields and poten-
tially nonrectangular grids. We also expect to cre-
ate both a fine- and coarse-grain parallelization of
one or both of these codes to increase the through-
put for lengthy, time-consuming animation se-
quences. The net effect of these efforts will be im-
proved visualization capabilities for many of the
LLNL scientists studying 3-D phenomena.
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We have developed interactive display algorithms for computer architectures that allow us
to display multidimensional data more effectively. We have also made it easier for program-

matic users to produce their own visualizations.

Introduction

The Scientific Visualization Project processes
and interprets multidimensional data generated by
an extremely broad range of phenomena - from the
massive amounts of seismic data generated by
earthquakes or weapons tests, to the electromag-
netic waves generated in magnetic fusion experi-
ments, to the signals generated by an ultrasonic
pulse traveling inside a part. Because the data
contained in such signals are not always easy to
interpret, one of our goals is to improve our ability
to extract information from the signals. To this
end, we have developed algorithms for the display
and visualization of experimental data. The infor-
mation gained by interpreting the data has helped
Laboratory researchers analyze, for example, the
reliability and vulnerability of a part or system,
analyze seismic data to separate nuclear weapons
detonations from earthquakes, and align laser
beams.

During the course of this project we have devel-
oped a number of techniques for manipulating
multidimensional data:

* Converting formats

* Filtering

* Enhancing the contrast

» Reformatting (rotation, scaling, translation)

» Correcting distortion

* Producing final hardcopy (film, viewgraph, or
videotape).

In FY 89 our goal was to make these techniques
more accessible to programmatic users by having
simplified versions of the algorithms ported to
VAX, Macintosh, TAAC-1, and other common
computers.

Progress

We are currently improving our methods of
visualizing various types of volumetric data; i.e..

data with values defined on a three-dimensional

(or higher), regularly spaced, densely sampled

grid. The data value at each grid point can be a

scalar or vector quantity. To manipulate the data,

we have used VIEW., a signal processing code, in

conjunction with the following systems:

 Pixar imaging computer (PIC)

* TAAC graphics accelerator on a Sun worksta-
tion

» UNIX/X-windows workstations (e.g., Sun, DEC,

Stellar, Silicon Graphics).

One of the difficulties in visualizing volumetric
data on a two-dimensional display is the reduction
of dimensions. Some type of projection of the data
must be used. Once projected, near data values
may overlay and obscure farther data values. The
data values of interest may be well within the inte-
rior of the volume. We have developed techniques
to make important features of the data stand out
without being obscured by the massive quantities
of uninteresting data points. Another basic diffi-
culty of volumetric data is that the quantity of data
which defines the volume tends to be very large.
Volumes with tens of millions of grid points are
typical. This large amount of raw data makes
interactive processing difficult.

The techniques for effectively visualizing volu-
metric data can be divided into two classes: dis-
play and rendering. "Rendering" is the process of
taking the data and generating a picture. "Dis-
play" is the process of presenting the rendered
pictures to the user (usually interactively and rap-
idly).

Display techniques include:

* Generating single images,

* Interactively "slicing" volumes at any oblique
angle

* Producing precomputed "film loops" of rotating
volumes.

We have rendered three-dimensional data sets
in the following ways:

* Opaque volumes
* Transparent volumes
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Figure 1. Cubetool display of microholes in a rectangu-
lar solid. Three faces of the solid are visible, simulat-
ing an isometric projection.

* Semi-transparent volumes
* Opaque objects in semi-transparent volumes
with surface shading.

Useful combinations of rendering and display
techniques include:

* Interactive "slicing" of opaque volumes

* Single images and film loops of three-dimen-
sional renderings of transparent volumes

 Single images and film loops of three-dimen-
sional renderings of semi-transparent volumes

+ Single images and film loops of opaque objects
in semi-transparent volumes with shading

* Interactive slicing of precomputed three-dimen-
sional renderings of transparent and semi-trans-
parent volumes.

In the following subsections we will describe
these techniques further and discuss our progress
toward making these tools available to program-
matic users.

Display

Slicing is the process of displaying the data
which lies along a particular plane in the volume.
The particular plane is selected by the user. Two
slicing tools are available—"cubetool" and "slice-
tool." Cubetool presents views of three slicing
planes—one plane parallel to each of the x-y, y-z,
and x-z planes. Which of each of these planes is
displayed is interactively controlled by the user
and his mouse. These three slices are then as-
sembled into a three-dimensional view of the
subvolume surface of the original data. Figure |
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shows an example of using cubetool on a 3D proton
energy loss tomogram. Seeing the spatial orienta-
tion of the slices together in this manner makes the
data much easier to understand than viewing the
slices independently. The difficulty with interac-
tive slicing on conventional machines is the large
amount of data involved. The PIC, however, can
hold a sixteen million grid point volume (256 x 256
X 256) in its main memory, making this kind of
interactive manipulation possible. A limitation of
this type of display is that only the data along the
slices is visible; i.e., data "behind" the slice is com-
pletely obscured by the data in the slice.

The other interactive slicing tool, called slicetool,
operates in much the same way as cubetool, but
allows slicing along any arbitrary oblique-angle
plane. This tool removes the cubetool requirement
that only orthogonal slices are visible. Slicetool is
designed to accept user commands from the mouse
to define the slice plane and to graphically display
where the slice is being taken relative to the data
volume. Figure 2 is an example of the slicetool dis-
play of a three-dimensional x-ray tomogram of a
sphere with internal flaws. On the PIC display,
two views of the data volume are represented. The
top view shows a wire frame representation in
which a cube representing the volume is stationary
and a plane (representing the slice plane) moves
about the cube as the user moves the mouse. The
bottom view shows the tri-linearly interpolated

Figure 2. Display of a three-dimensional tomogram of
a Delrin sphere with internal voids. (a)Wire frame
representation in which a cube representing the vol-
ume is stationary and a plane moves about the cube,
(b) Interpolated view of the slice plane image.



view of the slice plane image. In this view, the
plane of the slice is stationary and a wire frame
representation of the cube moves about the view of
the slice.

Since the PIC is not fast enough to render full
resolution images of the slice in the required time
intervals, a simple but powerful technique known
as progressive rendering was used to achieved the
desired speed. With this technique, low resolution
images of the slice, adequate for the user to assess
the data, are computed rapidly enough to be dis-
played at required (i.e., interactive) rates. Higher
resolution images will automatically follow if the
user does not attempt to change the view. This
powerful technique gives slicetool the ability to deal
with extremely large data volumes. Slicefool has
additional features that allow the user to remember
earlier mouse motions for playback at a later time,
adjust the resolution range used by the progressive
Tenderer, and adjust the display for recording onto
video tape.

Most recently, slicetool has been modified for
greater user flexibility by adding three features: (1)
pivot mode, (2) double buffering, and (3) improved
color handling. With the addition of pivot mode,
the user may select an important data point on the
current slice plane image about which subsequent
slice planes must pivot. This has been very useful
for certain types of data sets within which impor-
tant data points are lodged. Double buffering of

New Initiatives

the images improves the speed of display and cre-
ates a smoother motion over time from one slice to
the next. The enormous color mapping capabilities
of the PIC are now being more effectively used in
our codes. In addition to these features, many
minor changes have been made to the slicetool user
interface to make the overall code run faster and
friendlier.

Another display technique for understanding
the data is the use of artificial film loops. Film
loops are sequences of precomputed images. The
images are all loaded into the main memory of the
PIC. Each image is displayed briefly on the PIC's
monitor before switching to the next image. The
playback of film loops can be interactively sped up,
slowed down, stopped, run backwards, and
stepped from frame to frame. A limitation of this
type of display is that only precomputed images
can be displayed. Thus, during film loop display,
the user cannot view between frames or modify the
rendering process. Figure 3 shows nine frames out
of a film loop of six micro-pipettes reconstructed
from computed tomography data.

The advantage of these three display techniques
is that users can manipulate the display and imme-
diately view the results, thereby gaining a better
and quicker grasp of the three-dimensional aspect
of the data. Not only is this a better process than
viewing static images, but it is also better than
viewing a sequence of images where the users have
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Figure 4. Example of the most complex form of render-
ing, in which surface shading is added to semi-trans-
parent volumes.

no control over the sequencing. Again, the key to
this improvement is the interactive control of the
display process.

Rendering

The word "render" is a term from architecture
which means: "to draw a realistic picture." The
simplest rendering technique used with volumetric
data is to draw only the data on the surface of the
volume, or along a particular slice, as in the display
techniques just described. This technique is very
fast, so interactivity is possible, but it is also very
limited. This is because any relationships between
the displayed data and any other data in the vol-
ume (e.g., shadows, obscuring objects, etc.) will not
be visible. The user must cut deeper into the vol-
ume if he wishes to see such data.

The next most complex form of rendering is to
consider the volume to be completely transparent.
As the volume is projected to two dimensions, the
values of the three-dimensional voxels (volume
elements resembling small cubes) are integrated
over distance to give the values of the two-dimen-
sional pixels. This type of rendering is similar to a
conventional negative radiogram (i.e., medical x
ray). Sections of the volume that have a higher
density are brighter in the image, while sections
with lower density are darker. This type of render-
ing is more useful than the simpler techniques,
since more of the internal volume information is
presented in the two-dimensional image, but it is
also limited because no depth information is pre-
served in the final image. Combining this render-
ing technique with interactive display techniques
can effectively provide a snapshot of three-dimen-
sional data.
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The third most complex rendering technique is
to consider the volume to be semi-transparent.
Here each voxel consists not only of a degree of
brightness or a color which that voxel contributes
to the picture, but also an opacity which specifies
how much this voxel covers the voxels behind it. A
completely transparent voxel would have an opac-
ity of zero while a totally opaque voxel would have
an opacity of one. This rendering technique pre-
serves some of the depth-ordering information of
the original volume of data, giving a more informa-
tive image. The image is still not very realistic,
since the model for visualization is basically semi-
transparent luminous clouds.

The most complex form of rendering we have
used adds surface shading to the semi-transparent
volumes. The transition between a transparent
region and an opaque region can be detected and
the position and orientation of a surface represent-
ing the transition can be calculated. This surface
can then be "shaded" as if illuminated by a light
source from a particular direction. The surface
itself can then be rendered as transparent, semi-
transparent, or opaque. The resulting picture is
closer to our real world experiences and thus easier
to understand. Figure 4 shows an example of this
technique in which R Program material is rendered
from CT data.

In this form of rendering we have full volumet-
ric information (every voxel is accounted for);
therefore, a part of the data can be "cut away" to
expose internal components and re-rendered.

(And we can do this for all rendering methods:
opaque, transparent, semi-transparent, opaque
objects in semi-transparent volumes with surface
shading.) As an example. Fig. 5 shows two views
of'a teacup which was scanned by an x-ray com-
puted tomography system and then rendered with
surface shading. The cutaway picture reveals the
plastic spoon which was placed in the cup before
the scan.

Other Tools

Wherever possible, we chose to use industry
standard tools for this project. This included
VIEW, X-windows, and the Sun workstation. With
this base, the interactivity was fast and software
development was made easy. Standard Pixar tools
were modified so that they could be accessed di-
rectly by VIEW users and so that they could run
concurrently with other codes in the system. The
VIEW utilities and Pixar codes complement each
other in that the former is primarily intended for



image processing and the latter is intended primar-
ily for rendering and displaying multidimensional
data.

Some of the data that the Scientific Visualization
Project is asked to process does not fit neatly into
our volumetric category; that is, the voxels are not
equally spaced in a hypothetical volume. An ex-
ample would be the three-dimensional display of
seismic motion over time, a project worked on for
Treaty Verification. Under such circumstances, we
use a fast-line or polygon-drawing device to dis-
play the data.

One problem with the numerous machines and
software tools we have available is that of data
compatability; often vastly different formats of raw
data are in need of display. We have taken steps to
make that conversion as painless for the user as
possible. For example, the process of converting
data to the Pixar format and creating a Pixar vol-
ume or film loop has been automated. A program
called makevol will read VIEW files, Rasfiles (see
below), or raw data files and create a Pixar volume
from them automatically. In addition, it will
* Set the desired size of the volume
» Rotate the resulting volume to a desired orienta-

tion
* Set the boundaries of the volume to eliminate

"empty" space.

These programs allow users to convert data
from their own format to the Pixar format so that
they can use the Pixar tools mentioned above.

Another file format we developed, called
Rasfiles.- will store images, time sequences of im-
ages, volumes, and time sequences of volumes. We
have written a code called mstool to manipulate the
data in the Rasfiles format. We have also written a
code called xtras that displays Rasfile images, slices
of volumes, and sequences of images or slices on

New Initiatives

the X window system. Code features include slow
or fast playback, single frame stepping, and dis-
play of frame number. It accepts sequences of files
or a file with a sequence of images, and uses the X-
windows system to display data on remote sys-
tems. The xtras code can read data that are in the
following formats:

* Black and white

+ Pseudo-color

» Images in 24-bit full color.

We have written a library of volume manipula-
tion routines similar in function to the routines
executed by the Chap processor of the PIC. The
routines make it possible to port volume rendering
code from the PIC to general purpose machines, so
if the PIC is not available to users or users want to
work on their own systems, they can. However,
the code runs slower and with less memory than it
does on the PIC. Therefore, we wrote a fast pro-
gram called vrender for visualizing volumetric data
on general purpose hardware. This program uses
an algorithm that is 30 times faster than the ray
tracing algorithm commonly used for this type of
data. Currently, the following options are available
using this program:

* Partially transparent densities

* Surface enhancement/extraction

* Directional light source

* Specular reflections

* Arbitrary orientation of data

* Rotation of the data about arbitrary axis for a
film loop

* Shadows

* Multiple materials

* Variable density and color transfer functions.

The code is portable, extensible, and uses
Rasfiles for input/output.

Each of these programs or modules was imple-

Figure 5. Reconstruction of images from three-dimensional data sets using the Pixar computer, (a) Photograph of
a ceramic teacup, (b, ¢) Graphical renderings of three-dimensional reconstructions. The full volume of data was
read into a Pixar imaging computer, and a simulated light source was used to render the data visible and generate
the image. For (c), the reconstruction parameters were selected to show "internal structure" (here, a spoon).
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merited, tested, and used on three different types of
computers: DEC station 3100, Stellar GS-100, and
Sun 3 workstations.

Future Work

The Scientific Visualization Project will continue
to research and develop interactive visualization
algorithms for programmatic use. In the next fiscal
year we will reduce turn-around time, make the
software more accessible to users, and refine the
algorithms.
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During FY 89, we developed SURFACE, an integrated visualization computer program for
displaying two-dimensional (2-D) surfaces embedded in three-dimensional (3-D) Euclidean
space. This program enables engineers throughout the Laboratory to display many types of
surface data, including mechanical engineering TAURUS data files, 3-D contours of volume
data, and traditional XY versus Z plots. SURFACE is the first such tool at LLNL which runs on
many different workstations, supports a variety of different data types, allows for animation,
and is highly interactive. As a result, SURFACE has been successfully exported to a number of
different programmatic efforts, which are now using SURFACE as a part of their daily research

activities.

Introduction

Many Laboratory programs have an increasing
need for a better way of visualizing complex data
sets, which require some sort of surface rendering
in order to make the science they represent more
comprehensible. SURFACE is a tool which uses
several different surface display techniques to ren-
der data. SURFACE enables the user to rotate,
zoom, animate, and control the display of many
different data types using a single integrated user
interface. This level of integration has the added
advantage of exploiting the software commonali-
ties shared by all surface-rendering algorithms.
Most notably, the graphics transformations and
polygon rendering which must occur for any sur-
face display are carefully factored out to get the
maximum possible reuse of software. The result-
ing surface polygons are then fed to GLIB, a port-
able high performance graphics package. By using
GLIB, SURFACE minimizes the machine depend-
encies introduced into the end product. The net
result is a tool which can run on many different
workstation platforms while exploiting the en-
hanced performance of certain high-end worksta-
tions.

Progress

The current version of SURFACE was derived
from a prototype version developed in FY == The
prototype did not use a portable graphics package,
did not support multiple data types, and did not

exploit high end workstations. The current version
of SURFACE, developed during FY 89, rectified
these inadequacies and added some significant
enhancements.

The salient features and enhancements to SUR-
FACE are quite diverse. The progress made in the
2-D visualization effort will therefore be discussed
in terms of a number of subtopics.

The GAB User Interface

The acronym GAB stands for Graphics ABstrac-
tion. This interface abstracts higher level graphics
functionality into more usable modules. The pri-
mary set of modules supports an user interface.
SURFACE uses a combination of GAB buttons and
a slide bar to control the display, and a number of
buttons to select display or rendering options.
Some buttons connect the slide bar to a data vari-
able such as scaling, rotation about an axis, or
translation along an axis. The user interface pro-
vides a great deal of freedom for the user to browse
through the data.

Iso-Contouring

Iso-contouring is a data rendering option which
creates contours of equal potential through uni-
form 3-D gridding of data. One of many depen-
dent data values available at the nodes is used to
interpolate points, which form polygons. The
polygons are plotted as iso-surfaces. Additional
dependent values can be interpolated to produce
shading of the surfaces.
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Figure 1. Three-dimensional display of a Taurus data-
base. The object shown represents one quarter of a
high-explosive cylindrical pellet. The three orthogonal
scales are a three-dimensional coordinate system. Dif-
ferences in pellet density or composition appear as
shades of gray in the displayed shape.

TAURUS Displays

TAURUS is a plot data format of 3-D finite ele-
ment codes. The data consist of "bricks" and the
velocities at the corners of the bricks. From time
step to time step, the bricks deform and move.
Each brick is associated with a material type. SUR-
FACE renders materials by finding exterior faces of
all bricks of a particular material type (Fig. 1).
Bricks which are completely surrounded by bricks
of the same type are discarded, as are faces which
touch faces of the same material type. Either the
material type or the velocities at the brick corners
can shade the face.

Surface Plots

Any 2-D gridded data can be used to produce
3-D perspective surface plots. The dependent data
at grid points becomes the third dimension. A sec-
ond dependent data value can shade the surface to
produce a view of the data which displays two
dependent data values simultaneously.

GLIB

The name GLIB stands for Graphics LIBrary, and
is yet another type of graphics interface. GLIB is
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meant to be a very thin layer between higher ab-
straction such as GAB and the multitude of ven-
dor-specific graphics libraries such as X-windows
and the IRIS library. GLIB provides us with a
buffering layer to mitigate these violations so that
applications can be platform-independent. SUR-
FACE is the first tool of its power anywhere in the
industry to be platform-independent. Here at the
Laboratory diversity of workstations is the rule,
and GLIB allows SURFACE to move into many
different programs.

Advanced Display Features

Where the display platform supports advanced
capabilities, SURFACE has been extended to incor-
porate those features. For example, one worksta-
tion can generate Gourard-shaded polygons that
produce a smooth transition of color across objects.
Also supported is the capability to plot node points
as shaded and lit spheres with specular lighting.
Another feature is transparent surfaces on a work-
station which supports alpha blending. Each fea-
ture extends the ability of the users to visualize
their data, but SURFACE is still a powerful tool on
simpler workstations which do not support these
advanced features.

Future Work

During FY 90 we expect to complete the devel-
opment of SURFACE into a finished product which
will include a complete users manual, users quick
reference, internal documentation, and a migration
of the code to a support group. Furthermore, en-
hancements to the animation system which began
in FY 89 will continue in FY 90, and in particular,
utilizing quaternion algebra as a means to unify
interactive and animation-scripting rotation
schemes. During FY 90, we plan to acquire some
form of scripting language based on an existing
interpretive language, such as LISP, and integrate
it into SURFACE and our other rendering software

systems.
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We are developing a new type of x-ray imaging system in which an opaque sphere is used
to image x rays by diffraction. We have successfully described the diffraction and imaging
processes analytically and have shown excellent agreement with experimental results taken
in the visible region of the spectrum. (We are presently preparing the x-ray experiments.) Be-
cause of the simplicity of the system, the potential for high spatial resolution, and the extremely
large depth of field, this technique could have a significant impact on x-ray lithography (a field
involved with the printing of high-density integrated circuits), the imaging of living cells with
the aid of high-resolution microscopes, material studies, and diagnostics in the Weapons Pro-

grams.

Introduction

The diffraction of light (or any part of the
electromagnetic spectrum including x rays) by an
opaque sphere such that a point source of illumina-
tion is focused to a bright spot behind the sphere -
at the center of the shadow cast by the sphere - has
been a curiosity ever since Arago demonstrated the
phenomenon experimentally in 1818. Figure |
shows the basic arrangement of the source, opaque
sphere, and observation plane. The distribution of
light in the observation plane was derived by Mie
in 1908 using rigorous electromagnetic theory. The
resultant formulas, however, are quite involved
and cannot easily be used to study the characteris-
tics of the diffraction pattern. Some authors have
described the pattern using scalar diffraction the-
ory. Most have concentrated on the axial intensity
of the central bright spot, with Osterberg and
Smith solving the Rayleigh diffraction integral
exactly. Their results showed that the bright spot
exists at all axial points behind the sphere, but that
the intensity is not increased beyond that which
would be measured if the sphere were removed.
Others have derived the radial intensity of the cen-
tral bright spot using various levels of approxima-
tion.

In 1914 Hufford realized that this diffraction
phenomenon could also be used to form an image.
He demonstrated this using a carbon arc lamp, but
never pursued the problem analytically or with
invisible radiation. Since then, this phenomenon
has received little attention, particularly for visible
imaging applications where high quality lenses
and mirrors are readily available.

However, for short, invisible wavelengths such

as x rays, there are no transmissive materials with
refractive indices high enough to be used to fabri-
cate lenses. Thus, x rays are typically focused and
imaged using grazing incidence mirrors, multilayer
mirrors, or zone plates, each of which is formidibly
difficult to fabricate. Itis, however, relatively easy
to fabricate a sphere, and if it could be shown that
such a sphere could be used to image x rays, it
would prove to be a useful addition to x-ray tech-
nology.

Our Approach

The goal of this project is to describe analytically
and verify experimentally that an opaque sphere

Figure 1. Schematic diagram of the diffraction by an
opaque sphere of light from a point source to form a
focused bright spot at the center of the shadow cast by
the sphere.
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Figure 2. Comparison of
the diffraction pattern of

a point source with a Mathematical
microdensitometer scan prediction
of an actual diffraction
pattern.
Radial profile (mm)

can be used as an imaging element for x rays. To
do this we started with scalar diffraction theory,
using minimal approximations, and derived ana-
lytic expressions that describe the diffraction of
light from a point source by an opaque sphere.
Using the geometry in Fig. 1, we found that the
intensity, /(s), of the diffraction pattern. is given by

/(s) =—1—[Vo(u, v)2+ V\(u, v)l]
(z+df
where
s = radial distance from center of spot in observa-
tion plane

d = distance from source to center of sphere

z = distance from the center of sphere to observa-
tion plane

V(u, v) and V"*u”) are Lommel functions

M = to-(z+d.\
vzd

a = radius of sphere
k=2nk
X = wavelength of the source radiation.
This equation can be applied to both visible light
and x rays, which means that we can verify it by
performing visible light experiments (a much eas-
ier set of experiments to do). Using the above
equation, we calculated the diffraction pattern of a
point source and compared the results to a mi-
crodensitometer scan of an actual diffraction pat-
tern. Figure 2 shows excellent agreement between
calculation and experiment. As predicted, the im-
age of the point source appeared as the central
peak of the diffraction pattern, indicating that the
opaque sphere did act as an imaging element -
Although the above experiment shows that an
opaque sphere can be used an an imaging element.
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it does not indicate its image quality. One way to
measure how well an opaque sphere images is to
determine the minimum separation of two point
sources, the images of which appear distinct and
separate. (This is called spatial resolution.) Theo-
retically, we found the resolution of the opaque
sphere to be given by

Resolution =

This was verified by imaging two incoherent point
sources that were separated by a distance equal to
the resolution limit given by the above equation.
Figure 3 shows both the calculated and experimen-
tal results. As can be seen, the model is in good
agreement with the experiment.

We then looked at how accurately the sphere
could image extended objects (as opposed to
points). Extended objects may be considered an
aggregate of point sources, each one producing a
corresponding diffraction pattern in the observa-
tion plane. The sum of these diffraction patterns is
the resultant image. Figure 4 shows the image of a
standard three-bar target using visible illumination
and the corresponding calculated image. Again,
there is good agreement between theory and ex-
periment; however, there is a loss of contrast in the
image. This is related to the efficiency by which
the imaging system passes different spatial fre-
quencies. It is described mathematically by the
modulation transfer function of the opaque sphere,
which we are presently studying.

Discussion

Although imaging with an opaque sphere is not
a new idea, it has never been fully developed, ei-
ther analytically or experimentally. This is because
it is not a practical alternative to imaging elements.



such as lenses and mirrors, in the visible part of the
spectrum. However, at x-ray wavelengths, where
grazing incidence mirrors, multilayer mirrors, and
zone plates are difficult to fabricate to tolerances
required to achieve their theoretical resolution, an
imaging opaque sphere may be a viable addition to
x-ray technology. The art of manufacturing ex-
tremely round, smooth spheres (attributes that
enhance their imaging performance) has improved
considerably over the last several years, primarily
due to the need for accurate spheres for general
relativity experiments.

The imaging system described here has several
unique characteristics that set it apart from conven-
tional imaging systems. First, it has an almost infi-
nite depth of field; i.e., the image exists at all dis-
tances, z, behind the sphere. This is advantageous
for x-ray lithography because we are working to
very close tolerances. In conventional systems the
image is localized within a small interval. The
dimension of this interval is related to the spatial
resolution. Increasing the resolution by a given

i.u

Mathematical
prediction
0.8 of three-bar
' target
Calibrated
106 microden-
S sitometer
K< scan
>
la 0.4
-
0.2
-1.171 -1.28 -0.85 -0.43 0 0.43

New Initiatives

factor decreases the depth of field by that same
factor squared. For high resolution conventional
systems the depth of field is on the order of the
wavelength of the illumination. For x rays this
presents significant alignment and stability prob-
lems.

Secondly, imaging with an opaque sphere is
independent of the wavelength. The source of
illumination can be monochromatic, broad band or
can be varied during its use without affecting the
image or the alignment. Conventional systems
using multilayer mirrors and zone plates must be
designed for a specific wavelength for optimum
performance.

Finally, the opaque sphere images at different
magnifications by simply changing the ratio of z to
d (see Fig. 1). When z> d, the system gives a mag-
nified image. This is the geometry used when im-
aging living cells with a microscope. When z <d,
the image is reduced, a geometry useful in x-ray
lithography where the printing of integrated cir-
cuits in highly dense arrays calls for the exact

Figure 3. Comparison of a
model and experiment of
two incoherent point
sources where the points
are separated by a dis-
tance equal to the mini-
mum predicted resolu-
tion.

Figure 4. Comparison of
the model and experiment
of a three-bar target.

0.85 1.28 1.7

One-dimensional scan of three-bar target (mm)
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X-Ray Imaging System

Table 1. Our approach to the problem of developing an
x-ray imaging scheme based on the diffractive focusing
of radiation by an opaque sphere.

U Mathematical description of the diffraction
problem
8 Experimental confirmation of mathematical analy-
sis
8 Two-point resolution of imaging system
8 Analytical studies
B Experimental studies
8 Mathematical description of sphere as imaging
device
 Experimental demonstration of imaging
8 Optical domain
X-ray domain
a Transfer function resolution of imaging system
B Analytical studies
r | Experimental studies
Possible applications
& X-ray lithography
Biological/medical research
LLNL Weapons Program

H Completed work
H Sstarted work
Work planned but not yet started
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placement of extremely small lines. Conventional
systems, on the other hand, must be designed for a
particular magnification and application to keep
aberrations to a minimum.

Future Work

Up to now, all our experiments have been done
with visible illumination, primarily because it was
a simple way of verifying our calculations. Now
that we believe that our analysis is sound, we have
started setting up an imaging system with an x-ray
source. We expect to have preliminary results
within the next few months. Table 1 summarizes
what has been accomplished and what future work
needs to be done.

1. G. E. Sommargren and H. J. Weaver, "Diffraction of
Light by a Circular Obstmction, Part 1: Description
and Properties of the Diffraction Pattern," Appl.

Opt. (to be published).

2. G. E. Sommargren and H. J. Weaver, "Diffraction of
Light by a Circular Obstruction, Part II: Image
Formation and Resolution Considerations," Appl.
Opt. (submitted for publication).
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