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ABSTRACT 

Two stability concepts ere of interest for partial difference equa­

tions—one arises in theory—the other in practice. The theoretic! kind, 

referred to here as asymptotic stability, is essentially .-just asymptotic fas 

it, Ax - 0) boundedness cf the discrete solution. The other kind, referred 

to here as computational stability, is stability for a fixed At and ix— 

computational instability is indicated in practice by oscillatory behavior 

of the discrete approximation—in particular, oscillations cf period 2&x. 

This report is concerned with computational stability. 

Only approximate stability analyses of the von Neumann-Piehtmyer 

scheme have been done for the case of the ideal gas law. Herein a mere 

rigorous computational stability analysis is sought. The analysis leads 

to a recommendation for the improver it of the time step restriction in 

WONDY for the case of the ideal gas law. 
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i . nmuDucTioN 

From conver sat ions with B„ D. Richtmyer (l~l3 G. K. White ?£}, and 

others, it appears that only approximate stability analyses of the vH-R 

(von Neumaiin-Riohtrayej- [3]) scheme have been done for the case of the 

ideal gas law. At this time, some approximations still appear to be 

unavoidable. However, herein an attempt is made to avoid as many of the 

simplifying assumptions and approximations as possible in orc-r to arrive 

at a "more rigorous" computational stability condition than has heretofore 

been obtained. 



2. NOTATION 

Except for minor variations, the notation and nomenclature of vN-R 

(von tfeumann-Riehtmyer [3*3) and/or R-M (Richtmyer-Morton ['i-]) is followed 

here. They -write the equations of hydrodynamics in a form equivalent to 

the following: Bu/5t = -o(p + q)/o &x, ctf/dt = &i/p 3K, and 

3£/dt = -(p + q)?v/7vt. Here (V,u,C) are specific (volume, momentum, 

internal energy) with (x,t) being the (space, time) variables. The stress 

variables (p,q) are (pressure, viscosity). If the material law is the 

ideal gas law, then p = T£p where T(= y - l) is a positive constant and 

p = l/V is the mass density with p being the initial value of p. The 
-2 2 original vN-R artificial viscosity had the form q = p-i (5u/3x) " 

sign(-3v/5t) where X = c0Ax and Cg is a dimensionless constant *« 1.0. 

Let x. = jix and t = nit. The priisary evaluation points for the 

discrete approximations in the vN-R scheme are as follows: u at (x it "' ), 

Xj+l/2 s t n + ^ a n ° V' P ' °> P & T i ^X5+l/2 »t ). The evaluations of 

the approximation functions are denoted as follows: u. ' « u(x.,t ' ), 

& ~ ^ x

3 . i / a > t n + l / 2 »> a n d f 3 + i / 2 " f<Vi/a' t B> f o r f = e = p . v -
Differences and averages taken between primary evaluation points are 

* J 1. xu < 14. J *. 4.4-- A n+l/2 n+1/2 n+l/2 aenoted by the celta-dot notation: A,u '/_ = u. ' - u. ' , 

^ 3 = r / 2 - r / 2 > »•;:$ • < v ^ 2 + » r V 2 > / 2 > »•; - < » r / 2 + u r 1 / 2 > ^ 
an, for , . e,p,v: 4.*J - ̂  - f ^ , * • # $ - ̂  - ^ 

f-3 " (^l/2 + W * ' f'"^2 " ' & + 1 + l / 2
) / 2 > 6tC- T t e t 1 S > 

(A.JA") indicates a (space, time) difference and (f #,f) indicates a 

(space, time) average—both taken between adjacent evaluations of the 

primary approximation functions. 

Let r = £t/(p°Ax), then the vN-R difference scheme is: 

6 



[q + / | W H C W ^ / V " ] ^ = 0 , 

[A-e + <p- + q ) a - v ] ^ = o . 

For the ideal gas law the vN-R equation is 

[P - r e /v ] J + 1 / 2 . o . 

Following vN-H the first variation of f is denoted cf. The equations 

of first variation of the difference equations are: 

[A 6U + rA 5pJ_. = -rA. cq_. 

U'SV - r A . f i u ] ^ = 0 

[fiq + /|A.u/ixK 2A.5u/Ax - { A.U/AX) W / V )/V ' l " * ^ | = 0 , 

[A'cE + (ip* * 5q)A'V + (p* + q ) ^ ^ : " ^ / ^ = C ' 

Up - r5£/v + rc6v/v2]"4l/2 = o . 

Definition (Local Equations of First Variation) 

Let c be the coefficients of the equations of first variation. 

Evaluate c at (x.,t ). The resulting eouations are called the local equa­

tions of first variation at (x.,tl). 



Definition (von Neumann Stability or Stable in the Sense of von Neumann) 

Suppose that the local equations of first variation at (x ,t ) are 

stable under a time step restriction of the form 

fJ(c(xj,tn),At,ta) * 1 (*)* 

•where f may depend on n, j» £ evaluated at (x.,t ), fit, and £x. If (*). 

is enforced for all n and J, then the difference scheme is said to he 

stable in the sense of von Neumann or, for short, vcn Neumann stable. 

The definition of von Neumann stability is not complete until we 

agree on the definition of stable used there. There are two different 

stability concepts which come to mind in this context. One kind, referred 

to here as asymptotic stability, is well-defined and the definition may 

be found on p. U5 of [10], It is essentially asymptotic boundedness 

(i.e., boundedness as At, Ax - 0) of the discrete approximations. The 

other kind, referred to here as computational stability, is not well-

defined but is of greater practical interest as it relates to stability 

for fixed At and ax. Computational instability shows up ir. practice as a 

high-frequency oscillatory behavior of the discrete solution—in 

particular oscillations of the highest possible frequency, i.e., those 

with period 2Ax. 

The utility of a von Neumann stability analysis lies in what it can 

reveal about computational stability—it can find constraints on the 

growth rates of small perturbations. On the other hand, a von Ne»- aa;_n 

stability analysis does not seem to be appropriate nor to have any utility 

in establishing asymptotic stability. The appropriate way to establish 

asymptotic stability of nonlinear hyperbolic systems seems to be with 

energy inequalities. The von Neumann stability analysis procedure assumes 
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the coefficients of the equations of first variation to be bounded. This 

is often tantamount to assuming that the discrete solution is bounded. 

But to show boundedness of the discrete solution is the purpose of the 

asymptotic stability analysis. Thus a von Neumann stability analysis with 

the purpose of establishing asymptotic stability often leads into a 

circular argument. 

Therefore, it seeius that a von Neumann stability analysis should 

concern itself solely with the important problem of analyzing computational 

stability. Unfortunately, we do not have, at this time, a rigorous 

definition of a concept which fits exactly the intuitive notion of computa­

tional stability for partial difference equations, For ordinary difference 

equations there do exist concepts cf computational stability—for example, 

"A-stable", However, that concept doesn't seem to fit the intuitive 

notion of computational stability for hyperbolic partial difference 

equations. It is not clear, at this tijce, how computational stability 

should be defined. However, the following definition seems to approach 

the intuitive notion. 

Definition (Computational Stability) 

Let G(k,At,Ax) be the amplification matrix of the local equations of 

first variation for a fixt -patial mesh. That is, for Ax a constant. 

If there exists a positive number T such that for all At in (0,T), 

0 ^ n&t £ t f, and for all k G(k,At,Ax)n is uniformly bounded, then we 

say that the system of partial difference equations associated with 

^(kjAt,^:) is computationally stable for 0 < At < T and for nAb £ t_. 

9 



Definition (von Neumann's Necessary Condition for Computational Stabi l i ty) 

Let |\(k,At,fix)| be the spectral radius of G(k,At,fix) where fix is 

associated with CJ(k,fit,Ax) sat isf ies von Neumann's necessary condition for 

computational s tab i l i ty for 0 < At < r and n£t £ t - . 

Remarks: In the von Neumann s tab i l i ty tnalysis the growth of ^ r t u r b e -

tions of the form 

5u" = ^U 0(k)(\Ck)) n exp ik- . 

is studied. All practical hydrocode problems on the computer are mixed 

initial-boundary value probleaie—the x interval ^ust be finite—aenote i t 

""x ,x "!, Without loss of generality le t x = ~. Then the values of k L o 1 r" o 
of interest for a computational s tab i l i ty analysis are k = 2rrk'/x for 

k ' = 0 ,1 ,2 , . , . , j / 2 where J = x /fix—for simplicity, assume J is an even 

integer. The highest frequency of interest is with k = J/2 (or 2£xk = 2 r ) -

that i s , the frequency with pprf.od 2fix—the notorious noise frequency. In 

practice computational ins tabi l i ty shews the symptom of oscillations with 
* frequency k = k . I t seems that one of the weaknesses of the foregoing 

definition of computational s tabi l i ty is that i t does not take this into 

account. Apparently, in order to compensate for th i s weakness, one should 
f r y to enforce 

U(k',4t,Ax)J s 1 + AtFfk'jAtjfix) 

with F(k',fit,fix) as small as possible for k ' = k . 



3 . LEMMAS 

In Lemmas 1A and IB t h e r o o t s cf t he q u a d r a t i c A\ - 2E>. * C - 0 a re 

t h e o b j e c t s of i n t e r e s t . The proofs may be found in [ 5 ] . 

Leima IA 

Let A, B , and C be r e a l numbers wit!" A > 0 , D = (B/A) 2 - C 'A, 

X = B/A + D 1 ' 2 and I). I = m a x l v l . 

1 < |M 
1 'max 

2 2 
Case (b): If D a 0 and B £ A , then 

[Ixl ^ 1 iff 2|B| ^ A + C"" -1 'max • ' 

Case (c): If D < 0, then 

L i \ I s. 1 iff C s A "• . 1 'mn;. 

Lemma IB 

Under the same assumptions as Lemma 1A let A = l - a , ? - l - r , ?.nc 

C = 1 - c. 

2 2 Case (B ): If E a 0, 3 * A , and 3 "> 0, then 

? ? Case (B ): If D > 0, B SA , and B ^ 0, then 



Case (C): If D <r 0, then 

[I/. I * 1 iff a s c] . 
' 'max 

The following is useful in reducing quadratic constraints to linear 

constraints. 

Lemma 2 

Assume; A is a real number; a. and B are positive, real numbers. 

Let D = S + A and a' = a(3 + D ' ). Consider the following inequalities: 

(**) Aa 2 + 2KX s; 1 

and 

(*) a' £ 1 . 

Case (A): If D 2 0, then (**) iff (*). 

Case (B): If D < 0, then {**) holds for all a. 
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It. BACKGROUND 

F i r s t we review t h e approximate s t a b i l i t y a n a l y s i s p r e s e n t ed by 

VN-H In t h e i r 1950 [ 3 ] p a p e r . They cons ide red t h e fo l lowing system of 

e q u a t i o n s ; 

Su/St = - o ( p t q ) / ( o ° - x ) {h.D 

av/st = du/(p°ax) (U.2) 

q = = i 2 ( = u / a x ) 2 . s i g n ( - ^ / f l x ) (I t .3) 

and 

3p/Bt. = - o t v p t r q ] S ' / H . {!<.'<) 

Equa t ion It, r e f e r r e d t o as t h e dp/d t e q u a t i o n , fo l lows from e l i m i n a t i n g 

€ trail t h e 3£/dt e q u a t i o n by use of t h e i d e a l gas law. Note t h a t 

C[YP t. f q ] = a -r rpq where a = CO i s t he a c o u s t i c impedance. The equa­

t i o n s of f i r s t v a r i a t i o n of equa t ions l- 1* a r e : 

V.u/ ' i t « -3(6p + 5 q ) / ( p ° ^ x ) , ; l t .5) 

5W/S t = a6u/(p°ajc) , ( 4 . 6 ) 

5q = - p ^ | au /3x | [2d5u/cK - Ddu/ax 6Vj , ik.l) 

6Vop/dt + VB6p/St = -[Y6p * r5aJoV/dt 1- tvp - rq ]d6T/a t . ( i t .8) 

Equat ions 5-8 a r e e q u i v a l e n t t o Equat ions 37-lto of vK-S [ 3 ] . Let 

Within S e c t i o n If a r e f e r en c e t o e q u a t i o n M r e f e r s t o equa t ion H.M. 
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where H is given by Equation 9, 

H(a) 

.p" 0 ik ik 

ik oto° 0 0 

r 3 1 H 3 2 i o 
0 K,.„ hh 

(lf.9) 

H 3 1 = 2iki2
0°|v|/V 

H3a = -(V) a |v|vA P 0 ) 2 

Hhk = av + yv 

V = 9V/*t 

and 

p = 9p/St . 

The zero positions in ![ reduce the deterniinantal equation for H to 

det H = H u H 2 g H 3 3 H ^ • H^H^H^H^ - ^ ( H ^ - H ^ ) (U.IO 

K " HlttHH3 " H13HUU 

Substituting the values of the H. . into Equation 10 yields 

H = (apD)2(cxv j- vv) + k s { ( £ p 0 ) 2 | v | [ 2 a 2 * av/v - (v /v) 2 ] * H ^ } . (I*.ii) 

1U 



Remark: Equation (U.ll) above is equivalent to Equation (U2) of vN-R 

[3l- This becomes evidant when all appearances of 9u/(p •"«) are replaced 

by V. Then their second and seventh terms combine and their Equation (hZ) 

reduces to (H.LI) above. 

In analyzing the roots of det H,(o.) = 0, vN-R restricted attention to 

tt* higher powers of a and k. In shock regions (q large) their analysis 

yielded 

a ^ -2f'k-2)2 V/V . (*..12) 

In nonshock regions (q negligible) they qot 

a ax - (ak/p°)2 . o . u ) 

Identifying the terms in the equations of f i r s t variation leading to (U.12) 

and (U.13) led to: for shock regions 

3fiu/&t = o o 2 5 u / ^ 2 (k.l1*) 

where a = 21 |v|/V and for nonshock regions 

a 2 *u/3t 2 = (a3/c D 5x) 2 c u . (^.15) 

To do their approximate s tabi l i ty analysis , vN-R simply analyzed the 

s tab i l i ty of the discrete analogs of (U,lU) and (U.15). For nonshock 

regions this leads to the famous CFL condition^ i . e . , 

ar £ 1 . (U,l6) 

For shock regions thei r s tabi l i ty inequality is 

UrA ^ 1 (^.17) 

where i\ is the coefficient of -&.u in the a r t i f i c i a l viscosity. That i c , 
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q = -/.A.U . (U.18) 

The original vN-R viscosity has 

.'. = c | d a . u | ^ . 1 9 ) 

with c ? a dimensionless constant « 1. The Rosenbluth (see R-M [ U 1, p. 

313) .-notification of q sets f. = 0 in expansion (&.u > 0), Then Landshoff 

*6~ modified q by setting 

f - c a + c | p|A.u| (U.20) 

wh'jr*? c. is a dimensionlpcs constant *** 0.1. 

There ere two variants of the stability analysis procedure introduced 

by ven Neumann and Richtmyer. The first, called the a-methad, is 

exemplified in the analysis that led to the H(a) matrix, Equation C^.9). 

The second, called the X-raethod, involves the substitution of 

6UJ = if *? 
into the finite-difference equations given in Section 2, where ? = exp(ik£x) 

This leads to an equation of the form 

—1 — o 

which in turn leads (letting G = H* Hr ) to 

where G is the amplification matrix. The next step in the standard version 

of the X-method is to find the roots of 

det(G - >.I) = 0 . 

Another version of the X-raethoc does not require the computation of 

jU and Hi H and is closely analogous to the a-method. Replace 5Un"f' 
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by \%f- in Hx trf1*1 = KQ W11 to get 

iMtof = 0 ("t. 22) 

where jJ(\) = AM. - H . Note that det £ ( \ ) = 0 is equivalent to 

det(G - \l) = 0 provided H~ exis ts . Observe that Equation {22) is 

analogous tc H(a}'U s 0 in a certain fashion. 

Let K(a) resul t from an a-method analysis of the differential (not 

the difference) equations of some system of FDE's (e .g . , H(a) for Equations 

1-U ia given by Equation 9) . Let j ( \ ) result from a >.-method analysis of 

the difference analogs of the differential equations (e .g . , the j(\) for 

the vN-R difference analogs of 1-U is derived in Section 5) . The 

correspondence between a and K is K = J . I t might appear that there 

should be a simple correspondence between jH(cr) and J(\). For example, 

consider Equations 1-U: corresponding to the operation 

9e "/at = ae u in the derivation of H(a) there is the operation 

A' e 2 /At = e a (). - l)/At in the derivation of j { \ ) . Similarly, the 

operation ?> e /&x = ik e" ' in the derivation of H(a) is analogous to 

the following operation in the derivation of £ ( A ) : A. e /AX = e" '(2i 

sin S)/Ax where fi = kAx/2. Thus if one replaced (a, k, 3/9t> V ^ ) in 

H(a) by ((k - l ) /At, 2 sin B/Ax, A'/At, A./&0 to derive say " J ( \ ) " , then 

one might conjecture that "J" - J . This conjecture is true when the time 

and space differencing possess a certain uniformity. However, the 

uniformity is lacking in the vN-R scheme. The reader can see explici t ly 

what is meant by considering the vU-R difference analogs of the 5uAt 

and SV/grt equations. 

The failure of the above conjecture might lead to the weaker conjecture 

that the s tab i l i ty analysis of "J" should produce s tabi l i ty inequalities 

17 



similar to those required for the stability of J. If the last conjecture 

were true, then i t would provide a justification of so-ts for the approxi­

mate stability analysis of vN-R ['•} ] . 

In 195'i H. G. Kolsky reported (t;--e p. 13 of [7?) G. H. White's 

stability inequality: 

far) 2 + UAr £ 1 (^.23) 

with A = c 0 O|A.U/. Wote that White's inequality Combines the vN-R 

inequalities (l6) and (17) in a certain way. White's approximate stability 

analysis was never published [2 ]. White's inequality was also reported 

on p. 350 of I k ]--unfortunately with a typographical error--the 2 

exponent of ar is missing there. 

About 1957 Riehtmyer (see [8], pp. 218-222) returned to the stability 

analysis to say: "It is found that two of the eigenvalues of G(£t,k) ere 

>. = 1 and >. = 0, independent of at and of k. The other two eigenvalues 

satisfy the quadratic equation 

1) [x - i - ̂ i-1 N - i).At] 

J 2(\ - 1) + ̂ ~ zAtU2Jl + XJJ_1 z i t l + a A t | - ^ sin B 

this later, in the above quadratic the notation used is 

*c; .^n+l/S 

/2 

n+1/2 •> r i n + 1 / ^ 

M = (v°) 2[(YP- + r q ) / v J j + l / 2 
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It is also convenient to introduce the notation C = zAt/2 for later use. 

About 1966 R. . Thompson (see Appendix of [9]) did an approximate 

stability analysis of the vN-R scheme for the esse of a mechanical equa­

tion of state. Thompson's stability inequality is 

(ar) 2 + 2Ar « X (k.Zk) 

where ;* is a nonnngative constant. Reason for the 2~h discrepancy in the 

f. coefficient in Thompson's j.nd White's inequalities: White was considering 

a viscosity quadratic in A."u that leads to an extra factor of 2 in the 

first variation--Thampsan was considering a viscosity linear in A.u. 

About 1967 Richtrayer vith Morton returned again to the stability 

analysis of the vN-R scheme (see [U ], pp. 320-32*0. They point out that 

the quadratic P„(J.) in Richtnyer fS) is in error and say that it should 

he 

Pm(\) = (>. - !){> - 1 - ~ 1 (Y - Dafltf 

Ax 
k\[s(\ - 1) + ^ - ^ zAtli2z[i 4 x^J: a at] + 

2 
changed t o XfiAt. In t h e i r approximate a n a l y s i s they t ake A t / i s = cons t an t 

and l e t At, Ax - 0 t o g e t >. = 1 and \ = 1 - M (where M = 8 ( i / a x ) 2At) as 

U(l/&) zAt £ 1 (1*.25) 

is necessary for stability. They vent on to say that they believe their 

argument can provide only a rou-jh guide to stability conditions. 

P H M(\) is apparently incorrect—more about this later. 



In 1976 a study of the stability of WONDY (based on the vN-R scheme, 

set' \'-i\) for rate dependent material laws was begun (see [lOj, [ill, .5j> 

and [12J). An example of a rate dependent law is Maxwell's material 

law; 

*j/^t + a2oV/&t + R = 0 

where o is the stress, a is the Instantaneous acoustic impedance, and R 

is the relaxation function. In Maxwell's material law, a and R are 

allowed to depend on c and V. The WONDY difference equation for this is 

A. n+l/2 2, n ,..n+l/2w.,.n+l/2 .._/ n ...n+l/Ev . 
4 °j+l/2 + " ( aJ +l/2' V 3-l/2 ) A V l / 2 + i t R ( ° J + l / 2 ' V J+l/2> = ° • 

2 Remark: The reader might wonder why a and R are evaluated at 

a. i_. The reason is basically one of computational convenience. The 
2 
a and R may be nonlinear functions of c. In which ease if the c 

arguments were centered at n+l/2 some sort of iteration procedure would 

be necessary to solve the implicit equations. Instead what is done in 

V.'OSDY is a subcycling when /\t is near T {a certain parameter called the 

relaxation time cf the material). For a further discussion of this and 

its effect on stability see [ll]. 

The first stability analysis for rate dependent materials was done 

on a simple case of the Maxwell material law called Malvern's material 

law: 
dj/ot + a2oV/dt + (a - c e )/T = 0 

where a, a , and T are constant with o called the equilibrium stress eq eq 
and T the relaxation time. The system of equations can in this case be 

reduced to two: 
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Vat = -a?/(o°*x) 

co/crt; = -a 23u/p°ax - (a - o e ) / T . 

The V/ONDY difference scheme for these two equations i s 

[&-u + rl.a^ = - r [A .C!J^ 1 / 2 

and 

2 , -in+l/2 . , n ^ 

where 

h = At/7 . 

In [10] the s t ab i l i ty analysis of the two preceding equations with 

q = -c a A.u 

led to the following resul t : A necessary condition for j ' t aMli ty i s 

Car) 2 + h ( | - c ^ r ) + 2c,aj.- £ 1 . (ff.26a) 

Note thet i f h - 0, then (26) is Just Thompson's inequality. Therefore, 

as a corollary of (26) we have the re stilt that- if the material law is 

Hooke'a law in one dimension ( i . e . , p = -a V ~ constant) and if q is 

l inear in 6.u with a constant coefficient, then Thompson's inequality i s 

necessary for s t ab i l i t y . The s tab i l i ty results, in th i s paragraph are for 

both asymptotic s t ab i l i ty and computational s t a b i l i t y . 

In [12] i t i s shown that if 

O s i K i and 0 £ c 1 < ( l - M)1'2 - ar 

then 

( a r ) 2 + h ( | - c x ar ) + Zc^&ic < 1 (4.26b) 
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is sufficient for s t ab i l i t y . Note the corollary for Hooke's law which 

follows fron (26b) when h = 0, Referring to 

(ar) + 2c,Rr < 1 

as Thompson's s t r i c t inequality the result i s ; If the material law 1B Hooke's 

law in one dimension end q i s l inear in &,u with constant coefficient then 

the constraints 

0 £ c. < 1 - ar 

are sufficient for s t ab i l i t y of the vN-R scheme, and the sufficient con­

s t ra ints imply (ar) + 2c.ar + c. < 1 which is only sl ightly stronger than 

Thompson's s t r i c t inequality since c, «* .1 in pract ice. When c, = 0, then 

Thompson's s t r i c t inequality reduces to the CFL s t r i c t inequality which i s 

necessary and sufficient for s tab i l i ty of the vN-R scheme in the Hooke's 

law case. This las t r e su l t (for c * 0) follows from p . 263 of [ U ] . The 

s tab i l i ty results stated irn th i s paragraph hold for both asymptotic s tab i l i ty 

end computational s t a b i l i t y . 

In the course of a previous study of .Tiore complicated rate dependent 

material laws \^~\ i t was noted that a stress of the form of an ideal gas 

law pressure plus a viscous stress q may be cast in the rate dependent 

form. Recall Equation k 

0 p / ? t = -{a 2 - rpq}3V/2ft . 

2 Nov/ a + rpq may be interpreted as the instantaneous acoustic impedance. 

Let's ca l l i t ( a + ) 2 , i . e . , 

( a " ) 2 = a 2 + Tpq . 

Then for a ~ p * a we hfivr-
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&r/at + (a +)Eav/at - aq/at = o 

end R becomes identified with -3q/St. 

In [5] a stability analysis is done for the case when a and To are 

constant and with q = -[c.a + c„o°|a,uj]A.u. Note that this is another 

way of doing an approximate stability analysis for the ideal gas law. The 

result found in [5] is the following necessary condition for stability. 

(a 2r) 2 + 2Kgr s 1 (U.27) 

where 

a_ = a + sign(-A,u)[rc(i:,: a + 3c~p j^u])^!! + 2c_o &tc1 

and 

Kg = ac 2 * 2C|D°|A.U| . 

The inequality in (27) is, of course, for the WONDY rate-dependent 

differencing which is slightly different from the original vN-B scheme, 

In the case of the aforementioned stability analyses [5,10,11,12] 

certain lemmas were developed (see Section 2)- It has been noticed that 
they can be armlied to P (X.). Rearranging P to a standard form RM RM 

where 

A 2 = 1 - r; , 2B 2 = S - ^ [ B ^ 2 ! (2 + C) - /j/st] 

C 2 = »2[1 - zi2S1(2 - ;)] , with 

Ej = Itit sin 8/te , and |g = 1 + rc . 
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and dividing by ? 2 ( le t t ing A3 = A a / ? 2 > B 3 = B g / ? 2 , C 3 = B?,%) ™ obtain: 

A3 = 1 - 2PC/E2 , 

8B3 = 2 - ZrS/Sg - ^[/Iflt/Sg t z* 2(2 + £)] 

V 
The division "by ?„ is done under the assumption that 5p > 0, i . e . , 

-£ < l/r« Apply Lemma IB with A = 1 - a . , B- = 1 - h , C„ = 1 - c • 

her-"* IE require^ A_ > 0. In order to insure t h i s , l e t ' s assume that the 

time step restr ic t ion 

Ul < i/r 

is imp'-sed. In case (B ) the requirement 

*3 ' " 3 - "I S * 

leads to 

(a2 * pc> 2 / t , + *At (H) + gi- j s i . (H.28) 

v2 
£ 1 

-=2 

Recall that White's inequality is 

( a r ) 2

 + , * ( I ) ' 

and the Richtrayer-Mortor. inequality is 

-(if \2 
£ 1 

and compare these with (U.28). This result (U.28) appears to be very 

encouraging since it contains White's inequality and the Rich^myer-Morton 

inequality. Unfortunately, it appears that PmjU) is incorrect. 
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5. RESULTS 

A disagreement was found with [If 3 on p. 321 on the equation for he 

eigenvalues of the amplification matrix. Therefore, the steps in i t 

derivation are given in great deta i l here. 

Tne i/N-R difference equations are: 

Ci-U * rA.p]J = - r U . q ] ^ 1 / 2 , (5.1) 

[&-V - r 4 . u ] ° * ^ = 0 , (5.2) 

[q + Cg I . u | 4 . u | / V ' ] ^ 2 - 0 , am? (5.3) 

[A'e + (p- + q ) A - V ] ^ | = 0 . ( 5.U) 

For the ideal gas law 

ra"£ = P 'A 'V T v"a"p . (5.5) 

Eliminating C from (U) and (5) yields 

[Vo-P + (vp- + rq)A'V]J*^g = 0 . (5.6) 

Remarks: The reader may verify that Equations (1), (2), [Z), and (6) 

are equivalent to Equations (U8), (tt9), (50), and (51) of [ I ". Alsc 

Equation (1+) is equivalent to the ^-difference equation in tne system of 

Equations '-2.1*5) on p. 318 of [ k ]. The jther difference equations on 

that page need to be compared with those in [ 3 ], i.e., those in [ h j are 

the same, except for notation, as those in [3 ]. 

res 

C < 1/V (5.7) 
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- f e 1 / 2 - v J

n ; 1

1

/ a ) / f c 1 / 2 ^ ; ^ ) . (5.8) 
Henceforth, i t is assumed that the time step restriction imposed by (7) 

is enforced. 

The equations of first variation of (i)-(3) are: 

Um * rA.5p]" = - r U . 5 q ] ^ l / 2 > (5.9) 

[A'W - r i . 6u]"J+ 1 / l 2 = 0 , and (5.10) 

[Sq + Cg|A.u|(2&.6u - 6VA.u/v-)/Vlj*^2 = U ' ( 5 , 1 1 ) 

Fallowing f k ] and [ 3 ] in deriving (11) * the perturbation 5u is assumed 

small enough such that sign(A.u) is not altered—see [ h ], p. 321. The 

first variation of (6) is: 

C(v5p" + r5q)fl-V + (vp- f Tq)i"6V + V6'6P + W'S'pf* 1' 2 = 0 . (5.12) 

Check Equations (9)-(12) by comparing with Equations (37)-(!*0) of [3 ] . 

Following [ It ] , p. 321, the notation 

z = - [ A - V / ( V A t ) ] ^ (5.13) 

is introduced. Note that Q = zftt/2. Using (13) in (11) leads to 

[fiq + (£D°) 2 |Z |(Z6V* + 2A.6u/(p°ix))l = 0 , (5.1*0 
"Vl/2 

where I = c2Ax. Again following [k ] , p. 321s the notation 

u = (V°) 2[(YP- + r q ) / v ] ^ ( 5 a 5 ) 

is used. Note that 
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u=(v°)2[(a*)2 + rp* q ]£$ 

where o* = 1/V' and (a*) 2 = vp'p*. From (6), (13), (15) follows 

A'p = 2nQI-(o°f . (5.16) 

Then using (13), (15), (16), in (12) yields 

[H(P°)2(A-SV + 2C5V) - arC6q + H-tv - 2 v C 8 p " ] j l ^ 2 = ° • (5-17) 

Using the ^-definition in (11) yields 

T s -in+l/E 
At6q + 2 | z | U p ° r ( £ 6 V + rA.6u) = 0 . (5.18) 

L J 5+1/2 

Now consider the system of equations (9) , (10), (18), and (17). Let 

f = exp(ikAx) and for y = n,n+l l e t 

• 6U-V* . 6 u V , 6 q £ / S . t ^ ^ , w v + i / 2 . 6 V v ; 3 + l / 2 t m j 

,„v _ . •0.3+1/2 
6 p 3+l /2 " 6 P ? 

Also le t e = kfix/2 and b = 2r sin B. Then le t Wv = (5u v ,6V v ,6q N ' ,6p v ) T 

and replace su" 4 ' 1 by \5ll" to get 

JMS? = o 

where J ( \ ) is given Dy: 
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; (>) 

>,-l 1 b i b i 

- b U >.-l 0 0 

' 3 1 "32 
J H2 

f5.19) 

J 3 ] = 2W,\z\(io°f , 

J 3 2 = Q\z\{\ * 1 ) ( * D ° ) 2 

Jkz = | i ( p ° f r - l * { ' M 1 * C)1 

- 1 - Yf + * • ( ! - YC) 

Observe t h a t 

J e t j{>.) = >.it Jkk(\ - 1) 

+ Xb 2 k f t t j , , . + (J, , + e a c X J , ; , + 2 | z | (>. - i ) ( « o ° ) ? ) [ . (5.20) ^ 2 ^ V°W t 
32 

P„U) = det JU) /UAt) 

M, = ( b o ° ) 2 / i t 

t o ge t 

P C U) = U - D 2 [ - l - YC + \ ( l - vC)] + « 2 U » [ - 1 + C + X(l + C)3 

+ 4 2 U| [ -2 + c - >.(2 * e ) X - i - YC+ X.(I + c(r - D i l l . (5.2D 

28 



Mj = 6 U / A X ) 2 s i n 2 B oign(C) 

X, = l 6 r ( i / a x ) S s i r . 2 S s i g n ( : ) 

t o get 

P ' ) J = ( 1 - ) ) 2 [ - l - vC + >.(! - v f ) ] + l [M,C 2 f ( a * b ) 2 " l [ - l + C + X( l * C)1 

- CM3r-S + C * >-(2 + 0 ] [ - l - < * >•(! + C!T - 1 ) )1 . (5 .22) 

Then expand P U ) i n t o t he s t andard form 

P c U ) = A o + W V A 8 > 2 * A 3 > . 3 

where for i = 0 , 1 , 2 , 3 

A. = A. + CA., + C 2A.„ + C 3 A., 
l io tfil b i2 b i3 

wi th 

A o o = - 1 ' V = 2 M 3 • v ' A o 2 ° M 3 ( 2 Y " 1 ] ' A o 3 = ' ^ 3 ' 

A 1 0 = 3 - ( a * o ) 2 , A u = v - UM3 + ( a * b ) 2 , A ^ = -M u - 2rM 3 , 

M. - 2M , A = -3 + ( . ' i r , A B 1 = v » 2M + ( a * b ) 2 , 

A 2 2 = M^ + M 3(2F - 1) , A 2 3 = Mu + M 3(T - 1) , 
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Let the r o o t s of F !i) be -lenoter! ' . , { ' ) , )Jr-), and > , " , . F i r s t , 

we deterrr.i.ne t he va lue of t he r o o t s a t J = 0 . If C = °> then 

P / > ) ! - -1 ' ' r 3 - ( a * ! , ) 2 ; + , , 2 [ - 3 + ( a * ! , ) 2 : -. , , 3 . 
I r-o 

On"? roo t ir; u n i t y r>o l e t • \0) - 1. The o the r two roo t s s a t i s f y t he 

quadra t i c equat ion 

1 - )J.2 

If a*r ^ 1 (the CFL inequality) then the roots \J,0) and >,fn) are complex 

conjugates with magnitude unity. Henceforth, it is assumea that a*r ^ 1, 

Therefore lot 

\~{0) = \-,(0) = e where 2 cos r- = 2 - (a*b) 

Next, we assume that 

where a = 1 and a _ = a = e* , See Section 6 for a discussion of the 

existence of these expansions. 

Consider 

P C U ) = ( i - vOU - . \ 1 ) ( \ - X 2 ) (A - x 3 ) 

= (1 - y0[\3 - U x + X2 + \ 3 ) \ 2 + (X 2>. 3 + X 1X 3 + \ x \ 2 ) \ - \ ^ 2 X 3 ] 

and note t h a t 

^ + >,2 * X 3 = a 1 0 - a 2 Q 4 a 3 [ ) -, CCa^ + a ^ + a 3 1 ) + 0 ( £ 2 ) 
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V 3 * V'3 + X 1 X 2 = a20 a30 ' aiO a30 * V a 2 0 + > C a l l ( a 2 0 + a 3 0 ) 

aai ( aio * a
3o> + a3i ( aio + a 2 o ) ] + 0 ( £ 2 ) 

ll'-zH " a10 a2O a3O + ' C all a20 a30 + a10 e21 a3O " a 1 0 a 2 O a
3 l ) + °{^) 

2 
Matching \ coefficients yields: 

!- l - vC)ra 1 0 - a M * a 3 0 + C ( a n • » 2 1 - a ^ ) " = -3 + (a**,)2 

+ C[v - 2M3 + (a*b) 2l * 0(C2) 

and this leads to 

^ = 2(v - M3) - (1 + Y)(a*-o)2 . 

Matching X coefficients yields: 

CI - VC){a 2 0a 3 Q - a 1 0 a 3 0 + a ^ - C [ a u ( a 2 0 + a^) + a^Ca^ -, a^) 

+ a 3 1 ( a l 0 + a2o'-} = 3 _ ( a * b ) 2 * e C v " U M 3 + ^*^)2^ * °(C 2 ' . 

and this leads to 

a n ( a 2 o + a3o' + s a i ( a i o + a

3 o ' + a

3 i ( a i o + *zo> = h. ' 

Kg = MY - I^) + (1 - Y)(a*b)2 
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Matching X coefficients yields: 

(-1 - v C ) [ a 1 0 a 2 0 a 3 0 . Q i * ^ ^ * *10*zl*30 * h o ^ O ^ l ' 2 

= - 1 + C(-v * 2M 3) + OfC 2) 

which leads t o 

"liSoV * "aî io^o1 + a 3 : ( a i o V " h 

K3 = 2 (v - Mj) . 

There are tĥ -ĉ  equations for a } e.0 , a ? 1 and the determinant of that 

system of equations iB seen to be 

,2 2 , ,2 2 , , 2 2v 
a20 ( a10 ' a3o' * a30^ a20 " h o ' * ai0 ( a30 " "20* ' 

Therefore If the roots coalesce, then the determinant goes to zero. This 

can happen when (a*h) - 0. This is discussed further in the appendix. 

For new let's proceed under the assumption that (a*b) > 0. Solving for 

\ 1 * 1 - 2C + OCC2) . 

Therefore in compression (Q > 0) 

|4| * i + o(C2) 

prc-^ied 5 s 1. However, in expansion (£ < 0) 

^ 1 = i + 2|C| + o(c2) 

and this suggests that a time step restriction of the form 

Id s « (5.23) 
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with * fairly snail should be imposed. That i s , *. & rain (.25, l/v) or 

so. Next note that 

(X - a 2 0 - a 2 1C)(!. - a 3 Q - a 3 1 0 = >h^Q - ^ 0 * C(a g l - a ^ ) ] ; . 

+ ( a ao + a a i e ) ( a 3 o + a 3 i c ) • 

C(a„ - a, ,) = 2 - (a*U)2 

"20 "30 t v °21 "31 

;[2 + 2Y - 2M, - (1 * v)(a*b) 2] , 

, a 2 0 + a 2 1 C ) ( a 3 0 + a 3 1 C ) = 1 + C [ 2 + 2 v " 2 M 3 ~ > + 0 ( c 2 ) 

2 
note that matching coefficients with A \ - 2B.X + C. leads to 

A, = 1 , 

2B X = 2 - (a*b) £ - {[-a - 2v + 2M + (1 + v)(a*h)a] , 

C x = 1 - £(-2 - 2v + 2M ) + 0(C 2) . 

Applying lemma IB with A, = 1 - a,, B, = 1 - b , C = 1 - c. yields: 

In Case (B ) the condition a, + c ^ 2b_ leads to 

0(G 2) * C(l+ Y)(a*b)2 + (a*b)2 . 

Now, b = 2r sin 9, and sin B = 1 for the highest frequency, so this leads 
us to the constraint 

0(C 2) s C(l + Y)Ma*r) 2 + h(a*rf , 

which leads to 
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otc2) - cd + v) * i . 
2 This last inequality is always satisfied (modulo (£ )) in compression 

(C > 0), but in expansion (£ < 0) it imposes the constraint 

o(c2) * |c! * i/(i * v) . (5.2*0 

fr. Case (c) | X g | £ = ( x j * * C + 0{<;2) BO requiring that | i . 2 ( a and | x j 2 £ 1 

leads to 

C l " 0 ( c 2 j s X 

and this is equivalent to 

C(2 + 2Y) + OtC2) < iC!8(V^t) 2 s in 2 0 . 

Again since we are mainly Interested in constraining the growth factors 

for the highest frequency component (pin 9 = 1), we set sin B = 1 tf get 

the constraint 

c(2 + 2v) + o(e2) * | c | 8 ( V ^ ) 2 

which leads to 

slgn(C)(a * 2v) + 0(0 * 8c* • 

For expansion (£ < 0) this is always satisfied (modulo 0(C)). However, 

for compression [Q > 0) ve have 

2 + 2 Y + 0(0 s 80g 

? 
and thus a constraint on c„ arises 

0(0 + H " J £ C 2 • ( 5 ' 2 5 ) 
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Note that for <u = 1 the previous inequality holds (modulo 0(C)) f°r 

Y =£ 3- In Case (B ) the condition 

( a* r ) 2 [ l + C(l + Y)] + B\Q\(l/cacf s 1 + C(l + v) • (5.26) 

Compare this with White's inequality which is 

f a r ) 2 * 8C(X/to)2 £ 1 

Remark: Note that if a - a and ar £ 1, then White's inequality 

implies (?^}. In the ideal gas law case the difference "between a and a 

at t ' i s as follows 

(a ) n+. 1/2 = v (P"'1 * P") 

Therefore, if r is close to P^ and V is close to V , then a' and a 

are close. 
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6. APPENDIX TO SECTION 5: 
ON THE EXISTENCE OF THE EXPANSIONS OF THE EIGENVALUES 

This appendix presents proof of the existence of expansions of the 

eigenvalues in the form 

X.jtC) = a l o + a i ; L C + 0(C2) . (6.1) 

The proof is divided into two cases: 

Case (1) has a*b - 0; Case (2) has a*b $ 0. 

Case (2) is divided intc three subcases; Case (2a) has £ = 0; 

Case (2b) has C > 0; Case (2c) has C, < 0. 

Consider Case (l). 

P.O.) I = (1 - >-)S(-i - Y£ • Id - vC)) • 

The roots are \ = 1 (twice) and 

A = (1 * YC)/(1 - VC) . 

If -1/v s £ £ 0 ( C < 0 i s expansion) then 

j \ | s i . 

If 0 < C < l /v (C > ° i s compression) then 

U| = i + 2y|Gl + o(c2) . 

This suggests that for computational stability a time step restriction 

|C| £ 5 should be enforced with 6 small and certainly 6 < l/v> 

Consider subcase (2a). 
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? ( \ ) | = -1 + x[3 - (a*!.) 2] + X 2[-3 + (a*b) 2 ] + X3 . 
C IC-0 

One root is unity so le t \Ao) = 1. The other two r&.ts (X g(0), \ , ( 0 ) ) 

satisfy the quadratic equation 

.1 - x[2 - (a*b) 2 ] + X2 = 0 . 

Recall that b = 2r sin 3. If a*r £ 1, then the roots are complex 
conjugates vith magnitude unity. Henceforth, assume that a*r £ 1. 
Therefore let 

where 

X g (0 ) = e x d = I 3 ( 0 ) 

2 cos 9 = 2 - (a*h) 

Thus a , 0 = 1 , a 2 0 = 
19 . -19 = e , and a 3 Q = e 

Remark: The reason for dividing into Cases (2b) and (2c) is that 
the coefficients of P depend on |C|—the two-sided derivatives w.r.t. 
£ at Q = 0 are nonexistent. But if restricted to the case Q > 0 (or 
C < 0)s then the coefficients are just polynomials in £, The case* Z < 0 

can be treated in a manner parallel to the treatment of C > 0 so only the 
details of the £ > o case are presented here. 

-i0 
a3Q = e » a U = " 2' a n a " a21' a31 s a t i 3 f y 

a21 e" 1 9 + a31 e " • K 3 + 2 

where K- = 2(v - f O and ̂  = K - (1 + y)(a*h)2 then 
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3 2 
P CU) = (1 - vC) /7 0- - e i o " alxC) + 0(f) 

It follows that 

Pc ( aio + ail« = 0 ( ^ • 

The next thing to show is that there exists A\J such that 

P (a. + a. £ + AX.) = 0 and M , - t(t ). Use Newton's method. Let 

>.° = a. * a ' and ) m + 1 = \ m - ° (Xm)/p'(>.in). The basic idea of the ic il* c " c 
proof is an induction on m as follows: If ?'(>, ) ̂  0, P'(X ) = 0(-£ )» 

P (Alr') = 0(C 2), and X m = \° + 0(C2) is true for m then it is true for 

m+1. One can see that this can be proven provided Q ±z small enough, 
p'('- ) ̂  0> P'(\ ) = 0(£ ), and provided the Newton's iteration converges. 

To prove the convergence of the Newtan iteration one may use the 

following Theorem N (see p. 168 of [13]). Let f(x*) = 0 and let f' be 

continuous and invertible in a neighborhood of x - Suppose 

Jf (x°)| > l/r\ and jf (x°) | < |x* - x°|/(2ri). Then Newton's method started 

at x converges to a number x** such that f(x**) = 0 and 

|x** - x°| s |x* - x°|. 
P (>. ) can be made sufficiently small by choosing £ small enough 

because P (\ ) = 0{£ ). To use Theorem N it must be established that 

P^U) is invertible at \ = X . To do this one may use the Inverse Function 

Theorem (see [l1*], P> 1^) which says that if g in C and g'(x°) j= 0 then 

there ir a neighborhood of x such that g exists and is C . 
Thus what is required is that 

P'U°} t 0 i p;U°) and P'U°) - 0(C°) 
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KM (1 . Y C) £ { x . a i o . a ± lc)(X - a 1 + 1 ] C - . 1 + 1 > 1 C ) - 0( C
2) 

Therefore 

P'Ca. + a.-C) = (a. - a, _ )(a. - a, . ) + 0(C) 

and since a*b / 0 it follows that 

Also note thai-

P^U) = 2(1 - vOY] U - a i 0 - auC) + 0(C2) 

Therefore 

and it follows that 

since a t / 0, This completes the sketch of the proof that the eigenvalues 

possess expansions of the form (1) provided £ is small enough. 
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7. SUMMARY 

The eigenvalues of the amplification mrrrix of the local equations 

of first variation of the vN-R scheme for the case of the ideal gas law 

are of the form (for i = 1,2,3*1*) 

>.. = a. + a.,C + 0(C2) 
1 10 ll* 

fe1/2-^/2>fci/£

 + ^ / 2 ) 
In order that the volume remain positive, the time step restriction Q < 1 

is required—for the vN-R scheme to be solvable £ < l/y is required—for 

the suppression of noise oscillations of period 2Ax the inequality 

-l/(l + v) < C, should be enforced (note that this last inequality is a 

constraint only in expansion vhere Q < 0). In general, the computational 

stability analysis in Sections 5 and 6 suggests that 

Id a 6 (7.1) 

should be enforced with * small. How small may be determined by numerical 

experimentation—experience suggests 6 £ rainCl/1*, 1/(1 + v))» 

The computational stability analysis in Section 5 also leads to the 

following constraint 

(a*r)2[l + C(l + Y)] + 8|c|(Vto) a s 1 + C(l + Y) (7.2) 

[ a * ] n + 1 4 2 = Y [ P 7 V ] n + 1 ' / , 2 
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is a certain approxination to the acoustic impedance at t / and x.^/g 

and where r = At/(p°Ax). It was also found that 

(1 + V)A * (*/to)2 (7-3) 

should be enforced to suppress noise oscillations of period 2Ax when in 

compression (when C, > 0). 

The artificial viscosity in WONDY is of the form 

q - -AA.u 

vhere 

A = a ^ + c||A,u|/V* (7.U) 

c — J _ ^ .-—i 

are related ty i = Cpfix. The stability inequality in WONDY at this time 

far) 2 + 2Ar £ 9 < i (7.5) 

where 6 «* 0.9. Equation (7.^3 may be written A = ac.r + 2c2|c| therefore 

(7-5) raay tie written 

(ar) 2 + Zaa^r + ke^\Q\ £ e . (7.6) 

Consideration of (7«£) and the s tabi l i ty studies mentioned in Section k 

suggest that WONDY should be enforcing 

( a* r ) 2 [ l + C(l + Y)1 + 2a*c xr + 8c^|c! * 8(1 + CU + v)3 (7-7) 

along with (7.1) and (7-3) instead of (7.6) for the case of the ideal gas 

law with artificial viscosity of the form 

A = a*cx + C||A.U|/V . 
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