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ABSTRACT 

Octopus, a local computing network that haa been avolvini 
at tha Lavrtnct Uvanora National Laboratory for ovar 
fifteen years, i t currently undergoing a major revi i ion. 
Tha primary purpoaa of the revision ia to consolidate and 
redefine cha variicy of convention! and formats, which 
have grown, up over the yiari, into a ti.ntIt atendatd 
family of protocols, tha Livanora Interaccive NatworK 
Communication Standard (LINCS). Thii standard traati Cha 
antira network aa a i i n | l a distributed oparatini eyetaa 
aueh that accaia to a coiputini resource ia obtainad in a 
t i n i l t way, whither that raiourea ia local (on tha t u a 
compucar at cht acct i t int proceit) or remote Ion anothar 
computer), LIHC9 ancoir paiaaa not only communication 
but alio tuch iaiuti aa the ralitionihip of cuicostr eo 
server p r o c t i m and cht ttructura, naming, and protac-
cion of riaourcaa. Iha diacuiaion include!: an overview 
of Cht Llveraora uaar coaaiunicy and computing hardvart, 
tht function! and i truetun of itch of Cha seven layara 
of LIKSS protocol, cha riaiont vhy va hava designed our 
own protocols and why vt art dliaacilf iad by tha 
oireetione that currant protocol acandarda ara Caking. 
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OCTOPUS 

Tht Lawttnca Livanora National Laboratory (LLNL) 
ii optratad by the University of California under 
contract froa tht Department of Energy. It it 
engaged in research and development, chiefly 
relating to nuclear explosives and energy 
reiourcei. Tha phyaiciaci, chcadste, engineers, 
and other profeaaionala at cht Laboratory make 
extensive uie of computers, priaarily to simulate 
phyaical proceaatii Such simulations greatly 
reduce (but do not eliminate) the need for actual 
experimentation and ttacing, vicb cooaequent 
reductiona in coac and hazard. Hany of the 
simulations acretch the liaita of the largeic 
computing aachinta that art currently available, 
and still more complex aimulationa await Che 
development of even more powerful aachinei. 

Hoat of LLHVl computing facilitiea ire organized 
into a aingle local-area network called Occopua, 
which currently include! the following: 

o coaputera: four fray-1, Chree CDC 7600, 
numaroua DEC PDP-10, VAX, PDP-11, LSI-11, 
SEl 32, TI 930A, Modeoap II, etc.; 

o atotagt: traeges Automated Tape Library 
(2 trillion biti), CDC 38500 (1 'rillion 
b i d ) , and nuairoua diaka; 

o i/o: four FK-SO microfilm racordara, two 
Honeywell nonimpact princera (each 18000 
linea/ain), nuaeroua aaallar princeri, 
card raadara, and capea, over 1000 
teltviiion aonieora, and over 1600 
interactive keyboard terninala (both hard 
and toft copy); 

o communication: a Network Syittua Corpora­
tion (NSC) Hyperchannel (40 aegabici/aec) 
and numerous serial channels (up co 224 
kilobica/iec). 

All this haa evolved from a beginning in che 
mid-I960'j wich one CDC 6600 and cwelve Model 33 
Telecypea. Aa Oecopua has expanded and incorpo­
rated new technology over che years, every effort 
hal been made co maintain a consisCenC and orderly 
design, yet it ia probably inevitable that che tad 
rtiulc of such extemive growth involves certain 
nonunifonaicica and unnecessary complexities 

Therefore, wc art now engaged in a major afforc co 
review che architecture of our network, identify 
ways in which various activities can bt carried 
out in a sort uniform and comiicent manner, and 
appropriately alcer our deaign. The result of 
this effort ii LINCS — the Livernore Inceraecive 
Neework Comaunicacion Scandard -- a hierarchy of 
comaunication protocol! and other conventions for 

*This work wet pcrfomd under the auspices of the 
V. S. Dtparcaenc of Energy by Lawrence Liveraore 
National Laboratory under ContracC No. 
W-740S-ENC-48. 

m* ******* 



our network, Mt have named the varioui layer! of 
LINCS protocol! in conformity with the 031 Model 
(1), and their functionality follow* the outline 
in lection 6.2 of that document. However, we do 
not alwaye follow the tore detailed specifications 
in later sections of the document, which in our 
viev do not eutirely adhere to the principle! of 
•action 6.2. 

ALTEUMIIVE PIOTWOLS 
It might ba wondered why we have choien to design 
our O K . protocola rather chin adopt itandard 
protocol! or the protocoli of I O M vendor. The 
reeion ii that we find unacceptable deficiencies 
in those protocol!, such aa the following 

c The protocol ia not yet defined, Ihi; ii 
thi caie for asit itindard protocols. 

o The protocol ii unimplemented. Tliii ii 
evsn more the caie for itandard prococoli. 

o The protocol ii subject to unpredictable 
chm|e. Ihi.i it the caie for vendor! 
protocoli ind ii a aource of particular 
difficulty when tote than oni vendor it 
represented within a network. 

o Ihi protocol providai limited faciliciei. 
For exuple, many protocol! provide only 
for terminal interaction end tilt 
movement, rether than for thi geniral 
•ituetion indicated by the next point. 

o The protocol does not provide for general 
interproceii communication. 

c Ths protocol treats local (within the lime 
computer) vs. remote (eaonf computer!) 
communication end access differently. 
This is in part a shortcoming of vendors' 
operating lyitem, but it ii alio a ihort-
coKint of protocols,' which often attach 
too such significant to rhe system or 
host on which a process .elides. The OSI 
Model in fact is named as applying to Che 
interconnection of "open" systems, not of 
processes, while LINCS treats a network ai 
a lingle distributed operatis/ system. 

o The protocol is poorly modulflrizcd, often 
forcing the implementation of complicated 
features when only simple ones are 
needed. Propoied lo-callcd virtual termi­
nal prococoli are particuler offender! in 
thia regard. 

o The protocol is gratuitously complex, that 
ia, has complexity well in exceu of what 
ii needed to do the job, JC.25 (level! 2 
end 3) ii only one of many examplu. 

o Thi protocol involvei extensive "hand­
shakes" at many level!, often requiring 
the exchange of a doien or more control 
packet! to effect the trencher of a lingle 
packet of data. 

o The protocol is inefficient in time and 
space. We have competed LINCS implemen­
tations with implementation! of alterna­

tive!, and factors of tan in favor of 
LINGS are not uncommon. 

o The protocol is incomplete; that is, it 
providee so meny option! that it really 
does not define a uniform standard. This 
ii a typical result of the deiign-by-
committee political procen within 
itandardi1 organisation!. 

o The protocol eabodiei technologically 
obsolescent concepts. One such obso­
lescent concept ii that incerproceei 
communication should be modeled after 
proceii-co-tensinel coaaunicition. 

o The protocol has inadequate security 
featurea. 

Of course, whenever a system not idhering to LIKS 
is ettached to octopus, a gateway nodule tnuit be 
provided to trimUte between the differing proco­
coli involved, in particulir, ve will provide 
gatewiyi between LINCS and intenntional standard 
protocols, aa the lattar are defined, A gateway 
usually cannot compensate for deficiencies in a 
protocol; eo the nrvicei offered through e 
gateway may be limited. 

LIHCS HIERARCHY 
He now review the LINCS protocol!, from the 
phyiical (firat and loweat) to the application 
(•eventh and higheic) layers. 

Phyiical layer 
LINCS viewa the physical liver n encompming 
whatever ii within the communication channels that 
interconnect the nodes (computers) chat itake up 
the network, ihii U the only layer for which we 
adhere entirely to vundors' and/or standard 
protocols; that is, the physical protocol is 
defined by the channel hardware. An important 
notion in regerd to the phyiical layer is recur-
livc encapauletion: LINCS regard! a channel aa 
embodying juit the phyiical layir, even though 
examination of its inner working! might reveal 
aulti-layer complexity, perhapi even an entire 
network. 
Link Layer 
The main purpoie of the link layer il to provide 
assurance and flow control (AfC) across a chan­
cel. By anurance ii meant that data is delivered 
in proper sequence and without omission, altera­
tion, or duplication, clearly the link protocol 
depends on the nature of the underlying physical 
protocol end will be more or lesi complex 
depending on the inherent quality and reliability 
of the physical layer; so the appropriate link 
protocol varies from channel to channel. 

Although we will support X.25, level 2, on serial 
channela connecting central Octopua to uiers1 

minicomputers running vendors' systems, we prefer 
a protocol of our own deaign called ALP — A Link 
Protocol.(*' ALP is liaple and efficient, yet 
effective. The entire protocol is embodied in 
about 50 lines of Algol; contrast this with X.25, 
level 2, which il defined in 16 pages of documen-
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tation, ytt ntvtr exhibits in algorithm. ALP is 
also used with the NSC Hyparchannel, which (like 
other multipoint communication n l d U such ti 
Ethernet) i« a channel, not («• il loaecimee laid) 
a network. 
Hetworit Layer 

The priaary puryoea of Che network layer ii to 
routa packaca froa node Co node in zero or note 
hops froa ori|in Co destination. As with higher 
layers, there are great benefits in an entire 
network using a single network protocol. The 
LINCS protocol is called DeltaCrem. It ia a best 
effort ditagraa protocol that routes each packet 
independently; that is, it does not sec up virtual 
circuits, which generally entail a higher over­
head. Addressing at this layer ie to the port or 
a process, not just to the node or "host". This 
modularisea the entire routing and addressing 
sctivity into a single layer, eliminating the need 
to inplsment such activity repeatedly in layer 
after layer. It also tendi to eliainaca inappro­
priate preoccupation with which node a process 
happens to ha in. However, addresses do have e 
hierarchical atructure chat reflects, at least in 
part, the network topology. This ia necessary in 
order to keep network routing tables and 
algorithm of manageable site. 

The origin generates data packets of soae size. 
If a packet is too large for acae part of the 
network through which it pants, then a network 
module will fragment the packet into smaller 
packets. To aaka thia tasiar, a packet is 
anijned a sequence number corresponding to the 
ordinal position in the data strtsi of its first 
bit; so in appropriate maturing for the packet 
fragments is obvious. This saae sequence number 
is also used by the trensport (next higher) 
Isyer. This shering of che sequence number field 
(and other fields) in the packet heeding provides 
efficiency. Soae may feel Chat auch sharing 
violates the principles of proper layering, but in 
fact it does not; it is only a question of what 
information is plsaad across interleyer 
boundaries. Fragmented packets need not be put 
back together by the network layer. 

Transport Layer 
Above the network layer, one has the abstraction 
that ports on processes communicate with streams 
of bits, all knowledge of the structuring into 
nodes connected by channels being concealed. Each 
of the next three layers (transport, seeaion, and 
presentation) logically consist* of one indepen­
dently executing module per end of association, 
where an aasociation is a pair of communicating 
porta. 

The transport layer provides AFC across the 
association from end to end (aa opposed to the 
link layer, which provides AFC over each chan­
nel). The LIHCS transport protocol, Delta-t, is 
timet- bssed; that is, it uses tiacrs to decide 
when ic can discard Che connection records for an 
association.'3' Thia avoids the overheed of 
opening and closing "handshake" peckets. 

Session Layer 
The session layer is quite trivial. Its chief 
function ie to deliait the data streaa in each 
direction on an associscion into logical units: 
messages ami oonologs. To do this ic uses special 
marker flags in packet headings. A message 
expresses a complete thought, at che end of which 
the sender intends that the receiver should "wake 
up" and take action. A monolog is a sequence of 
related aessagce; at the end of a nonolog the 
communis icing procssses can discard context or 
atate relating to it. 

Presentation Layer 

The preiencitioo layer defines the format of the 
data contained in messages. LIHCS recognizes 
three formats: 

o The "raw" data protocol defines just a 
stream of bits, not to be interpreted by 
the recipient. For example, a file server 
receiving data to be written into • flit) 
regards it aa just a strata of bits; 
records and other structures within a file 
are, at leaat for the present, regarded by 
LINCS aa an application layer issue. 

o The virtual terminal protocol defines a 
stream of 6-bit characters adhering to 
rules based on the ANSI documents X3.4 
(ASCII), X3.41 (code extension), end X3.64 
(additional controla). This protocol is 
used between those processes that directly 
control interactive terminals and those 
proceaaea, called command interpreters, 
that interface between che human-oriented 
virtual terminal protocol and the 
coaputcr-oriented protocol discussed next. 

o The concrol prococol ie used for mosc 
incerprocess communication of requests for 
service and replies about service per­
formed. In contrast with che virtual 
terminal protocol, information is 
expressed in forms likely to be suiteble 
for coaputcr processing; for exaaple, 
integers are expressed es binsry bits, not 
as decimal ASCII digits. He see no reason 
to burden computer processes with trans­
lating to and from human-oriented forms of 
expression when communicating among 
themselves. 

Application Layer 

The application layer, unlike the lower layere, is 
concerned with more than just communication. It 
defines standard views of several issues chat are 
of concern to many proceeeee, including che 
following: 

o It defines the relationehip between 
servers (processes that provide services 
to other processes) and customers (pro­
cesses seeking services), including such 
utters ae whether the server performs 
requests serially or in parallel, when 
replies are generated, and how the cus­
tomer cen cause replies to be directed to 
a third party. 
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o IC dtfinti * itandard nodtl for tuourcci, 
euch aa filti, diitccoriti, i/o dtvicea, 
dock*, accsunca, procttitt, etc., 
including in particular • model of heeding 
or etae* information, 

o It dt'-'.uta etandard function! to optrc:a 
on re»ourct*. Fot exempli, "cniti", 
"write", "read", and "dtitroy" tri 
function* of widt epplicability, 

o It dtfinti » univtraal m i l for tfftcting 
till movuent of bulk dici (fill* to bt, 
(tortd, output to bt printtd, tec.) u o n | 
proctttu. 

o It difinti 4 attndtrd scheme for niaini 
and proving tight of tcct** to riacurcti. 
Tht scheme atkta uat of capabilitiaa, 
whtrt a capability ia a codtd rtcord, 
Itntrattd by tht atrvtr and given to tht 
customer vhtn a rnourct ii creetad and 
than rtturntd to tht atrvtr whenever tht 
rtaourct ia acetiatd. A capability ia a 
computtr-oritnttd runt for a raaourct. 
Huaan-oriantid n a m art providtd u*in| 
rtaourcta calltd dirtctoriaa. A dirtctory 
ii t liat of encritt, tach antry aiioei-
atin| a mnamonic characttr ttrini with a 
capability. A human ultr |tairilly u»mt« 
a rt»ou:et with a chain nut, • »tqu*nce 
of mnemonic* which, atartini with a given 
root dirtctory, laada fro* ont diractory 
to anothtr until tht capability to tht 
diairtd raaourca ia raachtd, 

o It dtfint* ttandaid ba*ic atrvicta, eueh 
ai filt ttrvict, dirtctory itrvict, output 
itrvict, ttc. 

Tht consequence il that a uatr of LIHCS can rtid 
juat ona baaic manual and thtn know how to do a 
uidt vtriity of common computint tctiviciti, auch 
a* acccaaint Eiltt, without having to rtlearn that 

CONCLUSION 

We a n jute now tnttring inco the full swing of 
the convention to LINCS; ao it ia not yet posaible 
to comment on our lucctu. It undoubtedly will be 
lcaa than wa might hope, but it liana ctrtain that 
tht grtater uniformity of IINCS will bring about 
conaidtrablt improvements in tht ttaa with which 
raw ficilitita can bt tddtd to tht network and tht 
tale with which uatr* will bt able to Warn about 
tht ayitim, «t art alto quite t u n that tht 
gtntrality of LINCS haa not been bought at tht 
prict of itgnificant dtgradation in ptrforunct. 
In fact, tht primary cauit of delay in completing 
our design ha* ariaen from the need to take care 
that ill cepacia of it admit of efficient imple­
mentation. Among the computera for ',htch we ere 
currently implementing LINCS are OEC VAX and 
LSI-ll. 
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for eech computer uied (4) 

Multilayer I**ue* 

The preceding diacuision ha* by no mane covtrcd 
all iiaues. In particular there are certain 
matters that of necessity ha"e to be dealt with 
within several layera. One auch issue is security 
and protection. En an environment such ss Octo­
pus, when information of varying *en*itivity 
txittt, it i* ntcittary to labtl moat computa­
tional objtcct — rtaourcet, proctaati, packets, 
channtlt, node*, capabilities and (human) uaer* 
— a* to thtir levels of nr.iitivicy, authority, 
and/or prottction offered. Then certain rela­
tionships among theee levela must be enforced, 
For example, the network or link laytrs must «ee 
to it that packtt* irt not trintnitttd ovtr 
channels that do not offer the eppropriata level 
of protection, while it is servers1 application 
layera that mutt prevent access to resources more 
sensitive than the authority of the customer. The 
network leyer should alao verify that ell packata 
are properly identified with their origin 
addresses. 
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MtlMn on îmnJ htrtta U MI aKmaril- MM* *x rtflfti tl«h* rf tbt I HHH 
Stim G*t«nmm item/, mi MiH m IK «H hr lahfflMiiftrpfWKtf*. 

-4-


