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' ABSTRACT

Ottopus, a local computing netvork that has bean svolving
at the Lavrence Livermore National Laboratory for over
fiftasn years, i currently undezgoiag & major zevision.
The primary purpose of the tavision is to consolidate and
radefine tha varjsty of convantions and formats, which
have grown up over the ysars, iato 4 single scanderd
fanily of protocols, the Livermors Interactive Network
Communication Standard (LINCS), This standard treats the
entive natvork as s single distvibuted operating systen
such that access to 4 cowputing resource is obtained in a
single vay, uhether that resource is local (on the seme
computar as the accessing process) or remoze (on another
computer), LINCS encom= passes not anly communication
but slso such issues as the relationship of customer to
sarvar proces and the strueture, naming, aad protee-
tion of resources. Tha discussion includas: an overview
of the Livermore usar community and computing hawdware,
the functions end structure of each of tha seven layers
of LIKSS protecol, tha reasans why ve have desigaed our
owt protacols and why wa are dissatiafied by the
alrections thet currant protocal etandards are taking.
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0CTOPUS o i/o: four FR-80 micrafile recorders, two
Honaywell nonimpact printers (each 18000

The Lawrence Livermore National Laboratory (LLNL) lines/min), nuaercus smsller princers,

{s operated by the Univarsity of Californis under
contract from the Department of Energy. It is
engaged in rasearch and development, chiefly
relating to nucleac explosives and energy
reaources. The physiciate, chemitts, engineers,
and other professionaly at the Laburatory make
extensive uae of computets, primatily to simulate
physical processes. Such simulations greatly
reduce (but do not eliminare) the need for sctual
experinentation and testing, with consequent
reductions in cost and hazard. Hany of the
sisulations stxetch the limits of the largest
computing machines that are curvently available,
and still more complex simulations avait the
development of even more powerful machines,

Most of LLNL's compating facilities nre organized
into a single local-area network called Octopus,
which curreatly includes the following:

o computers: four "ray-l, three CDC 7600,
cumerous DEC PDP-10, VAX, PDP-11, LSI~1l,
SEL 32, TI 980A Modcowp II, ate.;

o storage: DBraegen Automated Tape Lidrary
(2 erillion bits), CDC 38500 (1 rrillion
bits), and numerous disks;

*This work was performed under the auspices of the
U. S. Depsrtadnt of Energy by Lawvrence Livermore
Nationa} Laboratory under Contract No.
W=7405~ENG=48.,

card readers, and tapes, over 1000
telavision monitora, and over 1600
interactive keyboard terminals (both hard
and soft copy);

o communication: & Network Systems Corpora-
tion (NSC) Hyperchannel (40 megabits/sec)
and numerous serial channels (up co 224
kilobica/sec).

All this has evolved from a beginning in the
mid~1960's with one GDC 6600 and twelve Model 33
Teletypes. As Octopus has expanded and incorpo~
rated nte technology over the years, every effort
has been made to maintain a consistent and orderly
design, yet it is probably inevitable that the eud
vesult of such exransive growth iavolves certain
nonuniformities and unnecessary complexities.

Thetefore, ve are now engaged in a major efforc to
review the architacture of our netwock, identify
ways in which various activities can b. carried
out in & more uniform and consistent asaner, and
appropriately alter our design. The result of
this effort is LINCS -~ che Livermore InteraGtive
Hetwork Commuuication Standard -~ a hierarchy of
communicatiou protocols and other conventions for

;
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our netvork, We have named the various layers of
LINGS protocois in conformity with the 0SI Modal
(1), and their functionality £2llows the outlina
in section 6,2 of that document. However, wa do
not always follow the more detailed specifications
in later sectious of the document, which in our
view do not eutirely adhere to the principles of
section 6.2,

ALTERNATIVE PROTOGOLS

It might be wondered why we hava chiosen to design
our ow. protocols rather than adopt standard
protocols or the protocols of soms vendor. The
reason is that we find unacceptable deficiencies
i1 thowe protocols, such aa the following:

¢ The protocol is not yet defined, Thiz is
the case for most standard protocols,

o The protocol is uniwplemeated. This is
avan more the case for standsrd protocols.

n The protocol is subject to unpredictable
change. This is the case for vendors'
protocole and is a source of particular
difficulty when wote than one vendor is
represanted vithin s necvark.

o The protocol provides lieited facilities,
For exsuple, many protocols provide only
for camminal intevaction and file
movemant, rather than for the genaral
situation indicaced by the next point.

o The protocol does not provide for general
interptoceass communication.

¢ The protocol treats local (within the came
computer) va, remote (among computers)
communication and accass differently.
This is in part a shorccoming of vendora’
oprraving systems, but it is also a4 shorte
eoizing of protocols, vhich often ectach
too much aignificance to ~he system or
host on vhich a process .geides. The 0SI
#odel in fact is named as applying to the
interconnection of "open" systams, not of
processes, vhile LINCS treats a network as
a single distributed operatizg systea.

o The protocol is poorly modularized, often
forcing the implementation of complicated
features when only simple ones are
neaded. Proposed so-called virtual termi-
nal protocols are particulsr offenders in
this regard,

o The protocol is gratuitously complex, that
is, has complaxity well in excass of vhat
is needed to do the job, X.215 (levels 2
and 3) is only one of many examples.

o The protocol involves extensive "hand-
shakes” at many levels, often raquiring
the exchange of s dozan or more control
packets to affect the transier af a siagie
packet of data.

o The protocol is inafficient in Ciwe aad
spaces We have comparad LINCS iwplemen-
tations vith implementacions of alterna=-

tives, and factors of tan in faver of
LINCS are not uncommon,

o The protocol is incomplece; chat is, it
provides so many optiona that it really
does not define a uniform standard, This
is & typical result of the design~by~
committes political process within
standards' organizations.

o The prococol embodias technologically
obsolegcent concepts. Ona such obso-
lescant concept is that interprocess
communication should be modeled after
procesp~to=tatminal communication.

o The protocol has jnadequate security
faaturas.

Of coutss, vhanaveT & systea not adhering to LINCS
in accached to Qctopus, a gatevay module must be
pravided to translate between the differing proto=
cols involvad, In particular, wa will provide
gatavays batuean LINCS and interantional standard
protocols, as the lattar ara defined, A gatevay
usually cannot compensace Eor deficiwncies in a
protogol; 8o the services offeved through &
gatevay may be limited.

LINCS HIERARCHY

We now review the LINCS protocols, from the
pliysical (first and lowest) to the application
(saventh and highest) layers.

Bhysical Llayer

LINCS viaws the physical laver as encompassing
whatever is vithin the communication channels that
intevconnact the nodes (computars) that meke up
the network. This is the only layer for which ve
adhere antiraly to vindors' and/or standard
protocols; that is, the physical protocol is
defined by the channel hardware. An important
notion in Tegard to the physical layer is recur-
sive encapsulation: LINCS regards a channel as
embodying just the physical layer, even theugh
examination of its inner vorkinge might reveal
multi-layer complexity, perhaps even an satire
network.

Ligk Layer

The wain purpose of the link layer is to provide
aesurance and flow control (AFC) across a chen-
qel. By assurance is mesnt that data is delivered
in proper sequance and without omission, alters~
tien, or duplicarion. Clearly the link proteocol
depends on the natuze of the underlying phyeical
protocol and will be more or less complex
depending on the inherent quality and reliability
of the physical layer; so the aporopriate link
protocol varies from channel to chansel.

Although we will support X.25, level 2, on serial
channels connecting central Octopus to users'

ainicomputers running vendors' systems, ve prefer

& protocol of our own design called ALP -~ A Link
Protocol,(2) ALP is simple and efficient, yer
effacciva. The eatire grotocal is embodied iq
sbout 50 lines of Algol; contrast this with X,25,
level 2, vhich is defined in 16 pages of documen-
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tation, yst nevar exhibits an algoritha. ALP iy
also used with the NSC Hyparchannel, which (like
othet multipoint commuaication media such as
Fthernet) is a channel, not (a» is somtimes said)
a network,

Hetwork Layer

The primary puryose of the network laysr is to
routa packera from noda to node in zero or wore
hops from ovigin to destination. As with higher
layers, there are great benefits in ao entire
retwork using a single network protosol, The
LINGS protocol is called DeltaCram. It is a best
affort datagram protocol that rouces esch packet
mdup\ndnntly‘ that is, it doea not sat up virtual
circuits, which gensrally antail g higher over-
head. Addressing at this layer is to the porc or
a process, not just to the node or "host', This
modularizes the entire routing and addressing
activity into a single layer, eliminating the need
to isplevant such activity rapeatedly in layer
after layer, It also cands to aliminace inappro-
priate preoccupation with which node a proceas
happtnt to be in.  Howavey, addrassss do have s
hierarchical atructure that taflects, st lesst in
part, the network topologys This is necessary in
ordut to kesp oetwork routing tables and
algorithms of manageable size.

The origin genaretas data phekets of soma size,
If a packet is too llrn for aome part of the
network through which it passes, then a netvork
nodula will Eragmant the pnckc: into swaller
packats, To maka this easier, picket is
assignad a ssquencs nunblr corresponding to the
ordinal position in the data stream of its firse
bit; 40 an appropriate mmbaving for the packet
fragmants iy obvious, This same raquence number
is aleo used by the traneport (naxt highet)
layer. This sharing of the sequence aumber fisld
(and other fields) in the packet heading provides
efficiency, Some may fwal that such sharing
violates the principles of proper layering, but in
fact it does not; it is only a question of what
information it passed across interlayer
boundaries. Fragmwented packets need not be put
back together by the network layer,

Transport Layer

Above Che network layer, one has the absiraction
that poTts on processes communicate with streams
of bits, all knowledge of the seructuring inte
nodes connected by channels being concealed. Each
of the next thtee layers (transport, session, and
presentation) logically consists of one indepen-
dently executing module par end of association,
where an sssociation is a pair of communicating
ports.

The cransport layer provides AFC across the
association from end to end (as opposed to the
link layer, which provides AFC over each chan~
nel). The LINCS tranaport protocol, Dslta-t, is
timer- based; that is, it uses timers to decide
when it can discard the connection recoxds for an
association,(3) This avoids the overhead of
opening and closing "handshake" packets.

Session Layer

The session layer is quite trivial. Its chief
function is to delimit the data stream in each
direction on an associstion into logical units:
messagas anc monologs. To do this it uwas special
marker Flags in packet headings. A message

ses a complete thought, st the end of vhich
the sqndar incends that the veceiver should "vake
up" and take action. A monolog is & sequence of
related nassages; at the and of a monolog the
comsunic Ating processas can discard context or
state Telating to it.

Presantation Layer

The presentation layer defines the format of thu
data contained in mesvages. LINCS recognizas
thrae formars:

o The "rav'" data protocol defines just a
strean of bits, not to be interpreved by
the recipieat. For axample, a file server
raceiving data to be writtan {nto s file
ragards it as just a atream of birs;
vacords and other structures within a fila
ate, st least for the present, regsrded by
LIKCS as an application layar issus.

6 The virtual terminal protocol defines a
straam of 8-bit charactars adhering to
rules based on the ANSI documencs X3.4
(ASCIT), X3.41 (code extension), and X3.64
(additional controls), This progocol is
used between those processes that diractly
control incarvactive terminals and thosa
procasses, called cowmsnd interpraters,
that interface betwvagn the human-oriented
virtual terminal protocol and the
computer=-sriented protocol discussed next,

o The control protocol is used for most
interprocess communication of requests for
service and replias about seryice par-
formed., In contrast with che virtual
terminal pratocol, information is
expressed in forms likely to be suitabla
for computer processing; for example,
integers are expressed as binery bits, not
as decimal ASCII digits. We see no reason
to burden computer processes with trans-
lating to and from hussn-oriented forms of
expresaion when cosmunicacing wmong
themselves.

Application Layer

The application layer, unlike the lower layers, is
concerned vith more than just communication. It
defines stardard views of several issues that are
of concarn to wany processes, including the
following:

a [t defines the ralationship between
servars (processes that provide servicas
to other processes) and custosars (pro-
cesaes aeeking services), including such
mattars as vhether the servar pecforms
raquests serially or in parallel, vhen
teplies are generatad, and how the cu=
tomar can cause replies to be directed to
4 third party.




o It defines a scandard model for rmsources,
such as filas, directorias, i/o davices,

or state informacion.

o It defnes standsrd functions to opersta
for sxample, "create”,

, "read”, and "destroy" are
functions of vide spplicability,

0 It defines a universal means for eifecting
the movamant of bulk data (£iles to be
storad, output to be pnn:cd. atc,) among
Processes,

o Lt defines a standard schema for naming
and proving right of access to resources.
The scheme makes use of capabilities,
where s capability is s coded record,
generated by the server and given to the
custoser vhen a rasource is creatad And
than returned to the ssrver whensver the
resource is accessed. A capability is a
computer-orianted nama for a resourca,
Human=orientad names are provided using
resoutces called directories. A dirvectory
is a list of encries, sach eatry associ-
ating 4 wnemonic characcer string vith a
capability. A human user generally nasas
a resousce vith a chain name, & sequence
of mnemonics which, starcing with a given
root dirsctory, lea oa one diractory
to another until the capability to the
desired resourca is reached,

o It defines standard basic services, such
as file service, directory service, output
service, ete.

The consequence ig that a user of LINCS can read
just one basic sanual and then knov how to do a
wide variety of common computing activities, such
as accesaing files, without haviog to relearn thee
for each computer used.

Multilayer Issues

The praceding discussion has by no weans covered
all issues. In particulsr there are certain
matters that of necessity have to be dealt with
vithin several layers. One such issue is security
and protection. [n an environment such a3 Octe-
pus, where information of varying sensitivicy
exists, it is necessary to label most computa-

1 objects ources, procasses, packets,
channels, nodes, cepabilities, and (human) users
-= a8 to their levela of sensitivity, authority,
and/or protection offered. Then certain rela-
tionsnips among these lavels aust be enforced,
For example, the network or link layers must see
to it that packets are not Lransmitted ovar
channels that do not offer the eppropriate level
of protaction, while it is servers' application
layars thet wust prevent access to resources more
sensitiva than the authority of the customer. The
network layer should also verify that sll packets
are proparly identified with their origin
addressas.

CONCLUSION

We are just now eutering
the conveision to LINCS; o it is not yet possible
to on our « It undoubtedly will be
leas than va wight hope, tut it ddems certain that
the greater uniformity of IINCS will bring about
considerable improvements in cthe easa with which
new fscilities can ba added to the network and the
ease vith which users will be able to leara about
the system, We sre also quite sure that the
genarality of LINCS has not been bought at the
price of significant degradation in performance,
In fact, the primary cause of delay in completing
our'design has arisan from the need to take care
that sll aspacis of it admit of efficient imple-

inco the full swing of

mentation. Asong the computers for 'hich we are
cyrrently implementing LINCS are DEC VAX and
LsI-11.
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