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SU~II1ARY 

As part of the U.S. Program of Technical Assistance to IAEA Safeguards, 
the Pacific Northwest laboratory (PNL) was asked to assist in developing and 

demonstrating a model for assessing the impact of setting criteria for the 
application of IAEA safeguards. This report presents the results of PNL 1 S 
work on the task. 

The report is in three parts. The first explains the technical approach 

and methodology. The second contains an example application of the method­

ology. The third presents the conclusions of the study. 

The technical approach involves the following activities. The first 

requirement is to define a model that relates the impacts and the effective­

ness of IAEA safeguards to the safeguards criteria that are to be considered. 

For this purpose PNL used the model and computer programs developed as part 

of Task C.S (Estimation of Inspection Effort) of the Program of Technical 

Assistance. In order to apply the C.S model to perform an analysis of the 

impact of safeguards criteria, a three-step procedure is fo11owed. First, 

the input variables to the model are systematically varied using an experi­

mental design. Second, the response of the system to changes in the input 

parameters is calculated and recorded. Third, a standard statistical soft­

ware package is used to analyze the results. 

The example application of the methodology involves low-enriched uranium 

conversion and fuel fabrication faci1ities. The effects of variations in 

seven parameters are considered: false alarm probability, goal probability of 

detection, detection goal quantity, the plant operator's measurement capability, 
the inspector's variables measurement capability, the inspector's attributes 

measurement capability, and annual plant throughput. 

Among the key results and conclusions of the analysis are the following: 

• The variables with the greatest impact on the probability of 

detection are the inspector's measurement capability, the goal 

quantity, and the throughput. 

i i i 



• The variables with the greatest impact on inspection costs are 
the throughput, the goal quantity, and the goal probability of 
detection. 

• There are important interactions between variables. That is, 
the effect of a given variable often depends on the level or 
value of some other variable. With the methodology used in 
this study, these interactions can be quantitatively analyzed. 

• Reasonably good approximate prediction equations can be developed 
using the methodology described here. 

iv 

• 



• 

CONTENTS 

SUIIt1ARY 

INTRODUCTION 

BACKGROUND 

Task C.5, Estimation of Inspection Effort 
for Chosen Inspection Procedures 

OBJECTIVES, SCOPE AND TECHNICAL APPROACH 

Technical Approach 

Varying the Inputs 

Measuring the Response 

Analyzing the Results 

CONTENTS OF THIS REPORT 

11ETHOOOLDGY 

INTRODUCTIOII 

POSSIBLE APPROACHES 

SELECTION OF AN EXPERII1ENTAL DESIGN 

ANALYSIS OF THE DATA . 

APPLICATION OF THE 11ETHOOOLOGY 

APPLICATION OF THE HETHOO OF C.5 TO A LEU 
CONVERS!Otl-FABRICATION PLANT 

Faci 1 i ty Description 

Stratum Descriptions 

Receipts . 

Shipments 

inventories 

Safeguards Approach 

Inspection Tasks 

v 

i i ; 

2 

2 

4 

4 

6 

6 

7 

7 

7 

8 

9 

10 

ll 

11 

12 

12 

12 

14 

15 

23 

24 



Planning, Preparation and Travel 

Follow-up Actions from Previous 
Inspections 

Examination of Records 

Comparison Between Records and Reports 

Recording of Book Inventory 

Verification of Inventory Changes and/or 
Material Flow 

Verification of Inventory 

Verification of Quality and Functioning 
of Operator's t~easurement System 

Installation, Servicing or Verification of 
Containment and Surveillance Devices 

Activities in Respect of MUF's, SRD's and 
Accidental losses 

Post-Inspection and Evaluation Activities, 
Including Travel 

Inspection Plan 

Estimation of Inspection Effort 

JIIPUTS TO THE ANALYSIS 

Inputs Pertaining to the Facility ~1odel 

Stratum Description Information 

Measurement Error Information 

Inouts Pertaining to the Safeguards Goals 

Inputs Pertaining to the Safeguards Approach 

SELECTION OF FACTORS OF INTEREST . 

IDENTIFICATION AND SELECTION OF RESPONSES OF 
INTEREST 

vi 

25 

25 

25 

28 

28 

28 

29 

29 

29 

29 

29 

30 

46 

48 

48 

48 

48 

50 

50 

51 

53 

• 

• 



• 

Responses Related to Effectiveness 

Responses Related to Efficiency 

EXPERIMENTAL DESIGN AND DATA GENERATION 

Region of Interest 

False Alarm Probability 

Non-detection Probability 

Goal Quantity 

Operator's Measurement Capability 

Inspector Is r~easurement Capabi 1 i ty 

Crossover Point . 

Plant Size (Annual Throughput) 

Summary of the Ranges of Input Factors 
Considered 

Experimental Design 

ANALYSIS 

Setting Up the Data 

Characteristics of the Box-Behnken 
Experimental Design . 

Behavior of the Response Variables 

Conclusions Concerning QMAX 

Total Cost 

Conclusions Concerning Total Cost 

vii 

53 

53 

54 

54 

54 

55 

55 

55 

55 

58 

58 

58 

58 

64 

64 

65 

76 

77 

88 

89 

95 



DISCUSSION OF THE IMPACT OF THE INPUT VARIABLES 

Role of Alpha 

Role of Beta . 

98 

98 

100 

Role of Goal Quantity 101 

Role of Operator's Measurement Capability 102 

Role of Inspector's Measurement Capability 103 

Role of Gamma, the Crossover Point 104 

Role of Throughput 105 

CONCLUSIONS 106 

REFERENCES 107 

APPENDIX A ESTIMATION OF INSPECTION EFFORT A.l 

APPENDIX B - INVESTIGATION OF BOX-BEHNKEN DESIGN INPUT VARIABLES B.l 

APPENDIX C- GRAPHS AND ANALYSIS OF RESPONSE VARIABLES . C.l 

viii 

• 

• 



FIGURES 

1. Task C.5- Develop a Method for Estimating Inspection 
Effort 

2. Task C.l9- Apply the Method 

3. Process Flow Diagram 

4. Input Data 

5. Histogram of Alpha (false Alarm Probability) 

6. Histogram of XlXl (Alpha Squared) 

7. Histogram of XlX2 (Alpha Times Beta) 

8. Alpha Versus Alpha 

9. Beta Versus Alpha 

10. Alpha Versus Alpha Squared (XlXl) 

ll. Seta Versus Alpha Squared (XlXl) 

12. Beta Squared (X2X2) Versus Alpha Squared (XlXl) 

13. Histogram of QMAX 

14. QMAX Versus Beta . 

15. Histograms of QMAX Versus Alpha 

16. QMAX Versus Inspector's Measurement Capability 

17. Histograms of QMAX Versus Inspector's Measurement 
Capability . . 

18. Histogram of Total Cost (Man-Days) 

19. Total Cost Versus Throughput . 

20. Histograms of Total Cost Versus Throughput 

21. Total Cost Versus Goal Quantity (GQ) 

22. Histograms of Total Cost Versus Goal Quantity (GQ) 

lX 

3 

5 

13 

49 

66 

68 

69 

70 

71 

73 

74 

75 

77 

78 

79 

81 

82 

90 

91 

92 

93 

94 



8.1. Histogram of Beta (Goal Probability of Non-Detection 

B.2. Histogram of Goal Quantity (GQ) 

B.2 

B.3 

8.3. Histogram of MCAPOP (Operator's Measurement Capability) 8.4 

8.4. Histogram of MCAPINSP (Inspector's Measurement 
Capability) 

8.5. Histogram of Gamma (Crossover Point) 

8.6. Histogram of Throughput 

B.7. Histogram of X2X2 (Beta Squared) 

B.S. Histogram of X3X3 (Goal Quantity Squared) 

8.9. Histogram of X4X4 (MCAPOP Squared) 

B.lO. Histogram of X5X5 (MCAP!NSP Squared) 

8.11. Histogram of X6X6 (Gamma Squared) 

8.12. Histogram of X7X7 (Throughput Squared) 

8.13. Histogram of XlX3 (Alpha Times GQ) 

8.14. Histogram of XlX4 (Alpha Times MCAPOP) 

8.15. Histogram of XlX5 (Alpha Times MCAPINSP) 

8.16. Histogram of XlX6 (Alpha Times Gamna) 

8.17. Histogram of XlX7 (Alpha Times Throughput) 

8.18. Goal Quantity Versus Alpha 

8.19. Operator's Measurement Capability Versus Alpha 

8.20. Inspector's Measurement Capability Versus Alpha 

8.21. Crossover Point Versus Alpha 

8.22. Throughput Versus Alpha 

C.l. QMAX Versus Goal Quantity 

C.2. Histograms of QMAX Versus Beta 

X 

B.5 

8.6 

8.7 

8.8 

8.9 

8.10 

8.11 

B.l2 

8.13 

B. 14 

8.15 

8.16 

8.17 

B.l8 

8.19 

8.20 

8.21 

B.22 

8.23 

C.2 

C.3 

• 

• 

• 



• 

• 

C.3. QMAX Versus Goal Quantity 

C.4. Histograms of QMAX Versus Goal Quantity 

C.5. QMAX Versus Operator's Measurement Capability 

C.6. QMAX Versus Gamma, the Crossover Point 

C.7. QMAX Versus Throughput 

C.B. Histograms of QMAX Versus Throughput 

C.9. Total Cost Versus Alpha 

C.lO. Histograms of Total Cost Versus Alpha 

C.ll. Total Cost Versus Beta 

C.12. Histograms of Total Cost Versus Beta 

C.13. Total Cost Versus Operator's Measurement Capability 

C.14. Histograms of Total Cost Versus Operator's Measurement 

C.4 

c. 5 

C.6 

C.8 

C.9 

C.l 0 

C.ll 

c .12 

c. 13 

C.l4 

C.l6 

Capability C. 17 

C.l5. Total Cost Versus Inspector's Measurement Capability C.lS 

C.16. Histograms of Total Cost Versus Inspector's Measurement 
Capability C.l9 

C.17. Total Cost Versus Gamma, the Crossover Point 

C.18. Histograms of Total Cost Versus Gamma, the Crossover 
Point 

xi 

C.20 

C.21 



TABLES 

1. Annual Material Balance Data 

2. Notation 

3. Detailed Material Balance Data 

4. Data Relative to Measurement Errors 

5. Bulk Measurement Error File 

6. Sampling Error File 

7. Analytical Error File 

8. Between-Laboratory Components File 

9. Variance of MUF 
' 

10. Variance of 0 

ll. Attributes Sampling Plan 

12. Variables Sampling Plan 

13. Effectiveness of Sampling Plans 

14. Total Inspection Effort for Routine Inspections (One-Year 
Period) 

15. Factors Selected for Detailed Analysis 

16. Ranges of Measurement Error Standard Deviations (Operator) 

17. Ranges of Measurement Error Standard Deviations (Inspector) 

18. LEU Conversion-Fabrication Plants Under IAEA Safeguards 
(November 1979) 

19. Summary of Ranges of Input Factors 

20. Seven Variable Box-Behnken Designs 

21. TableofData 

22. List of Nineteen Response Variables 

xli 

19 

20 

21 

22 

32 

33 

34 

35 

37·38 

39·42 

43 

44 

45 

47 

52 

56 

57 

59 

59 

61 

63 

76 

• 

• 

• 



• 

• 

23. Summary of Regression Analysis: QMAX 

24. Coefficients Involving Inspector's Measurement Capability 

25. Coefficients Involving Throughput 

26. Coefficients Involving Goal Quantity 

27. Coefficients Involving the False Alarm Probability, Alpha 

28. Coefficients Involving the Goal Nondetection Probability, 
Beta 

29. Coefficients Involving the Operator's Measurement Capability 

30. Coefficients Involving the Crossover Point, Gamma 

31. Summary of Regression Analysis: Total Cost . 

32. Variables That Have the Most Impact on Total Cost 

A.l. Routine Inspection Effort for One-Year Period 
Planning and Preparation 

A.2. Routine Inspection Effort for One-Year Period Audit 

A.3. Routine Inspection Effort for One-Year Period 
Post-Inspection and Evaluation 

xiii 

84 

85 

B5 

86 

86 

87 

87 

88 

96 

~ 

A.3 

A.5 

A.7 



• 

• 



• 

• 

INTROOUCT!ON 

The purpose of Task C.l9 of the U. S. Program of Technical Assistance 
to IAEA Safeguards is to develop and demonstrate a method for analyzing 
certain quantitative aspects of the cost-effectiveness of safeguards • 
Specifically, the task addresses the problem of assessing the impact upon 

the IAEA resulting from the implementation of specific safeguards technical 
objectives or criteria. This report describes the method that was developed 

and presents an example application of the method to the case of low-enriched 
uranium conversion and fuel fabrication facilities. 

BACKGROUNO 

The Program of Technical Assistance to IAEA Safeguards includes two tasks 
in the general area of inspection effort modeling performed by the Pacific 

Northwest Laboratory. The first of these was Task C.5, Estimation of Inspec­

tion Effort for Chosen Inspection Procedures. Its aim was to develop and 
demonstrate a cost-effectiveness model that could be used to estimate the 
manpower required to inspect various types of nuclear facilities as a function 

of various inspection procedures that might be considered. Task C.5 was com­

pleted in July 1979 and is documented in two reports: 

M. F. Mullen and M. A. Wincek. Estimation of Inspection Effort, 
ISP0-35, PNL-2558, Pacific Northwest Laboratory, June 1979. 

M. A. Wincek and M. F. Mullen, INSPECT - A Packace of Computer 
Programs for Planning Safeguards Inspections, ISP0-58, PNL-2559, 
Pacific Northwest Laboratory, April 1979. 

The second task in the area of inspection effort modeling- Task C.l9, 
Model for Analysis of the Impact of Safeguards Criteria - is the subject of 
this report. The objective of Task C.19 is to build upon the results of 
C.S, using the models developed in C.S to perform a systematic analysis of 

the impact of varying certain safeguards criteria . 



Task C.5, Estimation of Inspection Effort for Chosen Inspection Procedures 

The objective of Task C.5 was to develop and demonstrate a method for 
estimating the manpower required to carry out international safeguards 
inspections of various types of nuclear faciltties. The method that was 

devised for this purpose is shown schematically in Figure 1. The method 

requires three kinds of inputs: safeguards objectives or criteria, facility 
models, and a safeguards approach. These inputs jointly determine a set of 
inspection activities to be performed by the IAEA. The final step in the 

method is an evaluation of the IAEA 1 s inspection activities from two points 
of view: cost of material accounting (or more precisely, man-days of inspec­
tion effort) and effectiveness (defined as the probability of detection of the 

diversion of a specified quantity of nuclear material). The method of C.5 
provides to the safeguards system analyst a systematic way of determining 

inspection effort and safeguards effectiveness as a function of safeguards 
goals or criteria, facility models and a safeguards approach. 

A noteworthy feature of the method of C.S is the INSPECT package of 
computer programs for planning and evaluating safeguards inspections. The 

methodology used in C.5 for evaluating the effectiveness of safeguards is 
derived from Part F of the IAEA's Safeguards Technical Manual(l) and 

incorporates a number of computationally difficult procedures and routines. 
The INSPECT programs help to make the calculations easier to perform and 
make it possible to carry out extensive case studies that would be extremely 
tedious if they had to be done by hand or on a pocket calculator. The 
INSPECT software is currently operational on the IAEA's computer in Vienna 
(as well as at PNL) and is being routinely used by both the System Studies 
Section and the Section for Data Evaluation Services of the Department of 
Safeguards. 

OBJECTIVES, SCOPE AND TECHNICAL APPROACH 

The objective of Task C.l9 is to show how to apply the cost-effective­

ness model developed in Task C.5 to analyze the effect on inspection effort 

and safeguards effectiveness of varying safeguards goals and criteria. 
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TASK C.5- DEVELOP A METHOD 

INPUT SAFEGUARDS 
1-• 

SAFEGUARDS 
~-

FACILITY 
GOALS APPROACH MODELS 

I I 

IAEA 

~ 
INSPECTION 
ACTIVITIES 

~ 

EVALUATION 

INSPECTION SAFEGUARDS 
EFFORT EFFECTIVENESS 

OUTPUT 

FIGURE 1. Task C.5- Develop a Method for Estimating Inspection Effort 



To demonstrate the methodology, an analysis of safeguards at low-enriched 
uranium conversion and fuel fabrication facilities is performed. 

Technical Approach 

The technical approach followed in carrying out Task C.l9 is shown 

schematically in Figure 2. The method developed in Task C.5 serves as the 
starting point of the analysis. The technical approach involves three 
main steps: 

l. Systematically vary the inputs to the model 
2. Measure the response of the system to changes in the 

input parameters 
3. Analyze the results 

Varying the Inputs 

An extensive list of the inputs to the model is generated. The list 

includes all relevant plant design and operating parameters, safeguards 
criteria and technical objectives, and key features that characterize the 

basic safeguards approach. Since the list is very long and not all of the 
inputs are of immediate interest, the list is 

the inputs is selected for detailed analysis. 
inputs were retained for detailed analysis: 

• false alarm probability 
• probability of non-detection 

• detection goal quantity 
• operator 1 s measurement capability 
• inspector 1 S measurement capability 

screened and a subset of 
In Task C.l9, the following 

• crossover point (a function of the quality of the inspector 1 s 
attributes test capability) 

• plant throughput 

The remaining inputs were examined only qualitatively. 

These seven inputs were then varied according to an experimental 

design (a Box-Behnken design). The use of an experimental design, rather 

than the simple one-variable-at-a-time ap;Jroach, is a more efficient and 
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TASK C.19- APPLY THE METHOD: ANALYZE THE 
IMPACT OF VARYING SAFEGUARDS CRITERIA 
AND PROCEDURES 
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OUTPUT 
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THE RESULTS 

FIGURE 2. Task C.l9- Apply the Method 
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effective way of conducting an investigation of this kind. 

Measuring the Response 

An extensive list of response, or output, variables was generated. It 

included parameters like QMAX (lO) (the achieved probability of non-detection 
assuming the diverter 1 S optimal strategy is employed) the variance of MUF, 

' 
the variance of 0, the variance of MUF-0, sample sizes, various measures of 

inspection effort, and so forth. A few responses were screened out but 
most were retained, at least initially, because the responses are easy to 

measure and record-- the INSPECT programs do most of the work. 

Each of the cases defined by the experimental design was worked out in 
detail, using the INSPECT programs and some supplemental analyses and 
calculations. The results were entered into a data file on the computer. 

Analyzing the Results 

Two techniques were used to help in interpreting and analyzing the 

results: graphs of various kinds and regression analysis. Standard computer 
software was used to facilitate the process.( 2) 

The graphical methods are straightforward. One simply plots the input 

variables and the output variables, one versus another. 

Regression analysis is used to explore the relationships between 
variables. Response surfaces or regression equations were fit to the data 
and studied to help in assessing: 

• the sensitivity of the response or output var~ables to 
changes in the input factors 

• interactions between the factors 

• non-linearities in the effect of certain factors 

• the relative importance of various factors in determining 

the behavior of different responses 
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CONTENTS OF THIS REPORT 

The main body of the report is in three parts. The first part explains 

tne·metnOdology used in the study. The second contains a detailed 

account of an example application of the methodology. The application 

considered involves IAEA safeguards at low-enriched uranium conversion and 
fuel fabrication plants. The third part contains the discussion and con­

clusions resulting from the study. 

METHODOLOGY 

In this section the methodology used in performing Task C.19 is 
discussed. The problem is defined in general terms. Several possible 

approaches for handling the problem are described and compared. 

INTRODUCTION 

In Task C.5, we developed a quantitative method that can be used to 

calculate various parameters related to the efficiency and effectiveness of 

IAEA safeguards as a function of a certain number of input variables. 

Formally, the method of C.5 defines a functional relationship between a set 

of input variables and a set of output variables. (In this report, for 

convenience, we will sometimes call the input variables "factors" and the 

output variables "responses".) The objective of Task C.l9 is to develop 

and demonstrate a method for exploring the relationships between these 
variables in a systematic way. 

This method could be used to help answer the following kinds of 

questions: 

• What effect does the goal quantity have on inspection effort? 

• What effect does the throughput of a plant have on the 

effectiveness of safeguards? 

• How much incremental inspection effort would be required to 

change the probability of detection from, say, 9o;; to 99%? 

• What effect do the operator 1 s measurement errors have on the 

cost and/or effectiveness of safeguards? 

7 



• What effect do the inspector's measurement errors have on the 

cost and effectiveness of safeguards? 

• Are there interactions between factors? For example, in what 

way does the effect of throughput depend on the level of 
the operator's or inspector's measurement errors? 

• Which factor has the greatest impact on inspection effort? 
Which has the greatest impact on effectiveness? 

It is clear that the cost-effectiveness model developed in Task C.S 
can provide insights into these questions. In order to use the model 
effectively, a systematic approach is needed. 

POSSIBLE APPROACHES 

In formal terms, Task C.l9 is aimed at studying the behavior or 
properties of a model. This can be done in several ways. 

One approach is to subject the model to logical analysis, working directly 
with the equations and algorithms to gain insights into the relationships 

between variables. The disadvantage of this theoretical approach is that 
the model in question is quite complicated. A great deal of mathematical 
and statistical machinery is needed, especially for quantifying the effective­

ness of safeguards. 

Instead of analyzing the internal structure of the model, one can take 
a different tack and simply study some specific cases to see how the model 
behaves. This "experimental" or case study approach avoids some of the 
difficulties of the theoretical approach. The results can be presented and 
understood in a direct and concrete manner. It is not necessary to become 
too involved in theoretical and mathematical details. But there is also 
some risk that certain important features of the problem may be overlooked 

or misinterpreted. In practice, both theory and examples are useful. 

The simplest and most intuitive way of working with the case study or 
experimental approach is to begin with a base case or point of reference. 

A number of factors are identified whose effect is of interest. ~o assess 
the impact of these factors, one factor at a time is varied, with the base 

case used as the starting point. Each factor is studied separately at 
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several levels; all the other factors are kept at their base case levels. 

This one-factor-at-a-time approach is not without merit. Its chief 
appeal is its simplicity, but it is also a reasonably effective strategy 
when the response is a complicated function of any given factor, and when 

the factors act more or less independently of one another . 

The disadvantages of the one-factor-at-a-time approach are that the 

results of the analysis may differ depending on which particular case is 
selected as the reference, possible interactions between factors are com­

pletely ignored, and more efficient ways of obtaining the same information 
are often available. 

The one-factor-at-a-time approach is an example of an experimental 
design. Many other kinds of experimental designs are available, most of 

which allow more than one factor at a time to be varieC. Specialized 
designs have been devised for many applications. In general, these designs 

have the following advantages over the one-factor-at-a-time strategy: 

• interactions between factors can be seen 
• the designs make more efficient use of limited experimental resources 
• experimental errors can be estimated 

The main disadvantage of the more elaborate experimental designs is that 
they have a less direct intuitive appeal; it is not always easy to see how 
or why they work. 

In this study, we have rejected the one-factor-at-a-time approach in 
favor of a specialized experimental design. As we sh~11 show, there are 
important interactions between the input variables which we would fail 
to discover if we used the one-factor-at-a-time approach. 

SELECTION OF AN EXPERIMENTAL DESIGN 

The choice of a particular experimental strategy depends on the 
objectives sought. In this study, we are interested in the effects of the 

factors and in possible interactions between factors. We know from 

theoretical considerations and from prior studies that there are important 
non-llnearitles. We are interested in exploring the possibility of develop­
ing a prediction equation so that we could calculate approximately the values 
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of various responses (for example, inspection effort) as a function of some 
key input parameters without having to carry out a detailed, facility-specific 
analysis. 

To achieve these objectives, we would like to fit the parameters of a 
second order polynomial in the input factors. ~le are hypothesizing that a 

second order polynomial, with linear terms, squared terms, and interaction 
or cross product terms, can provide a reasonably good approximation to the 
exact model. (One can regard it as a second order Taylor series approxi­

mation.) 

A variety of experimental designs is available for these purposes.( 3) We 

have chosen to use a Box-Behnken design (4) for the sake of convenience; it is 
a three-level design, which simplifies mo.tters in an 11 administrative" sense. 
Some alternative designs involving more than three levels have certain 
relatively minor advantages but are somewhat more difficult to work with. 

The Box-Behnken designs comprise a subset of the full three level 
factorial design. (The three level factorial consists of all possible 

combinations of three possible levels of each factor; for k factors, the 
three level factorial consists of 3k cases.) Their geometry is such that 
good estimates of the parameters of a second order polynomial can be 

obtained. The prediction variance tends to be fairly constant across the 
experimental region and there are enough "extra" points that experimental 
error or, as in this study, lack of fit can be assessed. 

ANALYSIS OF THE DATA 

The main tool in the formal analysis of the results of the experiment 
is regression analysis (fitting equations to data). There are many 
excellent references on this subject, so we do not discuss it here. Much 

has also been written on the pitfalls involved. It should be noted that 

we are dealing in this study with a designed experiment so that the data 
have special properties. For example, we shall see that all the input 

values are uncorrelated. Another unusual aspect of the data considered 

here is that the experimental error is zero - if the same case is run twice, 
exactly the same responses will occur- so that all residuals in the 

regression analysis are due to lack of fit. 
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In studying the relationships between responses and input variables, 

we look at scatter plots of responses versus inputs. This is not always 

a good idea, particularly when there are correlations in the input data. 

However, in this case because of the experimental design,the graphs do 

show something meaningful about the data. They provide some visual aid in 

examining the regression equations. 

APPLICATION OF THE METHOOOLOGY 

In this section, we demonstrate how the methodology described earlier 
can be applied to low-enriched uranium (LEU) conversion and fuel fabrication 

plants. First, we show how the method of C.5 is used for LEU conversion­

fabrication plants. We identify the input variables or factors that enter 

into the analysis. These factors are then discussed briefly and a subset 

is chosen for dttailed study. We then identify and discuss briefly the 

output variables or responses to be considered. Next, we describe the 

experimental design used to vary the inputs systematically and we explain 

how the design is used to generate the data to be analyzed. Next, we 

analyze the data by graphical and response surface methods. Finally, we 

present some conclusions and recommendations based on the study. 

APPLICATION OF THE METHOD OF C.5 TO A LEU CONVERSION-FABRICATION PLANT 

The method developed in Task C.5 is the basic tool to be used in 

analyzing the impact of safeguards criteria. In this section, we review 

briefly the method of C.5 to establish the baseline fer the subsequent 
detailed analyses of safeguards criteria. 

The case presented here is a low-enriched uranium conversion-fabrication 

plant with a throughput of 400 tons of uranium per year and an inventory 

(at the time of physical inventory taking) of approximately 134 tons 

(inventory; 34% of annual throughput)o The assumed measurement errors are 
consistent with international standards of measurement accuracy, which 

at uranium fabrication plants specify that the expected accuracy of a 

material balance (expressed as the standard deviation of MUF) should be 0.3~6 

of the throughput.(S) 
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The method of C.5 has three main steps: 

• define the facility 

• outline the material accounting safeguards approach 

• estimate the required inspection effort and evaluate the 

effectiveness of the safeguards approach. 
These three topics are discussed in more depth in the next three sections. 

Facility Description 

The plant takes 3~~ enriched UF6 as the feed material and converts it 
via the ammonium diuranate process to U02 powder. The U02 powder is used 
to manufacture pellets. These are loaded into fuel rods which are assembled 

into fuel assemblies. The plant has an internal scrap recovery process. 
A process flow diagram appears in Figure 3. Associated with each plant 

material type is a set of random and systematic measurement errors. These 
are broken into three types: weighing, sampling, and analysis. Often the 
information on sampling errors is not well known, and it is lumped in with 

analysis errors. 

Stratum Descriptions 

The model plant has nineteen strata, which are described below. 

Receipts. There is 
input is 276 cylinders. 

one input stratum: cylinders of UF6. The annual 
Each cylinder is weighed, three samples are 

taken and each sample is analyzed once. The average element weight is 
1,450 kg. The measurement error standard deviations are as follows. 

Relative Error Standard Deviations 
UF 6 Cy1 i nders 

Random S.z:s tema tic 

'tJeighing .00133 .00163 

Sampling .0017 .00144 

Analysis .00148 .00140 
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Shipments. There are two output strata: uo 2 fuel rods and measured 
discards (waste). The operator's fuel rod measured values are based on 
measurements made at the pellet loading station. (The fuel assemblies do 

not appear in the material balance; they are assembled and stored under 
i tern contra 1.) 

The average fuel rod element weight is 2.9 kg, and there are 13 rods 
per batch. For the 400 ton throughput facility, there are 2170 batches per 
year, for a total of 136,710 fuel rods per year. The average element factor 

for each batch is assumed to be based on the results of three samples, with 
one analytical determination per sample. The following measurement errors 

are postulated: 

Relative Error Standard Deviations 
U02 Fuel Rods 

Random S,tstematic 
Weighing .00083 .00083 
Sampling and 

Analysis .00120 .00120 

The measured discard stratum contains 7,482 items. Each item is a 
batch. The average item weight lS 0.5 kg of uranium. The operator measures 
each item non-destructively, with measurement error standard deviations as 
follows: 

Relative Error Standard Deviations 
Measured Discards 

Random Systematic 
NDA .0875 .05625 
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Inventories. We have assumed that the beginning and ending inventories 
are similar in composition, Each consists of eight strata: 

• UF6 cylinders 

• uo2 powder 

• uo2 pellets 

• u3o8 powder 

• Scrap 

• Waste 

• Miscellaneous 

• Fuel Rods 

The UF6 stratum consists of 40 items. Each item is a batch. The 
average element weight per item is 1,450 kg. The operator takes three 
samples per batch and analyzes each once. The measurement error data are 

the same as for the UF6 stratum in receipts. 

The uo2 powder stratum has 66 batches containing 30 items each. The 
average item contains 13 kg of uranium. The uranium concentration is 
established on the basis of two samples per batch, one analysis per sample. 
The measurement error standard deviations are as follows: 

Relative Error Standard Deviations 
uo2 Powder 

Random S,istematic 
Weighing .00113 • 00113 

Samp 1 i ng and 
Analysis .00128 .0012 
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The uo2 pellet stratum consists of trays of pellets. Each tray is an 
item. There are 17 batches with 30 items per batch. The average uranium 
content of an item is 13 kg. The uranium factor for each batch is based on 
three samples, one analysis per sample. 

standard deviations are assumed: 
The following relative error 

Relative Error Standard Deviations 
uo2 Pellet Trays 

Random 
Weighing .00113 

Sampling and .00113 
Analysis 

srstematic 
.0009 

.00098 

The u3o8 Powder stratum consists of buckets containing an average of 
20 kg uranium. There are five batches with 20 items per batch. The 
uranium concentration is based on two samples per batch with one analysis 

per sample. The following measurement error standard deviations are assumed: 

Relative Error Standard Deviations 
u3o8 Powder Buckets 

Weighing 
Sampling and 

Analysis 

Random Systematic 
.00113 .00113 

.0021 .0021 

The scrap stratum contains 10,000 kg uranium in various forms. The 
average item is assumed to contain 10 kg uranium. There are 20 batches 
with 50 items per batch. The batch element factor is based on two samples 

per batch and one analysis per sample. The relative error standard 

deviations are as follows: 
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Relative Error Standard Deviations 
Sera 

Weighing 
Sampling and 

Analysis 

Random Systematic 
.002 .00163 

.02 .0163 

The inventory includes 250 kg uranium in the form of waste. There are 
500 batches with one item per batch. The average item contains 0.5 kg 

uranium. The operator measures each item non-destructively, with measurement 
error standard deviations as follows: 

Relative Error Standard Deviations 
Waste 

Random Systematic 
NDA . 0875 .05625 

The stratum identified as miscellaneous is a sort of a catch-all that 
covers the rest of the material on inventory and laboratory samples. It 

is assumed that items in this stratum contain an average of 4 kg uranium. 
There are 250 batches and one item per batch. The uranium concentration 
is based on two samples per batch, one analysis per sample. The following 
measurement errors are assumed: 

The fuel 
batches, with 

rod 

Relative Error Standard Deviations 
Miscellaneous 

Random S:z::stematic 
Weighing .00113 .0009 

Sampling and .00182 .00163 
Analysis 

stratum contains 5,846 kg uranium. It 

63 i terns ( fue 1 rods) per batch. Each i tern 

consists of 32 

contain 2.9 kg 
uran~um. The measurement error data are the same as for the fuel rod 
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stratum in shipments. 

The basic material balance data are summarized in Table 1. The detailed 

material balance 
Tables 2 and 3. 

data required as 
Table 2 explains 

input to the INSPECT programs are shown in 

the notation used in Table 3. 

Data relative to measurement errors are summarized in Table 4. 
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TABLE 1. Annual Material Balance Data 

Average Total 
Item Weight Number Stratum Weight 

(kg U) of Items (kg U) 

• Receipts 

UF 6 Cy1 i nders 1,450 276 400,200 

Shipments 

Fuel Rods 2.9 136,710 396,459 
Waste 0.5 7,482 3,741 

Inventories 

UF6 Cylinders 1 ,450 40 58,000 
uo 2 Powder 13 1 ,980 25,740 
uo2 Pellets 13 1 '020 1 3, 260 
u3o8 Powder 20 200 4,000 
Scrap 10 2,000 20,000 
Waste 0.5 1,000 500 
Miscellaneous 4 500 2,000 
Fuel Rods 2.9 4,032 11,692.8 
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TABLE 2. Notation 

NOTATION' 

XIIJKQPTl"AVERAGE ITEM WEIGHT 
QOP " OPERATOR BULK MEASUREMENT METHOD INDEX 
Ql N " I NSPECl OR BULK MEASUREMENT METHOD I NOEX 
POP "OPERATOR MATERIAL SAMPLING METHOD INDEX 
PIN "INSPECTOR MATERIAL SAMPLING METHOD INDEX 
TOP " OPERATOR ANALYTICAL MEASUREMENT METHOD INDEX 
TIN " INSPECTOR ANALYTICAL "IEASUREMENT METHOD INDEX 
M IK) " NUMBER Oc BATCHES 
NIK) "NUMBER OF ITEMS PER BATCH 
RIK) " NUMBER OF SAMPLES PER BATCH (OPERATOR) 
CIK) " NUMBER OF ANALYSES PER SAMPLE (OPERATOR) 
UIK) " NUMBER OF BATCHES MEASURED BY INSPECTOR 
WIK) "NUMBER OF SAMPLES PER BATCH FOR WHICH INSPECTOR MAKES BULK MEASUREMENTS 
VIK) "NUMBER OF SAMPLES PER BATCH FOR WHICH INSPECTOR MAKES ELEMENT DETE~IINATION 
AIK) "NUMBER OF ANALYSES PER SAMPLED ITEM (INSPECTOR) 
8(K) " NUMBER OF LABS USED BY INSPECTOR IN THE STRATUM 

ERROR TABLE DATA IS DECIMAL FRACTION, NOT PERCENT 

• 



N -

TABLE 3. Detailed Material Balance Data 
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TABLE 4. Data Relative to Measurement Errors 

Materia 1 Type 

UF 
6 

Cylinders 

~eighing 

Samp 1 i ng 
Analysis 

U0
2 

Fuel Rods 

Weighing 
Samp l i ng and 
Analysis 

Measured Discards 

NDA 

U0
2 

Powder 

Weighing 
Sampling and 
Analysis 

uo 2 Pellets 

Weighing 
Sampling and 
Analysis 

u3o8 
Powder 

'~eighing 
Sampling and 
Analysis 

Scrap 

~'eighing 
Sampl'ng and 
Analysis 

WastE 

NDA 

.'1i see llaneous 

'~eigning 
Sampling and 
Analysis 

Rdndom Error 
Relative Standard Deviation 

.00133 

.0017 

.00148 

.00083 

.00120 

.087$ 

.00113 

.00128 

.00113 

.0012 

.00113 

. 0021 

.002 

.01 

.0875 

.00113 

.00182 
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Systematic Error 
Relati~e Standard Deviation 

.00163 

.00144 

.00140 

. 00083 

.00120 

.05625 

.00113 

. 0012 

.0009 

.00098 

.00113 

.0021 

.00163 

. 0163 

. 05525 

.0009 

.00163 
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Safeguards Approach 

The principal safeguards measure in the model plant is materials account­
ing. The scope of application of containment and surveillance is assumed to 

be limited. Briefly, the plant is structured as follows: 

• Two material balance areas (MBA 1s): 

1. Shipper/receiver difference area (MBA 1) 
2. Process MBA containing LEU; all material in the plant is less 

than 5% enriched (MBA2). 

• Five flow key measurement points (flow KMP 1s): 

1. Receipts of LEU into MBA l 
2. Shipments of LEU from MBAl to a location other than 

MBA2 and all other decreases of the inventory of MBAl 

except transfers to MBA2 

3. Transfers from MBAl to MBA2 and all other increases of 

inventory of MBA2 

the 

4. Shipments from MBA2 and a11 other decreases of the inventory 
of MBA2 except measured discards 

5. Measured discards 

• Inventory key measurement points include: 

A. 
B. 

c. 
D. 
E. 
F. 
G. 
H. 
I. 

J . 

All nuclear material kept on the basis of shipper 1 s measurements 

UF
6 

cylinder 

uo2 powder 
uo2 pellets 
u3o8 powder 
Scrap 
Waste 
Fuel rods 

Fuel assemblies 
Miscellaneous 
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The frequency of physical inventory verification for the 400 ton/year 

plant was assumed to be twice per year. In practice, the actual frequency 
might be either once or twice per year, derending on the circumstances. The 
detection time for low-enriched uranium is in the order of one year. Under 
the circumstances, the Agency has several options: 

• To verify pellet stacks at the rod-loading stage 

• To verify fuel rods before assembly. This can be done in at least 
two ways. One possibility is to use the SM1-II portable NOA device 

to verify enrichment and active fuel length. 

is to use the facility 1 s rod scanner (if the 

Another possibility 

facility has one). 

For verification purposes, the rod scanner must be calibrated using 

independent standards. 

• To verify fuel assemblies in an essentially qualitative manner 
using the SAM- I I . (Instruments now under deve 1 opment may in the 
future permit a quantitative verification of fuel assemblies.) 

Each method closes the material accounting balance area at a different 

step in the process. Ideally, accurate measurements could be made on finished 
fuel assemblies, and all diversion paths up to the assemblies would be covered. 
This technique {active neutron collar) is being developed, and is a few years 
away. If the material accounting balance area is closed at the finished fuel 
rod station, adequate measurement techniques exist to verify the amount of 
nuclear material. Unfortunately, this opens up diversion paths involving rod 
substitution prior to assembly. The best measurement capability exists on 
pellets. While this is the highest quality measurement, even more diversion 
paths exist, as material could be substituted in the rods prior to sealing, 

as well as rod substitution prior to assembly. For the purpose of illustrat­
ing the method of C.5, we assume here that the safeguards approach involves 

use of the facility 1 s rod scanner to verify fuel rods before assembly. 

Inspection Tasks 

The activities involved in routine inspections can be divided into the 
following tasks: 
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• Planning, preparation and travel 
• Follow-up actions from previous inspections 

• Examination of records 
• Comparison between records and reports 
• Verification of inventory changes and/or material flow 

• Verification of inventory 
• Verification of the quality and functioning of the operator's 

measurement system 
• Installation, servicing, and/or verification of containment 

and surveillance devices 
• Activities in respect of MUF's, correction of data, SRO's and 

accidental losses 
• Post-inspection and evaluation activities, including travel. 

Planning, Preparation and Travel. Planning, preparation and travel 
includes such activities as: review of background documents (design 
information, facility attachments, previous inspection reports and working 

papers, etc.); collection and review of reports for the material balance 
period; specify technical objectives for the inspection; determine a plan 
fbrexamining records and reports; determine a preliminary sampling plan for 

verification of material; plan for the verification and maintenance of con­
tainment and surveillance devices (in this case, seals); work out the logis­

tics of the inspection (scheduling, notification, travel arrangements, 
coordinate inspection team, acquire the necessary equipment); travel to the 
facility; protocol and preliminary activities at the facility. 

Follow-up Actions from Previous Inspections. Discrepancies found in 

previous inspections may not have been resolved immediately. In this case, 
follow-up actions may be needed in subsequent inspections to investigate 
the discrepancies further. 

Examination of Records. The objective of the records examination is 

to confirm the completeness, formal correctness and internal consistency 
of the records. The records examination, in conjunction with other inspection 

procedures, is necessary to establish the technical conclusion of the Agency's 

verification activities, namely, a "statement, in respect of each material 
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balance area, of the amount of material unaccounted for over a specific 
period, giving the limits of accuracy of the amounts stated." 

INFCIRC/153(
6

) distinguishes between two kinds of records: accounting 

records and operating records. Accounting records are those records needed 

to establish a material balance; they contain information on inventories of 
nuclear material and on inventory changes. Operating records provide 

supporting information on the accounting records. 

The key elements of the accounting records are: 

• inventory changes (receipts, shipments, transfers between MBA's, 
exemptions and de-exemptions, accidental losses, measured discards) 

• measurement results used for determination of the physical inventory 
(weighing, sampling, analysis, item identification and counting) 

• adjustments and corrections (shipper/receiver differences, material 
unaccounted for, correction of mistakes, results from an improved 

measurement) 

The operating records in a low-enriched uranium fuel fabrication plant 
typically include: 

• data from the rod-loading station (as required to establish the 

content of fuel rods) 

• information on accidental losses of material (if any occur) 

• detailed information on measurements used in establishing inventories 
and inventory changes 

• detailed information on measurement methods and procedures (calibra­
tions, standards, accuracy, control program, etc.) 

• procedures for physical inventory taking; results obtained from 

physical inventory taking 

• procedures for ascertaining the cause and magnitude of any accidental 

or unmeasured loss; results of such investigations 

The accounting 'fecords typically consist of three basic kinds of records: 
source documents (also referred to as supporting records or posting documents), 
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journals and ledgers. (a) 

Source documents are used to make entries in the accounting system; 

they are the "documents of original entry." Journals provide a chronological 

record of transactions. Periodically, the entries in the journal are totaled 

and the totals are posted to the ledgers. Thus, the journals are intermediate 

between the source documents and the ledgers. Every entry in the journals 

includes a reference to the source document on which it is based. Ledgers 

are "books of final entry"; they summarize the status of nuclear material. 

There is presently no standard procedure for conducting records 

examinations. The procedure described here is one possible approach. 

The records examination includes the following basic tasks: 

• check the agreement between the beginning inventory for the material 

balance period and the verified ending inventory for the previous 

period. 

• check all receipts against shipper's data 

• check transfers between MBA's within the facility 

• confirm that records entries are consistent with supporting evidence 

(operating records, etc.) 

• check source documents for completeness and correctness and ascertain 

whether they have been correctly entered in journals and ledgers 

• compare records of shipments against receiver's data 

• examine records of all discards, exemptions, de-exemptions and 
accidental losses 

• examine all adjustments and corrections 

• test the internal consistency of the accounting records and the 

correctness of the calculations by establishing a trial balance 

• check the consistency of accounting records with operating records. 

(a) Unfortunately, there is no standard nomenclature for accounting records. 
The terms used here are common but are not universally accepted. 
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Comparison Between Records and Reports. Under INFCIRC/153, the Agency 

is provided with two kinds of reports: accounting reports and special 
reports. Special reports are required when "any unusual incident or 
circumstances lead the State to believe that there is or may have been 

loss of nuclear material" that exceeds allowable limits, or when there has 
been an unexpected change in containment "to the extent that an unauthorized 
removal of nuclear material has become possible." Special reports may 
subsequently lead to special inspections, the purpose of which is to verify 

the reported information. 

There are three kinds of accounting reports: initial reports, inventory 
change reports and material balance reports. The purpose of comparing 
records and reports is to ensure the consistency of the reported and 

recorded information. 

The procedures followed are similar in nature to those of a records 

examination. The completeness, formal correctness and internal consistency 

of the reports must be established and the reports must be traced back to 
supporting evidence, namely, to the facility 1 s records. 

Recording of Book Inventory. In order to perform an inventory verifica­

tion, the inspection team needs an up-to-date inventory listing. But, 
because of time lags in reporting, the information contained in reports is 
usually somewhat out-of-date. It is therefore necessary for the inspection 
team to update the inventory listing on the basis of the operator's records. 
In facilities with computerized accounting systems, it is sometimes possible 
to obtain an up-to-date inventory listing without much difficulty. But in 
some cases, the task requires a significant effort. 

Verification of Inventory Changes and/or Material Flow. In verifying 
inventory changes and material flow, IAEA inspectors count and identify 
items, make independent measurements and observe the operator's procedures. 

All items should be identified and counted and verification should be 
performed on a random sampling basis in accordance with the methodology 
described in Part F of the Safeguards Technical i'<1anual. (l) In a low-enriched 

uranium fabrication plant, flow verification poses a number of practical 
problems, the most important of which is the difficulty of meeting the 
requirements for strict l'andom sampling. The approach is to make periodic 
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visits to the facility, at the rate of perhaps one visit every six weeks 

or every month, depending on the throughput and operating program. 

Verification of Inventory. Verification of inventory is normally 

performed once or twice a year at low-enriched uranium fabrication plants, 

the actual frequency depending on the size of the facility. Verification 

activities include item counting and identification, independent measure­

ments and observation of the operator's procedures. Verification of 

accounting data is on a random sampling basis, following the methodology 

described in Part F of the Safeguards Technical Manual (appropriately 

modified to allow for practical constraints). 

Verification of Quality and Functioning of Operator's Measurement 

System. To verify the quality and functioning of the operator's 

measurement system, Agency inspectors observe the operation and calibration 

of scales and other measuring equipment. The Agency is also provided with 

samples for destructive analysis. The results of these analyses can be 

used to monitor the operator's measurement errors. 

Installation, Servicing or Verification of Containment and 

Surveillance Devices. The scope of application of containment and 

surveillance is rather limited in low-enriched uranium fuel fabrication 

plants. Seals are used on containers of feed and product, and on static 

inventory items, i.e., items that are not expected to be used during a 

material balance period (stored scrap for example). SeaL are used during 

inventory taking to guard against shuffling or substitution of items. 

Agency samples are sealed to protect against tamperirg. 

Activities in Respect of MUF's, SRD's and Accidental Losses. Material 

unaccounted for (MUF), shipper/receiver differences (SRD's) and accidental 

losses all require careful investigation because of their potential use as 
a means to conceal diversion. 

Post-Inspection and Evaluation Activities, Including Travel. Post­

inspection and evaluation activities include all those activities performed 

after the completion of the inspection; for example, travel (back to head­

quarters or to the next facility to be inspected), evaluation or process­

ing of inspection data and the 1t1riting of reports. 
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Inspection Plan 

To assist in providing quantitative assessments of various aspects of 
the assumed inspection strategy, we make use of the INSPECT programs. (7) As 

input parameters for this example, we use: 

• false alarm probability= a= .055(a) 

• goal non-detection probability = ~ = .055(a) 

• goal quantity= M = 2,500 kg uranium at 3% enrichment 
= 75 kg uranium-235 

• crossover point = y = .3 {This quantity is related to the accuracy 
of the attributes test instruments.) 

The facility data (material flows and measurement error standard deviations) 
are those described above. The inspector is assumed to verify the product 
from the plant in the form of fuel rods using the facility's rod scanner 
with independent calibration. The inspector's measurement error standard 
deviations for the various types of material are assumed the same as the 

operator's, except for fuel rods for which the following standard deviations 
apply: 

Inspector's Relative Error Standard Deviations 
Fuel Rods 

Random 

NDA(Rod Scanner) .0055 
Systematic 

.0055 

The first step is to create the five necessary data files. These 

include the following: 

(a) 

• The 400 ton plant stratum description file containing such things 
as the stratum name, average item weight, number of items, number 
of batches and measurement method indices. 

• A bulk (weighing) measurement error file containing the random and 
systematic error standard deviations for each measurement method 
(scale) used by the operator or the inspector. 

The reasons for using this value are detailed in the Experimental Design 
and Data Generation section of this report (p. 52). 
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• A file containing the inspector's and the operator's sampling error 

standard deviations. 

• A file containing the inspector's and the operator's analytical 
error standard deviations. 

• A file of between-laboratory error components (in this study, all 
these values are assumed to be zero). 

Table 5 shows the bulk measurement error file, Table 6 the sampling 
error file, Table 7 the analytical error file, and Table 8 the between-labora­

tory components file. The stratum description file, which was given in 
Table 3, indicates the correspondence between strata and measurement method 

indices. (Recall that the notation in Table 3 was summarized in Table 2.) 

The next step is to convert these five data files into direct access 
files for later use. This is done using the programs SAMSIZ and RELVAR. 

After conversion to direct access files, the next step is to calculate 
A 

the variances of MUF and D. This is done using the programs PROPER and 

DERR, respectively. DERR also assembles all the necessary inputs needed 
for calculating and evaluating sampling plans, and stores them in a 
direct access file. 
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BULK MEASUREMENT 
METHOD 
INDEX 

I 
2 
3 
4 
5 
6 
7 
8 
9 

10 
II 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 

TABLE 5. Bulk Measurement Error File 

BULK MEASUREMENT ERROR DATA 

RANDOM ERROR 
RELATIVE 

STANDARD DEVIATION 
0.001330 
0.001130 
0.001130 
0.001130 
0.002000 
0.000000 
0.001130 
0.000830 
0.001330 
0.000000 
0.000830 
0.000000 
0,001130 
0.001130 
0.001130 
0.002000 
0.000000 
0.001130 
0,000830 
0.001330 
o.OOII3D 
0.001130 
0.001130 
0,002000 
0.000000 
0.001130 
0,000000 
0,000000 
0,001330 
0.000000 
0,000000 
0.001330 
0.001130 
0.001130 
0.001130 
0.002000 
0,000000 
0.001130 
0.000000 

32 

SYSTEMATIC ERROR 
RELATIVE 

STANDARD DEVIATION 
0.001630 
0.001130 
0.000900 
0.001130 
0.001630 
0.000000 
0.000900 
0,000830 
0.001630 
0. 000000 
0,000830 
0.000000 
0.001130 
0.000900 
0,001130 
0.001630 
0. 000000 
0. 000900 
0. 000830 
0.001630 
0.001130 
0.000900 
0.001130 
0.001630 
0. 000000 
0. 000900 
0,000000 
0,000000 
0.001630 
0.000000 
0.000000 
0.001630 
0.001130 
0.000900 
0.001130 
0.001630 
0.000000 
0.000900 
0.000000 



SAMPLING 
METHOD INDEX 

I 
2 
3 
4 
5 
6 
7 
8 
9 

ID 
II 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
26 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 

TABLE 6. Sampllng Error F;le 

SAMPLING ERROR DATA 

RANDOM ERROR 
RELATIVE 

STANDARD DEVIATION 
0.001700 
o.oooooo 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.001700 
o.oooooo 
0.000000 
0.001700 
o.OODOOO 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.001700 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.001700 
0.000000 
0.000000 
0.001700 
o.oooooo 
0.000000 
o.oooooo 
o. 000000 
0.000000 
0.000000 
0.000000 
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SYSTEMATIC ERROR 
RELATIVE 

STANDARD DEVIATION 
0.001440 
O.OOODOO 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.001440 
0.000000 
0.000000 
0.001440 
0.000000 
0. 000000 
O.OOOODO 
0.000000 
0.000000 
0.000000 
0.000000 
0. 001440 
0.000000 
0.000000 
o.oooooo 
0.000000 
O.OOOOOQ 
0.000000 
0.000000 
0.001440 
0.000000 
0.000000 
0.001440 
o.oooooo 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 



ANALYTICAL 
METHOD INDEX 

I 
2 
3 
4 
5 
6 
7 
8 
9 

10 
II 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 

TABLE 7. Analytical Error File 

ANALYTICAL MEASUREMENT ERROR DATA 

RANDCI-1 ERROR 
RELATIVE 

STANDARD DEVIATION 
0.001480 
0,001280 
0.001200 
0.002100 
0,020000 
0.087500 
0.001820 
0.001200 
0,001480 
0.001200 
0,087500 
0,001280 
0.001200 
0.002100 
0.020000 
0.087500 
0.001820 
0.001200 
0,001480 
0.001280 
0.001200 
0.002100 
0.020000 
0.087500 
0.001820 
0.005500 
0.000000 
0.001480 
0.005500 
0.087500 
0.001480 
0.001280 
0.001200 
0.002100 
0.020000 
0.087500 
0.001820 
0.005500 
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SYSTEMATIC ERROR 
RELATIVE 

STANDARD DEVIATION 
0.001400 
0.001200 
0.000980 
0.002100 
0.016300 
0. 056250 
0.001630 
0.001200 
0,001400 
0.001200 
0.056250 
0.001200 
0.000980 
0.002100 
0.016300 
0. 056250 
0.001630 
0.001200 
0.001400 
0.001200 
0.000980 
0.002100 
0. 016300 
0.056250 
0.001630 
0.005500 
0.000000 
0.001400 
0.005500 
0.056250 
0.001400 
0.001200 
0. 000980 
0.002100 
0.016300 
0.056250 
0. 001630 
0. 005500 



TABLE 8. Between-Laboratory Components File 

BETWEEN-LABORATORIES ERROR COMPONENTS 

BETWEEN LABORATORY 
COMPONENT INDEX 

I 
2 
3 
4 
5 
6 
7 
8 
9 

10 
II 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
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BETWEEN-LABORATORIES 
ERROR COMF\JNENT 

0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 
0.000000 



Table 9 contains the output from PROPER, that is, it contains the 
variance components of MUF. Table 10 contains the output from DERR, 
namely, the variance components of the 0 statistic. 

The final step is to run the program INSPCF to calculate and evaluate 
:he sampling plans. 

Tables 11, 12 and 13. 

For this example the resulting outputs are 
A description of these results follows. 

shown in 

The attributes sampling plan (Table 11) with two inventories calls for 

a total of 934 samples. The largest components are the fuel rod stratum 

in removals (459) and the UF6 cylinder stratum in additions to plant (225). 

The large fuel rod sample size primarily reflects the fact that the stratum 
is large (136,710 items). The large number of UF6 samples reflects the fact 
that each cylinder contains a large fraction of the goal quantity. These 
samples would be taken over a one year period in probably eight or nine 

flow verification inspections. The inventory sample sizes are not large 
reflecting the relatively small size of inventory compared to throughput. 

Table 12 shows the variables sampling plan for attributes mode (nv1}, 

and the variables sampling plan for detection of bias defects (nv2). These 
sample sizes are all smaller than the attributes sampling plan already 
discussed. 
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TABLE 9. Variance of MUF 

CASE 29 MUF CALCULATION 

VARIANCE OF MUF -- RANDOM ERROR CD~1fiJ NENTS 

STRATUM WEIGHT VARIANCE DUE TO VARIANCE DUE TO VARIANCE DUE TO VAR IANC'E 
WEIGHING SAMPLING ANALYSIS TOTAL 

BEGINNING INVENTORY 
1 Uf6 CYLINDERS 58000.000 148.7645 81.0163 61.4042 291.1851 
2 U02 POWDER 25740.00D 0.4273 O.DDDD 8.2236 8.6509 
3 U02 PELLETS 13260.000 0.2201 0.0000 2.4823 2. 7024 
4 0308 POWDER 4000.000 0. 1 022 O.ODOD 3. 52UD 3.6302 
5 SCRAP 20000.000 0.8000 0.0000 2000.0000 2000.8000 
6 WASTE 500.000 O.DOOO O.OODO 1 .9141 1 • 914 1 
7 MISCELLANEOUS 2000.000 0.0102 0.0000 0.0132 0.0235 
8 FUEL RODS 11692.801 0.0234 0.0000 1 .0254 1 .04t:l8 

w ADO 1T1 ONS TO PLANT 
~ 

9 UF6 CYLI NOERS 400200.000 1026.4750 559.0127 423.6891 2009.1768 

REMOVALS FROM PLANT 
10 I<ODS 396459.000 0.7920 0.0000 34.7679 35.5599 
11 WASTE 3741.000 0.0000 0.0000 14.3210 14.3210 

ENDING INVENTORY 
12 UF6 CYLINDERS 58000.000 148.7645 81.0163 61.4042 291. 18J1 
13 U02 POWDER 25740.000 0.4273 0.0000 8.2236 8.6509 
14 U02 PELLETS 13260.000 0.2201 0.0000 2.4823 2. 7024 
15 U308 POWDER 4000.000 o. 1022 0.0000 3.5280 3.6302 
16 SCRAP 20000.000 0.8000 0.0000 2000.0000 2000.8000 
17 WASTE 500.000 o.oooo 0.0000 1 • 9141 1. 9141 
18 MISCELLANEOUS 2000.000 0.0102 0.0000 0.0132 0.0235 
19 FUEL HODS 11692.801 D .0234 o.oooo 1 .D254 1 .048t:l 

TOTALS 1327.9623 721.0454 4629.9595 

TOTAL RANDOM ERROR VAAl ANCE OF ~1UF = 6678.967" 



TABLE 9. (continued) 

VARIANCE OF MUF -- SYSTEMATIC ERROR COMFQNENTS 

WEIGHING METHOD VARIANCE ANALYSIS METHOD VARIANCE 
I 8937.812 I 6593.439 
2 846.007 2 954.069 
3 142.420 3 168.865 
4 20.430 4 70.560 
5 1062.760 5 106276.000 
6 0.000 6 791.016 
7 3.240 7 10.628 
8 94.188 8 196.879 
9 311125.219 9 229517.641 

II 108281.125 10 226338.844 
12 0.000 II 44281 .309 
13 846.007 12 954.069 
14 142.420 13 168.865 
15 20.430 14 70.560 
16 1062.760 15 106276.000 
17 o.ooo 16 791.016 
18 3.240 17 10.628 
19 94.188 18 196.879 

TOTAL = 432682.219 TOTAL = 723667.250 

SAMPLING METHOD VARIANCE 
I 6975.591 
2 0.000 VARIANCE OF MUF -- SUMMARY 
3 0.000 
4 0.000 
5 0.000 RANDOM ERROR VARIANCE = 6678.968 6 0.000 SYSTEMATIC ERROR VARIANCE 1406145.250 = 7 0.000 ---------------------------------------8 o.ooo TOTAL ERROR V AR I ANCE = 1412824.250 9 242820.312 

10 0.000 TOTAL ERROR STANDARD DEVIATION= 1188.623 II 0.000 
13 0.000 
14 0.000 
15 0.000 
16 0.000 
17 0.000 
18 0.000 

TOTAL = 249795.906 

TOTAL SYSTEMATIC ERROR VARIANCE OF ~IUF = 1406145.250 
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' 
TABLE 10. Variance of D 

VARIANCE OF D -- SYSTEMATIC ERROR COMPONENTS 

WEIGHING METHOD OPERATOR'S INSPECTOR'S 
CONTRIBUTION CONTRIBUTION 

1 8937 o8115 OoOOOO 
2 846o0070 OoOOOO 
3 142o4203 OoOOOO 
4 20o4304 OoOOOO 
5 1062o7599 OoOOOO 
6 0 oOOOO OoOOOO 
7 3o2400 OoOOOO 
8 94o1875 OoOOOO 
9 311125 o2187 OoOOOO 

10 OoOOOO OoOOOO 
11 1 08281. 1250 OoOOOO 
12 OoOOOO OoOOOO 
13 846 0 007 D OoDDOO 
14 142o42D3 OoDOOO 
15 20o43D4 OoOOOO 
16 1062 0 7599 OoDOOO 
17 OoOOOD DoOOOO 
18 3 0 240D OoOOOO 
19 94o1875 0 0 OODD 
2D Do DODO 8937o8115 
21 OoOOOO 846o0070 
22 OoDODO 142o4203 
23 DoDOOO 20o43D4 
24 DoDDDD 1062o7599 
25 0 oODDO Do DODO 
26 Do DODO 3o24DO 
27 DoODOO D 0 ODOD 
28 OoOOOO DoDOOD 
29 0. 0000 425529.1875 
30 DoDOOD DoOODO 
31 OoOOOO OoOOOO 
32 OoOOOO 8937o8115 
33 OoDOOD 846o0070 
34 DoDOOO 142o4203 
35 OoOOOO 20o4304 
36 DoDDDD 1D62o7599 
37 DoOODO OoDDOO 
38 Do DODO 3o24DO 
39 D oDODO OoDODD 

432682 0 21 87 447554o50DD 
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TABLE 10. (continued) 

SAMPLING METHOD OPERATOR'S INSPECTOR'S 
CONTRIBUTION CONTRIBUTION 

I 6975.5913 0.0000 
2 0.0000 0.0000 
3 0.0000 D.DDOO 
4 0.0000 0.0000 
5 0.0000 0.0000 
6 0.0000 0.0000 
7 0.0000 0.0000 
8 0.0000 0.0000 
9 242820.3125 D.DDOO 

10 0.0000 0.0000 
II 0.0000 0.0000 
12 0.0000 o.oooo 
13 0.0000 0.0000 
14 o.oooo D.DDOO 
15 D.ODOO D.DODO 
16 0.0000 0.0000 
17 0.0000 0.0000 
18 0.0000 D.DDOO 
19 0.0000 0.0000 
20 o.oooo 6975.5913 
21 0.0000 o.oooo 
22 0.0000 0.0000 
23 0.0000 0.0000 
24 0.0000 0.0000 
25 0.0000 0.0000 
26 0. 0000 0.0000 
27 0.0000 0.0000 
28 0.0000 332107.8750 
29 0.0000 0.0000 
30 0.0000 0.0000 
31 0.0000 6975.5913 
32 0.0000 0.0000 
33 o.oooo 0.000) 
34 0.0000 0.0000 
35 0.0000 0.0000 
36 0.0000 0.0000 
37 0.0000 0.0000 
38 0.0000 0.0000 

249795.9062 346059.0625 
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TABLE 10. (continued) 

ANALYSIS METHOD OPERATOR'S INSPECTOR'S 
CONTRIBUTION CONTRIBUTION 

I 6593.4395 0.0000 
2 954.0687 0.0000 
3 168.8648 0.0000 
4 70.5600 0.0000 
5 1 06276.0000 0.0000 
6 791 .0156 0.0000 
7 10.6276 0.0000 
B 196.8791 0.0000 
9 229517.6406 0.0000 

10 226338.8437 0. 0000 
11 44281.3086 0.0000 
12 954.0687 0.0000 
13 168.8648 0.0000 
14 70.5600 0.0000 
15 106276.0000 0.0000 
16 791 .0156 0.0000 
17 10.6276 o.oooo 
18 196.8791 0.0000 
19 0.0000 6593.4395 
20 0.0000 954.0687 
21 0.0000 168.8648 
22 0.0000 70.5600 
23 0.0000 106276.0000 
24 0.0000 791,0156 
25 0.0000 10.6276 
26 0.0000 4135.8276 
27 0.0000 0.0000 
28 0.0000 313913.6562 
29 0.0000 4754686.5000 
30 0. 0000 44281 .3086 
31 0.0000 6593.4395 
32 0.0000 954.0687 
33 0.0000 168.8648 
34 o.oooo 70.5600 
35 0.0000 106276.0000 
36 o.oooo 791.0156 
37 0.0000 10.6276 
38 0.0000 4135.8276 

723667.2500 5350882.5000 
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ANALYSIS METHOD 
!LABORATORY I 

I 
2 
3 
4 
5 
6 
7 
8 
9 

10 
II 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 

TABLE 10. (continued) 

OPERATOR'S 
CONTRIBUTION 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
o.oooo 
0.0000 
0.0000 
0.0000 
0. 0000 
0.0000 
0.0000 
0.0000 
0.0000 
0. 0000 
0.0000 
0.0000 
0. 0000 
o.oooo 
0.0000 
o.oooo 
0. 0000 
0.0000 
0.0000 

INSPECTOR'S 
CONTRIBUTION 

0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0 .oooo 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0. 0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0. 0000 

VARIANCE OF D -- SUMMARY 

RANDOM ERROR VARIANCE = 0.000 
SYSTEMATIC ERROR VARIANCE= 7550641.500 
----------------------------------------
TOTAL ERROR VARIANCE = 7550641.500 

TOTAL ERROR STANDARD DEVIATION= 2747.843 
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TABLE 11. AttributP.s Sampling Plan 

CASE 29 

SAMPLE SIZES FOR THE ATTRIBUTES TEST 

THE NON-DETECTION PROBABILITY FOR LARGE DEFECTS IS SET AT 0.055 

STRATUM DESCRIPTION G 0 A L Q U A N T I T I E S 
STRATUM WEIGHT NUMBER 2500.0 

BEGINNING INVENTORY 
1 UF6 CYLINDERS 1450. DOD 40 33 
2 U02 POWDER 13.000 1980 3D 
3 U02 PELLETS 13.000 1020 15 
4 U308 POWDER 20.000 200 5 
5 SCRAP 10.000 2000 23 
6 WASTE 0.500 1000 1 
7 Ml SCELLANEOUS 4.000 500 2 
8 FUEL RODS 2.900 4032 14 

ADDITIONS TO PLANT 
UF6 CYLINDERS 1450.000 276 225 

REMOVALS FROM PLANT 
1 RODS 2.900 13671D 459 
2 WASTE 0.500 7482 4 

ENDING INVENTORY 
1 UF6 CYLINDERS 1450.000 40 33 
2 U02 POWDER 13.000 1980 30 
3 U02 PELLETS 13.000 1020 15 
4 U308 POWDER 20.DDO 2DO 5 
5 SCRAP 10.000 2000 23 
6 WASTE 0.500 1000 1 
7 Ml SCELLANEOUS 4.000 500 2 
8 FUEL RODS 2. 900 4032 14 

TOTALS 166012 934 

• 
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TABLE 12. Variables Sampling Plan 

LOWER BOOND FOR VAA DO<ANQ()O/HO~ 5351 .0 
POINT Of DIMINI~tliNG 1\UURNS= Q.U62 

VAkiANCE INFLATION /"ACTOR~ 4.000 
LOWI:R flWND fOR VAA. lJOW<DOMI 

LOWER BW~ AS SAMPLE SIZE APPROACHES INFINITY 
POINT DEfiNED AS RAllO OF VAA O(kANIJ().I) TO ~AA 0\SYSI 

EIEYONO WHICH TAKING I'Oflf SAW'LES IS NOT COST EffECTIVE 
RATIO Of Vi'J'I. DIRANlleti)/Hl TO VAA Q(f<ANDIJ.tl/HO 

UNDER HOUSING DIMINISHING RETU~NS COt>UPT~ 0.47192!:+06 
LOif(R bOUND UNOEH HO AS SAMH.E SIZE REAQ£5 DIMINISHING RET1JRN 

POINT OE~INED AS RATIO Of VAk DIRANDOMJ TO VAA O(SYSl 
UP~R BOUND fOR VAR DlkANOOMl/HO~ 0.73b4ti£+07 
VAR DISYSTEMATJC)~ 0.75?1Jbl+07 

Ul-1-1::1< BOI.HV ASSLMING AT LEAST ONE SAMt'LE I"'ER SlkAllJM 
SYSTEMATIC ERROR VAI<INiCE Of THE lJ-SlATISliC 

THE SAMPLE SIZI:S FOR THE VAAl ABlES IESl ARE 1:\ASfll ON IHl RANDOM I:HROR Vl\kiNVU: Of MUf--D(kANO~) 

NDlATION: 

NV I= SAI-II'L[ SILE fOR PAR-II& DHEC1S NOl DETECIAJ:;LE: tH rH!:. ATTRIE!IHES TEST 
NVL~ SAMPLE Silt fOR !ll~ lJHtCIS 
NV• MAX(NVI,NV21 
!l~ THC INDUCED f'kO!lA!liLIIY 0~ NON-DEIECIION BASffi ON NV2 
C~ CROSSOV!:R FACTOR 
L- R.AIIO Of VAR lJikAND~!/HI TO VNi. (l(SrSTEMATICI 

STkATUM 

IJ~b CYLINDERS 
002 POWOER 
U02 PELLETS 
U308 I-"OWlJER 
SCRAI-' 
WASTE 
Ml SC.El LANCOU~ 
fUEL kOlJ~ 

U~c CYLINDERS 

RODS 
WASTE 

Uft> CYLINDE:RS 
U02 I-"OWDER 
U02 1-'l::LLETS 
03011 POWDEN 
SCkAJ-" 
WASTE 
Ml SCELLANEOU~ 
FUEL ROOS 

NVI TOTAL 
NV2 TOTAL 

L:>OO .0 
0.1103 = u 
u.2'.l0 = L 

C NVI NV2 NV 

!lCGINNING INVCNTORY 

·" '" 2 '" ·" ' ' ' ·" ' c ' .30 ' 0 ' .30 ' 0 ' ·" c ' ' ·" ' c ' ·" • ' 
AOUIIIONS TO PLANT 

.30 '"' " '"' 
REMOVALS ~ROM PLAN I 

·" ''" n U8 

·" ' 0 0 

ENDING INVENTORY 

·" '" 2 '" ·" ' ' ' ·" ' 0 ' .30 ' c ' ·" ) 0 ) 

.30 0 ' ' ·" ' 0 ' ·" • ' • 
"' " NV TOTAL "' 

GOAL QUANTITY 



TABLE 13. Effectiveness of Sampling Plans 

CASE 2'J 

IHf FAL~l MAHM I'ROlJAl:IILITY I~ SET AI 0.02b 
lHE NON~QUf_CTION J--kOI:IAI:JILin fOR LARGE Ot.f~CTS 1::0 SEl AT O.O:>J 

SU~RY Oi- CALCLJLAliONS fOR THI: DEfECliON Of 1-'Akllf'..l DEfECTS ANU BIA::. 

GOAL AMOUNT TMEN NON-!JUECliON NOr-1-01:. TECl ION lOlAL t'kOOABILIH fOTAL t-EASUHEMENTS ~~UHEMENl ~ 
QUANTITY " 1-'fliJUAl:lltiTY f'KOl:IAlJILITY NON-DtTECl ION OF MEASUREMENTS TO OETECT TO DETECT 

LAHGE DU--I:.CTS "" "" l'kOOAlJ I L I TY llEH:CliON 10 UElEL'l biAS AND GllOSS 
LAI<GI: llf H:Cl S Mlli--0 SlKATU.iY (1-'EkCENT) l:II.'IS f'/IKT 11\L UEF ECl S UErlCTS 

1500.0 0.0 I .000 O.B21 0.82\ n.9 " "' Y54 "" 2JOO.O 0.0 1.000 U.ll\1 O.l:lll 18.9 4.0 

.,. 
~ VAR MUF . 0.\4ll&U:~O"/ 

VAR lHS~SfEMATIC) . 0.15)0UE:+Q7 

GOAL 
QUANTIfY VAk OO.:ANOOMJ/Hll Vf<R LJ/HU VAK 0\RANO()>Il/HI VAH 0/Hl VAll MUi--0/HO V/lk Mllf-Q/tll 
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The number of variables samples in the attributes mode (nvl) is smaller 
because a larger number of defects is required to divert a goal quantity via 
partial defects, hence this path is easier to detect. The sample sizes to 

detect bias are moderate. Since the actual variables sample size must be 

adequate to detect both bias and partial defects, the larger of nvl and nv2 
in each stratum is chosen as the actual variables sample size. For case 29 

of the experimental design, this is shown to be 341. 

Once the sampling plan has been determined, the computer code evaluates 

the effectiveness using the ~1AX procedure. (See Table 13.) For case 29 of 
the experimental design, the probability of detection is only about 18%. 

An interesting conclusion can be drawn from this example. First, note 
that the standard deviation of MUF is 1186 kg over a one year period. The 

throughput over the same period is 400,000 kg. Thus, the relative standard 

deviation of MUF is - 0.3%, which is exactly the same as the international 
standard of accountability in uranium fabrication facilities. Even with 
measurements comparable to the international standard of accountability, the 

probability of detection was only 18%. The international standard by itself 
235 

does not ensure a high probability of detecting the diversion of 75 kg U. 

Many other factors must be considered as well. 

Estimation of Inspection Effort 

To simplify the estimation procedure, the inspection tasks outlined 
earlier are compressed into five major cateogries as follows: 

• Planning and Preparation (including follow up actions from 

previous inspections) 

• Audit (includes records examination, comparison between records and 
reports, recording of book inventory, verification of quality and 

functioning of operator's measurement system and activities in 
respect to MUF's, SRD's, and accidental losses) 

• Check and service containment and surveillance devices 

• Post-inspection and evaluation 

• Verification of measurement data (includes verification of inventory 

changes and/or material flow and verification of inventory) 

46 



Table 14 summarizes the inspection effort required for routine 
inspections in a one year period at the example facility. Appendix A 
explains how the estimates of inspection effort were arrived at in this 

study. 

TABLE 14. Total Inspection Effort for Routine Inspections (One-Year Period) 

Man-days Man-days Man-days Man-days Total 
at Facility Travel in Field at HQ Man-days 

Planning and 0 28 28 34 61 
Preparation 

Audit 43 0 43 0 43 

Verification of 82 0 82 0 82 
Measurement 
Data 

Check and Service 1 0 1 0 
C/S Devices 

Post-Inspection 0 28 28 36 64 
and Evaluation 

Total 126 56 182 70 252 
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INPUTS TO THE ANALYSIS 

There 

to the 

are three classes of inputs to the method of C.5: those pertain-

ing facility 

those pertaining to 

model, those pertaining to 

the safeguards approach. 

Inputs Pertaining to the Facility Model 

the safeguards goals, and 

As explained in ISP0-58, Ptjl-2559, (7) the necessary facility information 

consists of stratum description information and measurement error information. 

See Figure 4. 

Stratum Description Information 

The stratum description information includes a complete, stratified 
material balance. For each stratum, the following aspects of the operator's 

material accounting system must be specified: 

• stratum name 

• average i tern weight 

• the bulk measurement method used 

• the material sampling method used 

• the analytical method used 

• the number of batches 

• the (average) number of i terns per batch 

• the number of samples per batch 

• the number of analyses per sample 

There are also a number of other aspects of the plant, aggregated from 

the basic stratum information, that can be considered as inputs to be 

varied. Some obvious examples are the throughput and the inventory, although 

there are many other possibilities such as the total number of strata, the 
ratio of throughput to inventory, the total number of chemical analyses 

performed in a material balance period. 

Measurement Error Information 

For each weighing, sampling and analytical measurement method used in 

the facility, both random and systematic error standard deviations must be 

specified. 
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On a more macroscopic level, one could consider the standard deviation 

of MUF as a percent of throughput to be a factor that one could vary. This 
ratio is related to the so-called international standard of accountability 
and one might wish to explore, say, the effects on the safeguards system 

of improvements in the international standard. However, in practice, 
it would be necessary to work the problem on the level of the more funda­

mental measurement error information involving individual measurement methods. 
It is more instructive to focus on those particular measurement methods that 
contribute strongly to the variance of MUF, rather than to focus on the 
variance of MUF itself as a parameter to be varied. 

Inputs Pertaining to the Safeguards Goals 

Among the parameters that are related to the technical objectives of 
safeguards, the following are the most important: 

• goal quantity, GQ 

• goal probability of detection, 1-B 

• goal false alarm probability. a 

• detection time 

• variance lower bound factor(?) 

• variance inflation factor(?) 

Inputs Pertaining to the Safeguards Approach 

There are several alternative safeguards approaches that can be 
considered for use in LEU conversion-fabrication plants. The main 
differences between them involve the inspector's method of verifying the 
product from the plant. Three basic possibilities are: 

1. Verify product in the form of finished fuel 

assemblies prior to shipment 

2. Verify product in the form of fuel rods prior to assembly 

3. Verify product in the form of pellet stacks prior to loading 

into fuel rods 
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For any particular inspection approach, the following inputs must be 
specified: 

• The inspector's measurement strategy must be defined. 

• Measurement error standard deviations must be specified 

for each kind of verification measurement. This includes the 

definition of the crossover point for each attributes test technique. 

• The number of analyses per item selected for destructive 
verification measurement. 

• The number of samples per batch for which the inspector makes 

a destructive element determination. 

SELECTION OF FACTORS OF INTEREST 

Although one might consider studying the effects of changing any one 
of the input factors, not all of the factors are of equal importance or 

interest. The purpose of Task C.19 is to analyze the impact of safeguards 
criteria. For this reason, we have chosen to concentrate on those input 
factors related to safeguards goals. However, we have also included 

two factors involving the facility model--namely the annual plant throughput 
and the operator's measurement capability--and two factors involving the 

safeguards approach--namely the inspector's variables measurement capability 
and the inspector's attributes test crossover point. It is felt that these 

factors play a sufficiently important role in determining the efficiency 
and effectiveness of safeguards that they merit more detai1ed analysis. 

The factors retained for detailed analysis are listed in Table 15 . 
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TABLE 15. Factors Selected for Detailed Analysis 

False alarm probability 
Goal probability of non-detection 

Goal quantity 
Operator's measurement capability 

Inspector's variables measurement capability 
Inspector's attribute measurement capability 

Plant size (annual throughput) 
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IDENTIFICATION AND SELECTION OF RESPONSES OF INTEREST 

The list of possible responses that could be considered is very long 

indeed. It is convenient to divide them into two groups: those related 

to the costs or efficiency of safeguards and those related to the effective­

ness of safeguards. 

Responses Related to Effectiveness 

The key response here is obviously the probability of detection. The 

INSPECT programs calculate a parameter called QMAX' which is the probability 
of non-detection based on the diverter's optimal diversion strategy. The 

probability of detection is 1-QMAX" 

Other parameters related to effectiveness include: 

• the variance and standard deviation of MUF 

• the variance and standard deviation of D 

• llie variance and standard deviation of MUF-0 

• various components of the variances of MUF, 0, and MUF-0 

Many other responses could be cited. The ones mentioned here are felt 

to include the most significant ones. Although QMAX is the response of 

major interest, some attention is given to the others as well. 

Responses Related to Efficiency 

The responses of interest involve various aspects of the costs incurred 

by the IAEA in implementing safeguards. Note that we do not consider in 

this study costs incurred by facilities and states as a result of IAEA 

safeguards. 

The responses of most interest are total man-days of inspection effort 

and man-days of inspection effort at facilities (which is related to ARIE 
and MRIE). Other responses considered include: 

• attributes sample sizes 

• variables sample sizes 

• inspection effort required for sampling 

• inspection effort required for planning and preparing 

for inspections 
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• inspection effort required for auditing 
• inspection effort required for post-inspection and 

evaluation activities 

EXPERIMENTAL DESIGN AND DATA GENERATION 

Seven input factors have been identified: 

• false alarm probability, a 
• non-detection probability, e 
• detection goal quantity, GQ 
• operator's measurement capability 

• inspector's measurement capability 
• inspector's attributes test crossover point, y 

• plant size (annual throughput) 

It is desired to explore the effect each of these factors has on: 
a) QMAX (the probability of non-detection assuming the diverter's optimal 
strategy) and inspection effort, and b) a variety of other responses. 

The kind of information we would like to obtain is: 

• whether the effect is positive or negative 
• the magnitude of the effect 
• whether the effect is linear in the factor or non-linear 
• whether there are interactions between factors 

Region of Interest 

In ordet to focus our experimental effort on areas of most interest, 
we specify for each input factor a range of values that will be considered 

in the analysis. 

False Alarm Probability 

Various working groups have recommended that false alarm probabilities 

should be in the range of 1% to 10%. We interpret this to refer to the 

probability per facility per year of deciding to initiate follow-up actions, 
i.e., to trigger an investigation. 
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Non-detection Probability 

Various working groups have recommended detection probabilities in 
the range of 90% to 99%. Again, we interpret detection to mean the decision 

to initiate an investigation . 

Goa 1 Quantity 

For uranium of low-fissile content, the quantity of safeguards signifi­

cance has been defined as 75 kilograms of uranium-235 contained in low­
enriched, natural, or depleted uranium. We have arbitrarily defined the 
range of goal quantities to be considered in our sensitivity study as 25 kg 

to 125 kg of uranium-235, in other words 75 + 50 kilograms. 

Operator's Measurement Capability 

After an extensive examination of the literature on measurement methods, 

we selected ranges of values for random and systematic error standard 
deviations. Table 16 shows the ranges chosen for each type of material. 
The low values are quite optimistic. The very best facilities currently 
in operation may come close to these values but most facilities will not. 

The high values are quite pessimistic; most current facilities probably 
do better. The medium or average values are consistent with the international 
standard of accountability at LEU conversion-fabrication plants; again, many 
facilities can do somewhat better. 

Inspector's Measurement Capability 

Where the inspector uses destructive analysis methods for making verifi­
cation measurements, we have assumed the same range of measurement error 
standard deviations as for the operator. 

Where the inspector uses non-destructive measurements for flow verifi­
cation, we have again examined the literature and established a range of 
values that is believed to bracket the values likely to apply in practice. 

Table 17 shows the assumptions we have made about the inspector's 

measurement error standard deviations. 
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TABLE 16. Ranges of Measurement Error Standard Deviations (Operator) 

Material Tl2e Low ~1edi urn High 
Ran a om Systematic Random Systematic Ranaom Systematic 

UF6 Cylinders 

Weighing . 0001 .0005 .00133 .00163 .00255 .00275 
Sampling .0006 .00025 .0017 .00144 .0028 .0026 
Analysis .0003 .0002 .00198 .00140 .00265 .0026 

U02 Powder 

Weighing .0005 .0005 . 00113 . 00113 . 00175 .00175 
Sampling and .0007 .0006 .00128 .0012 .00185 .0018 
Analysis 

uo2 Pe 11 ets 

Weighing .0005 .0002 . 00113 .0009 .00175 .0015 
Sampling and .0006 .0003 .0012 .00098 .0018 .00165 
Analysis 

u3o8 Powder 

Weighing .0005 .0005 .00113 .00113 . 00175 .0016 
Sampling and .0008 .0008 .0021 .0021 .0034 .0034 

Analysis 

Scrap 

Weighing .001 .0005 .002 .00163 .003 . 00275 
Sampling and .01 .005 .02 .0153 .03 .0275 

Analysis 

Waste --
Weighing 0 0 0 0 0 0 
Sampling and .05 .025 .0875 .05625 . 125 .0875 

Analysis 

Mi see 11 aneous 

Weighing .0005 .0002 . 00113 .0009 .00175 .0016 
Sampling and .00075 .0005 .00182 .00163 .00288 .0027 

Analysis 

Rods 

Weighing . 0001 . 0001 .00083 .00083 .00155 .0015 
Sampling and .0006 .0003 .0012 .0012 .0018 .0018 

Analysis 
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TABLE 17. Ranges of Measurement Error Standard Deviations (Inspector) 

Material Type Low Medium Hi h 
• Random Systematic Random Systematic Random Systematic 

UF 6 Cy1 i nders 

Weighing . 0001 .0005 . 00133 .00163 .00255 .00275 
Sampling .0006 .00025 .0017 .00144 .0028 .00263 
Analysis .0003 .0002 .00148 .00140 .00265 .0026 

uo2 Powder 

Weighing .0005 .0005 .00113 .00113 .00175 .00175 
Sampling and .0006 .0003 . 0012 .00098 .0018 .00165 

Analysis 

uo2 Pellets 

Weighing .0005 .0002 .00113 .0009 .00125 .0016 
Sampling and .0006 .0003 .0012 .00098 .0018 .00165 
Analysis 

u2o8 Powder 

Weighing .0005 .0005 . 00113 . 00113 .00175 .00175 
Samp 1 i ng and .0008 .0008 .0021 .0021 .0034 .0034 
Analysis 

Scrap 

Weighing . 001 .0005 .002 .00163 .003 .00275 
Sampling and .01 .005 .02 .00163 .03 .0275 
Analysis 

Waste (NOA) 
Weighing 0 0 0 0 0 0 
Sampling and . 05 .025 .0875 .05625 . 125 .0275 
Analysis 

Mi see 11 aneous 

Weighing .0005 .0002 .00113 .0009 .00175 .0016 
Samp 1 i ng and .00075 .0005 .00182 .00163 .00288 .00275 
Analysis 

Rods (NDA) 
Weighing 0 0 0 0 0 0 
Sampling and .001 .001 .0055 .0055 . 01 . 01 
Analysis 
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Crossover Point 

The crossover point, denoted by y, is a measure of the sensitivity of 

the inspector's attributes tests. It is defined as that fraction of the 
weight of an item such that if more than that fraction were diverted or 
falsified, the discrepancy would be detected with very high probability; 

conversely, if less than the crossover amount were diverted or falsified, 
the discrepancy might not be detected. Usually, the crossover point is 

chosen to be ~ 6 times the relative standard deviation (combined random and 
systematic) of the attributes instrument. 

We have defined a range of values of the crossover point from y = .2 to 
y = .4. With care, the lower end of the range should be attainable in many 

cases. 

Plant Size (Annual Throughput) 

Table 18 contains a breakdown by size of LEU conversion-fabrication 

plants. The figures shown are approximate. The data are taken from a 
paper presented at a recent advisory group meetinq. For this study, we have 
established the range of interest as 200-600 tons of uranium. 

Summary of the Ranges of Input Factors Considered 

Table 19 summarizes the ranges of interest for the factors. Note 
that the three levels are "evenly spaced", i.e., the middle values are 

exactly halfway between the high and low values. This is convenient for 
purposes of the experimental desjgn. It is for this reason that the middle 
values of :1 and 6 are .055 instead of the more conventional .05. 

Experimental Design 

In order to study the effects of the input factors over the region of 

interest to us, we selected an experimental design called a Box-Behnken design 

with seven input factors. This design permits an assessment of: 

• the direction (positive or negative) of the effect of each 

factor 
• the magnitude of the effect of each factor 
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TABLE 18. LEU Conversion-Fabrication Plants 
Under IAEA Safeguards (November 1979) 

10 Conversion-Fabrication Plants 

Conversion Plant 

"Some" Small Pilot Plants 

CAPACITY NO. OF PLANTS 

50 1 

100 3 

200-250 2 

400-600 3 

1000 

TABLE 19. Summary of Ranges of Input Factors 

Low Middle 

False Alarm Probability . 01 .055 

Non-detection Probabi 1 i ty . 01 .055 

Detection Goal Quantity (kg U) 833 2500 

Operator's Measurement low middle 
Capabi 1 ity 

Inspector's Measurement 1 ow middle 
Capability 

Crossover Point . 2 .3 

Plant Size (Tons Throughput) 200 400 
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• the curvature or non-linearity of the effects as 
a function of the factors 

• interactions between factors 

The Box-Behnken designs are response surface designs, well-suited to the 
application of regression techniques to fit response surfaces or simple 
empirical models to the data. 

The complete layout of the seven variable Box-Behnken design is shown 
in Table 20. There are 62 rows in the table. Each row represents a case 
or an experimental run. 

The entries in the Table 

There are seven columns, one for each input factor. 

denote the levels of each factor: the plusses denote 
the high values for each factor; the zeroes denote the middle values; and 
the minuses denote the low values. 

To illustrate the use of the table, consider the following 

Take the first row, which contains the following entries: 

xl x2 x3 x4 xs xs x7 

0 0 0 + + 0 

The columns are defined as follows: 

= 

= 

false alarm probability 

non-detection probability 

x3 : detection goal quantity 

x4 = operator's measurement capability 

= inspector's measurement capability 

= crossover point 

= plant size (annual throughput) 

example. 

For this particular run or case, one would set the false alarm probability 

at its middle value, .055, the non-detection probability at its middle value, 
.055, the goal quantity at its middle value, 2500 kg, the operator's measure­

ment capability at its high level (large measurement errot·s), the inspector's 

measurement capability also at its high level (large measurement errors), 
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TABLE 20. Seven Variable Box-Behnken Design IS) 

,, x, x, x, x, L x, 
0 

0 0 0 + + 0 
0 0 0 + + 0 
0 0 0 + + 0 

0 0 0 0 

+ 0 0 0 0 + 
+ 0 0 0 0 + 

0 0 0 0 + + 
0 0 0 0 

0 + 0 0 + 0 
0 + 0 0 0 + 
0 0 0 + 0 + 
0 0 0 0 

' + 0 0 0 0 

+ 0 + 0 0 0 
+ 0 + 0 0 0 

0 0 0 0 

0 0 + + 0 0 
0 0 + 0 0 + 
0 0 + 0 0 + 
0 0 0 0 
+ 0 + 0 0 0 

+ 0 0 + 0 0 
0 + 0 + 0 0 
0 0 0 0 

0 + + 0 0 0 
0 + 0 0 + 0 
0 + 0 0 + 0 
0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
0 0 0 0 0 0 0 

• • • • * * * * * * * * * • • • • • • • * * * * • • * * * * • * * * * • • •• 
0 0 0 + + + 0 
0 0 0 + 0 
0 0 0 + 0 
0 0 0 + 0 
+ n 0 0 0 + + 
+ 0 0 0 0 

0 0 0 0 + 
0 0 0 0 + 

0 + 0 0 + 0 + 
0 + 0 0 0 
0 0 0 + 0 
0 0 0 0 + 
+ + 0 + 0 0 0 
+ 0 0 0 0 

+ 0 0 0 0 
0 + 0 0 0 

0 0 + + 0 0 + 
0 0 + 0 0 
0 0 + 0 0 • 0 0 0 0 + 
+ 0 + 0 + 0 0 
+ 0 0 0 0 

0 + 0 0 0 
0 0 + 0 0 

0 + + 0 0 + 0 
0 + 0 0 0 
0 + 0 0 0 
0 0 0 + 0 
0 0 0 0 0 0 0 
0 0 0 0 n 0 0 
0 0 0 0 0 0 0 
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the crossover point at its low value, .2, and the plant size at its middle 
value, 400 tons of uranium throughput per year. 

For each of the sixty-two cases, we used one of the rows in Table 20 
to establish the values of the input factors. We then calculated the values 
of the responses corresponding to the specified levels of the input factors. r 

The INSPECT programs were used extensively to facilitate the calculations. 

The results can be written in the form of a large table of data. Each 
row in the table represents one case. The first seven columns contain the 
values of the input factors. The remaining columns denote the values of the 
responses. Table 21 contains the data for the 62 cases we considered. 
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ANALYSIS 

In analyzing the data generated with the experimental design, we take 

the following approach. First, we describe briefly how to set up the raw 

data (as shown in Table 21) for the analysis. Second, we take a look at the 

characteristics of the Box-Behnken design that we used in the study. This 

involves various plots (histograms and scatter plots) of the input data. 

Third, we examine graphically (again using histograms and scatter plots) 

the behavior of the response variables. Fourth, we fit response surfaces 

(regression analysis) to the data and examine the fitted equations. 

Setting Up the Data 

Before beginning the analysis, it is first necessary to put the data in 

a convenient form. In doing so, there are several things to consider. 

First, we want to use standard statistical software to facilitate the analy­

sis. Second, we want to plot the data in various ways to help make the 

results understandable. Third, we ultimately want to fit response surfaces 

to the data. 

The software used for the analysis is the BMDP package,( 2) which is avail-
able to the IAEA in Vienna. 

fairly straightforward. The 
The input data requirements for B~1DP are 

formats are standard Fortran. Bf,1DP can be 

used to plot the data (line-printer plots have sufficient resolution for 

our purposes). One other point should be noted. It is often useful to per­

form the statistical analysis using the coded input data (low values= -1, 

medium values= 0, and high values= l) rather than the original uncoded 

values. In the analyses that follow we will give some examples in which the 

data are coded, and others in which the data are not coded. 

In order to fit response surfaces it is necessary to augment the data 

set to include all of the predictor or input variables that we will need. 

The data in Table 21 only contain the seven first order input variables, 

na~ely, false alarm probability, nondetection probability, detection goal quan­

tity, operator's measurement capc_bil it·1, inspectar 's r:'.easc.rement capabi llty, 
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crossover point, and throughput. For response surface analysis we also 
need second order terms: squared terms such as false alarm probability 

squared or goal quantity squared, and interaction or cross-product terms 
such as goal quantity times throughput. It will become clear in later 

sections how these second order terms are used. We used the BMDP programs 
to transform the first order inputs and produce the augmented data set con­
taining squared and interaction terms. 

Characteristics of the Box-Behnken Experimental Design 

Before undertaking the formal analysis of the results, it is interest­
ing to take a quick look at some of the characteristics of the seven vari­
able Box-Behnken design used for the study. In selecting the Box-Behnken 
design for the sensitivity study, we intentionally chose a design that has 

good properties for response surface analyses. In particular, it is a three 
level design which is a subset of the full three level factorial and it per­

mits us to assess first order effects and second order effects (squared 

terms and interactions). Good experimental design is usually termed 11 bold". 

Boldness means: 

• the experimental points are widely spread out over the region of 

interest, 
• the experimental points are balanced and symmetrical, 
• the input variables are as uncorrelated as possible. 

We shall now examine the Box-Behnken design from this point of view. 

Figure 5 shows an example of a first order input variable, the false 

alarm probability. Figures for the other input variables are shown in 
Appendix B. The pattern of balance and symmetry is the same for all seven 
first order input variables. The data shown is coded, that is, it has the 

values of -1, 0, and +1. These correspond to the false alarm rates of 1%, 

5.5%, and 10% respectively. The balance is obvious as there are 12 low 

values, 12 high values, and 38 middle values. 
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Figure 6 shows an input variable squared term. The remainder are located 
in Appendix B. Again they all follow the same pattern, as they must because 

the first order terms did. Note that there are only two levels here instead 
of three as there were for the first order terms. This is because the low 
value (-1) squared is the same as the high value (1) squared. 

Figure 7 shows an example of a cross-product or interactive term involv­
ing alpha, the false alarm probability. The remaining histograms of cross­

product terms involving alpha are shown in Appendix B. All the histograms 

for interaction terms follow the same pattern with four cases at the low 
value, four at the high value, and the remaining 54 cases at the middle value. 

Clearly, the Box-Behnken design has characteristics of balance and 

symmetry as far as the levels of the predictor variables are concerned. 

The next concern is that of correlations between input variables. To 
look at possible correlations between input variables, we can examine scatter 
plots of the variables, one versus another, and also calculate correlation 

coefficients between pairs of variables. 

Figures 8 and 9 are scatter plots of alpha, the false alarm probability, 
versus other first order inputs. There are two basic patterns. Figure 8 
is a plot of alpha versus itself. The result is obviously a straight line 
with slope = 1 since a variable is always perfectly correlated with itself. 

Figure 9 shows alpha versus beta, the non-detection probability. Plots of 
alpha versus the other first order inputs are included in Appendix B. The 

same pattern is evident in all the plots. There are two cases in each of 
the "corners" of the experimental region, eight cases on each of the four 
sides, and the remaining 22 cases at the center point. The variables are 
uncorrelated (this is the meaning of COR= .000 printed under the plot} and 
the experimental pattern is obviously balanced and symmetric. The symmetry 
is actually circular about the center point although this is perhaps not 

obvious from the plot. (The corners, each having two points, are equi­
distant from the center point; the sides, each having eight points, are also 

equidistant from the center point.) This is characteristic of Box-Behnken 
designs, i.e., they are "rotatable." 

67 

.. 



"'' v. <" 1 
I'< I;:"' AL 

~«< ~ 1 1~ <•· <S ;,, 1~ "'"' o~ ~·.· o,o bl· ~'> l•J 7~ ~" 

·----·----·----·------·--·---------·----·----·----·----·----·----·----·----·----· 
.•UUU<~ •on '" o''"," • <" • <H o o •'" •' •" • 
.~bOU<~ 
,(t~UO<J 

, l 20Uu 
, I su ou 
• 18u0<J 
, ~I uou 
.2~ouv 

,~700U 

,30000 
.3300U 
,lbuOv 
.3~UUu 

.•2ouv 

• • osu () , • 
.•~ouu 
, S I uou 
.~~""" 
• ~700<• 
,OU(tOu 
,o3oOu 
,bbOV" 
,b~OOu 

, 1200U 

, 7 ~UO•I 
, 7 ~U O<t 
, ~ 1 V U.J 

,8a01J.I • 
.~7uuv 

.~0~0" 
• 9 ;ou u • 
,qbOOo 
,9quou • 
1 • 020" ••' "'n' '" un '" • '" t < 
I, uso 0 
1 • o~u u 
I. I lou 
I. 1 oou 
I, 1 1 Ou 
\,2,0u • 

·-··-··-···----·----·----·----·----·----·----·----·----·----·----·----·----·----· 5 10 1~ <u ?S H !'l ou "~ 'l<l 'lS hU ~~ 1·! 1'l :lU 

FIGURE 6. Histogram of X1X1 (Alpha Squared) 

68 

hrE"IEf<(Y ~>~[~.T,~c 

!,1, [UM, 1~1. L··~-

,, "1 • ; 0 1 • 3 

" •j. ,, "I •; 

'" ·'. 0 bl, I 

" 0." "1 • 3 

" 0." <>I •; 

" u. ,, b),J 

'" 0." bl ,3 

" 0. 0 "1. 3 ,. 
". 0 01. I 

" 0. 0 bld 

" ''·" b I , I ,. 0." 0 1 • 3 

'" ". u 01 • 3 

" "·'' ol, l ,, 
". u o1,' 

" c. 0 bl.l ,. ". u 0 1. J 

" "·" o 1. I ,. ". ,, o1, "I 

" ,, . " ol,J 
;; ,, • u Ol, l 

'" "·'' ~ 1,J ,. •• 0 h 1 • J ,. ,, • 0 0 I.~ ,. ''·" <>1.'> 

" ,) • u ~ 1. J 

'" ". u 0 1. > 

" ,, . ~ 0 1. J 

" u. ,, b I , J 

" u. ,, "1 • J 

" 0." 0 1. J 

'" 'J." h \ • J 

" 0. 0 0 1 • J 
o< H.l I U 0, U 

" ''·'' I u u, J 

o< "·" I u" ',J 

" 0. 0 1 u lJ. c 

o< "·" I v •J. ,, 

o< 0." I U '', 11 

" '). 0 I u u. u 



~· <d\JL Uu~l "'' ;r • J!- ... 

o•!,(JI!Oo 
•·l.O.?Ou 
•-.qt>uuv ~uo 
••.quuou 
•-.~~uov 
•-.nuun ~ 

0•,/2000 
••,bbUOu 
O•,bOOUV 
•-.~uuou 
o-.~~OOH 

•-.~<!nov 

••,.SbOOU 

•·, 3~oou 
•·.<~Ouu 
·-.1~000 

•·,l20Uu 
•-,u~onp 

; '" " 00 " 
,,, " ". ., "0 

" •o "' '" " 

,UOUOV OHUO<U<IO<UO•<~•OU00'<"«<<U0kl<X<>n0H 
,o&oou 
,l2u0V 
.r~vou 

,2UU<lv 
• Juuo" 
, 5&or" 
.~2000 
.•euou 
.savu" 
,t>UOI>U 

• ,&&000 
• 12000 
, I~ UO" 
,B•oou 
,<OOuu 
, qt>UUH 
r.o~u" •uu 
l, O•OU 
1. 1 •ou 
I ,2 o Oil 
I ,2bUU 

\•,h<' 

00 ,, ;o ,, 00 

·----·----·----·----·----·----·----·----·----·----·----·----·----·----·----·----· , 
'" '" '" 

FIGURE 7. Histogram of XlX2 (Alpha Times Beta) 

69 

F•~'hi'- •CY 
l'JI, 

" ' 
" ' ,, 

.. 

0 

0 

" ' 
" " 

c LJ"'. 

" 

" • 

PI'~C~·•I•~t 
!NI. Cll~. 

0 ,IJ ". u 

"·" ·1.•J 

'·' '·' "•" '.' 
''·" '·' ". u , . ; 
"·" 0.' 
''·'' 0.' 
(),:) '·' 0. u "·' "·" , . ' 
•J,II h. ':i 
0." ". ~ 
"." '., ,, . " , . ' 
"·'' h. 5 

"·" ". ~ 
u. ~ '·' "7. l ~ !. ~ 
,, . " • i., 
".' •I.~ 
0. v ~ ~. ~ 

u. ,, ~ ~. ~ 

". ~ ·o.~ 

v. 'J ~ ~. ~ 

"." • 3. ~ 
u. ,, -l I,~ 
u. ,, ~ ~. ~ 

".' ~~-~ 

"·" ~ ~. ~ 

"" ~ ~. 5 

"·" .. 1.~ 
u. ,, ~ J. ~ 

"·" ~3.~ 

"." ~J.~ 

"·' I uu, <1 

u." l u". ,,. 
0, lo l u"." 
"." 1 v". 0 
u." l u u. v 



·'··············'·······-······'·········'·········'····'····'·········" 
1 • 0" c 

• 
• 15lJ 

• -~"" 
' ' " • 

• ~5o 

• "" u • 
• 

• ,2~u 

-.su" 

•• 75u 

•I, o o ' 
I•' • • • * • •' • * •' • •'' • •' * • • • '* • •'' • • •' '* •' • • * • • • '* • • • • * • • • •' • • • • * • • • • • • • • • *' 

-t- 05 •• 1 ~f) -. -~~~ •• l ~" • l 5'J • ~~0 ,)',(! 1 ,JS 
•,9(/•J •,ou~ -. 30•' • u 0~ • 3o '' • b u (I , 9U (I ,. 

" co~: l ,(10 •LP,. ( .. ~. " 
~Ec•N ~ T • ut v, ~Ecooit~O!"N ~ !~€ ~0 ~ ... 5. 
5.1:-.H • •?J 0~ " !.IOuOo•r• • "" 0 (I (I • ~f) uoo 
s.t-<!9 -~~U<, " l,O.Hl'!*H , "'J•JUO • II'J uno 

FIGURE 8. Alpha Versus Alpha 

70 



.•.........•........................ ' ................................... . 
I. QO 2 8 2 

• 7 5u 

• • ~uv 

' 

.25<• • 

• .uu,, 8 • 8 
• 
< 

-.csu 

' ' •• 0 nu 

•• 7 5u 

-!, ou 2 8 
.................................... ' ................................... . 

•!,HS •,1~<1 ·.~~l) •.loU .!~" .•'ou .7~U !.O~ 
•,00•> ·.~U" -,3V0 ,l!OU ,lu>J .oOc• .~0<1 

~= b2 
co~=-.o<~u " 

"'". ' s.o-oq 
-~.E-oq 

s r. o<". 
.6~12'> 

• ~27"" 

-<t:··,"~S~t~' L<•~ 
•=·~.E·!Iol+ ,.E•Oq 
1:-~.0·JI••·•.E-09 

•• s. "''. 
•••• 00" 

.•HOOU 

FIGURE 9. Beta Versus Alpha 

71 



• 

All the other plots of first order inputs versus other first order 

inputs follow the same pattern. They have not been included in this report . 

Figure 10 shows a plot of alpha vs. alpha squared. Again the correla­
tion coefficient is zero. There are 12 points where alpha= alpha squared 

= 1, 12 points where alpha= -1 and alpha squared= 1, 38 points where 
alpha = alpha squared = 0. All other plots of the form X vs. x2, where X 

is a first order input, follow the same pattern. 

Figure 11 shows a plot of beta vs. alpha squared. Again, the correla­

tion is zero and the points are balanced. All other plots of the form 
2 X; vs. Xj' where x1 and Xj are first order inputs and i f j, follow this 

pattern. 

Figure 12 shows a plot of beta squared vs. alpha squared. This corre­
lation coefficient is no longer zero and the plot no longer has the balanced 

appearance that earlier ones had. There are eight points at (1,1), 16 at 
(0,1), 16 at (1,0), and 22 at (0,0). The squared terms are correlated, in 

other words, although the correlation is not high. 

The reasons for the interesting geometry of the experimental design 

are rather complicated. A detailed discussion of the subject may be found 
in Box and Hunter (1957). For the purposes of this study it is sufficient 

to note that the Box-Behnken designs are good designs for fitting second 
order polynomials (response surfaces) to the data. 
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Behavior of the Response Variables 

In this section, we use graphical and regression techniques to examine 

some aspects of the behavior of the response variables. 

analysis, we considered the 19 response variables listed 

In performing the 

in Table 22. The 

list is by no means exhaustive; other responses could be considered as well. 

For this report, we confine the discussion to a few of the most important 

responses. 

TABLE 22 List of Nineteen Response Variables 

QMAX- The probability of nondetection assuming the diverter's 
optimal strategy 

Systematic Error Variance of MUF 

Systematic Error Standard Deviation of MUF 
Systematic Error Variance of the 0 Statistic . 
Systematic Error Standard Deviation of the 0 Statistic 

Attributes Sample Size 

Sample Size for Variables Measurements to Detect Partial Defects 

Sample Size for Variables Measurements to Detect Bias 

Total Variables Sample Size 
Cost of Planning and Preparing for an Inspection 

Cost of Audit Activities 

Cost of Material Verification 

Cost of Containment and Surveillance Activities 

Cost of Post Inspection Activities 

Total Inspection Cost (r.1an-days) 
Fraction of the Goal Quantity Diverted via Large Defects Assuming 

the Diverter's Optimal Strategy . 
Lower Bound on the Random Error Variance of the D Statistic 

Probability of Nondetection Assuming the Entire Goal Quantity is 
Diverted via the MUF-b Path and the Variables Sample Size is 
Governed by the Need for Variables Measurements to Detect Bias 

Ratio of the Random Error Variance of b (Under the Alternative 
Hypothesis) to the Systematic Error Variance of D 
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Q~1AX' QMAX is defined as the probability of nondetection assuming the 

diverter's optimal strategy, 1-QMAX is the probability of detection. QMAX 

is a prime index of safeguards system performance. 

Figure 13 is a histogram of the values of QMAX recorded for the 62 

cases included in the experimental design. It can be seen that QMAX spans 

the entire range from 0 to 1. One unusual feature of the data is that it 
seems to fall into two main groups with a gap in between them. The first 

group, at the top of the graph, ranges from QMAX ; 0 to QMAX = 0.27. These 
are cases for which the detection probability (1-QMAX) is fairly high. The 

other group, ranging from Q~1AX ;; 0.54 to Q~lAX ;; 1 repre~ents low detection 

probabilities. The reasons for this grouping will become clear when we 

examine the relationship between QMAX and the inspector's measurement 
capability. 
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Figure 14 shows a scatter plot of QMAX versus alpha. Figure 15 shows 
histograms of QMAX for each of the three levels of alpha. Visually, the 
plots illustrate the fact that alpha by itself does not explain very much of 

the variation in QMAX as there is a large scatter in QMAX for each value of 
alpha. However, the regression calculation shows that there is a small 
negative correlation. As alpha increases, QMAX decreases slightly. This is 
consistent with the well known observation that one can achieve an improved 

detection probability (smaller QMAX) if one is willing to accept a higher 
false alarm probability in return. It is clear, however, that the effect is 

small over the range of alpha values considered (a= .01 to a= .1) . 
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In contrast to Figures 14 and 15, a variable with a noticeable effect 

on QMAX is the inspector's measurement capability. Figure 16 shows a plot 
of QMAX versus the inspector's measurement capability (denoted by MCAPINSP 
in the figure). Visually, there appears to be a clear relationship; however, 
there is still a lot of scatter in the data. The inspector's measurement 
capability appears to have a strong effect but it is clear that other vari­

ables are important as well. The relationship can be expressed in the 
following way: as the quality of the inspector's measurements decreases 

(-1 denotes good measurement capability, +1 denotes poor measurement capa­
bility), the probability of nondetection tends to increase, and the proba­
bility of detection to decrease. 

Figure 17 shows the same thing in a different way. Histograms of the 

values of QMAX for each of the three levels of inspector measurement capa­
bility are plotted side by side. The relationship is quite striking, and it 

recalls Figure 13, which was the histogram of all the QMAX values together. 

The low values of Q~1AX are almost all cases for which the inspector's 
measurement capability was very good {MCAPINSP = -1). The reason for the 

two clumps of data points in Figure 13 is now clear: the high probability of 
detection is made possible mainly by the high quality of the inspector's 
verification measurements in those cases. 

Graphs plotting QMAX against the other input variables are shown in 
Appendix C. 
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To supplement the graphical analysis as was just shown, there was 
considerable use of regression analysis. Table 23 shows a summary of the 
regression analysis of QMAX as a function of all the input variables. The 
11 MULTIPLE R-SQUAR£, 11 also known as the coefficient of multiple determination, 
is about .97. This means that approximately 97% of the variation in QMAX is 
accounted for or explained by the fitted curve. The column of primary 
interest in the table is headed 11 Coefficient. 11 The variables with large 
(in absolute value) regression coefficients are the ones that have the 

strongest influence on OMAx· 

A word on the notatiOn used in the table: the variables denoted by 
XlXl and similar codes are second order variables. X1Xl is variable 1, or 
alpha, squared. X3X7 is variable 3 times variable 7 or goal quantity times 
throughput. 

The largest coefficient in absolute value is associated with the in­
spector's measurement capability (MCAPINSP). In Table 24, the regression 
coefficients of the variables involving the inspector's measurement capa­
bility are summarized. From the table, it is apparent that QMAX has an 
important nonlinear (specifically quadratic) dependence on the inspector's 
measurement capability: the coefficient of X5X5, which is the squared term 
involving inspector's measurement capability, is larger in absolute value 
than most of the first order coefficients. Some important interactions can 
also be seen: the coefficient of X3X5 is .12037, which is relatively large. 
This means that there is an interaction between X3, goal quantit~'· and X5, 
the inspector's measurement capability; the effect of each depends on the 
level of the other. 

Table 25 shows the coefficients involving the throughput (X7). The 
linear term (THRUPUT), the squared term (X7X7), and the interaction between 
throughput and goal quantity (X3X7) are all relatively large. 
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TABLE 23. Summary of Regression Analysis 

REG~ESSIO~ TITLE, 
OEPENOE~T VARIA6LE, 
TOLERANCE , 

ALL OAU CQIIISIOE~EO AS A ~INGLE IO~IJUP 

,A~ALl3!S 0~ THE !~PACT Of 3Af.!:GUA!i05 CR!TEW!A 
~ liMA> 

0. 0 1 vo 

MUL TIPL~ R 
111,/Ll!PLE ~·S~UARE 

5T0. ER~O~ Of E31, 

ANALT~IS OF VARIANCE 

REG~ESSIO"' 
~ESIOUAL 

SUIO U> SQUARES 
5.04'1 
0,! 'JI 
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.. CAPI~S_. 5 
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Ill~ 3b 
qx& n 
XJI1 36 
120 3'1 
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12~5 •t 
1211> •2 
1211 o3 
IJX<I u 
HIS 05 
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TABLE 24. Coefficients Involving Inspector's 
Measurement Capability 

Variable Coefficient 

MCAPINSP . 32875 
X1 X5 .00862 

X2X5 -.01888 

X3X5 . 12037 

X4X5 -.00575 

X5X5 -.23498 
X5X6 -. 00375 
X5X7 .04163 

TABLE 25. Coefficients Involving Throughput 

Variable Coefficient 

THRUPUT .17813 
X1X7 . 06063 
X2X7 -.00337 
X3X7 . 13513 
X4X7 . 00113 
X5X7 .04163 
X6X7 .00137 
X7X7 -.13342 
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• 

Table 26 shows the coefficients involving the goal quantity (GQ or X3). 
The linear term is important and the interactions between goal quantity and 

throughput (X3X7) and between goal quantity and inspector's measurement 

capability (X3X5) are also relatively large. 

TABLE 26. Coefficients Involving Goal Quantity 

Variable Coefficient 

GQ -.18975 

XlX3 .01813 

X2X3 .00100 

X3X3 . 00790 

X3X4 .00162 

X3X5 . 12037 

X3X6 -.00100 

X3X7 . 13513 

Tables 27 through 30 contain the regression coefficients involving the 
false alarm probability, alpha, the goal nondetection probability, beta, the 

operator's measurement capability, MCAPOP, and the crossover point, gamma. 
All of the coefficients are relatively small, indicating that these vari­

ables tend to have a smaller impact on QMAX than do the throughput, the 
goa 1 quantity, and the inspector's measurement capabi 1 ity. 

TABLE 27. Coefficients Involving the False Alarm 
Probability, Alpha 

Variable Coefficient 

ALPHA -. l 0354 
Xl X l . 04396 

XlX2 .00038 

Xl X3 .01813. 

XlX4 .00012 
XlX5 .00862 

XlX6 -.00037 

XlX7 .06063 

86 



TABLE 28. Coefficients Involving the Goal 
Nondetection Probability, Beta 

Variable Coefficient 

BETA .00708 

X1X2 .00038 

X2X2 .00102 

X2X3 .00100 

X2X4 .00013 

X2X5 -.01888 

X2X6 -.00025 

X2X7 -.00337 

TABLE 29. Coefficients Involving the Operator• s 
Measurement Capability 

Variable Coefficient 

MCAPOP .00350 

X1X4 . 00012 

X2X4 -. 00013 

X3X4 .00162 

X4X4 -.02535 

X4X5 -.00575 

X4X6 .00400 

X4X7 . 00113 

87 



TABLE 30. Coefficients Involving the Crossover 
Point, Garrma 

Variable Coefficient 

GAMMA .00021 

X1 X6 -.00037 

X2X6 -.00025 

X3X6 -.00100 

X4X6 .00400 

X5X6 -.00375 

X6X6 -.05717 

X6X7 .00137 

Conclusions Concerning QMAX' From the data presented thus far, the 

following conclusions can be drawn: 

• The variables with the greatest impact on QMAX are the inspector 1 s 

measurement capability, the goal quantity, and the throughput. 

• There are important squared terms and interactions. The presence 

of interactions means that the effect of a variable may depend on 

the level of some other variable. Any generalizations about the 

impacts of particular variables must take account of this possi­

bility. 

• There is still some lack of fit with a second order polynomial. 

The fit could be improved by inclusion of higher order terms. 
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Total Cost. The response variable called Total Cost is defined as the 

total number of inspector man-days per year required in connection with 
routine inspections at a particular facility. It includes both off-site and 
on-site inspector activities. 
man-days required for Planning 

It is calculated as the sum of the inspection 

and Preparation, Audit Activities, Checking 
and Servicing Containment and Surveillance Devices, Post-inspection and 
Evaluation Activities, and Verification of Measurement Data. It should be 

noted that Total Cost as defined here, does not correspond to either maximum 
routine inspection effort (MRIE) as defined in INFCIRC/153 or actual routine 

inspection effort (ARIEl as defined in Facility Attachments. ~1RIE and ARIE 
include only man-days spent at the facility. 

As was done with the response variable QMAX' many graphs were examined 
to note indications of relationships between Total Cost and the input 
variables. 

Figure 18 is a histogram of the values of Total Cost for the 62 cases 

included in the experimental design. The values range from 130 to 500 man­
days. The mean value is ~ 265. As was the case for QMAX' the data seem to 
fall into several groups, out the separation between the groups is less cle~r 
for Total Cost. 

Figure 19 is a plot of Total Cost versus annual plant throughput; 
Figure 20 shows histograms of Total Cost for each of the three levels of 
throughput. A strong relationship is evident--large throughput plants tend 
to require large inspection efforts. Plant throughput appeared to have the 
largest impact of any of the input variables. Another input variable which 
had a fairly strong effect was detection goal quantity. Figure 21 shows a 

plot of Total Cost versus goal quantity (GQ); Figure 22 shows histograms 
of Total Cost for the three levels of goal quantity. A fairly strong 
relationship is evident. The larger the goal quantity, the lower the total 

inspection cost. The mean value of Total Cost decreases from 359 man-days 
to 223 man-days as the goal quantity increases from 25 kg 235u to 125 kg 
235 u, approximately a 40% change in Total Cost. The other plots of Total 

Cost against input variables are shown in Appendix C. 
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Table 31 is a summary of the regression analysis of Total Cost as a 
function of all the input variables. The "MULTIPLE R-SQUARE" is about .99, 
which indicates that 99% of the variation in Total Cost is explained or 

accounted for by the regression equation. The fit is better than for QMAX' 
where the coefficient was .97. 

It is readily seen that the throughput is the most important variable. 

Table 32 shows the variables with regression coefficients larger than 10 in 
absolute value. The variables are ranked according to the absolute values of 

the coefficients. The table tends to indicate which variables have the 
greatest impact on Total Cost. 

As with QMAX' quadratic terms (e.g., X3X3, or goal quantity squared) 
and interaction terms (e.g., X3X7, or goal quantity times throughput) are 
important. Looking back at Figure 22 which showed the relationship between 
goal quantity and Total Cost, one can in fact see some curvature, which 
shows up in the regression analysis as a large coefficient for X3X3, or 

goal quantity squared. 

The magnitude of the X3X7 interaction term means that the effect of 
goal quantity depends on the value of the throughput--it has a bigger impact 

when the throughput is large. Conversely, throughput has a bigger impact 
when the goal quantity is large. The reason for this is related to the nature 
of attribute sampling. The variation in Total Cost associated with changes 

in goal quantity is driven primarily by the need for more attributes tests 
when the goal quantity is small. As the goal quantity increases, the fraction 
of the population that must be sampled decreases. The change in the fraction 
is the same, regard less of the population size, but the charge in the 
absolute number of items will obviously be greater when the population is 
1 arge. 

Conclusions Concerning Total Cost. The following conclusions concern­

ing Total Cost can be drawn: 

• The variables with the greatest impact on Total Cost are the 

throughput, the goal quantity and the goal probability of non­
detection. 
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TABLE 31. Summary of Regression Analysis Total Cost 
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• There are important squared terms and interactions. 

• The fit is quite good. Examination of the residuals shows 
that the largest percentage error of prediction is ~ 14%. Most 
of the errors are considerably smaller. 

TABLE 32. Variables that Have the Most Impact on Total Cost 

Variable Coefficient 

THRUPUT 109 

GQ -68 

x3x3 42 

x3x7 -35 

BETA -27 

x2x3 11 

GAMMA 14 

x2x2 13 

x2x7 -13 

x7x7 -11 

x3x6 -12 
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DISCUSSION OF THE IMPACT OF THE INPUT VARIABLES 

In this section the role of each of the seven parameters considered in 
this study is discussed and conclusions concerning their effects on prob­
ability of detection and inspection costs are presented. 

Role of Alpha 

The role of the false alarm probability, alpha, in the overall safe­
guards decision structure has been the subject of some controversy recently. 

In fact, alpha has a number of distinct roles to play, corresponding to 
different levels of the decision structure. 

In a strictly formal sense, alpha is the probability of rejecting the 
null hypothesis when it is in fact true; in more descriptive language it is 

the "false alarm" probability. The concept can be applied in various ways 
in the safeguards context, depending on how one defines the null hypothesis 
and what specific decisions and actions are contemplated when one speaks of 
rejecting the null hypothesis. At one extreme one can consider the null 
hypothesis to be something 1 ike: "There has been no diversion of safeguarded 

nuclear material to nuclear weapons or other nuclear explosive device," 

(paragraph 19, INFCIRC/153). Rejection of the null hypothesis in this case 

could be interpreted as a decision by the Board of Governors to report to 
all members of the IAEA and to the Security Council and General Assembly of 
the United Nations. Many other definitions of the null hypothesis are con­
ceivable, and a variety of actions and decisions associated with rejection 
of that hypothesis are conceivable. 

At the other extreme, one can consider a situation in which an inspector 
is attempting to verify a particular stratum of nuclear material on the 
basis of a set of verification measurements. In this case the null hypothe­
sis might be that the operator 1s declared quantities of material are 
unbiased estimates of the true quantities. Rejection of the null hypothesis 
could be interpreted as a decision to perform some supplemental evaluation 
activity. 
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Between the two extremes a great many possible nu11 hypotheses, 
decisions, and actions can be defined. Sequences of hypotheses and decisio~s 

can also be considered, so that the decision by the Board of Governors to 
report to all the members of the IAEA and to the United Nations can be 
analyzed in terms of sequences of prior decisions leading eventually to a 
final decision by the Board. 

Criteria for choosing values of alpha may be different, depending on 
what particular r.ull hypothesis is being considered and what particular 
actions and decisions ensue when the null hypothesis is rejected. 

In this report we have focused our attention on null hypotheses concern­
ing diversion of safeguarded nuclear material from a single low-enriched 
uranium conversion and fuel fabrication facility over a one-year period. We 
assume that when the null hypothesis is rejected then an investigation of 
possible causes ~s initiated. We have not considered in any detail exactl~· 

what activities that investigation might comprise. We considered a range of 
values for alpha (a= .01 to a= .1) consistent with the recommendations of 
various working groups and panels. 

Over the range of values considered in this study, alpha had only a 
minor impact on inspection costs or probability of detection. Increasing 
the false alarm probability led to a slight decrease in the probability of 
detection, as one would expect from theoretical considerations. But the 
range of values was narrow and the achieved probability of detection was in 
many cases constrained by limitations resulting from systematic measurement 
errors. Alpha would have a more pronounced impact on detection probability 
if a) detection capability were not constrained by systematic errors, and 
b) the range of values of alpha were extended. Figure 15 already gives 
some indication of what would happen if alpha were set at values smaller 
than .01: the detection probability seems to be decreasing more rapidly as 
the lower values of alpha are approached. 

The effect of alpha on inspection costs was very slight. Again, this 

conclusion depends for its validity on the narrow range of alpha values 
studied, and on the fact that the inspection plan was constrained because of 
dominant systematic errors. In other circumstances, theoreticai considerations 
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suggest that increasing alpha would tend to lead to a decrease in inspection 
costs. The effect could never be very great in a relative sense, though, 

because there are substantial components of inspection costs that are com­

pletely insensitive to changes in alpha. 

Role of Beta 

Beta is the goal probability of nondetection. The word goal is important 

here because, as shown in this and other studies, the goal probability of 
nondetection is not always achievable. 

Formally, beta is the probability of accepting the null hypothesis when 
it is false. As with alpha, it is important to define clearly the hypotheses 

under consideration and to specify what decisions and actions are associated 

with acceptance or rejection of the nu11 hypothesis. 

In this report the null hypothesis is as stated earlier, the alternative 

hypothesis is that diversion of a goal quantity of safeguarded nuclear 
material has occurred from a given facility over a one-year period. We have 

considered a range of values of beta that is consistent with the recom~enda­

tions of various advisory groups and panels. 

Over the range of values considered in this study, and given the assump­

tions about plant size and measurement systems, beta had only a slight effect 

on the achieved probability of detection (1-QMAX). The effect on inspection 
costs was more noticeable, but was still fairly moderate. 

The impact on probability of detection is somewhat surprising inasmuch 
as it means that the goal probability of detection has little bearing on the 
achieved probability of detection. The explanation for this result is that 
for many of the 62 cases the combined effects of plant size and systematic 
measurement errors precluded the attainment of the detection goal-- the 

variances of the pertinent test statistics were too large. For such cases 
the achieved probability of detection is governed by the l i mit i ng sys terna tic 
errors and is largely insensitive to variations in the (unattainable) goal 

probability. If, by virtue of small plant size and/or very good measurements, 

the detection goals were attainable, then the achieved probability of 
detection and the goal probability would be closely correlated. 
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It also should be emphasized that we considered only a narrow range of 

values for beta. The impact of beta would be larger if the range were 

broadened. Nevertheless, Figure 13 shows that even if the goal probability 
of detection were as low as, say, 20~b, there wou 1 d still be cases where the 
goal probability was unattainable. 

The effect of beta on inspection costs is only moderate. When beta 
increases from .01 to .1, i.e., when the goal probability of detection 

decreases from 99~~ to 90%, a reduction in inspection costs on the order of 
15% to 20% is seen. (For a definition of the measure of inspection costs 

used in this report, see Appendix A.) Most of the change is due to reduc­
tions in the amount of attributes testing required to detect large defects. 

Again, there are substantial components of the cost of inspections that are 
;~sensitive to changes in beta, but as long as the cost of performing veri­

fication measurements is significant compared to all other costs, an 
increase in beta will lead to a noticeable reduction in costs. 

Role of Goal Quantity 

The goal quantity is defined as the quantity of material that, if 

diverted, is to be detected with a specified probability (given by 1-s). 
In this report we are concerned with diversion from a given facility over a 
one-year period. We have considered a range of goal quantities from 25 kg 
23 5U (833 kg uranium at 3% nominal enrichment) to 125 kg 23 5U (4166 kg 
uranium at 3% nominal enrichment). The midpoint of this range, 75 kg 235 U, 
has been agreed upon as the quantity of safeguards significance for uranium 
of enrichment less than 20%. 

Over the range of values considered, and given the assumptions used in 
this study, goal quantity had an appreciable effect on both probability of 

detection and inspection costs. 

As the goal quantity increases, the probability of detection tends to 

increase. The explanation is clear: the larger the amount diverted the 
easier it is to detect, in general. The effect of goal quantity depends 

rather strongly on the throughput and on the inspector's measurement capa­
bility. Goal quantity has a smaller effect on detection probability when 
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the throughput is 1 arge and when the inspector 1 s measurement capability is 
weak. Actually, this result depends very much for its validity on the 
particular assumptions used in this report. The key factor to keep in mind 
is the relationship between detection capability, which is a function of 

throughput and the inspector 1 S measurement capability, and goal quantity. 
When the detection capability is much worse than the goal quantity, as it is 
in many of the cases in this study, then the detection probability will be 

low and a small change in goal quantity will have little effect on the 
detection probability. Conversely, when the detection capability is ~uch 

better than the goal quantity, the detection probability will be high and 

again a small change in goal quantity will have little effect. In the inter­
mediate case, where the detection capability and the goal quantity are 

comparable in magnitude, a small change in goal quantity may have a relatively 
large impact on the detection probability. What we are seeing in this study 

is a lot of cases where the detection capability is considerably worse than 
the goal quantity (particularly when throughput is high or the inspector 1 S 

measurement capability is weak) and a smaller number of cases where the 

detection capability and the goal quantity are comparable in magnitude. 

The total cost of inspections is heavily influenced by the goal quantity: 
the smaller the goal quantity, the higher the cost. 

smaller amount requires more effort for detection. 
becoming more pronounced as the goal quantity gets 

The diversion of a 
The effect is nonlinear, 

smaller. There is also 

a large interaction with throughput: the effect tends to be greater when the 
throughput is large. As mentioned earlier, this behavior is associated with 
the nature of attributes testing, where the fraction sampled, rather than 
the absolute number sampled, plays a crucial role. 

Role of Operator's ~1easurement Capabi 1 i ty 

In this study the term '1operator 1 S measurement capability" refers to 
the standard deviations associated with various measurement operations 

carried out by the plant operator. If these standard deviations are small, 

then the operator 1 S measurement capability .is good. 

There ere many other characteristics of the operator 1 S accounting system, 

and more generally of the State 1 s System of Accounting and Control, that have 
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an impact on the costs and effectiveness of IAEA safeguards; for example, 
the timeliness of reporting, procedures and practices for physical inventory 
taking, the availability of up-to-date, stratified inventory listings, and 

the organization of storages. Although such factors are important, they 
are not included in our sensitivity analysis. Therefore, our conclusions 

about the effect of the "operator's measurement capability" must be inter­

preted with caution; we are only talking about measurement error standard 
deviations and we are implicitly assuming that good accounting and control 

practices are followed in any event. 

Given the assumptions used in this study, and for the ranges of values 
considered here, the operator's measurement capability had very little 
impact on the probability of detection. The mathematical reason for this 

somewhat counter-intuitive result is the following: the probability of 
' 

detection is calculated on the basis of the MUF-0 statistic and the variance 

of ~1UF-D does not depend on the operator's systematic errors. Only the 
random errors of the operator enter into the t~UF-0 statistic and they tend 
to be completely dominated in the variance of MUF-0 by the inspector's 

systematic errors (see pages 33-34 of BNWL-1852 for the mathematical details). 
Furthermore, it should be noted that the probability of detection, as we use 

the term here, refers to the probability of detecting the diverter's best 

strategy. If one were to consider another index of effectiveness, such as 

the probability of detecting diversion assuming no falsification (in other 
words, diversion into MUF), then the operator's measurement errors could 

have more impact. 

The operator's measurement capability also had a minimal effect on 

inspection costs. Again, in interpreting this finding, the qualifications 
mentioned above should be borne in mind. 

Role of Inspector's Measurement Capability 

The term "inspector's measurement capability" as used here refers to 

the standard deviations of the inspector's variables measurement methods. 

The inspector's attributes measurement methods are discussed in terms of the 

crossover point, gamma. 
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Given the assumptions used in this study, and over the range of values 
considered, the inspector 1 s measurement capability was the variable with the 
greatest impact on the probability of detection. Its effect on inspection 

costs, however, was minimal. 

Figure 17 showed very clearly the strong effect on QMAX' The effect is 
highly nonlinear and there is an appreciable interaction with goal quantity. 

A smaller interaction with throughput can also be noted. The explanation 

for these findings is that the inspector 1 S measurement error variances, 
together with material quantities, are the primary determinants of the 

' 
variance of MUF-0. The relation between the goal quantity and the standard 

' 
deviation of MUF-0, in turn, is a determining factor in calculating the 
probability of detection. 

The inspector 1 S measurement capability has little effect on costs because 
only one relatively minor component of inspection costs, namely, the costs 

associated with variables sampling, depends on the measurement capability. 

Moreover, in many cases variables sampling is limited by diminishing returns 
considerations-- beyond a certain point the variance of MUF-0 and the proba­

bility of detection are relatively insensitive to increases in variables 
sample sizes so the sampling plans are sometimes truncated (see pages 24-25 

of ISP0-58 by Wincek and Mullen; also Part III of ISP0-35, Estimation of 
Inspection Effort). 

Role of Gamma, the Crossover Point 

The crossover 
of the inspector 1 s 

point, gamma, is a 
attributes testing 

measure of the detection sensitivity 
instruments. Typically, gamma is 

chosen to be four to six times the relative standard devintion of a single 
attributes measurement. Operationally, what this means is that if a diverter 

were to falsify an item, creating a discrepancy of gamma times the item 
weight, such a falsification could be detected with essentially 100~; proba­
bility and 0% chance of a false alarm provided the item were subjected to 

an attributes test. 

In this study we found that gamma had no significant impact on the 

probability of detection and a slight but noticeable impact on inspection 
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costs. Improvements in the sensitivity of the attributes tests tended to 
lead to small (less than 10%) savings in inspection costs. 

Role of Throughput 

In this study the plant throughput was varied from 200 to 600 tons of 
uranium per year. Actually, the throughput is only a partial measure of the 
size and complexity of a plant 1 s operation-- inventory, plant layout, process 
design, and many other characteristics of the facility have an impact on 
safeguards effectiveness and efficiency-- but it is the only plant parameter, 
ather than measurement system parameters, that we varied in this study. 
Calculations, as well as theoretical considerations, show that throughput is 
likely to be the key plant-specific parameter for determining inspection 
costs and effectiveness in low-enriched uranium conversion and fuel fabri­
cation plants. 

For the range of values considered in this study, the throughput had a 
major impact on the probability of detection. The tendency was not unexpected: 
the larger the throughput, the lower the probability of detection. The 
effect was highly nonlinear. There was an important interaction with goal 
quantity (as discussed eariier). The explanation for the drop in detection 
probability as throughput increases is simply that the detection goals 
become increasingly difficult to attain as the throughput (and hence the 
variance of ~1UF-D) becomes large in relation to the goal quantity. 

The effect of throughput on inspection costs is even stronger. Figure 
20 showed the trend quite clearly. The effect is slightly nonlinear. There 
is, as mentioned earlier, an important interaction between throughput and 
goal quantity and a smaller interaction between throughput and beta. 
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CONCLUSIONS 

The extensive exercising of the mathematical model in the programs of 

INSPECT gave rise to several conclusions: 

• For the low enriched uranium conversion and fuel fabrication facility 
outlined in this study, the goal probability of detection of diversion 
was seldom achieved. Of the seven input variables which were system­

atically varied, the inspector 1 S measurement capability had the 
greatest impact on the probability of detection. Detection goal 

quantity and plant material throughput also showed strong impacts. 

• The total cost of inspections in man-days as defined in this study 
was heavily influenced by the size of the goal quantity with a large 

interaction with plant throughput. Somewhat surprising was the lack 
of influence of the inspector 1 S measurement capability. This was 

discussed in the previous section. 

One other important feature of the study was the development of reason­

ably good prediction equations for achievable detection probabilities 

(1 - QMAX) and inspection costs. These equations are shown in tabular form 
as Tables 23 through 32. The equations are valid over the range of the input 
variables studied as shown in Table 19. These equations allow for "quick 
and dirty" calculations to be performed for facilities where complete design 

information is not available. Similar equations can be developed for other 
responses using the data provided in Table 21. 
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APPENDIX A 

ESTIMATION OF INSPECTION EFFORT 

INTRODUCTION 

The objective of IAEA safeguards is "the timely detection of diversion 

of significant quantities of nuclear material from peaceful nuclear activi­
ties," and "the technical conclusion of the Agency's verification shall be 

' a statement in respect of each material balance area (MBA) of the amount of 
material unaccounted for (MUF) over a specific period, giving the limits of 

accuracy of the amounts stated." [Reference INFCIRC/153] To fulfill this 

objective, and according to safeguards agreements, the Agency has the right 
to perform different types of inspections for independent collection of 

information. These inspections include ad hoc inspections, special inspec­

tions, and routine inspections. This appendix concerns itself only with 

the routine inspections. 

Routine inspections constitute a maJor portion of all inspection 

activities. Some of the major tasks which may constitute an inspection are 

as follows: 

l) '/erification of the consistency of information contained in records 

and reports, 

2) Verification of nuclear material subject to safeguards, 

3) Other verification activities. 

There are many inspection activities required to fulfill these tasks. 

These include for flow verification: (Ref: IAEA/STR-79) 

• Examination of records, verification of self-consistency and con­

sistency with reports, updating book inventory, filling in all 

documents for samples, preparing samples for shipment; 

• Application, examination, removal, and renewal of seals; 

o Servicing and review of surveillance equipment; 



• Selection of items to be sampled and observation of sampling; 

• Item identification, counting and measurement of rods and assem­
blies (weighing and NDA); 

• Observation of the calibration and carrying out of calibration for 
all measurement equipment; 

• Activities at the rod loading station (sampling, NOA); 

• Verification of the quality of operator 1 S measurement system 
including analytical and NOA equipment using independent standards. 

Some of the major activities for inventory verification include: 

• The above flow verification activities; 

• Verification of the operator 1 S physical inventory taking for com­
pleteness and accuracy; 

• Weighing of containers with nuclear material on the basis of random 
sampling plan; 

• Taking accountability samples; 

• Identification and counting of fuel assemblies and rods and the use 
of NOA techniques for their verification; 

• Containment/surveillance activities. 

To make the estimation of inspection effort somewhat easier, the above 
tasks are compressed into five major categories: 

• Planning and preparation (including followup actions from previous 
inspections) 

• Audit (includes records audit, comparison between records and 
reports, recording of book inventory, verification of quality and 
functioning of operator!s measurement system and activities in 
respect to MUF 1 s, SRD 1 s, and accidental losses) 

• Check and service containment and surveillance devices 

• Post-inspection and evaluation 
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• Verification of measurement data (includes verification of inven­

tory changes and/or material flow and verification of inventory) . 

PLANNING AND PREPARATION 

Planning and preparation includes such activities as review of reports, 

preparation of the material balance, calculation of the sampling plan, and 

travel to the facility. The amount of effort required for these activities 

is expected to depend on the following factors: 

• The number and kind of inspections to be performed in the one-year 

period 

• The size of the plant 

• Travel time to the plant 

• The effectiveness of the SSAC 

• Prior experiences of the IAEA at this specific facility or similar 

facilities. 

In this study, planning and preparation effort is estimated as follows: 

Inspection effort for planning and preparation = the number of 

inspections for flow verification per year, times the effort 

required per flow verification, plus the number of inspections 

for inventory verification year, times the effort required per 

inventory verification. 

Plant size enters as a factor as more inspections are needed in the 
larger plants, and more flow and inventory inspections are also undertaken. 

Table A.l summarizes the numbers used in this study. 

TABLE A.l Routine Inspection Effort for One-Year Period 

Planning and Pre~aration 

Plant Size Man-Days Man-Days Man-Days Man-Days Total 
(tons throughput) at Facility Travel in Field at HQ Man-Days 

200 0 19 19 21 40 

400 0 28 28 34 62 
600 0 41 41 43 84 
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It should be noted that man-days in the field is the sum of man-days 
of travel and man-days at the facility, and total man-days is the sum of 
man-days at HQ and man-days in the field. The values were arrived at as 

follows: 

Travel Requirements for the 200 Ton Plant -

two inspectors, each one day of travel, for each of eight flow 
verifications, plus three inspectors, each one day of travel, for 

the one inventory verification. 

(2 x 8) + (3 x 1) = 19 man-days 

Travel Requirements for the 400 Ton Plant -

two inspectors, each one day of travel, for each of nine flow 
verifications, plus five inspectors, each one day of travel, for 

two inventory verifications. 
(2 x 9) + (5 x 2) = 28 man-days 

Travel Requirements for the 600 Ton Plant-

three inspectors, each one day of travel, for each of nine flow 

verifications, plus seven inspectors, each one day of travel, for 

two inventory verifications. 
(3 x 9) + (7 x 2) = 41 man-days 

Headquarters Effort for the 200 Ton Plant -

two man-days per flow verification, eight verifications per year, 
plus five man-days for the inventory verification. 

(2 x 8) + (5 x 1) = 21 man-days 

Headquarters Effort for the 400 Ton Plant -

two man-days per flow verification, nine verifications per year, 

plus eiqht man-days for each inventory verification, two per year. 
(2 x 9) + (8 x 2) = 34 man-days per year 

Headquarters Effort for the 600 Ton Plant 

three man-days per flow verification, nine verifications per year, 
plus eight man-days for each inventory verification, two per year. 

(3 x 9) + (8 x 1) = 43 man-days per year 
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AUDIT 

Audit includes inspection activities such as records examination, and a 
check for compliance with established procedures. The amount of effort 
required for these activities is expected to depend on the following factors; 

• The number and kind of inspections to be performed 

• Size of the plant 

• The effectiveness of the SSAC. 

In this study, audit inspection effort is established as follows: 

Inspection effort for audit ~ the number of flow verifications 

per year, times the inspection effort per flow verification, plus 
the number of inventory verifications per year, times the effort 

per inventory verification. 

Table A.2 summarizes the numbers used in this study. 

TABLE A.2 Routine Inspection Effort for One-Year Period 

Audit 

Plant Size Man-Days Man-Days Man-Days Man-Days Total 
(tons throughput) at Facility Travel in Field at HQ Man-Days 

200 21 0 21 0 21 
400 43 0 43 0 43 
600 54 0 54 0 54 

These values were obtained as follows: 

Inspection Effort for Audit Activities - 200 Ton Plant -

two man-days per flow verification, eight verifications per year, 
plus five man-days per inventory verification, one verification 
per year. 

(2 x 8) + (5 x l) = 21 man-days 

Inspection Effort for Audit Activities - 400 Ton Plant-

three man-days per flow verification, nine verifications per year, 
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plus eight man-days per inventory verification, two verifications 
per year. 

(3 x 9) + (8 x 2) = 43 man-days 

Inspection Effort for Audit Activities - 600 Ton Plant-

four man-days per flow verification, nine flow verifications per 
year, plus 11 man-days per inventory verification, two verifications 
per year. 

(4 x 9) + (9 x 2) = 54 man-days 

CHECK AND SERVICE CONTAINMENT AND SURVEILLANCE DEVICES 

The effort required for this inspection effort is small compared to the 
other major categories. For the 200 ton throughput plant, this value was 
assumed minimal. The other two plants were each allotted one man-day. 
There might be items under seal which would need to be checked. 

POST-INSPECTION AND EVALUATION 

The effort required for post-inspection and evaluation activities is 
expected to depend on the following factors: 

• The amount of data collected in the course of inspection 

• Travel time for returning to Headquarters 

• The effectiveness of SSAC 

• The number and kind of inspections 

• Plant size 

The following relationship is used to calculate this effort: 

Inspection effort for post-inspection and evaluation = the 
number of flow verifications per year, times the effort 
required per flow verification, plus the number of inventory 
verifications, times the effort required per inventory 

verification. 

Table A.3 summarizes these results. 
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TABLE A. 3 Routine Inspection tffort for One-Year Peri ad 

Post-Inspection and Evaluation 

Plant Size Man-Days Man-Days Man-Days Man-Days Total 
(tons throughput) at Facil; ty Travel in Field at HQ Man-Days 

200 0 19 19 21 40 

400 0 28 28 36 64 

600 0 41 41 37 78 

Travel values are the same as those found in Table A.l. The Headquarters 
man-days were determined as follows: 

Headquarters Effort for the 200 Ton Plant -

two man-days per flow verification, eight verifications per year, 

plus five man-days per inventory verification, one verification 

per year. 

(2 x 8) + (5 x l) = 21 man-days 

Headquarters Effort for the 400 Ton Plant -

2.5 man-days per flow verification, nine verifications per year, 

plus seven man-days per inventory verification, two verifications 

per year. 

(2.5 x 9) + (7 x 2) ; 37 man-days 

Headquarters Effort for the 600 Ton Plant 

2.5 man-days per flow verification, nine verifications per year, 

plus seven man-days per inventory verification, two verifications 
per year. 

(2.5 x 9) + (7 x 2) ; 37 man-days 

VERIFICATION OF MEASUREMENT DATA 

The fifth component of the estimation of inspection effort is verifi­

cation of measurement data. These inspection activities consist of an item 

check, the attributes plan, and the variables plan. Factors affecting the 
item check include: 
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• The nature, size, and layout of the facility 

• The quality of the SSAC 

• The number and kind of inspections 

Factors affecting the attributes and variables plan include: 

• Detection goa 1 quantities 

• Probability of detection 

• The nature, size. and layout of the plant 

• The effectiveness of the SSAC 

• The quality of the operator 1 S measurement system 

• The inspector 1 S measurement capability. 

The computer code package INSPECT was used to calculate the sampling 
plans. The inspection effort for measurement verification is estimated as 

follows: 

Inspection effort for verification of measurement data = attributes 
sample size, times the effort required per attributes sample, plus 

the variables sample size, times the effort required per variables 
sample, plus the amount of effort required for the item check. 

To evaluate the effort required, it was assumed that 15 minutes of 
inspection effort per attributes sample, and one hour per variables sample 
are necessary. It is also assumed that the item check takes five man-days 
for the 200 ton plant, ten man-days for the 400 ton plant, and 15 man-days 
for the 600 ton plant. 
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APPENDIX B 

INVESTIGATION OF BOX-BEHNKEN DESIGN INPUT VARIABLES 

Generally speaking, good designs tend to be "bold" in the sense that the 

experimental points are widely spread out over the region of interest, 
balanced and symmetrical, and the input variables are uncorrelated as much as 
possible. It is interesting to examine the Box-Behnken design from these 

points of view. 

Figures 8.1 through 8.17 are histograms of the values of input variables 
for the 62 cases included in the experimental design that are not already 

included in the main text. The data shown are coded. 

Figures B.l through 8.6 are for the first order input variables. The 

pattern is the same for all seven (i.e., balance and symmetry) with 12 low 
values (cases), 12 high values, and 38 middle values. 

Figures 8.7 through 8.12 are for the squared terms. Again they all 
follow the same pattern, as they must because the first order terms did. 

Note that there are only two levels here instead of three as there were for 
the first order terms. This is because the low value (-1) squared is the 

same as the high value (l) squared. 

Figures 8.13 through 8.17 are for the cross-product or interaction 
terms involving alpha, the false alarm probability. All the histograms for 

interaction terms follow the same pattern with four cases at the low value, 
four at the high value, and the remaining 54 cases at the middle value. 

Clearly, the 8ox-8ehnken design has characteristics of balance and 
symmetry as far as the levels of the predictor variables are concerned. 

To look at possible correlations between input variables, we can exam­
ine scatter plots of the variables, one versus another, and also calculate 

correlation coefficients between pairs of variables. 

Figures 8.18 through 8.22 are scatter plots of alpha, the false alarm 

probability, versus all of the other first order inputs. The same pattern 

is evident in all the plots. There are two cases in each of the "corners" 
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of the experimental region, eight cases on each of the four sides, and the 
remaining 22 cases at the center point. The variables are uncorrelated 
(this is the meaning of COR = .000 printed under the plot) and the experi­
mental pattern is obviously balanced and symmetric. The symmetry is actually 
circular about the center point although this is perhaps not obvious from 
the plot. (The corners, each having two points, are equidistant from the 
center point; the sides, each having eight points, are also equidistant from 
the center point.) This is characteristics of Box-Behnken designs, i.e., 
they are "rotatable." 

All the other plots of first order inputs versus other first order 
inputs follow the same pattern. They have not been included in this report. 

8.24 

,, 



• 

• 

APPENDIX C 

GRAPHS AND ANALYSIS OF RESPONSE VARIABLES 

There were many other figures analyzed than those shown as Figures 13 

through 17. Several are shown here with accompanying explanations. 

Figure C.l shows a plot of QMAX versus beta, the goal probability of non­
detection. Again, there appears to be little relationship between the vari­
ables. In other words, the actual probability of nondetection bears little 
relationship to the goal probability of nondetection. The explanation is 

that for most of the 62 cases the goal probability was unattainable for 
various reasons (e.g., large throughput, insufficient measurement quality), 

and the actual achieved probability was driven by other factors. 

Figure C.2 shows side-by-side histograms of QMAX for the three levels 
of beta. Again, there does not appear to be much of a relationship. 

Figure C.3 shows a plot of QMAX versus goal quantity (GQ). The relation­
ship here is a little stronger than was seen in Figures 14 and C.l. Visually 

there appears to be a negative association between goal quantity and QMAX' 
In other words, the larger the goal quantity, the smaller QMAX' and thus 
the larger the probability of detection. This result is not surprising: it 
is obvious that the larger the amount diverted, the higher the probability 

of detection. 

Figure C.4 shows side-by-side histograms of QMAX for the three levels 
of goal quantity (GQ). The same negative correlation can be seen in a some­
what different light. 

Figure C.5 shows QMAX versus the operator's measurement capability 
(denoted by MCAPOP in the figure). There is little apparent relationship 
between the two. This is somewhat surprising in that it says that the prob­
ability of detection bears no relation to the quality of the operator's 

measurements. This conclusion is correct, given the assumptions on which 
the mathematical model is based, but the assumptions include a certain mini­

mum level of accountancy performance by the operator. For example, the 
operator needs to maintain measurement systems in control, with no by-

C.l 
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difference accounting, no unmeasured material {holdup or sidestreams), etc. 
If these assumptions are satisfied, then the effectiveness of the verification 

depends primarily on the inspector's measurement capability rather than the 
operator's. This effect was discussed in the text and shown in Figures 13 

through 17. 

Figure C.6 is a scatter plot of QMAX versus gamma, the crossover point. 
Recall that gamma is related to the accuracy of the inspector's attribute 
test instruments. Figure C.6 seems to indicate that the crossover point has 

an effect on inspection effort. In other words, the primary impact of 
improved attributes measurements is on efficiency rather than effectiveness. 

Figure C.7 is a scatter plot of QMAX versus the annual plant throughput 
(labeled THRUPUT in the figure). Visually, a moderately strong relationship 
is evident, not as strong as the relationship with the inspector's measure­

ment capability, but stronger than any of the others. As the plant 
throughput increases from 200 to 600 tons per year, the probability of non­
detection tends to increase, and the probability of detection decreases. 

Figure C.8 shows side-by-side histograms of QMAX for each of the three 
levels of throughput. Again, the trend is clear, although there is still a 
lot of variation not explained by throughput. 

The remaining figures in this appendix deal with the output variable 

Total Cost. The most important figures were shown in the text as Figures 
18 through 22. 

Figure C.9 shows a plot of Total Cost versus alpha, the false alarm 
probability. Figure C.lO shows side-by-side histograms of Total Cost for 
the three levels of alpha. No clear relationship is evident for the range 
of values of alpha considered in this study. 

Figure C.ll shows a plot of Total Cost versus beta, the goal probability 
of non-detection; Figure C.l2 shows histograms of Total Cost for each of the 

three levels of beta. There appears to be a negative association: as the 

goal probability of non-detection increases (i.e., as the goal probability 
of detection decreases), the cost of routine inspections decreases slightly. 

The effect is not very large for the range of values of beta considered and 
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it is obvious that other factors must be taken into account as well, but 
the trend is clear . 

Figure C.l3 shows a plot of Total Cost versus the operator's measurement 

capability; Figure C.l4 shows histograms of Total Cost for the three levels 

of operator measurement capability. No relationship is apparent. As with 
QMAX' it should be noted that the operator's measurement capability refers 
to measurement error standard deviations only, and not to other aspects of 

the facility's or the state's system of accounting and control. These other 
aspects of the system can have a strong impact on the effort required for 

routine inspections, but they are not included in the analysis. 

Figure C.l5 shows a plot of Total Cost versus the inspector's measure­
ment capability; Figure C.l6 shows histograms of Total Cost for the three 
levels of inspector's measurement capability. No relationship is apparent. 

This contrasts with the strong effect that the inspector's measurement capa­

bility exerted on QMAX' 

Figure C.l7 shows a plot of Total Cost versus gamma, the crossover 

point; Figure C.l8 shows histograms of Total Cost for the three levels of 
gamma. As gamma increases (i.e., as the accuracy of the inspector's attri­

butes test instrument decreases), the total cost tends to increase slightly. 

Recall that gamma had no impact on effectiveness (QMAX). Here we see that 
gamma does indeed have same (slight) impact on efficiency, as measured by 
Total Cost . 

C.l5 
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