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EPRI PERSPECTIVE

PROJECT DESCRIPTION

The embrittlement of ferritic pressure vessel materials resulting from exposure to
fast neutrons is a key element in the assessment of reactor vessel structural
integrity. RP886-1, Evaluation and Prediction of Neutron Embrittlement of Reactor
Pressure Vessel Materials, evaluates and develops techniques for the measurement
and prediction of radiation damage. This project is part of the characterization
of the Materials Phase of the Pressure Boundary Technology Program within the
Nuctlear Tower Division, as described in EPRI Special Report NP-1540-SR, Pressure
Boundary Technology Program: Progress in 1979.

PROJECT OBJECTIVES

The appropriateness of the existing methods for predicting radiation-induced
embrittlement contained in the codes, standards, and regulations has been under
question by the technical community. This project addressed the development of
statistical, reference fracture toughness curves; the generation and evaluation of
fracture toughness data from modified surveillance (Charpy impact) specimens; and
the development of a radiation-damage model incorporating thermal aging and
in-situ annealing. Verification tests were conducted wherever possible.

PROJECT RESULTS

The research results indicated that a Charpy-based, statistically developed,
reference fracture toughness approach was a better predictor of fracture toughness
than the existing RTypr approach contained in the ASME Code. An additional
project, RP1021-4, was initiated to complete the development, and a PVRC/MPC task
group was established to assess the approach for possible codification. Certain
Charpy specimen modifications were developed and confirmed to facilitate fracture
toughness measurement from surveillance specimens. A simple and inexpensive
technique for reconstituting surveillance specimens for additional testing was
developed and verified on both irradiated and unirradiated specimens. Finally,
the radiation-damage model research clearly identified the importance of the
time-at-exposure temperature on radiation embrittlement. Overall, the project
identified several areas of improvement in radiation-damage predictions.



The information contained in this report should be of interest to those involved .
with licensing questions concerning radiation damage and reactor vessel integrity
and those generally interested in service-induced changes in material properties.

Theodore U. Marston, Project Manager
Nuclear Power Division
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ABSTRACT

The objective of this program was to establish statistical and experimental
insight into the development of a methodology for producing radiation embrittle-
ment reference toughness curves. To meet this objective, three major tasks were
performed: (1) statistical analysis and development of reference fracture
toughness curves, (2) evaluation of fracture toughness data from surveillance
(small) specimens, and (3) radiation damage analysis and modeling. The results
from the first task provided techniques for statistical experimental design of
radiation embrittlement programs and proper collection and qualification of
experimental mechanical property data. The main accomplishment was the develop-
ment of global tolerance and confidence bounds from precracked Charpy and Charpy
V-notch normalization using a reference fracture toughness curve approach. The
second task provided a single-specimen procedure for measuring ductile initia-
tion toughness with side-grooved precracked Charpy specimens; additionally,
excellent predictions of fracture toughness by critical stress and critical
strain fracture models were made. Instrumented Charpy-type data were also maxi-
mized using various approaches. A surrogate material was developed to simulate
radiation-induced damage by shock hardening. Perhaps of greatest interest was
the utilization of reconstituted surveiliance specimens produced from previously
broken Charpy specimens. The radiation damage task produced information neces-
sary to treat radiation embrittlement and dosimetry analysis in an improved man-
ner. A physically-based damage correlation model and a microstructural defect
development model provided additional insight into radiation damage
observations.
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SUMMARY

This final report covers the work performed by Fracture Control Corporation dur-
ing a three-and-one-half year program with the Electric Power Research Institute
under Contract RP886-1. The principal investigators for this program were Dr.
R.A. Wullaert and W.L. Server from Fracture Control Corporation and consultants,
Dr. W. 0ldfield and Dr. G.R. Odette, from Materials Research and Computer Simu-
lation and University of California, Santa Barbara, respectively. A large num-
ber of other individuals made significant contributions to the material pre-
sented here; these individuals are identified within the report with respect to
their work.

The research program consisted of three major tasks, each of which will be sum-
marized in the following discussion.

STATISTICAL ANALYSIS AND DEVELOPMENT OF REFERENCE FRACTURE TOUGHNESS CURVES

The uncertainty in the degree of conservatism in the Nuclear Regulatory Commis-
sion (NRC) radiation embrittlement trend curves (Regulatory Guide 1.99) indi-
cates the deficiencies in the existing radiation embrittlement data base. Any
new experimental test program should be designed in a statistical manner to reap
the maximum benefit that can be obtained from an expensive radiation embrittle-
ment study. The requirements and options available in developing an efficient
experimental design were reviewed. This review included a quantitative defini-
tion of program objectives and relating these quantities to the anticipated
variance in the measurements to be made. Specific probability diagrams were
developed for the detection of temperature shifts in Charpy V-notch curves. The
importance of not confounding the quantities being measured with extraneous
variables was stressed. Two sources of bias which can be confounded with main
effects in irradiation experiments are "between capsule" and "between positions
in the capsule" variations. Suggestions for a balanced, but fiexible, experi-
mental design were made.

Additionally, a round robin test program was performed to determine the test
variability associated with the instrumented precracked Charpy test. This test
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can be useu as an indexing parameter (for example, in the new statistically-
based reference fracture toughness curve procedure). Thus uncertainties in the
inuexing parameter are reflected in a reference curve. A homogenecus, rela-
tively strain rate insensitive material (6061-T651 aluminum) was used in an
effort to separate material variability from test variability. The round robin
data were generated using a comparative experimental design and analyzed using
the analysis of variance procedure. The results indicated that instrumented
impact testing was not yet properly controlled and that there was a clear need
for improvement in the test procedures.

A critical aspect of developing a statistically-based reference curve is the
existence of a pedigreed data base. The existing EPRI procecures for testing
and data analysis were simplitied and revised to include current state-of-the-
art techniques, particularly for elastic-plastic fracture toughness testing.

New data report forms were developed to assure that all pertinent data are
recorued with all terms and symbols defined and sample calculations provided.
The development of & raaiation embrittlenent data base also requires the charac-
terization of the rauiation environment through proper irradiation analysis. A
detailed review of the magnitude and sources of dosinietry uncertainties asso-
ciated with past radiation embrittiement studies was made.

Fracture toughness data from various EPRI programs were qualified {pedigreed),
statistically analyzed, and consolidated in a new computer data base which was
published as a topical report; this expanded data base includes chemical analy-
sis, processing history, curve-fit parameters, statistics, anu tables and graphs
of all mechanical properties data. The revised data base, which also included
valid J integral initiation (R-curve), upper sheif data, was used to develop
new procedures for referencing fracture toughness in lieu of the current RTNDT
indexing parameter. Coefficients from tanh curve fits to instrumented pre-
cracked Charpy data (PCYN method) were used to reference fracture toughness data
and develop prediction Timits. This method was improved by developing a
weighted non-linear regression scheme and developing global tolerance bounds.
The net result was a simplified, statistically-based technique by which any
suitable test could be properly referenced to fracture toughness to give a
reference curve. The referencing technique was therefore extendea to the use of
Charpy V-notch data (CVN method). Both the PCVN and CVN methods were used to
predict fracture toughness mean, confidence, and global tolerance bounds for a
specific heat of material, test type and stress intensity rate. These predic-
tions were compared to actual fracture toughness data for the same heat and test
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conditions. The CVN referencing method has excellent potential since it relates
directly to the current surveillance test specimen.

Unirradiated and irradiated V-notch and precracked Charpy data from an asso-
ciated EPRI program (RP886-2) were entered into a computer data bank, curve-
fitted with tanh functions, and prepared for use in generating a statistically-
based lower bound reference curve for the Timited irradiated data available.

FRACTURE TOUGHNESS DATA FROM SURVEILLANCE SPECIMENS

A variety of experimental and analytical techniques were examined for estimating
the fracture toughness of nuclear pressure vessel steels fram small surveil-
lance-type specimens. Static and dynamic fracture toughness data were generated
using an older generation steel (SA302B surveillance correlation heat), a cur-
rently used steel (SA533B-1, HSST Plate 0¢2) and a submerged arc weld metal. The
multi-specimen R-curve method was used to obtain ductile initiation J-integral
data for a "valid" data base (including static and dynamic data) to compare with
the small specimen results. Different methods of measuring crack length

influenced the R-curve slope but not the value of JIc'

To study a single specimen JIC technique, the J-integral value at maximun load

(Jm ax )

specimens under both slow bend and impact loading. Jmax approached JIC for a

total side-groove depth of about 30% of the specimen thickness. The effect of

was measured as a function of side groove depth in precracked Charpy-type

side-grooving (in producing Jmax = JIC) was found to be a function of the frac-
ture toughness level and the remaining ligament length (b), but the technique
provides excellent potential for assessing the loss in upper shelf fracture
toughness due to irradiation exposure. Another technique for obtaining JIC
from Jmax values was also investigated and involved measuring Jmax as a
function of specimen width while holding all other specimen dimensions constant.

This approach is not, however, a single specimen approach.

A predictive scheme to develop fracture toughness information from Charpy and
tensile-type data was developed using critical stress and strain models for
fracture initiation. The application of these models involved determination of
critical stress and strain values, knowledge of precise analyses for the
elastic-plastic stress and strain distributions ahead of sharp cracks, and an
evaluation of microstructural size parameters which control the fracture event.

*
Critical fracture stress (of) values were determined from notched bend bars and
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used in a critical stress model to accurately predict low temperature, slip-
initiated cleavage fracture toughness up to the Nil Ductility Transition Temper-
ature (both unirradiated and irradiated). Notched tensile specimens were used
to obtain upper shelf critical strain values (ef) as a function of stress state;
these values were used in a critical strain model to predict unirradiated upper
shel f fracture toughness where fracture involves a fully ductile rupture
(microvoid coalescence) mechanisim. Predictions of toughness on the upper shelf
for irradiated materials were not possible at this time due too the absence of
irradiated ductility-stress state data and the sparce upper shelf toughness
results for comparison with the model.

Several investigations were performed in order to maximize Charpy-size specimen
data. The effect of notch root radius (p) on cleavage and fibrous-initiated
fracture toughness was measured to determine if an effective root radius (po)
exists for which the fracture toughness is the same as for a sharp fatigue flaw.
Values of P, Were obtained for cleavage-initiated fracture, but there were no
such values for fibrous-initiated fracture. Charpy V-notch and precracked
Charpy tests under both impact and slow bend loaaing were analyzed in terms of
load-temperature diagrams and energy partitioning. These analyses allow further
insight into the different material response between the SA30ZB and SA5335B-1
steels and the differences due to specimen orientation within the plate. A
fractograph study was also conducted in which the two steels were characterized
with respect to the stretch zone existing at the end of the fatigue precrack of
previously tested precracked Charpy specimens. The stretch zone height was
carefully measured and related to the crack tip opening displacement, another
measure of fracture toughness.

It was also undertaken to develop a surrogate material to simulate radiation
embrittlement by explosively shock-hardening an SA533B-1 steel plate. The plate
material was then machined into Charpy V-notch specimens, and the subsequent
testing produced results consistent with that observed for neutron irradiation
damage, i.e., there was a shift in properties to higher temperatures and marked
decrease in the Charpy upper shelf energy level.

A final investigation was conducted to develop reconstituted surveillance speci-
mens with final emphasis on stud welding end tabs on broken Charpy V-notch
specimens. The study welding procedure was maximized for pressure vessel
steels, and specimens were prepared from both unirradiated and irradiated broken
Charpy halves. The results of testing the reconstituted specimens were very
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encouraging and agreed well with the original test results. Both Charpy V-notch
and precracked Charpy testing were performed.

RADIATION DAMAGE ANALYSIS AND MODELING

The assessment of the historical accuracy of the dosimetry component of embrit-
tlement analysis has revealed the most significant source of uncertainty is the
flux-fluence measurements based on combinations of reactor physics calculations
and nuclear reaction rate measurements for both test and surveillance irradia-
tions. An overall scatter in the fluence parameter in the current embrittlement
data base can be as high as a factor of 4. The status of light water reactor
damage analysis programs was also reviewed and recommendations were made con-
cerning future experiments and coordination of the overall programs. Interac-
tion was made with a Nuclear Regulatory Commission program on dosimetry improve-
ment; contributions in terms of experimental design, material procurement, and
specimen machining were made to augment two experimental aspects of this program
[the Oak Ridge Reactor Pool-Side Facility (PSF) space compatible test program
and the void box experiment]. It is the type of data which will be generated
from this NRC program (plus additional mechanistic results) which will provide
the basis for an improved embrittlement data base. Therefore, it is important
that the dosimetry data generated in EPRI programs be compatible and of the same
quality. To help achieve this goal in conjunction with the Naval Research
Laboratory (NRL) program RP886-2, a dosimetry mapping study was conducted to
provide neutron spectral information for the NRL-EPRI irradiation experiments.

An overview of the critical processes involved in jrradiation embrittlement was
developed with emphasis on primary defect production, development of damage
microstructure, and the relationship between microstructure and mechanical pro-
perties (i.e., embrittlement). These processes were incorporated into a physi-
cally based, semi-empirical correlation model for predicting embrittlement. The
model was calibrated using irradiated data from the SA302B surveillance correla-
tion heat, with supplemental post-irradiation annealing data used to check the
sel f-annealing part of the model. A key aspect of the model was the determina-
tion of the influence of thermal aging, flux, fluence and irradiation tempera-
ture on embrittlement (shift in the Nil Ductility Transition Temperature, NDTT).
The model was able to predict quantitatively, and with reasonable accuracy, the
results of recent observations of a damage rate effect in low lead-factor sur-
veillance experiments. Another computer model called SODAK was developed to
track the development of defect microstructures during irradiation, post-irra-
diation annealing and reirradiation. The model explicitly considered the effect
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of both irradiation induced defects and impurity or alloying elements such as
copper. The results from SODAK supported the phenomenological modeling approach
previously developed. It was shown that the various models, even with their
timitations, were useful in providing a systematic identification of future
experimental efforts. It was concluded that significant progress in current
modeling and data correlation efforts cannot be made until additional micro-
structural and kinetics data are obtained, and the irradiation environment is
more precisely defined. Some of this needed information will be obtained
through the PSF space compatible program and the void box experiment.
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Section 1

INTRODUCTION

BACKGROUND

Pressure~-tenperature limitations for heatup and cooldown of the reactor coolant
system during operation and test conditions are provided in the Technical Speci-
fications for each plant. These pressure-temperature limits are imposed on the
reactor coolant pressure boundary to provide adequate safety margins against
nonductile or rapidly propagating failure of the ferritic pressure vessel mate-
rials. Appendices G and H of 10 CFR 50 specify the requirements for the reactor
vessel pressure-temperature limits. These limits are based on the ASME Code,
Section III, Appendix G, which provides a fracture mechanics basis for determin-
ing allowable limits. The Electric Power Research Institute (EPRI) has recently
completed a large research program (RP232-1, -2, -3) which established a data
base for verifying the reference toughness curve (KIR) in Appendix G of the ASME
Code. Another EPRI funded program (RP696-1) has developed procedures for defin-
ing a statistically-based K curve. As a result of these EPRL sponsored pro-
grams, the initial limitations for reactor heatup and cooldown related to frac-
ture toughness considerations can be developed with a specified degree of
confidence.

Once the reactor is placed in service, the neutron environment alters the
mechanical properties of the reactor vessel in the beltline region. The reactor
operating curves must therefore be adjusted to account for the anticipated
embrittlement. Trend curves of change in fracture toughness versus fluence are
used to predict the embrittlement for a specific type of steel, residual element
content, and operating temperature of the reactor. These trend curves are used
by reactor vendors and operators to predict the operating pressure-temperature
limitations of their reactors until actual embrittlement data are obtained from
surveillance programs. Recently, the Nuclear Regulatory Commission has issued
Regulatory Guide 1.99 which specifies radiation embrittlement trend curves.

There are several problems inherent in the current approach to establishing
radiation embrittlement trend curves:
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The variability of test data is not properly treated. If the

K R curve represents a lower bound referenced by RTN T {which
ig commonly based upon a Charpy V-notch test) it a]reagy incor-
porates the variability inherent in the unirradiated Charpy
V-notch test. Consequently, the additional use of an upper bound
on the shift of irradiated Charpy data may represent a double
inclusion of data variance. A unified treatment of variance for
unirradiated and irradiated data leading to a properly developed
lower bound on properties is needed. Since the variability in
unirradiated Charpy data can lead to a measured shift of about
40°F (22°C) (approaching the currently defined radation induced
shift of 50°F [28°C] for defining beltline materials), a proper
treatment of embrittlement data variability is essential.

The data base available for establishing trend curves is inade-
quate. Recent attempts to analyze and curve fit existing test
data revealed that the data base as presently assembled is seri-
ously deficient, and it cannot be used in an efficient manner to
provide guidance. Consequently, regulatory guides based upon it
may be highly conservative. Any new experimental irradiation
embrittlement programs should be statistically designed to maxi-
mize the data obtained and to respond to the deficient areas in
the existing data base. To provide adequate statistical informa-
tion, a large number of expensive tests are generally required;
methods for possibly reusing already broken irradiated specimens
would greatly enhance any attempt to add to the current data
base.

Test data generated by capsule irradiations must be extrapolated
to predict the behavior of irradiated pressure vessels (which
might have a substantially different neutron environment). Such
extrapolation has been subject to Targe errors because of inade-
quate fluence measurements. Recent developments in irradiation
analysis make it possible to control the errors of such extrapo-
lation, provided that the capsules are properly monitored with
dosimeters. Past irradiation experiments were not always pro-
perly monitored.

The trend curves are based on the change in fracture toughness as
measured by the Charpy V-notch test. The desired fracture tough-
ness embrittlement information which is consistent with the ini-
tial design of the pressure vessel is fracture mechanics data.
Additionally, the current commercial surveillance specimen is the
Charpy V-notch bar; thus, a more thorough understanding of the
Charpy V-notch test (and/or other small specimen tests) and the
relationship to fracture mechanics parameters is needed. Since
current irradiation trend curves are not derived from experimen-
tally based reference toughness (K R) curves, the completion of
RP232-1, -2, -3, and RP696-1 provids a basis for developing a
unified treatment of fracture toughness which was not previously
available.

PROGRAM DESCRIPTION

The primary objective of this research program was to establish statistical and

experimental insight into the development of a methodology for producing radia-
tion embrittlement reference toughness curves. To achieve this primary objec-
tive, the following items had to be addressed:
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® Develop test, data analysis, and statistical evaluation proce-
dures to assure that a pedigreed radiation embrittlement data
base can be obtained.

® Develop a statistical approach for predicting the lower bound

fracture toughness of irradiated reactor pressure vessel
materials.

] Establish the relationship between radiation embrittlement meas-
ured by the small specimen, Charpy V-notch test and fracture
mechanics tests.

® Establish the magnitudes of uncertainties in establishing neutron
exposures and provide a strategy for producing self-consistent
data of high relative precision.
The research activities of the current program were divided into three tasks for
reporting purposes:

Task I--Statistical Analysis and Development of Reference Fracture Tough-
ness Curves

Task II--Fracture Toughness Data From Surveillance Specimens

Task III--Radiation Damage Analysis and Modeling

The research activities in Task I are concerned with the acquisition, qualifica-
tion, and ultimate application of radiation embrittlement data, whereas the work
in Task II is concerned with developing new techniques for obtaining these data
from existing surveillance specimens. Task III is concerned with the qualifica-
tion, improvement, and ultimate application of radiation exposure parameters and
the modeling of radiation damage.

A methodology for defining a statistically based Tower bound reference fracture
toughness curve has evolved from the RP232-1 and RP696-1 programs (1-4). This
methodology was extended and improved to handle the additional variables asso-
ciated with radiation embrittlement. One of the important aspects of the pro-
gram was the development of the philosophy underlying reference toughness
curves. For example, these curves could be based on Charpy V-notch or fracture
toughness data; they could be lower bound or mean curves; and they could be
based on a single type of test or a combination of test types. The statistical
analysis used to generate reference curves is dependent on the reference curve
approach selected, and the type of reference curve approach selected dictates
the type of new data required and thus future experimental designs.

Another important aspect of the program concerned the quality (pedigree) of the
data from which the radiation embrittlement reference curves are generated. The
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quality of the data must be verified with respect to equipment calibration, test
and data analysis procedures, acceptance criteria, and neutron environment.

Also of practical importance was the maximization of data obtained from surveil-
lance programs. The use of local and global fracture criteria relative to small
specimen testing was examined and predictions were made based upon simple
models. Unique approaches for obtaining fracture toughness results from small
specimens were also investigated. Additionally, physically-based correlation
modeling of radiation embrittlement provided qualitative predictions of observed
trends in existing data.

A more detailed description of each task, along with the pertinent results, will
be reported separately in the next three sections of this report.

PRIOR PROGRESS REPORTS

This final report covers the total scope of work performed by Fracture Control
Corporation and its consultants during a three-and-one-half year program with
the Electric Power Research Institute under Contract RP886-1. Work performed
during the first three years was reported in semi-annual reports (5-8) and a
special topical report (9).

RELATED EPRI PROGRAMS

Two other EPRI programs have evolved from this initial program, RP1021-4 and
RP1240-1. The first program is currently under contract to Materials Research
and Computer Simulation, and a complete discussion of the program is available
in the first annual report (10); briefly, this program was designed to consoli-
date the new reference curve developments and facilitate their incorporation
into revised codes for pressure vessel design and operation. The latter pro-
gram, RP1240-1, was performed by Fracture Control Corporation and the results
will soon be available (11); emphasis was placed on obtaining and qualifying the
existing mechanical property and irradiation history data for irradiated pres-
sure vessel steels and developing a weighting procedure whereby the "quality" of
the data is systematically assessed and used in comparisons between experimental
data.
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Section 2
TASK I

*
STATISTICAL ANALYSIS AND DEVELOPMENT OF REFERENCE FRACTURE TOUGHNESS CURVES

INTRODUCTION

The scope of this task has evolved with changes in emphasis throughout the
research program. There have been considerable achievements in four technical
areas: (1) development of statistically-designed irradiation studies, (2) col-
lection, format, and qualification procedures for data, (3) reference fracture
toughness curve development, and (4) preliminary analysis of Naval Research
Laboratory (NRL) irradiated data obtained under EPRL Research Program RP886-Z.
The following discussion describes each of these areas of accomplishment.

STATISTICAL EXPERIMENTAL DESIGN-

Initial emphasis in Task [ was to develop a statistical experimental design to
maximize the data obtained in future radiation embrittlement test programs. The
requirements and options available in developing an efficient experimental
design were veviewed (5). Briefly, the benefits of using an experimental
design through which the efficiency of experimentation is maximized and the odds
of success or failure are weighed before the experiment is performed, are mani-
fold. Most obvious is the idea that replication of tests reduces the random
variation of the mean result. Consequently, the number of replicates required
(n) is an important variable. To ascertain the value of n needed to achieve
desired results, the experimental program must define three quantities:

1.  The size of the effect sought (&) in comparison to the antici-

pated variance of the measurements (¢). The ratio of o¢/6 is a
measure of the sensitivity of the experiment.

2.  The required confidence in the result. This confidence is deter-
mined in terms of the probability (o) that an effect & will be
asserted to exist when in fact it arose from chance fluctuations
in the data.

*
Contributions by W. 0ldfield (Materials Research and Computer Simulation) and
. W.L. Server, R.A. Wullaert, and J.W. Sheckherd (Fracture Control Corporation).
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3.  The acceptable level of risk that no effect will be found to be
significant when in fact a real effect does actually exist. This
probability of risk is designated 8.

These ideas can most simply be illustrated in a "single-sided" situation where a
change can only be in one direction.* In Figure 2-1(a), the interpretation of
the probability « 1is shown. Even though there is no real difference between
two measurements, the results of repeated comparisons will be distributed about
some mean with perhaps a Gaussian shape. There is a size of difference, 4 ,
which can be exceeded with a probability o even though no real difference
exists. Figure 2.1(b) contrasts the hypothetical situation when there 1is no
difference (curve on the left) and when a difference & exists (curve on the
right). The area B8 1is the probability that a real difference, ¢ , will lie
in the range 4 such that no difference will be asserted.

Probability Diagrams

To make the experimental design process more relevant, an experimental design
program related to the temperature shift at the Charpy V-notch energy 30 and 50
ft-1bf (41 and 66 J) levels (Cv30 and CVSO) caused by irradiation was studied
for plate and weld material. Charpy V-notch energy curves were assumed to have
been constructed from data which included eight data points on the property
transition portion of the curve. On the basis of variance estimates obtained
from the existing unirradiated data base (9) the relationship between the size
of effect (shift in the Charpy curve), experiment size (n = number of repeated
curves), and a and B were computed. The results were formalized in terms of
probability diagrams, such as shown in Figure 2-2 for manual metal arc weld
metal tests. The computations assumed a 95% confidence level (a = 5%) and
curves for B ranging from 0.1% to 10% were determined. Consider an experimen-
tal design which compares single Charpy V-notch energy curves to show the effect
of material composition (copper content for example) on the properties of manual
arc welds. Referring to Figure 2-2, if the variance observed in unirradiated
welds still applies, a shift of the Charpy V-notch curves of about 41°F (23°C)
can be detected from a single curve (n = 1) with o =5% and 8 = 10% . How-
ever, if the variance is inflated by irradiation, as it may likely be, a much
broader band will apply.

This work showed that in the main experiment, with o = 8 = 0.05 , comparisons
of single Charpy impact test curves of irradiated SA533B-1 base material could

i3
For a "double-sided" test, the probabilities of o and B are double.
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Figure 2-1. Single-sided situation illustrating the probabilities of o and g.
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detect a shift of about 30°F (17°C). Similar tests using manual arc weld metal
might detect shifts of about 62°F (34°C). Of course, the precision of the
experimentation is increased if more curves are used in the comparisons.

Confounding and Balance

It is good experimental practice to measure important quantities without intro-
ducing bias through extraneous variables. When two quantities are irretrievably
mixed in this way, they are said to be confounded. It is important not to con-
found the quantities being measured with extraneous variables. In irradiation
experiments, two important sources of bias which might be confounded with the
main effects are "between capsule" differences and "between positions in the
capsule" variation. Techniques can be used to avoid these problems using
reference standards and randomization procedures.

Confounding can also be used in a constructive fashion in statistical experimen-
tal design. Take as a starting point a factorial experiment in which every
variable is studied at each level for each variable. The size of the experiment
may be prohibitively large, and it will measure a number of effects (mainly
interactions between the experimental variables) which might be relatively unim-
portant. By confounding, mixing unimportant comparisons together, the experi-
ment size can be considerably reduced. In fact, the size is cut in half with
each quantity confounded.

Properly designed experiments are characterized by their efficiency (as well as
their freedom from bias). Two features contribute to this efficiency. First is
the use of a balanced design, so that all measurements have more or less equal
accuracy. It can easily be shown that a balanced design provides the greatest
precision for a given number of tests. The second is the use of appropriate
analytical technigues, such as analysis of variance procedures (13), to analyze
the data.

If the objectives of an irradiation program are specified along with defined
restrictions (a«,8,8), there is a matrix design which can provide optimum perfor-
mance. By employing confounding techniques and fractional factorial designs,
considerable gains in efficiency can be obtained. Comparisons made between pro-
perly designed irradiation experiments and conventional matrices reveal up to a

four-fold increase in sensitivity.
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As an example of a proper statistically-designed test matrix, a traditionally-
designed irradiation test matrix was studied; this original matrix employed
twelve capsules, eight materials, and two fluence levels. Instead of using

the eight materials in an unbalanced, inefficient statistical array, a com-
pletely balanced study of six materials at two fluence levels utilizing the
twelve available capsules is possible. This approach would provide compact,
precracked Charpy, and Charpy V-notch data at both high and low fluences, pro-
viding a verification of the NRC Regulatory Guide 1.99 concept without being
tied to the shortcamning imposed on the regulatory authorities by the paucity of
experimental data. The matrix suggested is based upen a Latin Square and is
shown in Table 2-1; this matrix allows complete capsule-to-capsule effects to be
determined as well as material-to-material effects. Another alternative is also
possible if four critical materials were studied instead of three fluence
levels. An intermediate fluence level could prove valuable since the high and
low fluence levels would generally be at the extremes of the needed information.
Other options in design are also possibie including confounding of the between-
capsule variance and the between-heats variance by placing specimens from a
single heat of each material in each capsule.

To further illustrate experimental statistical design, an experiment was
designed for calibration of the equipment used in small specimen instrumented
impact testing. A comparative experimental design was developed using a fully
characterized and homogeneous 6061-T€51 aluminum plate in which the operating
procedure and instrumentation from different laboratories were evaluated (5,8).
This aluninum round robin should reveal baseline information regarding experi-
mental variability which can impose difficulties on eventual lower bound refer-
ence fracture envelopes. Details of this experiment are presented in Appendix
A. It is clear from the analysis of the round robin data that there is an
incentive to improve the calibration of the instrumented Charpy test.

COLLECTION AND QUALIFICATION OF DATA

An important aspect of any data base is that the data must be pedigreed. Since
many of the test methods in use do not have ASTM Standards to follow, certain
guidelines must be established for both collecting and analyzing data. The ori-
ginal RP232-1 test procedures (14) provided an initial attempt at establishing a
tentative procedure for dynamic fracture toughness testing and elastic-plastic
analysis.



Table 2-1
STATISTICAL EXPERIMENTAL DESIGN FOR TEST IRRADIATIONS

Capsule Material Fluence

1 ) A and B

2 B and C

. . Low
6 J F and A

7 A and B

8 B and C

. . High
12 F and A

Considering capsules 1 and 2 as an experimental unit plus a capsule lay-
out of about 6 compact (CS) and 14 Charpy-size spaces allows both Charpy
(CV) and precracked Charpy (PC) curves to be developed.

Capsule 1 Capsule 2
3 CS 3CS
Material A
14 CV 14 PC
3¢S 3CS
Material B
14 PC 14 CV

The existing EPRI procedures were simplified and revised to include current
state-of-the-art techniques, particularly for elastic-plastic toughness testing
(2,5,12)- New data report forms were developed to assure that all pertinent
data are recorded. Figure 2-3 shows a data record for a static compact fracture
specimen test. A summary of the calculations and raw data required along with a
Tist of definition of terms and symbols was included with each different data
sheet (g); Appendix B of this report Tists this information for the static com-
pact test record shown in Figure 2-3.* Forms were developed (5) for the tensile
test, Nil Ductility Transition Temperature (NDTT) test, instrumented Charpy
V-Notch test, instrumented precracked bend test (both static and dynamic), and

*
Note that SI units are used in the forms.
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compact specimen test (both static and dynamic). These data forms are available
from EPRI as masters.

The development of a radiation embrittlement data base also requires the charac-
terization of the radiation enviromment through a proper irradiation analysis.

A detailed review of the magnitude and sources of dosimetry uncertainties asso-
ciated with past radiation embrittlement studies was presented in Reference (5),
and specific recommendations were made to significantly reduce these uncertain-
ties in future programs. Conclusions from this study are presented later in
Section 3. Data forms for extracting the necessary radiation environment data
from past programs were developed in another program, RP1240-1 (ll).

One of the less obvious but important features of our work has been related to
the unirradiated EPRI data base. Considerable effort was expended into the con-
solidation and clarification of the data base to form the basis for a future
irradiated data base. The original EPRI data base was finalized at the end of
1975, and the results were printed in a two volume (three part) report (1). A
second data base also existed for the control material round robin program (on
HSST Plate 02) performed at the beginning of the RP232 program (15). An adjunct
program on high temperature gas-cooled reactor (HTGQR) steels was also conducted
and a third separate data base established (16). At the time the data were
generated (1974-75), techniques for elastic-plastic fracture mechanics were
unsettled, and maximum Toad was used as a fracture initiation point (even though
it was recognized that maximum load was a non-conservative estimate of initia-
tion). Also, procedures for dynamic servo-hydraulic machine testing and instru-
mented impact testing were developed (14) and tested (17,18) without having
established ASTM guidelines.

Since the time of the data generation effort by the three laboratories involved
(Combustion Engineering, Babcock and Wilcox, and Effects Technology) (19-21),
additional research, with respect to dynamic experimental procedures has pro-
duced revised criteria for acceptable testing and analysis (5,12). Also, addi-
tional research with respect to fibrous crack growth (2,22,23) has produced
upper shelf initiation data for selected steels from the original RP232 pro-
grams. Furthermore, the understanding of the relationship between specimen size
and the validity of the test results has improved (24).

The above comments make it clear that there was a need to update the original
EPRI data base report (1). A comprehensive loose-leaf (revisable) topical
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*
report was therefore written (9). As part of this topical report, the entire
data base of fracture toughness data (including over 1,100 precracked Charpy
results) was reanalyzed with respect to the following changes:

° Initiation or maximum load (equivalent energy) toughness values
were separated.

(] An elastic-plastic size criterion was applied to the appropriate
data; third order polynomial regressions to the tensile data were
performed to evaluate, this criterion.

® Revised acceptance criteria with respect to specimen precrack
Tength and dynamic loading were applied.

@ A1l precracked Charpy curves were refit using the latest non-
linear regression scheme and the complete statistics related to
the curve fits were stored in the data base.

] The proper calculation for the J-integral were performed for the
compact specimens (which includes the tensile-axial components as
well as the bending component).

[ Upper shelf, multi-specimen, initiation data were reanalyzed
using a linear regression to the J-crack extension results.

In addition to expanding and updating the data base,.a great deal of software
had to be developed to serve the new data base. Since all the entries (records)
in the base are unambiguously identified by a set of up to eight numbers termed
keywords, the software deals with many tasks and is able to enter all groups of
data within the base and select from it predetermined sets of data on the basis
of the keywords. One task is obviously that of simply extracting, printing, and
perhaps plotting specified groups of data. Ancother task is curve fitting or
regression analysis; a major effort has related to fitting sigmoidal (tanh func-
tion) curves to impact and fracture toughness data. Much of the software
relates to statistical analysis. This software package is written mainly in
FORTRAN (some minor programs are in BASIC) and is portable to that extent. How-
ever, because the package is obviously related to the hardware environment used
for the data base, it is to that degree specific to our system. For example,
the data base is accessed by calls to the computer operating system which read
specified disk files.

The details of the design have evolved with time and much use. Several group-
ings of data are used as follows:

*This data base report can be obtained from EPRI as Report NP-933.



® General information, such as fabrication history and manufac-
turer, related to the materials

® Chemical analyses and specific, heat-related, mechanical proper-
ties data

® Mechanical properties (tensile, Charpy V-notch, fracture tough-
ness, and NDTT test data)

® Sigmoidal (tanh) curve fit data for impact and fracture toughness
results and associated statistics (residual variance together
with the variances and covariances of the parameters)

® Regression curves fitted to the tensile stress data and asso-
ciated statistics.

Each grouping of data may be contained in several files to facilitate access.
For example, a separate file is used for the mechanical properties data for each
test type. Within each file, the basic entry is a record which is identified by
keywords. Except for the general information group, all records are arranged as
a single line of data beginning with the keywords, followed by information such
as test temperature, impact energy, lateral expansion and so on in a specified
order. Details of this design are given in Reference (9). However, to give the
reader an idea of the type and format of the data in the current EPRI data base,
several examples of the graphical data are illustrated here. Figure 2-4 shows
the type of tensile data available and the graphical format for reporting it.
Figure 2-5 shows the data output for V-notch and precracked Charpy tests. All
of the available fracture toughness data for a given heat are reported in the
format shown in Figure 2-6. Note that the NDTT and RTypy temperatures are
indicated in each figure. Please refer to Reference (9) for a more detailed

explanation of these figures.

REFERENCE FRACTURE TOUGHNESS CURVE DEVELOPMENT

The initial work in this area centered on the various philosophies underlying
the reference curve concept. This study included: the test data used to norma-
1ize the toughness data (Charpy V-notch or precracked Charpy), the use of one
stress intensity rate or a combination of loading rates over the full tempera-
ture range of interest, and the use of lTower bound or mean curves. With regard

to more than one loading rate, a limited examination of the EPRI data base
revealed four items of interest when considering an overall lower bound:

® In the lower shelf the toughness is independent of loading rate.
® In the transition temperature regime, the dynamic data are lower than

the static, and larger section size tends to dictate Tower results.
This effect is probably due to a Weibull distribution sampling effect.
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) At the upper shelf, the dynamic toughness is not the most conser-
vative (22). A change in behavior occurs near the start of the
upper shelf which can be attributed to a change in fracture mode.

® The change in mode from cleavage to all fibrous fracture in the
Charpy V-notch test occurs at a temperature very near the initia-
tion fracture mode change for the dynamic fracture toughness
tests; the static fracture toughness mode change occurs at only a
slightly lower temperature. This item reflects the ability to
choose the type of test to run relative to the measured Charpy
V-notch properties.
These observations indicate the need to consider more than one loading rate when
developing an overall physical lower bound for the full temperature range includ-

ing the upper shelf.

In the RP696-1 program (2), the use of the curve fit parameters from instru-
mented precracked Charpy toughness data was developed as an alternate referenc-
ing procedure (25) to the RTypT concept. The tanh parameter referencing tech-
nique was extended in this program to use Charpy V-notch (CVN) energy data which
are more readily available for irradiated materials.

Using the revised data base and working in collaboration with a PVRC/MPC Commit-
tee, W. Oldfield, under this and other contracts,* has been working to develop
the new referencing procedures into practical procedures for possible incorpora-
tion into the ASME Codes. Several major developments have occurred out of this
work. It was found that the upper shelf had to be referenced in some way when
upper shelf initiation data became available through J-integral R-curve work.
Otherwise, the predicted. toughness bounds would be too Tow to be useful. Addi-
tionally, CVN energy does not have the same dimensions as fracture toughness, so
it cannot be used directly to reference toughness (6). The problem was overcome
by using a correlation approach, and a reference curve is viewed as simply one
form of correlation. It proved to be possible to predict mean toughness, a con-
fidence bound on the mean, or a tolerance bound. Weighted regression procedures

were developed to account for changes in variance with position on the curve.

Another development came with the realization that the quality of the referenc-
ing procedure needed to be controlled more closely than we had expected. For
example, a referencing test cannot reference the lower shelf with adequate pre-
cision. This led to the conclusion that, in a practical scheme, there must be
alternative approaches which can be used to set bounds when the referencing pro-
cedure is not adequate.

*
Originally under TPS77-752 and later under RP1021-4 (10).
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One of the tools which has proved invaluable in our work is the tanh curve-fit
procedure (26). The tanh function is

=
K =A + B tanh (2-1)
C

where K is toughness, T is temperature, and A, B, Ty » and C are curve
fit parameters. Widespread interest has resulted in the development of alter-
native procedures, partially to correct defects in the form of the tanh method
as it was first presented, but which have been removed during this program. To
remove confusion, the available published methods have been compared and criti-
cally reviewed (27).

To briefly review the new reference curve approach, we shall begin with the pre-
cracked Charpy (PCVN) referencing method. It was clear from prior work (25)
that an ideal referencing scheme would use four referencing quantities; these
quantities would reference the position and the spread of fracture toughness and
temperature. Refering to the coefficients in Eq. 2-1, it became clear that A
references the position, and B the range of fracture toughness (A is the
toughness midway between the shelves, and B is the + deviation of the shelves
from the midpoint). Similarly, T0 and C vreference the position and range of
the transition in the temperature scale. Using the coefficients developed by

fitting Eq. 2-1 to PCVN data, referencing can be performed as follows:

normalized toughness = K-A (2-2)

B
and

T-T,
normalized temperature = . (2-3)
C

The toughness data from the EPRI programs (9) were then referenced (normalized)
by means of the PCVN results for each heat. In this way, reference curves were
developed for three types of fracture toughness tests (static and dynamic com-
pact and dynamic bend) using a substantial number of fracture toughness results
for each curve. An equation of the form of Eq. 2-1 was fitted to the referenced
results, and a piecewise (based on temperature ranges) prediction limit was
developed (2). This prediction 1imit is a bound in which a single future result
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might transgress with a stated probability. However, the piecewise prediction
1imit method was cumbersome and could hardly be termed a practical method. Fur-
thermore, the piecewise statistical bound was technically inappropriate, since
it assumed that the position of the mean curve was known exactly.

Working with the ASME Section XI Flaw Evaluation Working Group (and later an
MPC/PVRC Committee), we therefore proceeded to give the approach a more practi-
cal aspect. The statistical problems were treated first. A weighted non-linear
regression scheme was developed which was capable of resolving most of the sta-
tistical objections. Next, the statistical bounds to the mean curve were deve-
loped, and approximated by Eq. 2-1 (but with different coefficients termed A',
B', Té, and C'). The coefficients can be readily shown to be measures of the
bias between the referencing test and the bound. It can be further shown that:

A=A +BoA'
b = B+B'
(2-4)
ty = T0 + C°T6
¢ =C-C'
where the desired bound is defined by:
T - to
K = a + betanh = . (2-5)

Eq. 2-5 conveniently defines the specific bounding curve to fracture toughness
as a function of temperature (28).

Examples of the application of the precracked Charpy referencing technique are
shown in the next two figures. Figure 2-7 shows all of the fracture toughness
data from static compact fracture tests normalized for toughness (Eq. 2-2) and
temperature (Eq. 2-3). The mean to the PCVN referenced data is shown as the
upper solid line. The global tolerance bound fitted to the data is shown as a
dashed line. This global bound represents a line for which we are 90% confident
that 90% of all future measurements will fail above the line; we refer to this
confidence level as 90/90. For convenience, the bound was approximated by a
tanh function {solid line). The tanh coefficients to the bound are termed A',
Bé, T' and C' , as in Eq. 2-4. Figure 2-8 shows the use of the PCVN
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Figure 2-7. Precracked Charpy normalized static compact fracture data.

TEMPERATURE (°C)

-150 -100 -50 0 50 100
280 [T T T I T T
- 280
240 - o
— 240
200 |- o
o — 200

FRACTURE TOUGHNESS (ksi-invz)
FRACTURE TOUGHNESS (MN-m~ 3/2)

] | 1 1 I 1. t ] i

-200 -100 0 100 200
TEMPERATURE ("F)

Figure 2-8. Comparison of static compact data for a heat of SA533B-1 steel with
predicted 90/90 global tolerance bound using PCVN method.



referencing technique to obtain a Tower bound (90/90) static fracture toughness
curve for a single heat of SA533B-1 steel arbitrarily selected from the EPRI

data base (9). The precracked Charpy dynamic fracture toughness temperature
data for this heat were fitted by a tanh function to generate A, B, To and C .
These parameters, along with the primed coefficients, were used in Eq. 2-4 to
generate the a, b, to and ¢ tanh coefficients which describe the global

bound curve in Figure 2-8. Although some data are below the bound shown in
Figure 2-8, this would be expected for a 90% tolerance bound. 1t could be
essentially avoided by the use of a stricter bound such as the 99.9%.

The simplification in the referencing technique illustrated by Egs. 2-4 and 2-5
allowed further steps to be made in the development of a practical and useful
referencing scheme. With this approach, the mathematical treatment was avail-
able by which any suitable test could be properly referenced to fracture tough-
ness to give a reference curve. The next development illustrates this develop-
ment. The Charpy V-notch test (CW) is the most widely used correlative proce-
dure for estimating fracture toughness. So-called correlations are commonly
used to reference certain features of the test results to such features as upper
shel f toughness or the transition temperature. These correlations are actually
referencing procedures which deal with specific portions of the fracture tough-
ness reference curve. OQur approach generalizes such correlations and combines
them over the total temperature regime. Using the quantity k , defined as:

k= (ew-e)? (2-6)

where CVN 1is the Charpy V-notch energy and E is the modulus of elasticity,
the dimensions (in dimensional analysis) become the same as fracture toughness
for a specimen of fixed cross section area. By fitting k values for a range
of temperatures to the tanh function (Eq. 2-1), four referencing quantities Aes
Bk’ To(k) , and Ck can be developed. A set of numerical constants (C], Cos
C3, C4) relates these to coefficients of similar numerical values for the PCVN
reference parameters:



>
1

= Ak'Cl

[we)
;

= ByCp
(2-7)
To = To(k)°C3

o
|

= Ck'C4

These quantities were then used to reference the fracture toughness data from
the EPRI programs (9). Using a similar analysis to that for the PCVN reference
curve, new reference curves were then generated based upon CVN. However, the
analysis was carried through to develop sets of bias coefficients which related
CVN curves directly to the mean fracture toughness together with the confidence
bound and tolerance bound (29). These results are listed in Table 2-2. For
example, using the relationship for the Tower tolerance bound to fracture tough-
ness measured by dynamic bend tests; Charpy V-notch data for a heat of SA30ZB
material (ASTM surveillance reference heat) were converted to k values using
Eq. 2-6, then fitted by a tanh function to generate Ak’ Bk’ To(k) and Ck
values. These tanh values were then used in the appropriate Table 2-2 expres-
sions to generate (predict) a tolerance bound for dynamic fracture toughness
obtained from 1-in (25.4 mm) bend tests. Figure 2-9 compares actual test data
with the predicted 90-90 tolerance bound.

At this stage, the analyses have accomplished the majority of the original
goals. However, some drawbacks of a practical nature remain. Current work (10)
is designed to remove these drawbacks. One major problem relates to the lower
shelf. Many sets of Charpy data have too few points at low temperature to pro-
perly define the lower shelf position. Also, the distribution of data is skewed
high in this region while the statistical analyses generally assume a non-skewed
distribution. We propose to remedy both these defects by having a floor on the
lower shelf. That is, since the shelf position is fairly uniform for all mate-
rials, a non-referenced bound will be determined. This bound will be taken as a
minimum which will apply if the referenced curve predicts lower values. Simi-
larly, it is felt that the price in terms of complexity of usfng k instead of
energy data may be too great. If CVN energy is used directly without correction
for the changes in modulus with temperature, errors of about 10% may be intro-
duced, which might be acceptable. These possibilities are being explored.
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ksi-ipllzls
(Mi-m~>/2/5)

“Static;" 3 x 107
(3.3 x 10%)

"Dynamic;" 3 x 103
(3.3 x 10%)

"Impact;" 2 x 10°
(2.2 x 10°)

Table 2-2

CVN REFERENCE CURVE COEFFICIENTS

Mean

0.0440 Bk + 43.0

0.0373 Bk

= To(k) + 29.3 - 0.676 Ck

1.10 Ck

0.0405 Bk + 43.0

0.043 Bk

1.2

~No

Ck

0.0446 Bk + 43.0

= (.0465 By

To(k) + 29.3 + 0.578 Ck
1.207 Ck

90% Confidence Limit

0.0406 Bk + 43.0
0.0371 Bk
TO(k) + 29.3 - 0.602 Cy

1.15 Ck

0.0380 B, + 43.0
0.0425 B

To(k) * 293 - 0119 ¢
1.25 C,

0.0431 B, + 43.0

0.0455 B,

To(k) +29.3 + 0.637 Cy
1.17 Cy

90-90 Tolerance Bound

0.0266 By + 43.0
0.0335 By
To(k) +29.3 - 0.672 Ck

1.19 Ck

0.0279 B, + 43.0
0.0379 By
1.31 Cy

0.0314 B, + 43.0

0.410 By

To(k) + 29.3 + 0.665 Ck
1.22 Cy



Similarly, scanty or excessively variable referencing data might still be
acceptable, with some penalty incurred in the position of the bounds.

PRELIMINARY ANALYSIS OF RP886-2 DATA

Unirradiated and irradiated Charpy V-notch and precracked Charpy data from the
EPRI program RP886-2 at Naval Research Laboratory (NRL) were digitized from NRL
graphs (30). The digitized vaiues were stored on a disc file, Tater plotted and
tanh functions (Eq. 2-1) were fitted (8). Additionally, the Charpy V-notch
energy data (CVN) were transformed to estimates of fracture toughness using the
procedures discussed in the previous subsection. The transformed quantities of
k , when fitted to Eq. 2-1, allowed the prediction of fracture toughness in the
irradiated condition. Since the NRL irradiation program did not utilize an
efficient statistical design, the reference curve procedures should provide the
best possible technique for analysis of the irradiated data. The best predic-
tion of fracture toughness based upon the CVN data are compared to measured
fracture toughness results (30) in Figure 2-10. The results from two capsules
for the same SA533B-1 steel are combined since they underwent similar irradia-
tion treatment, and as might be expected, the CVN data were quite similar. The
results in Figure 2-10 suggest that the data are somewhat more scattered than
unirradiated measurements; this fact is not to be unexpected.

The functional behavior indicated in Figure 2-10 forms an interesting contrast
to the apparent slope of the data and the NRL interpretation (30) in which they
showed the fracture toughness-temperature relationship passing close to the data
points with a subsequent steep transition slope. The prediction results here
give an interpretation more consistent with the original unirradiated behavior
(i.e., the irradiated curve transition slope is decreased due to the neutron
embrittlement and in accordance with the irradiated CVN results). The small
temperature range and scatter of the actual toughness data possibly prevents the
true slope from being ascertained.

Further improvements in the CVN transformation/normalization reference curve
procedure as applied to irradiated data are currently being made under EPRI con-
tract RP1021-4 (10). These procedures will hopefully be implemented in future
revisions of the ASME Codes.
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Figure 2-9. Comparison of dynamic bend data for a heat of SA302B steel with
predicted 90/90 global tolerance bound using CVN method.
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Section 3
TASK II
FRACTURE TOUGHNESS DATA FROM SURVEILLANCE SPECIMENS*

INTRODUCTION

Nuclear pressure vessel steels commonly used in the reactor beltline area are
susceptible to neutron irradiation damage. This damage results in a degradation
in toughness properties which can reduce the operability of the reactor vessel.
Accordingly, reactor surveillance programs have been devised to periodically
monitor irradiation embrittlement, thus allowing critical calculations of the
future lifetime of the reactor vessel and its heat-up and cool-down pressuriza-
tion schedules to be made. Limitations in reactor core space and the expense of
irradiating large numbers of surveillance specimens have led to the use of test
pieces of Charpy-size dimensions, i.e., 0.394 in (10 mm) square bend bars.
Unfortunately, the measurement of fracture toughness at or near operating tem-
peratures requires either exorbitantly large test pieces (thicknesses often in
excess of the actual vessel thickness are required to obtain a "valid" ASTM E399
plane strain KIC toughness value) or costly single and multi-specimen proce-
dures still utilizing larger than 0.394 in (10 mm) dimension specimens [see the
proposed ASTM standard for J;. measurement using a resistance (R) curve
approach] (24).

The objective of this task is to develop simple, inexpensive, small-specimen
techhiques for estimating fracture toughness for possible utilization in future
reactor surveillance programs. The importance of ascertaining toughness is
especially important where failure occurs beyond general yield by a ductile rup-
ture (microvoid coalescence) mechanism. Two ferritic low strength steels were
examined, namely the currently-used nuclear pressure vessel steel, SA533B Class
1 [HSST Plate 02, termed 1bA in the EPRI data base (9)1, and the formerly-used
material, SA302B (Surveillance Correlation Heat, 4bA in the data base), both in
the unirradiated condition. Additionally, some tests were performed using a

K3

Contributions by W.L. Server, R.A. Wullaert, J.W. Sheckherd, and P.E. McConnell
(Fracture Control Corporation), R.0. Ritchie (Massachusetts Institute of Techno-
Togy), J.S. Perrin, E.Q. Fromm, B.D. Trott, and D. Hauser (Battelle Columbus
Laboratories), and G.E. Lucas and D. Greenslade (University of California, Santa
Barbara).
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submerged arc weld metal (1sX in the EPRI data base). Testing was performed
under quasi-static and dynamic conditions at temperatures corresponding to the
full range of Tower shelf, transition, and upper shelf behavior. Extensive data
already existed for the three materials studied (9).

The results obtained in this task can be categorized into five areas: (1)
single specimen fibrous initiation for static and dynamic loading, (2) critical
fracture stress and strain model predictions, (3) other approaches to maximize
Charpy-type data, (4) development of surrogate materials, and (5) reconstituted
surveillance specimens. Highlights of the major accomplishments in these areas
are described next.

SINGLE SPECIMEN FIBROUS INITIATION FOR STATIC AND DYNAMIC LOADING

Due to the fact that initiation does not generally correspond to maximun Toad
for fibrous fracture on the upper shelf, a testing technique was developed in
the RP696-1 program (2,22) for determining the dynamic initiation value for duc-
tile fracture. This technique was patterned after the existing ASTM work being
performed under static loading (24), and utilized a multi-specimen, controlled
displacement procedure for obtaining initiation. Briefly, a vertical drop tower
impact machine was used in which hardened steel deflection stops were used to
stop the falling impact head at different amounts of specimen deflection. When
the impacting tup struck the deflection blocks, a sudden increase in the load
signal occurred, marking the stopping event. After loading, each of the 6-8
specimens was heat-tinted at 550°F (288°C) for 15-30 minutes. The specimens
were then broken apart at -95°F (-70°C) to reveal the extent of fibrous crack
growth. The amount of crack growth (Aa) was measured for each specimen using
the maximun growth reading and 3-point and 9-point averaging (aag .., A3z, Adgs
respectively). J-values were calculated for the three-point bend tests at the
point of hitting the deflection stops in the same manner as conventional tests
to maximum load were calculated. The JIc values were determined by the inter-

section of the J versus &a straight 1ine fit with the blunting line defined
as

l] = ZGFAa . (3-1)

The values of flow stress, op , for impact tests were estimated from instru-
mented Charpy V-notch data in a similar manner as impact yield strength values
are determined (31), except that a mean between maximum and general yield Toads
was used in the calculation.
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Figure 3-1 shows the dynamic initiation JIc results for a heat of SA302B
steel. It is evident that the three different methods of measuring crack growth
(Bay s Aay, and Aag) result in markedly different crack growth values due to
the sharp curvature of the fibrous crack front. Although this difference has
Tittle influence on the JIc value, the slope of the J-crack growth curves

(dJ/dAa), and hence the tearing modulus Ty (32),
T, = dJ/daa~E/o2 (3-2)
J O'F s

where E is Young's Modulus, is substantially changed. It was found that the
upper shelf dynamic initiation toughness was almost always higher than static
toughness for pressure vessel plates, forgings, and weld metals (22). Logsdon
(33) has reported similar results for similar pressure vessel steel plates and
forgings.

The problem with the multi-specimen initiation technique is that it requires 6
to 8 specimens and is thus impractical for use with a limited number of irra-
diated surveillance specimens.- Preliminary work was also performed using the
single-specimen unloading compliance method for determining J;. ; this method
does work once experimental and interpretation problems are reduced (34), but
the technique is only applicable to quasi-static loading and generally to speci-
mens larger than Charpy dimensions (24). Therefore, a simple, inexpensive test
technique was needed (7,8,35,36) for determining J-initiation on the upper shelf
for both static and dynamic loading using a single, small specimen. Following
the work of Green and Knott (37) for mild steel, precracked Charpy specimens
were side-grooved, forcing fibrous initiation to occur nearer to maximum load.
Figure 3-2 schematically illustrates this effect and shows the procedure for
estimating JIc'

Results for standard size precracked Charpy pieces [original thickness, B ,
equal to 0.394 in (10 mm)J] and over-sized precracked Charpy bars [remaining net
thickness, Bo , equal to 0.394 in (10 mm)] are shown in Figures 3-3 and 3-4 for
dynamic and static lToading. It appears that with a 30% side-groove depth (15%
on each side), a conservative, yet accurate, value of JIC (and thus ch) may
be determined from a single specimen simply through the measurement of test
piece dimensions and maximum load specimen energy. As indicated in Figure
3-4(a) there appears to be a remaining ligament depth (b) size requirement for
higher toughness materials tested under quasi-static loading; this requirement
appears to be similar to the elastic-plastic requirement for an acceptable
J-crack growth test:
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b > 250 . /op - (3-3)

The closed triangular points in Figure 3-4 are for three-point bend test pieces
with 30% side-grooves but with a larger remaining ligament depth. The test
results for this case agree with the valid JIc level determined independently
from the multi-specimen approach. Violation of the remaining ligament depth
criterion (Eq. 3-3) produces low, conservative measures of JIc . Further sup-
port of this size requirement has been shown (36) using a high toughness weld
metal tested under quasi-static loading.

It is felt that this test procedure has potential for realistic toughness eval-
uation in survellance programs. Existing Charpy V-notch surveillance specimens
can be used, merely with the minor modifications of precracking and side-groov-
ing, both for quasi-static and dynamic testing. Thus, there is no need to
resort to expensive, multi-specimen procedures or complex and often ambiguous
methods for detecting crack initiation. Additionally, the method is expected to
work particularly well for irradiated specimens, where irradiation hardening
will further reduce the minimun test piece dimension (b) for "valid" measure-
ment, both in terms of increasing op and decreasing Jie (see Eq. 3-3). How-
ever, caution should be exercised before applying this procedure to other
materials.

CRITICAL FRACTURE STRESS AND STRAIN MODEL PREDICTIONS

The methodology described here involves the use of simple uniaxial mechanical
properties and microstructural information as related to different fracture
models depending upon the failure mode. Low temperature, slip-initiated cleav-
age fracture has been modeled using the critical stress criterion proposed by
Ritchie et al. (36). Similarly, failure at the upper shelf has been modeled as
fully ductile rupture {microvoid coalescence) using a critical strain model ori-
ginally proposed by McClintock (39). The application of these models involved
determination of critical stress and strain values from bend and notched tensile
tests, knowledge of precise analyses for the elastic-plastic stress and strain
distributions ahead of sharp cracks, and an evaluation of microstructural size
parameters which control the fracture event (40).

Predictions Using the Critical Stress Model

The critical stress criterion for cleavage fracture predicts failure to be
dependent upon the degree of work hardening and yield strength in achieving a
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high local tensile stress (maximum principle stress) ahead of the stress concen-
trator (sharp crack tip) which must exceed a criticil value (c;) over a micro-
structurally significant characteristic distance (xo). With the advent of pre-
cise elastic-plastic stress distributions ahead of sharp cracks, it has become
possible to relate such a local fracture criterion to macroscopic fracture
toughness. Thus, lTow temperature fracture toughness can be related to a mate-
rial's yield and fracture stresses. The temperature dependence of static frac-
ture toughness (KIc) at the lTower shelf is illustrated in Figure 3-5 for unir-
radiated SA533B-1 steel (HSST Plate 02) together with calculated values from the
critical stress model. The three predicted lines reflect characteristic dis-
tance of 2, 3, and 4 prior austenite grain diameters (d). Also, yield strength
values corresponding to an approximate strain rate (&) of 10'2 s~ were used
with a work hardening exponent n of 0.1. A critical cleavage fracture stress
(o;) of 1830 MPa was determined from static four-point bend tests on 45°
V-notched, square bars.

The critical stress model predicts values of toughness in agreement with experi-
mental results for temperatures up to the Nil Ductility Transition Temperature
(NDTT). Above the NDTT, the critical stress predictions tend to level off due
to the smaller temperature variation of yield strength, and the model markedly
underestimates the data. This behavior beyond the NDTT is not unexpected since
failure at these higher temperatures can no longer be considered unstable cleav-
age because increasing amounts of ductile tearing between cleavage cracks become
evident. Thus, failure above the NDTT is not amenable to an analysis using a
purely critical stress model for failure.

Since the complete micro-mechanics of critical failure events in this acicular
tempered bainitic steel are not fully understood, it is not possibie from first
principles to determine the significant characteristic distance. This is the
reason for the range of 2: values shown in Figure 3-5 as a multiple of d .
Further results (7,40) show that this model works at higher strain rates for
this same steel and for a heat of SA302B steel at different loading rates.

The critical stress model can be applied to the prediction of irradiated tough-
ness on the lower shelf as shown in Figure 3-6. Neutron irradiation is assumed
to increase the yield strength and reduce the work hardening exponent while
leaving the value of o: unchanged; these assumptions are discussed in more
detail in Reference (40). The characteristic distance is also assumed to be
unchanged by irradiation since particle spacings and grain sizes remain
unaltered. Thus, using zz equal to 3d and 0: equal to 1830 MPa ;
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the fracture toughness was estimated using irradiated yield stress data cor-
rected for a crack tip strain rate of 10'2 s'l, and a work hardening exponent of
n=0. The irradiated fracture toughness predictions correctly predict the
shift in toughness to higher temperatures with increasing radiation exposure and
closely reproduce the available experimental toughness data.

Predictions Using the Critical Strain Model

Macrocrack growth via linking of voids can be modeled as strain-induced fracture
(in a simplistic manner) by utilizing the criterion of a critical strain being
exceeded ahead of the crack tip. However, void growth during ductile fracture
is also a strong function of stress state which varies with distance ahead of
the crack tip. Also, in an analogous situation to cleavage fracture, it is not
sufficient for the failure criterion to simply use a critical strain to be
reached at a single point ahead of the crack tip; instead, this critical strain
must be exceeded everywhere over a minimum amount of material which is charac~
teristic of the scale of physical events occurring. Mackenzie et al. (41) have
proposed a criterion for ductile fracture in which a critical fracture strain
(o;) is exceeded locally over a microstructurally significant distance (zz)
ahead of the crack tip. Their criterion further recognizes the distance varia-
tion in stress state away from the crack tip.

The application of this model for the prediction of upper shelf fracture tough-
ness involves experimental determination of the fracture strain or ductility as
a function of stress state, together with knowledge of the elastic-plastic
strain distribution ahead of the sharp crack. Values of fracture strain were
obtained using circumferentially-notched round tension specimens loaded uni-
axially to failure; failure originates internally when the most severe hydro-
static stress state occurs and can be varied by using different notch acuity
specimens which alter the state of stress. Values of failure strain for dif-
ferent states of stress were thus obtained with different radius-notch speci-
mens. Fracture toughness values were predicted by determining the value of
toughness for which the equivalent plastic strain (from blunting solutions for
small scale yielding which also consider the state of stress) exceeds, over the
characteristic distance (2;), the value of critical fracture strain (5:) repre-
sentative of the crack tip stress state at that position. Since the failure
event for ductile rupture generally invo]ves coalescence by shear localization
between a number of voids nucleated at the largest particles (inclusions),
values of zg would be expected to be some small multiple of the inter-particle
spacing. The major spacing between voids in SA533B-1 is roughly 50 um which is
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consistent with inclusion distribution studies. The multiple of voids needed to
coalesce with the main crack tip for the initiation of a critical crack is

unknown and can vary from material to material.

Figure 3-5 shows the upper shelf predictions based upon multiples of 6 or 7
times the inclusion spacing (300 and 350 um) which best fit the experimental
data. Thus, the characteristic distance reflects the critical number of voids
needed, in addition to the spacing between particles, for fracture initiation to
occur. Results for SA302B steel (7,40) suggest that only one void is needed for
this lower toughness steel with an inter-particle spacing of 100-150 um. Pre-
dictions of toughness on the upper shelf for irradiated materials are not pos-
sible to make at this time due to the absence of irradiated ductility-stress
state data and the sparce upper shelf toughness results for comparison with the
model. Additionally, it is quite possible that the reduced strain hardening
capacity of irradiated steels will result in earlier coalescence of major voids
by plastic shear localization. Thus, a different number of critical voids may

be involved at fracture initiation for the irradiated case as compared to the
unirradiated condition. At this time we have no way of predicting the change in
the number of critical voids needed {after irradiation) for fracture initiation.

OTHER APPROACHES TO MAXIMIZE CHARPY-TYPE DATA

Several investigations were conducted in order to maximize Charpy-size specimen
data. These studies aiso included verification of using a new displacement
measuring technique at the load-line for slow bend precracked Charpy testing
(42). Four areas of study were: effect of root radius, load-temperature behav-
ior, energy partitioning, and stretch zone measurement and size. A feasibility
study of applying improved visioplasticity techniques to slow bend and impact
precracked Charpy and Charpy V-notch behavior was also investigated, but the
cost and experimental difficulties precluded any actual definitive testing.

The sTow bend displacement measuring system described in Reference (42) was
built and tested using both Charpy V-notch and precracked Charpy specimens over
a wide range of temperatures. The equipment and technique worked well except at
low temperatures, where pin sticking was a problem; a comparison of true load-
line energies to maximum load with compliance corrected values of load-ram dis-
placement [similar to Reference (43)] gave essentially identical results.

Root Radius Study

The root radius study involved testing various notch root radius specimens to
see the effect of notch sharpness (p). For the low temperature cleavage
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results, the equivalent toughness (Kp) was calculated, and plots of Kp VEersus
p were made (7) as shown in Figure 3-7. The effective root radius (po) which
will produce the same fracture toughness as for a sharp fatigue precrack

(p = 0), was determined for SA533B-1 and SA302B steels at two temperatures and
under slow bend and impact loading. For this type of steel and at the tempera-
tures studied, there is a great deal of data scatter which makes the results
difficult to interpret. There appears to be little or no difference between the
two steels and Py = 0.002 in (0.05 mm). There was, however, a trend for dif-
ferent slopes of the lines passing through the origin and fitting the finite »p
data; these slopes are indicative of the microcleavage fracture stress (o;),
which was determined independently for the critical fracture stress model dis-
cussed previously. The magnitude of the difference between o; values for the
two steels can be approximated using the following expression (44):

_ * 1/2 1/2
Kp = Aoy exp(c;f/oy -1) -1 0 (3-4)

where A is a constant dependent upon stress state and oy is the yield sEress
(which is essentially equivalent for the two steels). The difference in O¢
values between the steels is on the order of 10% which agrees with the indepen-
dent four-point bend results, and there is a slight trend (again about 10%)
towards higher values of c; with increasing temperature and increasing loading
rate--which also agrees with the four-point bend results (40).

The root radius work has also been extended into the fibrous initiation regime
(8) on the upper shelf. To obtain fibrous initiation it was necessary to resort
to multi-specimen, heat-tinting, R-curve procedures. Charpy-size specimens were
machined with varying root radii (p) and tested either in slow bend or impact at
upper shelf temperatures. Values of absorbed specimen energy (Em) were calcu-
lated from the load-time or load-displacement curves, and the extent of fibrous
crack growth was measured optically and computed using a nine point average
across the specimen crack (Aég). Tests were performed for standard Charpy V-
notch specimens for impact lToading at several temperatures on the upper shelf,
with only a slight tendency towards lower values for the highest temperatures.

Similar results for fatigue precracked Charpy specimens (p = 0) were also gene-
rated. Again, temperatures on the upper shelf were utilized in generating the
data, and there does not appear to be a definitive decrease in absorbed energy
with increasing temperature. By defining initiation as the intersection of two



fitted lines to the data (as shown in Figure 3-1) the data indicates an increase
in absorbed energy for the defined point of initiation with increasing root
radius. The SA302B steel has much lower initiation energies and the slopes of
the J-aa curves are much shallower than for the SA533B-1 steel; these small
specimen results are consistent with other larger specimen results (2).

Prior work on high strength steels which exhibit ductile (microvoid coalescence)
fractures has indicated the existence of an effective root radius (po) for
defining notch toughness (45); this concept is similar to the low temperature
cleavage approach discussed earlier. Other work (46) has indicated variance
with this concept (for NiCrMoV rotor steel and 6061-T651 aluminum tests) and
with a critical strain theory such as suggested by Rice (47). The work in
Reference (46) suggests a linear relationship between initiation J and root
radius which does not pass through the origin. By estimating our root radius
initiation values, as just described, and plotting as a function of root radius,
graphs such as Figure 3-8 were obtained. Initiation energies are directly pro-
portional to J (by multiplying by 2) except for the shallow notch depth,
finite root radii specimens; the correct formulation for J should include a

o) and plastic (Up)
the magnitude of the elastic term, as compared to the plastic term, is quite
small and can essentially be ignored here.

separation into elastic (U energy components (48). However,

The relationship as seen in Figure 3-8 is non-linear and does not pass through
the origin for both slow bend and impact loading; similar results were obtained
for the SAB33B-1 steel. The non-linear behavior and data scatter may in part be
due to the small size of the Charpy specimens used; however, the SA302B steel
has sufficiently low toughness that some of the results meet elastic-plastic
size requirements (24). The results of Reference (46) also violated size
requirements for many of their test results (in particular, the center-notched
panel data). Nonetheless, the applicability of a po for ductile fracture
appears to be dubious.

ioad-Temperature Diagrams

Instrumentation of the impact Charpy V-notch and precracked Charpy tests allows
the measurement of both critical Toads and energies. Since the impact Charpy
specimen is the currently used surveillance test specimen, instrumentation is
the logical starting point to maximize the data obtained from surveillance test-
ing. Also because of the strain-rate sensitivity of nuclear reactor steels, a
need arises to look at both dynamic (impact) and static (slow bend) loading.
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A Tload-temperature diagram shows the maximum (PM) and general yield (PGY) Toads
as a function of test temperature. Below temperatures where general yielding
occurs, the fracture load increases with increasing temperature to the inter-
section of the PM and Pgy curves, i.e., PGY = PM . This transition temper-
ature is termed TD and can also be utilized to estimate microcleavage fracture
stress values. The fracture instability load (PM) continues to increase to a
temperature Ty at which point strain hardening and plastic constraint are
insufficient to achieve a critical fracture stress. In other words, we are near
the Nil Ductility Transition Temperature; thus, pure cleavage fracture no longer
occurs at temperatures above TN . Additionally, the general yield loads can be
converted to estimates of yield strength as shown in Reference (31).

Load-temperature diagrams for impact Charpy V-notch tests of SA533B-1 and SA302B
steel are shown in Figure 3-9. The curves indicate very little difference
between orientations for the SA533B-1 steel, but a large difference between the
two orientations for the SA302B steel. This difference for the SA302B steel is
most likely due to the lack of cross-rolling used during the manufacture of this
older quality pressure vessel steel. This difference in behavior also shows up
in the absorbed energy values as will be shown later. Additionally, this dif-
ference should manifest itself in terms of fracture toughness; unfortunately, we
have no longitudinal fracture toughness data for comparison. The shape of the
two maximun load curves for the SA302B steel suggests more strain-hardening
capacity in the longitudinal orientation; in fact, the longitudinal SA302B load-
temperature curve is very similar to the SA533B-1 curves. Note that the general
yield (PGY) curves are independent of orijentation.

Results for slow bend and precracked Charpy tests have also been analyzed and
reported (7,8). To account for varying crack lengths for the precracked speci-
mens, the load scale is normalized as P/b2 . By using this normalization all
results can be compared directly. The effect of precracking and impact loading
is to shift the curves to higher temperatures (increase TD). It is interesting
that the shift in Tp s greater in the SA533B-1 steel for the effect of root
radius (Charpy V-notch to precracked), but the shift in Tp is larger for the
SA302B steel when loading rate is considered (slow bend to impact).

Energy Partitioning

The total energy for both impact Charpy V-notch and precracked Charpy tests can
be partitioned into components based upon maximum Toad (i.e., energy to maximum
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load and post-maximum Toad energy). ideally, the true initiation energies
should be used rather than the maximum load energy, but these data are not
always readily available. Maximum loads generally correspond to initiation when
the fracture mode is cleavage; above the fracture mode transition point, the
fracture mode is fibrous and R-curve initiation data are required. It is still
informative, however, to use the maximum load energy results for partitioning
curves. Figure 3-10 shows Charpy V-notch energy-partitioning curves for SA302B
steel in both the transverse and longitudinal orientations for the Charpy V-
notch test and in the transverse orientation for the precracked Charpy test.
Items to be noted are the decrease in upper shelf maximum Toad energy with
increasing temperature, and the increase in post-maximum load energy with tem-
perature to account for the essentially flat total energy on the upper shelf;
only the longitudinally oriented SA302B data appear to be flat for all three
energies.

For the SA302B steel, the decrease in total absorbed energy in the transverse
orientation is due to a decrease in both maximum load energy and post-maximum
load energy. Also, the shape of the SA302B transverse orientation curves are
markedly lower in transition temperature slope. The maximum load energies for
the SA533B-1 steel are essentially identical between the two orientations agree-
ing with the previous load-temperature results; therefore the difference in
total energy is due to an increase in propagation energy (post-maximum load
energy). More detailed results for impact and slow bend results were reported
in References (7,8).

Stretch Zone Measurement

If we consider a fracture specimen containing an initially sharp fatigue crack,
continued propagation of this crack under a monotonically increasing load will
require some initial degree of plastic deformation in the vicinity of the crack
tip. As idealized in Figure 3-11, significant blunting of the fatigue crack may
occur in the material prior to continued crack propagation. This crack blunting
results in the formation of a region separating the fatigue crack front from the
subsequent crack plane. This intermediate region is termed the stretch zone.

Theoretically, the size of the stretch zone may be correlated with the fracture
toughness of the material. For example, consider a low-strength steel tested at
a temperature in which ductile fracture occurs and fracture toughness is high.
Significant plastic deformation will be required near the fatigue crack tip
prior to propagation of the crack, since the formation, growth, and coalescence
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of microvoids in low-strength steel requires large plastic strains. Hence, the
stretch zone will be relatively large in the steel when the fracture toughness
is high. On the other hand, if the steel is tested at a low temperature where
cleavage crack propagation is predominant (and fracture toughness is low),
little plastic deformation at the fatigue crack tip will precede crack propaga-
tion and the stretch zone will be small.

Quantitatively, the stretch zone height (SZH) may be related to the crack tip
opening displacement (CTOD) as shown in Figure 3-12. The CTOD may in turn be
correlated to the fracture toughness of the material (49).

The various techniques for evaluating CTOD from stretch zone measurements has
been reviewed (50), and the scanning electron microscopy of fracture surfaces
appears to be the most reliable technique. However, investigators to date have
only analyzed one-half of the fracture surface and assumed that the measured
stretch zone height was equal to 1/2 (CTOD). Considerable data scatter has

resulted.

Fracture surfaces were sectioned from precracked Charpy specimens of SA302B and
SA533B-1 steels which had been tested at a variety of temperatures. Stretch
zone height was measured from fractographs (on an ELTEC SEM) taken at an angle
<5° from the fatigue crack surface in a direction coincident with the crack
propagation direction and at a position within +0.04 in (1 mm) from the center
of the fracture surface. Early in the investigation it was found that analyzing
a single fracture surface was inadequate [i.e., the assumption that stretch zone
height equals 1/2 (CTOD) is rarely truel. Consequently, fractographs were taken
of matching fracture surfaces for each precracked Charpy test. Corresponding
features on matching fractographs were aligned and the CTOD was determined from
the sum of the two stretch zone heights measured at corresponding positions on
the fractographs. The identification of corresponding features often required a
sequence of pictures taken at angles up to 90° from the fracture surface.
Despite efforts to carefully match fractographs, however, some scatter and
uncertainty in stretch zone height measurements still arose.

The measured CTOD for both SA302B and SA533B-1 steels is plotted as a function
of test temperature in Figure 3-13. Although there is some scatter in the data,
the following characteristics are definitely apparent:

® The CTOD increases with test temperature, a trend which agrees
with the theoretical proportionality between CTOD and Kice
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® The CTOD is much Targer for the SA533B-1 steel than the A302B steel.
Again this result agrees with the differences in fracture toughness
for the two steels.

DEVELOPMENT OF SURROGATE MATERIALS

The purpose of this subtask was to examine the use of shock wave hardening
(shock strengthening) to simulate radiation embrittlement. The shock wave
embrittliement technique was therefore used to provide surrogate materials that
simulated radiation embrittlement. A heat of SA533B-1 steel, heat 1bH (9), was
chosen to be shocked and subsequently evaluated.

The primary objective of the experiment was to produce at least a 1 in (25 mm)
thick piece of SAb33B-1 steel shock hardened to have mechanical properties
similar to the same steel irradiated at 550°F to a fluence of approximately

3 x 1019 n/cm2 (E > 1 MeV). A search of the literature revealed no previous
shock-strengthening work on steel of a composition similar to that of SA533B-1.
The strengthening desired was to raise the yield strength from approximately 480
MPa {70 ksi) to 760 MPa (110 ksi). A shocking level of near 240 kbar was
selected for use in shocking the SA533B-1 material.

An explosive configuration was detonated to produce a planar impact on three
steel plates which were at ambient temperature. Post-shock hardness measure-
ments on the top and bottom surfaces of each plate indicated that only the top
1-in plate had been significantly hardened. That is, the Rockwell B hardness
(Rb, 1/16 ball, 100 kg load) for the unshocked material and the bottom two
plates was similar (around 90). Therefore, only the top plate was sectioned so
that hardness profiles could be obtained from the center of impact to the edge
of the plate and also through the thickness of the plate (8). The lateral hard-
ness profiles indicated that significant hardness increases occurred out to a
position about 4 in (102 mm) from the center of impact. Thus the area that was
hardened corresponded to the dimensions of the flyer plate. The through thick-
ness hardness results indicate that uniform hardness of the desired level was
obtained only in the top 0.4 in {10 mm) of the plate instead of the entire 1 in
(25 mm) thickness. The hardness then drops rapidly over the next 0.4 in (10 mm)
and levels out at a hardness Tevel somewhat higher than the unshocked material.

Charpy V-Notch specimens were machined from the top 0.4 in (10 mm) and bottom
0.4 in (10 mm) Tayers of the top impacted plate. Specimens from these two
regions bracket the originally desired hardness and tensile properties to be
obtained from the three plates. The comparison of results between the two
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layers and the original unirradiated properties is shown in Figure 3-14. The
data were also fit to the tanh function (Eq. 2-1), and the subsequent tanh

parameters are listed in Table 3-1.

Also Tisted in Table 3-1 are the estimated equivalent irradiation conditions
required to produce the type of shift and shelf drop observed. These estimates
were based upon surveying the existing irradiated data base developed in the
EPRI 1240-1 program (11). The magnitude and range of the two conditions
achieved through shock hardening meet the original objectives of this subtask.

RECONSTITUTED SURVEILLANCE SPECIMENS

The total cost associated with the surveillance of the radiation embrittlement
of operating nuclear reactor pressure vessels is substantial. Each utility must
bear the cost of fabricating and evaluating up to eight capsules during the
expected lifetime of the pressure vessel. Thus the final cost associated with
obtaining one Charpy V-notch data point can be in the range of $1,000. If a
safety issue concerning radiation embrittlement of the beltline region is
raised, having the ability to obtain fracture toughness data for the specified
materials could be of great value. Therefore, as part of the overall effort to
obtain more information from surveillance specimens, the possibility of reusing
broken Charpy specimens to make new (reconstituted) specimens was explored.

The objective of the subtask was to examine low cost techniques for fabricating
new Charpy, compact fracture and bend specimens from broken Charpy halves. All
of the techniques involved adding material, such as end tabs, to the broken spe-
cimen halves. The initial joining techniques evaluated were essentially depen-
dent on a mechanical bond through either threaded connectors, interlocking tabs,
shrink fits or press fits. Although successful specimens were developed using
these mechanical techniques, it became apparent that most of them were not con-
ducive to automation or hot cell handling. Therefore, the subtask was redirected
to consider welding processes which could meet the following requirements: (1)
provide sufficient bond strength, (2) not cause annealing of the radiation dam-
age, and (3) be performed economically in a hot cell environment.

The first phase of the study was a comparative analysis of potential welding
processes. Those processes given serious consideration were stud welding, fric-
tion welding, electron-beam welding, and laser-beam welding. The details of the
evaluation are given in Reference (8), and the conclusion reached was that stud
welding was the most promising technique.

3-25



9¢-¢€

TEMPERATURE (°C)

-100 0 100 200 300
125 I | ! I l I | I
SA533B-1 STEEL (HEAT 1bH) 480
O NON-SHOCKED
¢ BOTTOM 0.4 in (10 mm) OF o
100 o)
SHOCKED PLATE o) {105
A TOP 0.4 in (10 mm) OF
SHOCKED PLATE A
A
g 151 100 5
s 5
b
< i
5 — 75 E
& sof
o —{ 50
25 |- ¢
— 25
0 ] | ] ] 0
-150 0 150 300 450 600

TEMPERATURE (°F)

Figure 3-14. Non-shocked and shock-simulated-irradiated Charpy V-Notch energy curves for SA533B-1 steel.



£2-¢

Table 3-1
SHOCK-HARDENED SA533B-1 STEEL PROPERTIES

Tanh Fit Parameters Corresponding**
Irradiation
Estimated Ambient Flow AT Conditions
Properties, ksi (MPa) ft-1bf (J) °F (°C) 30 2 Shelf R ot
Condition Hardness Yield Tensile A B To C °F (°C) ft-1bf (J) n/cmz/s n/cm2
Non-Shocked 90 65 87 50.1 50.1 56.2 97.8 - -- Uy
(450) (600) (67.9) (67.9) (13.4) (54.3) I
Ra
Dy
ATE
D
Bottom Layer 93 77 97 39.7 39.7 69.1 57.8 40 21 0.2- 1 1.3 x 1018
(530) (670) (53.8) (53.8) {20.8) (32.1) (22) (28) 0.5 x 10
Top Layer 103 115 130 15.2 15.2 44.8 80.0 T 70 -- >13 x 1018
(795) (895} (20.6)  (20.6) (7.1) (44.4) (95)

*The upper shelf is only barely above the 30 ft-1bf (40.7 J) level.
**These estimates based upon SA533B-1 irradiation data obtained from EPRI RP1240-1 irradiated pressure vessel steel data base (11).



The second phase of the study involved experiments to establish the feasibility
of stud welding square tabs to broken Charpy specimen halves. A successful
experimental stud welding apparatus was developed, and welding parameters were
determined for producing sound welds in unirradiated SA533B-1 steel without
excessive heating of the central porticn of the original broken Charpy sections.
Reconstituted Charpy V-notch specimens were tested to determine an energy tran-
sition curve, and the data were compared to the data obtained from the original
Charpy specimens in Figure 3-15, Additional reconstituted Charpy V-notch speci-
mens were precracked and used to determine dynamic fracture toughness. A com-
parison of dynamic fracture toughness from reconstituted and original specimens
is shown in Figure 3-16. It is clear from Figures 3-15 and 3-16 that stud weld-
ing can produce reconstituted specimens with no change in properties from the
original specimens.

The next phase of the program was to demonstrate that the stud welding technique
could produce acceptable reconstituted irradiated Charpy specimens in a hot cell
environment. Broken Charpy halves from irradiated SA533B-1 plate and submerged
arc weld metal (SA508-2 base metal) were used to make reconstituted Charpy
V-notch specimens. A comparison of the data from the reconstituted specimens
and the original irradiated specimens is shown in Figures 3-17 and 3-18. Again,
the comparison is quite good except for a few points in Figure 3-18. The high
values for the two data points tested around room temperature for the reconsti-
tuted weld metal are not believed to be related to welding induced annealing of
the radiation damage. Extensive experiments were performed to establish that
the time-temperature conditions near the root of the reconstituted Charpy speci-
mens could not lead to annealing. A more likely explanation for the high values
is fluence variations in the original specimens since the broken specimens
selected for the study had the Towest radiation (activity) readings. Thus, the
reconstituted specimens may correspond to a fluence which is less than the
average fluence for the original set of specimens.

The results of this subtask demonstrate that it is feasible to produce new
reconstituted test specimens. In particular, it has been shown that the stud
welding process provides a relatively simple and inexpensive means for generat-
ing reconstituted surveillance specimens in a hot cell environment. Thus, a
procedure now exists for significantly increasing the amount of toughness data
that can be obtained from the very limited number of specimens in a pressure
vessel surveillance capsule.
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Figure 3-15. Comparison of Charpy V-Notch data from reconstituted and original
specimens of unirradiated SA533B-1 steel.
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Figure 3-16. Comparison of dynamic fracture toughness data from reconstituted and
original specimens of unirradiated SA533B-1 steel.
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Figure 3-17. Comparison of Charpy V-Notch data from reconstituted and original
specimens of irradiated SA533B-1 steel.
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Figure 3-18. Comparison of Charpy V-Notch data from reconstituted and original
specimens of irradiated submerged arc weld metal.
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Section 4

RADIATION DAMAGE ANALYSIS AND MODELING
INTRODUCTION

Predicting the time-dependent embrittiement parameters of light water reactor
pressure vessel alloys requires the development and synthesis of several types
of information. This information includes: (1) changes in embrittiement param-
eters, such as transition temperature, upper shelf energy, and toughness, as a
function of both metailurgical and jrradiation environment variables; (2) speci-
fication of these metallurgical (initial composition, microstructure, microchem-
istry, etc.) and environmental (temperature, spectrum-flux-fluence, and their
time-history) variables; (3) correlation of data from both test reactor and sur-
veillance programs and extrapolation of the data to predict time-dependent in-
service material behavior.

Damage analysis is concerned with items {(2) and (3) above; that is, characteriz-
ing the irradiation environment and correlation/extrapolating data. Histori-
cally, inadequate damage analysis procedures have been a significant source of
uncertainty in embrittlement predictions. The embrittlement data base is char-
acterized by very large scatter. This scatter is due, in part, to poor charac-
terization of initial microstructure and chemistry and inaccurate dosimetry and
temperature control (as well as failure to properly correlate these variables).
The data base is also relatively sparse with respect to potentially important
variable (and variable combination) regimes, making purely empirical approaches
to data correlation difficult. Finally, these factors coupled with the overall
complexity of the problem and the historical emphasis on developing engineering
“"trend curves" has resulted in a significant lack of basic understanding of
embrittlement mechanisms.

*

Contributions by G.R. Odette and G.E. Lucas (University of California, Santa
Barbara), D.M. Schwartz, C.R. Glazer, and J.H. Shively (California State
University Foundation), R.A. Wullaert and J.W. Sheckherd (Fracture Control
Corporation), and R. Heinrich (Argonne National Laboratory).
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The objectives of this task were to: assess the status of various problem
areas, provide a strategy for dealing with the highest priority problems in a
cost-effective manner using state-of-the-art techniques, and lay the groundwork
for follow-on efforts aimed at significantly improved damage analysis proce-
dures. Three major efforts were undertaken in response to these objectives:
(1) assessment of the historical accuracy of the dosimetry component of embrit-
tlement analysis and conduct of an advanced dosimetry experiment in the National
Research Laboratory irradiation location in the Bulk Shield Reactor (BSR)
located at the Oak Ridge National Laboratory (ORNL); (2) development and appli-
cation of advanced physical correlation models; and (3) initiation of some
selected critical irradiation experiments aimed at providing more fundamental
information on embrittlement mechanisms. This section of the report deals with
these efforts.

Before reviewing accomplishments in each of these areas, the overall strategy
behind the various efforts should be emphasized. First, we assumed that the
historical data base, taken as a whole, is not of sufficient accuracy; and,
hence, the data base should be improved both by adding new high quality data and
by eliminating, or at least giving low weight to, inaccurate data. This action
requires some systematic quantitative criteria for establishing the quality of
the data ultimately used in the embrittlement analysis. Second, it is recog-
nized that new, and presumably high quality, data are and will continue to be
generated by several sources outside the EPRI irradiation programs (i.e., those
sponsored by the Nuclear Regulatory Commission, utilities, reactor vendors, and
several foreign countries). Hence, emphasis was placed on providing a basis for
EPRI to contribute to a self-consistent data base of high relative precision.
Third, high priority was placed on developing physically-based models of embrit-
tlement to mitigate the various limitations of the empirical data base. Fourth,
and finally, an effort was made to take advantage of relatively low-cost oppor-
tunities to develop additional data, and to avoid the future difficulty and
expense of attempting to reconstruct important experimental information easily
taken or recorded during the course of this program.

NEUTRON DOSIMETRY

The first step in addressing the dosimetry issue was a semi-quantitative assess-
ment of the sources and magnitudes of uncertainties in establishing neutron
exposures (5). The most significant source of uncertainty was found to be flux-
fluence measurements based on combinations of reactor physics calculations and
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nuclear reaction rate measurements for both test and surveillance irradiations.
There are numerous factors (at least five categories with several individual
sources in each category) which contribute to dosimetry uncertainties; and, his-
torically, a one standard deviation net relative uncertainty in fluence was
estimated to be about *30-40%. Hence, a maximum error in the fluence parameter
in the embrittlement data base by a factor of 2 to 4 can be easily anticipated.
Other exposure-related uncertainties involve extrapolation of fluence data into
the vessel, which must be based on calculation only and the appropriate physical
basis of measures of damage exposure (i.e., fluences > 1 MeV, termed ¢t > 1).
Review of the literature suggested that extrapolation of fluences into the ves-
sel could add considerable additional uncertainty (i.e., factors of 2). Use of
artificial exposure parameters such as fluences > 1 MeV and relative uncer-
tainties in spectrum were found to add large errors only in special circum-
stances; in particular, this error is important in assessing embrittiement to
out-of-vessel components.

This analysis was used to establish a set of recommended procedures for dosi-
metry in EPRI irradiation programs. Further, it was, in part, utilized by the
Nuclear Regulatory Commission (NRC) and its prime contractor, the Hanford
Engineering Development Laboratory (HEDL), in planning a comprehensive dosimetry
improvement program (55). This program, known as the LWR Pressure Vessel Sur-
veillance Dosimetry Improvement Program, has two prime objectives: establishing
a self-consistent set of practical procedures for both test and surveillance
dosimetry and extrapolating fluences in the vessel; and providing a very high
quality set of engineering embrittlement data for a variety of engineering
alloys at a reference condition [T = 550°F (288°C); otyy = 2 x 1019 n/cm2}.
Other secondary objectives include verifying the use of displacements per atom
(dpa) as a reliable irradiation exposure unit for purposes of data correlation
and developing some additional information on flux/time-at-temperature effects
by conducting the irradiation over an extended period of two years. Finally,
the NRC study provided an opportunity to irradiate specimens aimed at providing
mechanistic data.

The NRC program includes a number of U.S. and foreign participants and involves
extensive dosimetry/calculational verification in standard reference fields and
the ijrradiation experiment discussed above. The irradiation experiment began in
May 1980 at a simulated pressure vessel facility at the Oak Ridge Research
Reactor (ORR). Further details of this effort are given elsewhere (55).
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Since it is data of this type which provide the basis for an improved embrittie-
ment data base, it is important that data generated in the EPRI programs be com-
patible and of roughly the same quality. To achieve this goal (in the specific
context of the NRL RP886-2 program to generate embrittlement reference toughness
curves), a dosimetry mapping experiment was jointly planned by FCC and the
dosimetry group at the Argonne National Laboratory (ANL) under the direction of
Or. R. Heinrich.

Because of Timitations in resources, only a limited dosimetry study was con-
ducted to provide neutron spectral information for the NRL-EPR! irradiation
experiments. Ten dosimeter sets (both gadolinium covered and uncovered) have
been irradiated in the BSR in Position No. 76 at various axial positions using
the NRL all-steel dummy irradiation block. Reactor rates for approximately 170
dosimeters and gradient wires have been measured for this irradiation. Compari-
son of relative flux gradients from this study to earlier NRL data shows excel-
lent agreement. No neutron spectral data have been derived from these reaction
rates due to & current lack of an appropriate reactor physics calculaion for
this BSR core configuration. A report describing the dosimetry experiment and
tabulating the reactor rates is on file with FCC (56). As soon as the calcula-
tion becomes available, it is possible that neutron spectra will be derived and
appropriate damage parameters will be calculated. However, consistent with the
strategy outlined above, a good set of basic reference dosimetry data is now
avaitable for any future analysis. Hence, there will be a reliable basis for
adding the EPRI data to any improved data base. The general recommendations
developed in this effort have also been implemented in other EPRI irradiation
programs conducted at the University of Virginia Reactor.

DEVELOPMENT OF PHYSICAL CORRELATION MODELS

Many material and irradiation variables influence embrittlement. Further, there
are clearly interactive effects between variables (e.g., composition-flux-
temperature) which are difficult to establish in a completely empirical manner.
In addition, actual in-service conditions are generally not conveniently acces-
sible. Hence, there is a real need for a marriage of theory and experiment in
the form of physically-based correlation models. Because of the paucity of
reliable and fundamental data and the complexity of the phenomena, these models
must be, in general, partly phenomenclogical; additionally, even the mechanistic
components often will be based on rather simplified sub-models. However, when
coupled with proper statistical methods of analysis, the models can be used
effectively to analyze the data base. In particular, these models can be used
to:
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® Estimate the effect of uncertainties in the irradiation param-
eters and separate this effect from intrinsic data scatter, vari-
ables not considered, and implicit uncertainties in the model.

® Interpolate and to some extent extrapolate from sparse experi-
mental matrices and provide approximate estimates of interpola-
tion-extrapolation uncertainties.

® Assess the data base and exclude or weight data which is 1ikely
to be spurious.

e Synthesize various types of experimental information such as
gost—irradiation annealing and surveillance and test irradiation
ata.
Perhaps most importantly, the models provide physical insight intoc important
embrittlement mechanisms and guidance in designing and analyzing new
experiments.

Schematically, the correlation model consists of a function (or more complex
model) which operates on material and irradiation variables to predict embrit-
tlement. The completeness versus detail of the mode! must be tailored to the
data under analysis; that is, detailed models for mechanistic data and compo-
site, more phenomenological models for the engineering data base.

The effort on model development began with a review of the component processes
of embrittlement -- primary defect production, microstructural evolution and
microstructurally-induced property changes (7). An assessment of the state-of-
knowledge in each of these areas, and pertinent programs aimed at improving our

understanding, were outlined.

Following this general discussion, a model for the transition temperature shift
ATT was applied to a set of SA302B standard reference material data taken from
both test reactor and surveillance irradiations. The model was structured to
account for a variety of processes including temperature-dependent initial
defect production, thermal-aging, and self annealing processes. The model
included a large number of parameters; approximate values of these parameters
were developed from the literature or other "independent" sources of

information.

It was found that the qualitative predictions of this fairly detailed physical
model were consistent with experimental observations and that excellent quanti-
tative fit could be achieved with only minor "eyeball" adjustments of the model
parameters. These results suggested that at Tong time-at-temperature conditions
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associated with Tow-flux surveillance irradiations both aging (perhaps enhanced
by irradiation) and self-annealing effects could be important at low fluxes;
these both tend to flatten the ATT versus fluence curve and lead to a steady-
state regime of constant shift at high fluences. These results (initially
arrived at independently) tended to support the experimental observations of
Westinghouse that a saturation in ATT occurs under some conditions.

Parametric sensitivity studies with the model suggested that these general
results would hold over a fairly wide range of self-annealing times for Tow-flux
vessel conditions. Other calculations indicated that basic information about
the kinetics of the embrittlement process could be developed experimentally by
conducting tests for a range of temperatures and flux levels. Finally, the
model was applied to a temperature, flux, fluence sensitivity study; results of
these calculations indijcated that much of the scatter in the engineering data
base could be attributed to uncertainties in these parameters.

Subsequent to this initial study, a simplified version of the model was applied
to the Materials Property Council (MPC) embrittiement data base (§Z);* the model
was also modified to account for copper content (largely based on an empirical
basis), and the data analysis was restricted to an ‘rradiation temperature

= 550 + 11°C (338 + 6°C) and fluences ¢tyq < 1020 n/cm2 . The simplified model
can be expressed as

1/2
ATT = A[l - exp<— %—)]Cuz + R mr,[l - exp<~ﬁ—>] Cu (4-1)
a r

where ¢ is the flux and Cu is the copper content in weight percent. The
parameters A, R, T, and T, were found from a nonlinear multiple parameter
regression analysis. Physically, the first term of Eq. 4-1 derives from the
treatment of thermal aging; A Cu2 is the maximum magnitude of the aging con-
tribution and T, s the relaxation time of the transformation leading to
aging. The second term of the equation accounts for the irradiation-induced
shift with a proportionality constant R with provisions for in-situ recovery,
as characterized by the self-annealing time parameter Ty o Average values of
flux of 2.5 x 1012 and 2.5 x 1011.n/cm2/s were assumed for test and surveil-
lance conditions, respectively; these estimates are probably good only to a

factor of 2-4.

—
Permission to use the MPC embrittiement data base is greatly appreciated.
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The correlation provided by the model for 219 MPC data points was quite good,
with a standard error of ~32°F (18°C) and a correlation coefficient of 0.96.
Further, the standard error in the value of 1. was about 40%, suggesting that
the defect recovery time falls within a range where flux effects should be
observed for vessel operating conditions.

Table 4-1 shows the Teast square fit (LSF) parameters and "approximately equiva-
lTent" parameters derived in the analysis of the SA302B correlation monitor mate-
rial discussed previously (57); the "approximate equivalence" derives from the
fact that there were some differences between the models, and the parameters for
the previous analysis were only for the chemistry of the correlation monitor
heat (i.e., Cu = 0.2 wt%).

It is notable that the present results agree well with the previous analysis
which involved a more detailed physical model but a much smaller set of data.
Figure 4-1 shows the predictions of the latest model and the correlation monitor
material data; clearly, the agreement is reasonably good, although the later
model predictions are slightly Tow.

Table 4-2 shows some additional tests of the model in the form of "blind" com-
parisons with some recent lTow flux data which was not considered in either the
previous analysis of the reference correlation monitor material or the statisti-
cal analysis of the MPC data base. Predictions for test reactor conditions
(i.e., ignoring a flux effect by applying the calibrated model to test reactor

Table 4-1

LEAST SQUARE FIT PARAMETERS FOR EMBRITTLEMENT MODEL FOR THE MPC DATA BASE

“Equivalent" Value From

Parameter LSF Value Reference (57)
A(°C/Cul)™ 630 700
R(°C - em/nt/? - cu x 10%) 6.19 6.63
T, (s x 1077 0.12 20.5
(s x 1077) 5.64 7.8

*Cu in weight %.
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Figure 4-1. A comparison of model predictions for parameters from the MPC data
base to SA302B correlation monitor heat data.
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Table 4-2

SOME BLIND COMPARISONS OF MODEL PREDICTIONS WITH NEWLY REPORTED DATA

Estimated ATT, °F(°C)***
Flux Fluence Extrapolated
) 2 n/cmz/s ' Regu]atory
Source Cu Chemistry (wt %) n/cm (E>1 MeV}) Predicted Measured Test Data Guide 1.99
SA302B German Data M 6« 101 1.2x10%  126(70) 99 (55) 288(160) 603(335)
and 198(110)
Point Beach Weld 0.24 9.4 x 1010 2.2 « 1019 135(75) 153(85) 189(105) 297 (165)
Point Beach Plate” 0.19 9.4 x 1010 2.2 « 101? 99(55) 99 (55) 144 (80) 234(130)
Point Beach Plate” 0.11 9.4 x 1010 2.2 « 101° 36(20) 45(25) 72(40) 144(80)
Conneticut Yankee Plate” 0.10 5.7 x 1089 1.8 x 101? 27(15) 27(15) 54(30) 108(60)
Conneticut Yankee Plate” 0.12 5.7 x 1010 1.8 « 1017 36(20) 45(25) 72(40) 117(65)
and 72(40) and 135(75)
Ginna Weld 0.23 4 %1010 7.6 x 1017 90(50) 135(75) 126 (70) 180(100)

*SABOZB steel plate.
ek
Assumed 0.2 Cu/0.0L1P.
***Values rounded to nearest 9°F (5°C).
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fluxes) are given in Table 4-2. Again, it is evident that agreement between the
model predictions and experiment are guite good.

Figure 4-2 illustrates the effect of uncertainties in T for ¢t>l
= 2,5 % 1019 n/cmZ ; here nominal T, = 5.64 x 107 s is increased by integral
factors and the LSF analysis repeated with T fixed at those values. These

results show that, even if the T, value derived is highly inaccurate, a signi-
ficant flux effect lowering ATT might be expected for in-service conditions if

another mechanism (such as enhanced long-term aging) does not intervene.

Hence, it is concluded that there is qualitative support for the model in the
MPC data base indicating a flux effect. This effect derives not so much from a
large quantitative and "obvious" difference in the test and surveillance data
sets, but in the trends (fluence-dependence) displayed by the collective data
base.

Probably the greatest single source of uncertainty in this analysis is due to
potential errors in the irradiation temperatures; indeed, sensitivity studies
indicate that systematic differences between the actual irradiation temperatures
between test and surveillance data [for a nominal 550°F (288°C)] as low as 27-
36°F (15-20°C) could also result in the observed trends in the data. The other
significant approximation is in the assumed values for flux. Hence, it is
important to emphasize again the 1imits of this analysis; while suggestive of a
potentially significant flux effect, the results at present cannot be regarded
as conclusive. The predictions are not unique and depend on the correlation
mode] parameter sets and the data base used. Ultimately, predictive sensitivity
of the full range of plausible mechanisms and parameters must be explored by
comparing comprehensive physical models to a reliable data base. Neither the
present data base nor correlation models fully meet these requirements.

One important application of such models is sensitivity studies of the effect of
uncertainties in the damage variables and the interactive effects between vari-
ables. A modified version of the model discussed previcusly was used to make
such a study (58). Table 4-3 gives estimated ATT errors, based on model cal-
culations, associated with uncertainties in ¢, ¢t, T and wt.% Cu (the latter
is used as an overall surrogate metallurgical variable). Dosimetry uncertain-
ties contribute on the order of 20-40% error in ATT for historical accuracies
of &8¢, S¢t = +100/-50% ; for improved dosimetry of &¢, 8¢t = to z15% , the ATT
errors are only 5-7%. The effect of temperature uncertainties may be even more



Table 4-3
ESTIMATED TEMPERATURE SHIFT ERRORS

Estimated ATT Errors Due to Dosimetry Uncertainties

Irradiation Conditions +/-% ATT Error for
Nominal Sot, 8¢ ;
otyq 931 ATT Uncertainties of
(x102 n/en®)  (x102 nsenf/s) T(°F;°C)  (°F3°C)  +100%/-50%  *15%
2.5 5 550,288 151,84 28/20 5
2.5 0.05 550,288 90350 21/15 4
0.5 5 or 0.05 212;100 169,94 35/28 6/7
Estimated ATT Errors Due to Irradiation Temperature Uncertainties
Irradiation Conditions
Nominal +/-% ATT Error for 6T,
otyq N ATT Uncertainties of
(x1012 njenf)  (x1012 nsenf/s)  T(OF;°C) (°F;°C) =31°F(17°C) 29°F(5°C)
2.5 5 550;288 151,84 22727 1177
2.5 0.05 550,288 90,50 131/36 21/15
Estimated ATT Errors Due to Alloy Cu Chemistry Uncertainties
Irradiation Conditions
¢t>1 N Nominal +/-% ATT Error

ATT for CU Uncertainty

(x1019 n/cmzl (xlO12 n/cmz/s) T(°F;°C) (°F3°C) 50%  10%

2.5 5 550;288 151;84 70/56  13/13
2.5 0.05 550;288 90;50 88/63 16/15
0.5 5 or 0.05 212,100 169;% 46/50 9/10

significant., With &T = z31°F (17°C) the ATT errors ranged from 20-40%
except in the case of a negative temperature deviation at Tow flux; in this case
ATT was in error by ~130%. Again for improved temperature control of *9°F
(5°C) the ATT errors were significantly reduced ranging from 5-20%. Uncer-
tainty in the metallurgical variable 6Cu = £50% project to ATT errors of
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50-90% percent, while improved characterization of 6Cu = £20% leads to ATT
errors of about 10-15%. A root mean error total of these contributions gives
net ATT errors of *75% for test and +160/-100% for surveillance conditions,
which is consistent with observed scatter in the data base. For improved vari-
able characterization, the ATT uncertainties are only about *15-25%. Further
uncertainties can be added by ATT measurement errors (relatively small) and
possibly by "imperfect" correlation procedures (which may be large).

Another study using the model was conducted to examine the exposure dependence
of ATT for various conditions (59). Some results are shown in Figure 4-3.
Clearly, the "shape" of a ATT versus exposure curve depends on the particular
combination of variables; hence, the typical practice of using simple mathemati-
cal forms (e.g., ATT = A + B ¢tP) to correlate data can be very misleading.

It should be emphasized that since the models are only approximate and have not
been fully verified, these sensitivity studies give only estimates of errors and
functional behavior. The most important conclusion that can be derived from
these calculations is that, once having recognized the physical complexity of
the problem and the sensitivity of the results to the precision in characteriz-
ing the irradiation variables, it should be possible to develop a new and more
accurate data base and less conservative approaches to correlating embrittlement
based on better physical understanding of the underyling mechanisms.

The model development discussed previously has focused on a relatively broad
phenomenolagical approach which is consistent with existing engineering data.

As more detailed mechanistic data {e.g., model alloy and microstructural
results) become available, however, a more detailed and refined analysis capa-
bility will be needed. We have, therefore, initiated the development of a gene-
ralized computer framework for such an analysis; the most unique feature of the
computational approach is its flexibility and the capability for analysis of the
coupled evolution of defect-microchemical structures. The framework is a compu-
ter code called SODAK. This is an acronym for Simulation of Defect Production
and Annealing Kinetics (8). The code was developed by Professors Shively and
Schwartz of California State University at Northridge in collaboration with FCC.
This code has the capability of handling a wide range of models and mechanisms
as described by sets of coupled differential-difference (kinetics) equations.

As currently structured, the code can calculate the detailed kinetics of cluster
(point defect, point defect-solute and solute) formation and decay; hence, it




provides a basis for developing better understanding of microstructural and com-
positional effects on embrittlement. Some typical results of calculations of
SODAK are shown in Figure 4-4. Figure 4-4(a) shows maximum cluster densities as
a function of binding energy; Figure 4-4(b) shows the time dependent concentra-
tion of copper precipitate nuclei formed by point defect transport mechanisms.

A final effort initiated, in part, under this task was an analysis of the neu-
tron energy spectral dependence of lower temperature (<451°F; 233°C) embrittle-
ment data (58). The usual expedient of correlating exposure data on the basis
of fluence greater than 1 MeV (¢t>1) was found to be inaccurate and not physi-
cally justified. Consistent with several other sludies, displacements per atom
exposure units were found to provide a good correlation [i.e., a standard
deviation of ~31°F (17°C) compared to 56°F (31°C) for ¢t>1]. However, the use
of 9tyq added relatively small errors in correlating data between "typical"
test and surveillance envirconments. Improved exposure correlation units are
most important when extrapolating into, and particularly through, the vessel to
assess embrittiement to out-of-vessel components.

CRITICAL IRRADIATION EXPERIMENTS

In an effort to achieve some of the needed fundamental information on radiation
embrittlement mechanisms and to resclve some of the critical points used in the
last subsection, FCC and its consultants collaborated with cognizant personnel

involved in other programs and machined specimens for two critical experiments.
These experiments will be completed after this program is terminated. The two

experimental programs will be briefly discussed next.

PSF Space Compatible Test Program

The Pool Side Facility (PSF) experiment is a pressure vessel steel irradiation
experiment funded by the Nuclear Regulatory Commission and managed by the
Hanford Engineering Development Laboratory. As an international collaborative
effort, the goal of the experiment is to characterize the effect of neutron flux
spectrum on the embrittlement of pressure vessel steels. To accomplish this
characterization, several packages of compact and Charpy V-notch (CVN) specimens
are being irradiated in the Oak Ridge Reactor Pool Side Facility (ORR-PSF) under
precisely controlled and well characterized irradiation conditions.

As part of the involvement of EPRI (FCC/UCSB) in the PSF experiment, plans were

formulated for use of four CVN-size spaces in each of the PSF packages as irra-
diation volume for piggy-back experiments pertaining to the pressure vessel
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steel embrittlement problem. A detailed irradiation test matrix was formulated

which provides optimum use of this Timited PSF space as irradiation volume for a
set of engineering and model alloy specimens. Tests on these specimens will be

performed to answer important questions regarding pressure vessel steel embrit-

tlement that are not addressed by the basic PSF experiment.

The materials selected for these irradiations consist of seven engineering mate-
rials and eight model materials. Details of these materials are described in a
previous report (8). It was decided that with these materials several basic
questions could be addressed with relatively few tests.

The specific goals of the PSF space-compatible specimen (PSF-SCS) test program
are: - (1) to ascertain the variation of the damage function G(E) for pressure
vessel steel embrittlement with material conditions; (2) to determine the nature
of the damage microstructure produced in selected, irradiated pressure vessel
steels; (3) to determine in part the nature and extent of alloy and impurity
aton segregation in these steels during irradiation; and (4) to determine the
thermal stability of both the as-fabricated and the irradiation-induced micro-
structure in the selected steels. To provide the required information to
achieve these goals, several specimen/test technique combinations were selected;
these techniques were:

® Compression tests on cylindrical specimens

® Transmission Electron Microscopy/Scanning Transmission Electron
Microscopy (TEM/STEM) analyses on TEM discs

0 Field Ion Microscopy (FIM) analyses on wire specimens
@ Hardness tests on discs

Again, specific details on specimen geometries and quantities are given else-
where (8).

Nine PSF-SCS packages have been prepared, each consisting of compression cylin-
ders and hardness and TEM discs machined from the engineering and model mate-
rials. Some packages also contain FIM wires. Six of these packages are being
irradiated along with the master PSF packages at surveillance, front face, quar-
ter thickness, half-thickness and void box positions. Specimen holder designs
for the PSF-SCS in these irradiations have been developed and described pre-
viously (8). In addition to these irradiations, one package has been prepared
for baseline tests, one for thermal aging tests, and one for archival purposes.



Void Box Experiment

The main PSF irradiation {Jjust described) is being performed in a reactor
irradiation configuration designed to simulate a pressure vessel wall. As part
of the attempt to obtain accurate dosimetry characterization of a pressure ves-
sel wall irradiation environment, a void box has been located outside the simu-
lated pressure vessel wall to reproduce the void space between the pressure ves-
sel and normal support structures (neutron shield tank). Because of current
utility interest in the potential effect of Tow energy neutrons (E < 1 MeV) on
neutron shield tanks, EPRI (FCC/UCSB) and Virginia Electric Power Company
(VEPCO) have assisted NRC in the planning and implementation of a void box
irradiation experiment.

The experiment consists of one ambient temperature metallurgical capsule which
will fit up against the back of the void box. The capsule contains only Charpy-
size test specimens in a configuration of 4 across by 39 high by 1 specimen deep
for a total of 152 specimens. Dosimetry in the void box capsule is provided in
approximately the same locations as in the main capsules used in the simulated
pressure vessel .experiment. The irradiation is expected to last for approxi-
mately two years.

The main responsibility of FCC in this experiment has been to suggest, locate
and machine appropriate materials for encapsulation by ORNL. The materials
selected are considered typical of those that would be exposed to neutron irra-
diation at temperatures less than approximately 150°F (66°C) outside the main
pressure vessel. These materials are described elsewhere (8).




Section 5

CONCLUSIONS

This section of the report summarizes the major technical accomplishments

achieved under each of the three tasks of the program.

STATISTICAL ANALYSIS AND DEVELUPMENT OF REFERENCE FRACTURE TOUGHNESS CURVES

The requirements and options available in developing an effi-
cient, statistical, experimental design for radiation embrittle-
ment programs were reveiwed with emphasis on developing probabi-
lity diagrams and the importance of proper confounding of experi-
mental qualities.

A round robin program involving three laboratories was statisti-
cally designed to check the calibration of the equipment used in
small specimen instrumented impact testing; the results indicate
a need to improve the calibration of the test.

The existing EPRI testing and analysis procedures were simplified
and revised to include current state-of-the-art techniques, espe-
cially for elastic-plastic fracture toughness testing. New data
report forms were developed for tensile, drop weight NDTT, Charpy
V-notch, three-point bend, and compact specimen tests to assure
that all pertinent data are adequately reported.

Several sets of EPRI program results were consolidated into a new
computer data base in which the data were qualified with respect
to the revised analysis procedures, statistically analyzed in
terms of curve fit parameters, and printed in both graphical and
tabular form for user convenience. The computer data base
includes chemical analysis, processing history, curve-fit param-
eters and statistics, and mechanical properties data.

The precracked Charpy reference curve approach developed in the
RP696-1 program was improved by developing a weighted non-linear
regression scheme and global tolerance bounds resulting in a
simple, statistically-based technique.

The referencing technique developed for precracked Charpy refer-
encing was extended to the use of standard Charpy V-notch data.
The new Charpy V-notch approach has exceptional potential for
irradiation data since the Charpy is the current surveillance
test specimen. Equations have been developed whereby a Charpy
V-notch curve can be referenced to the master fracture toughness
curve, and mean, confidence, and global tolerance bounds can be
predicted (computed) directly.
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Initial RP886-2 data generated by the Naval Research Laboratory
(NRL) were analyzed, and mean and tolerance bounds were generated
to predict the lower bound fracture toughness. Comparison was
made with measured fracture toughness values also generated by
NRL.

FRACTURE TOUGHNESS DATA FROM SURVEILLANCE SPECIMENS

Additional static and dynamic multi-specimen Jp-curves were pro-
duced using 1-in (25.4 mm) thickness test pieces for comparison
with upper shelf, small specimen tests.

A simple, inexpensive, single-specimen test technique was eval-
uated in which precracked Charpy specimens are side-grooved by
30%, and the resulting maximum load J-integral value was found to
agree favorably with the larger specimen J (for both static
and impact loading). Although high toughneSs material was found
to require a longer ligament depth to force side-grooved initia-
tion closer to maximum load, this technique has excellent poten-
tial for assessing the true loss in initiation upper shelf tough-
ness due to irradiation exposure.

A critical stress model for Tow temperature, siip-initiated frac-
ture was used to accurately predict fracture toughness up to the
Nil Ductility Transition Temperature for unirradiated steels
under both impact and slow loading. The method was applied to
irradiated data on SA533B-1 steel in which Timited 1inear elastic
fracture toughness data exists, and the model predicts the tough-
ness changes due to irradiation with good accuracy.

A critical strain model was used to predict the unirradiated
upper shelf toughness where fracture involves a fully ductile
rupture (microvoid coalescence) mechanism. Predictions for irra-
diated material were impossible due to the absence of needed
irradiated ductility-stress state data and the paucity of upper
shelf initiation toughness results for comparison with the model.

A root radius study was used to determine the existence of a
limiting root radius (po) in which the same toughness is obtained
as in the fatigue precracked case; a po_ exists for low tempera-
ture cleavage fracture, but there does not appear to be such a
value for ductile rupture fracture.

Static and dynamic instrumented precracked Charpy and standard
Charpy V-notch results for two steels were analyzed with respect
to Toad-temperature diagrams and energy-partitioning curves. The
results provide insight into the nature of differences between
the steels and the effects of testing in different plate
orientations.

A fractography study was conducted to measure the stretch zone
height at the end of a fatigue precracked Charpy specimen; this
measurement was then related to the crack tip opening displace-
ment which is a measure of toughness for the steels studied.

A surrogate material designed to simulate radiation damage was

developed by explosively shock-hardening a SA533B-1 steel. Test-
ing of this surrogate material produced Charpy V-notch energy
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RADIATION

results consistent with the temperature shift and upper shelf
energy drop seen in irradiated materials.

Reconstituted surveillance specimens were produced by stud weld-
ing end tabs on broken Charpy V-notch specimens. The results of
testing unirradiated and irradiated reconstituted specimens (both
Charpy V-notch and precracked Charpy) were consistent with the
original test data. This technique may provide an opportunity to
maximize the data that can be obtained from expensive irradiation
programs.

DAMAGE AND MODELING

The assessment of the historical accuracy of the dosimetry compo-
nent of embrittlement analysis has revealed the most significant
source of uncertainty is the flux-fluence measurements based upon
combinations of reactor physics calculations and nuclear reaction
rate measurements for both test and surveillance irradiations.
Values of the fluence parameter may vary by as much as a factor
of 4.

An advanced dosimetry experiment was conducted to provide neutron
spectral information (mapping) for the Naval Research Laboratory
program RP886-2; thus, basic reference dosimetry data are now
available for future analysis.

The status of light water reactor damage analysis programs was
reviewed and recommendations were made concerning future experi-
ments and coordination of the overall programs. Consistent with
these recommendations was involvement in the Pool Side Facility
Space Compatible Test Program (PSF-SCS) and the Void Box
Experiment.

A physically-based, semi-empirical correlation model for predict-
ing embrittiement was developed to incorporate primary defect
production, development of damage microstructure, and the rela-
tionship between microstructure and mechanical properties. The
model was able to quantitatively predict, with reasonable accu-
racy, the results of recent observations of a damage rate effect
in low lead-factor surveillance experiments.

Another computer model (SODAK) was developed to track the deve-
lopment of defect microstructures during irradiation, post-
irradiation annealing, and reirradiation. The model explicitly
considers the effects of both irradiation induced defects and
impurity or alloying elements (i.e., copper). The results from
SODAK support the phenomenclogical modeling approach previously
developed.

The various models, even though not perfect, were useful in pro-
viding a systematic identification of future experimental
efforts. Significant progress in current modeling and data cor-
relation efforts cannot be made until additional mechanistic data
are available and the irradiation environment is more precisely
defined.

Contributions were made to the Nuclear Regulatory Commission pro-
gram for the PSF and Voix Box experiments by helping design the
experiment, procure materials, and machine specimens.
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Appendix A
ALUMINUM ROUND ROBIN PROGRAM

The experimental design was based upon preliminary experimentation at Fracture
Control Corporation (FCC) which allowed the initial characteristics of the
experiment to be predicted in terms of n, o, B , and & . The experiment high-
lights any differences which might exist between laboratories in terms of maxi-
mum load measurement, dial energy reading, or integrated energy computation. At
the same time, the experiment will reveal any inhomogeneities in the plate, as
shown by differences between edge (material A) and center (material B) samples,
and will show whether different testing procedures give results which differ
from those generated by the EPRI standard procedures. The basic design and pre-
liminary experimental characteristics are shown in Table A-1; this design basi-
cally employs a 2 x 2 factorial design with 8 replicates per test condition.
For the first row of tests, the usual test procedures at each laboratory are
replaced by a standardized set of procedures common to both laboratories. The
second row is developed by the laboratory using its usual procedures. Approxi-
mately seven laboratories had agreed to participate in this experiment and were
sent machined specimens, but unfortunately only three organizations submitted
their results.

An analysis of variance was used to analyze the results for each quantity meas-
ured; maximum load, dial energy, and integrated total energy. With this method,
the variance of all data was first determined by assuming each to be an equally
valid estimate of a single quantity. This total variance estimate does, of
course, contain the effects of all experimental variables being studied. The
total variance was then analyzed to determine the variance resulting from the
experimental variables and their interactions. Any effects that the experimen-
tal variables do have can be found with great sensitivity and precision. The
computer procedure used here first normalized all data about the mean to enhance
the computational accuracy. Then the analysis of variance was performed using
three main effect variables: (1) laboratories, (2) type of handling (testing
procedure), and (3) portion of the original 0.50-in (12.7 mm) plate (edge or
center). The analysis of variance results for maximum load data are shown in
Table A-2. '



Table A-1 .

ALUMINUM ROUND ROBIN EXPERIMENTAL DESIGN CHARACTERISTICS

Impact Energy Maximum Load
o2 = 0.0521 FtZ-1bf o2 = 547.16 1bf
(0.0958 J2) (10.826 N?)
n=28 n=28
o« = 0.05 o« = 0.05
(S.E. diff) = 0.1141 ft-1bf (S.E. diff) = 11.696 1bf
(0.1547 J) (52.03 N)
A= 0.2579 ft-1bf A = 26.436 1bf
(0.3497 J) (117.59 N)
B § ft-1b (J) B s 1b (N)
0.1 0.4668 (0.6329) 0.1 47.84 (212.8)
0.05 0.5159 (0.6995) 0.05 52.86 (235.1)
0.025 0.5638 (0. 7644) 0.025 57.78 (257.0)
0.01 0.6288 (0.8525) 0.01 64.44 (286.5)
0.005 0.6791 (0.9207) 0.005 69.59 (309.6)
0.001 0.8035 (1.0894) 0.001 82.34 (366.3)

Number of Samples

Laboratory A Laboratory B
Material A Material B Material A Material B

Standard Conditions 4 4 4 4
Laboratory Procedures 4 4 4 4

The results from this experiment indicate the following important areas of
concern:

® Instrumented impact 1oad calibration does not yet appear to be pro-
perly controlled. The biases between laboratories amount to 8% of the
peak load Tevels. There seems to be no reason that the variance for
all Tlaboratories should not be as Tow as the preliminary experiment at
Fcc.
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Table A-2
ANALYSIS OF VARIANCE OF MAXIMUM LOAD DATA FROM ALUMINUM ROUND ROBIN STUDY

HHHLTZI“ HF ”HFIHHIE THh k

SOURCE 5 ? D"F.

MAIN EFFECT 1 U.Q'U4-:4F
MAIW EFFECT 2 B, 231818VE
MAIW EFFECT 2 8.6526873E
TMTERRCTION 1 = 2 B.“"“'“l 'E

THTERACT I0OM 1 S S5143512E
IHTERACTIGON. & « = 4rmu;.E
2-TEEM IMTERRCTION n iaruh1 E
TOTAL AMONG GROUPS B, 2827304 T 11,
RESIDUAL VARIATION g, 2889188E & aE

rli"_;':l
0l e B L0 e
Fat b Bl Pt et b 1

TOTAL WARIATION g.3lle228E 7 47,

S. -- Sum of Squares
.F. -- Degrees of Freedom
S. -- Mean Square Variation
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® Both the dial energy and integrated energy values revealed bias. ‘
These differences were real but on the order of 0.4 ft-1b (0.5 J),

which is probably unimportant from a practical standpoint.

) Special handling had an effect on energy measurements with different
effects at different laboratories.

® The material was uniform as far as the precision of the experiment

could show. The variance estimates are therefore giving the variance
of the method and not the material. The variance in these quantities
can thus be used to predict the variance in fracture toughness predic-
tions made from them using a reference curve procedure.

In conclusion, this experiment indicates a clear need for improvement in the

calibration of the instrumented Charpy test. Additionally, the variance of test

data does not arise totally from material variability; thus variance can impose

a severe penalty on reactor operation since all of the variance is generally

assumed to be in the material when operation standards are written.
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Appendix B
COMPACT SPECIMEN TEST PROCEDURES

STANDARDS AND REFERENCES

The following ASTM standards (1,2) and references should be used to insure com-
pliance with existing standard test methods: E4, Standard Methods of Verifica-
tion of Testing Machines; E74, Standard Methods of Calibration of Force-Measur-
ing Instruments for Verifying the Load-Indication of Testing Machines; E399,
Standard Test Method for Plane-Strain Fracture Toughness of Metallic Materials;
and £220, Calibration of Thermocouples by Comparison Techniques. Reference
should also be made to the EPRI RP 232-1 Procedures (3), and the RP696-1 Final
Report (4).

An area not covered by these procedures is the machining, orientation, and
selection of specimens. It is assumed that all contractors draft detailed cut-
ting diagrams and mark orientation on all specimens and archive pieces such that
any anomaly in test results can be traced back to the original slab of material.
The selection of samples should be made in a randomized fashion.

INSPECTION AND CALIBRATION

A complete inspection and calibration report for the entire test system should
be written prior to any testing. The report should contain at least the follow-
ing information:

A. Type, manufacture, and calibration results of the testing machine and
recording devices to be used. Also, details of periodic calibration
checks should be included.

B.  Description of the speeds of testing to be used and the methods
employed in measuring and controlling the speed.

C. Type, manufacture, and calibration results for the thermocouple read-
out device along with a description of the thermocouples used (includ-
ing placement and attachment procedures).

D. Type and manufacture of the furnace/cooling device and temperature
controller. Also include details of temperature gradients that the
specimen may see (including overshoots).



E.  Method, apparatus, and accuracy of measuring particular specimen '
dimensions.

F.  The time of holding at temperature should be specified along with any
data showing when thermal equilibrium is reached.

G. Type, manufacture, and calibration results of the clip gage and
recording device used. Details of linearity and absolute accuracy
over the entire working range should be reported as well as daily
calibration check procedures.

H. Description of the test specimen(s) to be used.

I. Frequency response information pertaining to both the load cell, clip
gage, and related electronics (i.e., both electronic and mechanical
response).

TEST DATA REPORT

Figure 2-3 in this report illustrates the data form used in evaluating compact
fracture specimen tests. All necessary information and calculations are indi-
cated on the form.

Definitions of Terms and Symbols

The following list of definitions are important to the understanding of the test
and required calculations:

tlectronic Response Time (TR)-—0.915 dB rise time for the electronics based
upon a sine wave signal.

Test temperature (T)--equilibrium temperature at the time of testing.
Thickness (B)--specimen breadth.
Width (W)--specimen depth from the load-line.

Ligament Depth (b)--remaining depth of the specimen below the fatigue
crack.

Crack Length (a)--the three-point interior average of the total crack depth
(machined notch plus fatigue crack) measured after the sample has been
fractured.

Fracture Area (A)--the ligament area over which fracture occurs.

Secant Offset Load (P,) and Time (t.)--5% secant offset load and time from
the initial linear pogtion as determined from the load-clip gage displace-
ment record.

Maximum Load (Py) and Time (tM)—-the maximum Toad and associated time
attained in the test.

Conditional Fracture Toughness (KQ)u-the Tinear elastic toughness value
calculated using the load Py ; this value may not be acceptable due to
size limitations and/or excegsive plasticity.
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Young's Modulus (Yc)--the elastic modulus for steel.
J-Integral Value (JM)-—the calculated J value at maximum load.

Strength Ratio (R
stress.

SC)——the ratio of the net section stress to the yield

Yield Stress at ~ £ (o y)-—the estimated value of yield stress at the appro-
priate temperature and’strain rate (4).

Flow Stress at ~ & (og7)--the estimated value of flow stress (one-half
yield plus ultimate) at the appropriate temperature and strain rate (4).

Stress Intensity Factor ( or K, )--the measure of mode I deformation
of the stress-field 1ntens1%y near the tip of a perfect crack in a perfect
crack in a linear elastic field. js a direct small-scale yielding
measure of this intensity factor, w%11e K is a post-general yield
energy measure converted to an equivalent Ic*
Stress Intensification Rate (K)--the measure of loading rate obtained by

dividing the KIC or KJC value by the time to maximum load.

Fibrous Crack Extension (aa)--the nine-point average of the stretching plus
fibrous growth occurring below the fatigue precrack.

Fracture Initiation Mode--either cleavage or fibrous as determined from
observation of the broken specimen fracture surface.

Fatigue Stress Intensity Factor (Kf)a—the Tinear elastic stress intensity
factor during fatigue loading.

Calculations

. ¥ =207.2 - (0.0571T)  (GPa)

T is in degrees Centigrade

M
2 _/ Pds
_ 0
2.y = —ps
2P (2W + 3)
3. Rge = : 2
Bb%s



4, KIC(KQ), ch:

a. When PM/PQ < 1.10

P \1/2 -\ 3/2 -\5/2
_ g a\" _ F) (9)
K [29.6(w> 185.5(w) + 655, 7{=
\7/2 -\9/2
- 1017.0(%) + 638.9(%) ]

Ko
If B,b,a » 2.5 B;- 3 KIc = KQ

(This criterion is generally too restrictive for ferritic
pressure vessel steels); if the thickness criteria are not met
then proceed to the KJc calculation.

b. When PM/PQ > 1.10

_ 1/2
Kie = (YOJM)
. (KIC’KJC)
5 K = T

B-4



6.  Acceptance Criteria:

Criteria

Size

Crack Depth

Fatigue Crack
Shape

Fatigue Precrack

*
Response Time

Elastic PM/PQ < 1.10

KIc ’
a,b,B » 2.5 =
Y

0.45 < g < 0.55

(a - ao) > 1.3 mm

a(1/48), a(1/28B),
2(3/8B) < 0.95 3

a(surface 1), a(surface 2)

< 0.90 a

Symmetry of the plane of
notch and fatigue crack

surface do not deviate by

more than 10 degrees

Kf over last 2.5% of

a < 0.6KS; Ko is the
minimum >

o)

1. YPx
o Q
yt
o,. = yield stress at
yp precracking
oyt = yield stress at
Y testing

conditions

2. 0.0033Y
¢

tQ > 1.1TR

*Only valid for RC-type filter circuits.
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Elastic-Plastic
PM/PQ > 1.10

50J
a,b,B > S

(cleavage
fl initiation)

ZSJM
a,b,B » —— (fibrous
9¢1 initiation)

0.50 <-% < 0.70

(a - ao) > 1.3 mm

(Same as for Elastic)

(Same as for Elastic)

(Same as for Elastic)



7. Mode of Initiation: .
If fast fracture occurs at maximum load, a check on whether the amount

of stretching (blunting) exceeds a certain amount dictates if the
fracture is cleavage initiated in ferritic steels:

0.55d

pa < (cleavage)

91

If Aa is larger than the quantity above, the mode of initiation is
fibrous.

NOTE: Tne form shown in Figure 2-3 is used for an R-curve type J-
initiation test where Jy and Aa values are required.
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