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PREFACE

Pacific Northwest Laboratory’s (PNL) 1980 Annual Report to the Department of
Energy (DOE) Assistant Secretary for Environment describes research in environment,
health, and safety conducted during fiscal year 1980. The report again consists of five
parts, each in a separate volume.

The five parts of the report are oriented to particular segments of our program.
Parts 1 to 4 report on research performed for the DOE Office of Health and Environ-
mental Research. Part 5 reports progress on all other research performed for the
Assistant Secretary for Environment, including the Office of Environmental Assess-
ment and the Office of Environmental Compliance and Overview. Each part consists
of project reports authored by scientists from several PNL research departments,
reflecting the interdisciplinary nature of the research effort. Parts 1 to 4 are organized
primarily by energy technology.

The parts of the 1980 Annual Report are:

Part 1: Biomedical Sciences
Program Manager - H. Drucker D. L. Felton, Editor

Part 2: Ecological Sciences
Program Manager - B. E. Vaughan  B. E. Vaughan, Report Coordinator
C. M. Novich, Editor

Part 3: Atmospheric Sciences
Program Manager - C. E. Elderkin R. L. Drake, Report Coordinator
M. F. Johnson, Editor

Part 4: Physical Sciences
Program Manager - J. M. Nielsen J. M. Nielsen, Report Coordinator
I. D. Hays, ). L. Baer, Editors

Part 5: Environmental Assessment, Control,
Health and Safety
Program Managers - D. L. Hessel ~ W. J. Bair, Report Coordinator
S. Marks R. W. Baalman, I. D. Hays, Editors
W. A .Glass



Activities of the scientists whose work is described in this annual report are
broader in scope than the articles indicate. PNL staff have responded to numerous
requests from DOE during the year for planning, for service on various task groups,
and for special assistance.

Credit for this annual report goes to many scientists who performed the research
and wrote the individual project reports, to the program managers who directed the
research and coordinated the technical progress reports, to the editors who edited
the individual project reports and assembled the five parts, and to Ray Baalman and
Irene D. Hays, editors in chief, who directed the total effort.

W. J. Bair, Manager
S. Marks, Associate Manager
Environment, Health, and Safety Research Program
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FOREWORD

Part 4 of the Pacific Northwest Laboratory Annual Report for 1980 to the Assistant
Secretary for Environment, DOE, includes those programs funded under the title
“Physical and Technological Programs”. The Field Task Program Studies reports are
grouped under the most directly applicable energy technology heading. Each energy
technology section is introduced by a divider page which indicates the Field Task
Agreement reported in that section. These reports only briefly indicate progress made
during 1980. The reader should contact the principal investigators named or examine
the publications cited for more details.
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e Reaction Kinetics of Combustion Products

The goal of the Reaction Kinetics of Combustion Products program is to determine the conditions,
mechanisms, and chemical reactions that control the identity and concentrations of emissions from coal
combustion processes. Presently, the major emphasis of the program is on the investigation of the
mechanism of formation of organic pollutants during combustion. Mass spectrometric techniques have
been developed for the study of the high-temperature kinetics relevant to coal combustion, with specific
emphasis on techniques that will allow investigation of the mechanisms and rates of formation for toxic
and carcinogenic organic compounds. The chemistry of certain model compounds at combustion
temperatures is being investigated. Our studies have begun to unravel the complex interactions between
organic species in the combustion zone and the kinetic parameters relevant to pollutant release into the

environment.

Kinetics and Mechanisms for the Formation
of Organic Pollutants During Pyrolysis and
Combustion

Richard D. Smith and A. L. Johnson

The potential toxicity and mutagenicity
of emissions from coal-fired plants con-
tinue to be of concern. Of these emis-
sions, the aromatic pollutants probably
represent the major source of the mutagen-
ically active constituents. Aromatic com-
pounds, soot and related compounds are
known to be produced efficiently under
many combustion conditions but their forma-
tion mechanisms have not been clearly
established.

A fundamental understanding of the ki-
netics and mechanisms for formation of aro-
matic pollutants is necessary for a number
of reasons. An understanding of the high-
temperature chemistry can facilitate the
development of effective control strategies
based upon manipulation of combustion pa-
rameters. Similarly, information supplied
from these fundamental studies provides
necessary thermochemical data for equilib-
rium calculations or kinetic data for mod-
eling studies. Other practical problems
related to soot formation, heat transfer
and combustion efficiency will also benefit
from these data.

Studies of the polycyclic organic emis-
sions from flames and various combustion
facilities have shown that the emissions
are qualitatively similar. Most aromatic

compounds (or their precursors) ultimately
emitted from coal combustion will result
from the highly fuel rich local conditions
resulting from coal pyrolysis during the
initial stages of combustion. An initial
working assumption is that after formation
the rates of the various oxidation and de-
struction pathways govern the emission con-
centrations. Thus, our initial approach
has involved the study of simple aromatic
model compounds (e.g., benzene, toluene,
ethyl benzene, phenylacetylene, etc.) which
may be formed during coal devolatilization.
Our goal is to determine representative
primary unimolecular and bimolecular rate
data and to identify important reaction
pathways for the formation and destruction
of representative species. Measurements

of rate constants as a function of tempera-
ture are also used to derive valuable ther-
mochemical information and input for model-
ing calculations while mechanistic data
provide a perhaps even more useful qualita-
tive understanding of pollutant formation.

Part of the experimental equipment used
in these studies has been described previ-
ously (Smith 1979a, and 1979b). Modulated
molecular beam mass spectrometry, and re-
lated techniques such as phase angle spec-
troscopy, are used to analyze the products
from high-temperature reaction cells or
flow tubes. The major advantage of this
approach is the near universal nature of
the detector; nearly equal sensitivities
are obtained for both radicals and stable
molecules. To obtain reliable quantitative
or qualitative data from these studies, one



must correct for, or avoid, thermal effects,
e.g., the dependences of the mass spectral
fragmentation pattern upon temperature and
more subtle effects related to changes in
molecular velocity. Our initial studies
have examined the pyrolysis of a number of
model compounds as a function of pressure
and temperature. Figures 1.1 and 1.2 give
typical data obtained from the pyrolysis

of a model compound as a function of tem-
perature using the computer-controlled mass
spectrometer. In this case, the major
species involved in the pyrolysis of phenyl-
acetylene are given in Figure 1.1 and two
of the major higher molecular weight pro-
duct profiles are given in Figure 1.2.
Mechanistic studies involving a number of
additives (02, N, NO, SO») have also been
carried out. Rate constants for the initial
unimolecular pyrolysis processes have been
determined as a function of temperature at
low pressures; similar experiments are
planned at elevated pressures. Figure 1.3
gives typical rate data obtained from the
pyrolysis of benzene using the computer
controlled system. In addition, initial
heterogeneous processes involving surface
reactions and condensation processes are
being used to identify important high tem-
perature intermediate species (e.g., CH3,
CoHp, C3H3, C4Hp, CgH3z, etc.) in the

formation of specific aromatic species ob-
tained by quenching the molecular beam on
surfaces at controlled temperatures and
analyzed by gas chromatography-mass spec-
trometry (GC/MS). Experiments with more
complex heterocatomic species are also plan-
ned to study the chemistry of systems in-
corporating S, N, or O atoms.

Our results indicate that the formation
of higher molecular weight products has a
maximum, as a function of temperature, in
the 1200°C to 1400°C range, for all aro-
matic systems studied thus far. This maxi-
mum is apparently nearly independent of
pressure below about 10 torr. Initial re-
sults of the gas phase pyrolysis have sup-
ported the suggestion of two distinct
routes for the formation of polycyclic aro-
matic hydrocarbons and soot. Below approx-
imately 1450°C direct condensation of aro-
matic precursors leads to higher molecular
weight compounds and ultimately some soot
formation. At higher temperatures, initial
pyrolysis reactions result in the formation
of reactive lower molecular fragments (CHs,
CoHp, C3H3, CqHp, etc.) which are highly
efficient in forming soot by heterogeneous
processes. They are, however, less effi-
cient in forming aromatic species although
the reaction does apparently increase
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greatly upon cooling. Our gas phase
studies have also identified a number of
highly reactive intermediate hydrocarbons
for the formation of higher molecular
weight compounds (e.g., C3H3, CgqH3, CsH3,
and CyHy). Experiments are being planned
to better define the heterogeneous chemis-
try of these high-temperature aromatic sys-
tems, to relate experimental results to
actual combustion experiments and to
explore equilibrium calculations for esti-
mating the concentrations of important
species at high temperatures.

Development of New Methods and
Instrumentation for Liquid
Chromatography/Mass Spectrometry

Richard D. Smith

A novel approach to liquid chromatog-
raphy/mass spectrometry {(LC/MS) combining
a number of new concepts has been devel-
oped. The new approach uses a moving rib-
bon interface for transfer of material to
the high vacuum region for analysis using
secondary ion mass spectrometry (SIMS) as
well as laser desorption (LD). The new
moving ribbon interface also allows tempo-
rary storage of the separated sample for
reanalysis of selected portions of the rib-
bon surface. Other novel features of the
instrument include a silver vapor deposi-
tion unit for ribbon cleaning and surface
preparation, and a triple guadrupole mass
spectrometer for enhanced selectivity in
many cases. While development of this
technique is still in an early stage, ini-
tial results suggest extremely high sensi-
tivities for many classes of unstable or
nonvolatile compounds.

COMPYTER

The need for a LC/MS interface which can
efficiently handle nonvolatile and ther-
mally unstable molecules is well recog-
nized. Field desorption (FD) mass spec-
trometry is effective for the analysis of
many such compounds, but a direct interface
between the chromatograph and the mass
spectrometer has not been constructed due
to the high voltages and precise mechanical
alignment required. Existing commercial
LC/MS interfaces use either (1) introduc-
tion of a small flow of the LC effluent di-
rectly into a heated chemical ionization
(CI) source; or (2) deposition of the ef-
fluent on a moving ribbon with evaporation
of the volatile mobile phase and progres-
sion through a series of vacuum locks, and
volatilization or pyrolysis of the material
in or adjacent to a conventional CI or
electron impact ion source. These and re-
lated interfaces have been demonstrated to
be effective for a wide range of compounds,
but their application for the analysis of
nonvolatile and thermally labile compounds
is limited at best. Recently, it has been
recognized that a variety of alternate ion-
ization methods produce mass spectra which
are remarkably similar to those obtained
by FD. These techniques include "in-beam"
chemical ionization on Teflon® probes or
special surfaces, secondary ion mass spec-
trometry (SIMS), 252cf plasma desorption,
and laser desorption.

We have constructed a moving ribbon
LC/MS interface for operation with either
SIMS, LD, or conventional heating-electron
impact ionization methods, and have begun
to explore the various approaches. Fig-
ure 1.4 is a schematic diagram of the

® Registered trademark of E. I. duPont de
Nemours and Co.
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LC/MS instrument constructed at Pacific
Northwest Laboratory (PNL). The LC efflu-
ent is deposited on a slowly moving (5-60
c¢m/min) continuous ribbon (0.63 cm wide,
0.008 cm thick, 320 cm long). A unique
feature of the interface is the inclusion
of a 120-cm long evaporation region for the
LC mobile phase before the first vacuum
slit. This also allows the semipermanent
storage of material. Evaporation is as-
sisted by gentle heating (with the tempera-
ture of the ribbon maintained below the
boiling point of the liquid) from strip
heaters located just above and below the
ribbon, a continuous flow of preheated ar-
gon, preheating of the liquid effluent, and
the relatively slow speed of the ribbon.
Three regions of differential pumping are
employed prior to the high vacuum surface.
The first two regions are pumped by "hot
pumps" to limit the effects of condensable
vapors during long-term pump operation, and
the third by a 1500 %/sec turbomoiecular
pump. The main drive wheel is also used

to adjust ribbon tension and is motor
driven through three universal joints; at
no point does the sample surface of the
ribbon contact another surface. The pres-
sure in the high vacuum chamber ranges from
10-8 to 10-6 torr depending upon the re-
quired gas flow for.the ion gun and mass
spectrometer collision chamber.

Ions formed at the surface pass through
an energy filter and are analyzed using ei-
ther a single or a new triple quadrupole
mass spectrometer which incorporates a
chamber for collision-induced dissociation
(CID) in the middle quadrupole of the tri-
ple quadrupole analyzer. The use of CID
in conjunction with the LC/MS interface
should greatly increase chemical specific~
ity and the deconvolution of complex chro-
matograms. (The CID complements SIMS or
LD ionization modes since these processes
often produce spectra with intense molecu-
lar or quasi-molecuiar ion peaks and lim-
ited fragmentation.) We have demonstrated
detection Timits of <0.10 ngrams for an
easily ionized material (arginine) while
scanning the mass spectrometer. A signifi-
cant "background" in such spectra is
clearly associated with material on the
ribbon; improved ribbon-cleaning techniques
suggest the possibility of greatly enhanced
detection limits. The recent incorporation
of a silver vapor deposition unit for rib-
bon cleaning and surface preparation prom-
ises to considerably lower the practical
detection limits by reducing the "back-
ground" of nonvolatile surface contami-
nants. Figure 1.5 illustrates the use of
the ribbon storage system which allows use
of different heating conditions, ion bom-
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bardment conditions or the triple quadru-
pole analyzer. The results show the LC/MS
total ion reconstructed chromatogram for a
biomass product for several passes through
the ionization region.

The moving ribbon interface has several
potential advantages when used with SIMS
or LD ionization modes, and with CID in a
triple quadrupole analyzer. First, the
long evaporation region at atmospheric
pressure easily allows complete evaporation
of the LC mobile phase prior to the first
vacuum slit; this reduces sample loss and
degradation of chromatographic resolution
without splashing and atomization of lig-
uid. Second, the SIMS or LD ionization
modes are highly localized processes; this
allows the use of slower ribbon speeds than
are allowed by "flash" heating for volatil-
ization without loss of chromatographic
resolution. Thus, ribbon temperature is
no longer an important variable in deter-
mining sensitivity. Third, the ribbon



length and slow ribbon speed allow tempo-
rary storage of the separated materials for
LC runs of 10-60 min, depending upon rib-
bon speed and required resolution; this is
an important advantage since the SIMS or

LD techniqgue will consume only a minute
amount of sample during the normal analy-
sis. Thus, temporary storage allows se-
lected portions of the separated materials
stored on the ribbon to be reanalyzed after
completion of the separation and initial
analysis. Selected ribbon locations can

be analyzed for extended periods to in-
crease the signal/noise ratio and detec-
tion limits. More important, however, the
subsequent analysis allows one to com-
pletely use the CID capability of the tri-
ple gquadrupole mass spectrometer, which can
only be applied during the initial separa-
tion to a 1imited extent due to mass spec-
trometer scan speed limitations. Thus, the
SIMS dionization mode uniquely complements
the storage capability of the interface.

We are continuing to explore these analyti-
cal techniques using both the SIMS and LD
jonization modes.

Characterization of Materials from the
Solvent Refined Coal Processes

W. C. Weimer, B. W. Wilson, M. R. Petersen,
D. M. Schoengold, D. S. Sklarew,

B. A. Vieux, J. E. Burger, A. P. Toste,

J. C. Kutt, R. D. Smith and D. R. Kalkwarf

Samples of products, effluents, and
solid waste materials are being obtained
from the solvent refined coal (SRC) II fa-
cilities in Fort Lewis, Washington, and
Harmerville, Pennsylvania, and from the
SRC-T1 facility in Wilsonville, Alabama.
Samples have also been obtained from the
Fort Lewis, Washington, pilot plant when
operating in the SRC-I mode. ({The SRC-II
research is funded by the Office of Health
and Environmental Research, while Fossil
Energy is funding the research with SRC-I
materials.) These samples have been col-
lected during a variety of operating condi-
tions including those which are considered
to be representative of demonstration-scale
or commercial-scale conditions. We have
three objectives in obtaining these sam-
ples: (1) to obtain gquantities of repre-
sentative materials to be stored in a re-
pository and subsampled as required for
chemical, biological, and ecological test-
ing; (2) to obtain general chemical com-
position data for all materials; and (3) to
obtain very detailed compositional data for
those samples, or fractions of samples,
that have a demonstrated biological activ-
ity. The ultimate goal of this third ob-

jective is to identify the compounds re-
sponsible for the biological activity.

We are required to prepare, on a regular
basis, status reports regarding specific
areas of our SRC research. Summaries of
two recently prepared status reports are
listed at the end of this report. Addi-
tional areas of significant research activ-
ities which are not aiscussed in these two
status reports are summarized briefly
below.

A1l sample materials from the SRC-I and
SRC-II processes are maintained in a repos-
itory and are tracked by a computerized ma-
terials accounting system. The samples are
stored in the dark at a temperature of 4°C
and are kept under an Ny blanket. The
purpose of this storage technique is to
prevent or retard changes in chemical com-
position that may occur during storage.
Several characterization analysis tech-
niques that provide a fingerprint of sample
composition are used when samples are first
received and at six to twelve month inter-
vals thereafter. These provide necessary
documentation of sample stability. The
computerized accounting system is used to
track the quantity of each material remain-
ing in the repository and to identify the
principal investigators to whom subsamples
of these materials have been released.

The very complex chemical make-up of the
SRC materials often regquires the modifica-
tion of existing methods or the development
of new methodologies for the chemical and
biological analyses of these materials.
There are several areas of continued meth-
odology development. One of these is the
comparison of different methods of chemical
fractionation to prepare samples for sub-
sequent biological assay. The purpose of
this investigation is to develop a method-
ology that is capable of (1) providing sam-
ple purification to simplify the biological
and chemical analyses, (2) isolating com-
pound classes of greatest biological inter-
est, (3) concurrently obtaining general
chemical class distribution data for char-
acterization, and (4) eliminating possible
synergistic or antagonistic effects that
may be present in the complex mixtures.
High performance liquid chromatography and
partition chromatography on Sephadex LH-20
followed by high performance liquid chroma-
tography of the Sephadex fractions are the
most useful of the methodologies examined.
An additional area of research on methodol-
ogy development is related to the examina-
tion of several solid substrates for the
collection of organic vapors. This re-
search is directed particularly at the



monitoring of laboratory environments, and
those pilot plant and demonstration plant
environments where significant worker expo-
sure is likely.

Several new instrumental techniques are
being developed for analysis of these com-
plex SRC materials. A new approach to lig-
uid chromatography/mass spectrometry (LC/
MS) is being developed to analyze the less
volatile and thermally unstable compounds
in SRC liquids. This new approach uses a
"soft" jonization technique at the MS inlet
and a semipermanent storage of the sepa-
rated LC materials to allow multidimen-
sional mass spectral analysis. The devel-
opment of this technique and the initial
results obtained are described elsewhere
in this annual report. Specialized detec-
tor systems for liquid chromatography that
are sensitive principally to aromatic
amines are being developed. These include
both electrochemical detection systems and
post-column chemical derivatization/fluo-
rescence detectors. High resolution probe
mass spectrometry coupled with metastable
jon analysis is being used for the direct
identification of higher molecular weight
N-containing compounds. This approach pro-
vides a differentiation between aza com-
pounds and primary amine compounds having
identical masses. This differentiation is
extremely important in characterizing the
actual biologically active components of
the SRC materials.

Initial Chemical and Biological
Characterization of Hydrotreated
Solvent Refined Coal (SRC-II} Lig-
uids: A Status Report, PNL-3464

This status report compiles the
results of chemical and biomedical
studies of a hydrotreated refined
coal liquid. Analyses of both feed-

stock and hydrotreated materials
showed that concentrations of multi-
ring aromatic and heteroatomic aro-
matic compounds decreased with com-
mensurate increase in hydroaromatic
species as a function of the extent
of hydrogenation. A decrease in
positive responses by the Ames assay
of selected fractions was consistent
with the decrease in-nitrogen-
containing compounds during hydro-
genation. For example, primary aro-
matic amines which were detected in
the feedstock were reduced to unde-
tectable levels after hydrotreating.

Chemical, Biomedical, and Ecological

Studies of SRC-I Materials from the

Fort Lewis Pilot Plant, PNL-3474

SRC-I materials obtained from the
Fort Lewis, Washington pilot plant
have been analyzed using both chemi-
cal and biological assays. Inor-
ganic analysis indicates decreased
concentrations of most mineral ele-
mentsin the SRC-I product as com-
pared to the feed coal. Bromine,
titanium, and mercury, however, were
not decreased. Among the organic
components identified in SRC-I
process streams were phenols, poly-
nuclear aromatics, and nitrogen
bases, including primary aromatic
amines, which may be of biological
or environmental concern. Addi-
tional chemical fractionation stud-
ies suggest that primary aromatic
amines are major determinants of mu-
tagenic activity expressed in the
Ames assay. The report also dis-
cusses further biological and eco-
logical assays, including toxicity,
fetal development, tissue distribu-
tion, and plant germination.






o Modeling Cellular Effects of Coal Pollutants

Increasing interest in coal and in coal-derived fossil fuels as energy sources has prompted renewed
concern over the environmental and health impacts resulting from coal refinement and combustion. The
goal of this project is to develop and test models for the dose and dose-rate dependence of biological
effects of coal poliutants on mammalian cells in tissue culture. Particular attention is given to the
interaction of pollutants with the genetic material (deoxyribonucleic acid, or DNA} in the cell because the
work of McCann and Ames (1975) has demonstrated a strong correlation between mutagenesis and cancer
induction. Unlike radiation, which can interact directly with chromatin, chemical pollutants undergo
numerous changes before the ultimate carcinogen becomes covalently bound to the DNA. Synthetic
vesicles formed from a phospholipid bilayer are being used to investigate chemical transformations that
may occur during the transport of pollutants across cellular membranes. The initial damage to DNA s
rapidly modified by enzymatic repair systems in most living organisms. Increased cancer incidence among
humans with hereditary repair deficiencies suggests that repair processes are important in reducing the
risk to the normal population from chronic exposure to low levels of carcinogens. A model has been
developed for predicting the effects of excision repair (the removal of carcinogen residues from DNA) on
the survival of human cells exposed to chemical carcinogens. In addition to the excision system, normal
human cells also have tolerance mechanisms that permit continued growth and division of cells without
removal of the damage. We are investigating the biological effect of damage passed to daughter cells by
these tolerance mechanisms. Chinese hamster ovary cells are being used for these studies because they
tolerate alarger degree of carcinogenic damage than human cells. We feel that these cellular studies are a
valuable complement to whole-animal and epidemiological studies in assessing the health effects of
coal-related pollutants.

Modeling the Dose-Response Relationship for

Survival of Human Cells Exposed to Chemical

Carcinaogens
J. H. Miller

The ability of cells to repair damage
to deoxyribonucleic acid (DNA) molecules
is an important factor in determining the
cytotoxic and mutagenic effect of chemical
carcinogens at a given dose. This fact is
consistently demonstrated by the differen-
tial cytotoxicity between normal human
cells and cells from patients with the dis-
ease xeroderma pigmentosum (XP). Because
of a genetic deficiency, XP cells have a
greatly reduced ability to excise some car-
cinogen adducts from their DNA. An analo-
gous situation exists in the repair of dam-
age induced by ultraviolet (UV) dirradiation
in the excision-repair-deficient bacteria
Escherichia coli Uvr-,

For the bacteria case, Haynes (1975)
demonstrated that the survival of normal
cells after UV irradiation can be predicted
if the sensitivity of the repair-deficient
mutant and the kinetics of excision in the
normal cell are known. We have applied the
same type of model to the cytotoxicity in-
duced in normal and XP human fibroblasts
by the carcinogen N-acetoxy-2-
acetylaminofluorene (N-AcO-AAF). Compounds
of this type may result from the in-vivo
reduction of nitrate derivatives of benzo-
[alpyrene. A paper on this work, which is
being done in collaboration with Dr. R. H.
Heflich at the National Center for Toxicol-
ogy Research, has been accepted for publi-
cation in the proceedings of the 20th Han-
ford Life Sciences Symposium,

Little is known about the mechanism of
reproductive death in cells exposed to
chemical carcinogen. Although bonding to



molecules other than DNA may play a role
in the biological response, the data of
Heflich et al. (1980) suggest that poten-
tially lethal damage and residues bound to
DNA are removed at the same rate. Our
model assumes that the mechanism of repro-
ductive death involves an expression time
during which potentially lethal damage is
removed from the DNA of cells capable of
excision repair. This leads to the
relationship

In'S = 1n Sxpa (1 - f) ()
between the survival S of cells that ex-
cise a fraction f of the damage and the
survival of XP cells from complementation
group A, which do not exhibit any excision
of AAF residues.

Figure 1.6 compares the survival of
cloning ability in fibroblasts from normal
humans with that from XP patients from sev-
eral complementation groups (Maher et al.
1975; Heflich et al. 1980). Both the con-
centration of N-AcO-AAF in the growth me-
dium and the initial number of residues
bound to DNA are shown on the horizontal
axis. From the dose that results in 37%
survival _of XPA cells, we estimate that
about 10° residues are required to pro-
duce an average of one potentially lethal
event per cell. The small probability that
a residue will cause reproductive death may
be due to nonessential genes in the human
chromosome and to repair phenomena other
than excision that permit replication of
DNA on a damaged template. (The possibil-
ity of subsequent biological effects

AAF RESIDUES PER 10° NUCLEOTIDES

100 150
| T I
>
=
E X
<
2}
< NORMAL
P4
o
-
(&)
-
<
2
>
o
2 XP2RO (GROUP E)
—
2
w
Q
o
a XP2BE (GROUP C}
T
- XP4LO (O (GROUP A)
o XP12BE @
™ XP3NE O (GROUP D)
0.1 . | ; Q 1 i | .
0 1 2 3 4

DOSE, uMN-AcO-AAF

Figure 1.6. Survival of Normal and Xeroderma
Pigmentosum (XP) Fibroblasts After Exposure to
N-Acetoxy-2-Acelytaminofluorene (N-AcO-AAF)

10



resulting from damage passed to daughter
cells is discussed in the following arti-
cle in this report.)

The principal objective of our model is
to obtain a quantitative correlation be-
tween survival data, such as those shown
in Figure 1.6, and data derived from bio-
chemical repair studies. If the excision
of residues obeys classical enzyme kinet-
ics, then the rate of excision is given by
the Michaelis~Menton equation

d[P V[R

at =‘LE’R']K + (2)
where R is the concentration of carcinogen
residues, P is the concentration of excised
product, V is the high-dose limit of the
removal velocity, and K is the dose at
which the rate of removal is half its maxi-
mum value. When [R]<<K, Equation 2 re-
duces to a first-order rate equation, and
the number of residues decays exponentially
with a lifetime t = K/V.

Levinson et al. (1979) have proposed a
procession model of excision repair in
which the repair enzymes travel unidirec-
tionally along the DNA strand, rather than
randomly attaching and detaching as is as-
sumed in the classical model. In the pro-
cessive model, the rate of excision does
not decrease as residues are removed but
maintains a constant value that is a func-
tion of the initial number of adducts on
DNA. If kt is the rate of travel of the
repair complex along the DNA strand and Kg
is the rate of excision and resynthesis at
the damage site, then the rate of removal

is related to the initial number of bound
residues by a Michaelis-Menton equation
with V = keE and K = ke/kt.

Figure 1.7 shows the time course for re-
moval of AAF residues at a dose less than
5 uM. The solid line shows a fit assuming
a constant rate of removal over the first
18 h after treatment. The dashed curve il-
lustrates the predictions of the classical
first-order model with an initial removal
rate equal to that of the processive model.
The scatter in the data is too large to al-
low the two models to be distinguished on
the basis of accuracy of fit.

Figure 1.8 shows the initial removal
rate as a function of the initial number of
bound residues. In most cases, the initial
velocity was estimated from measurement of
the number of adducts present 18 h after
treatment. This procedure slightly under-
estimates the initial velocity if the num-
ber of residues decays exponentially in-
stead of linearly. The data shown in
Figure 1.8 cannot be used to distinguish
between processive and classical kinetics
because both models predict a Michaelis-
Menton type of relation for the dose depen-
dence of the initial removal velocity.
Hence we conclude that the biochemical re-
pair data currently available are consis-
tent with either model. The data in Fig-
ure 1.8 show that if the classical model
is valid, then 1) first-order kinetics are
a good approximation in the dose range of
the survival data shown in Figure 1.6, and
2) the mean lifetime of AAF residues on DNA
in the normal human fibroblast is about
70 h.
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If the excision of AAF residues obeys
classical first-order kinetics, then our
model predicts a dose-response relationship
of

In'S = In Sxpp e~ T/t (3)

If the processive model is correct, the
survival should be given by

inS=1n Sxpa (1 - T/7) (4)

Equations (3) and (4) both predict an expo-
nential survival curve, since the survival
response of XP cells from complementation
group A is exponential. Excision repair
modifies the slope of the plot of 1n S ver-
sus dose, making it less negative as a
larger fraction of the damage is excised.
Hence these simple models cannot account
for shoulder effects such as that shown in
Figure 1.6 for normal cells.

One way to explain this shoulder is to
assume that excision of AAF residues is
predominantly a first-order process but
has a processive component that saturates
at low dose and a maximum velocity that is
small compared to the data in Figure 1.8.
Other possible explanations for the shoul-
der on the dose-response curve for normal
cells include 1) effects related to the ki-
netics of bonding and/or nonrandom bonding,
2) biological effects of damage passed to
daughter cells by tolerance mechanisms, and
3) interactions between carcinogen
residues.
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More data at low dose are needed to de-
velop and test models for the shoulder re-
gion of the dose-response relationship.

We are testing the prediction of Equations
(3) and (4) regarding the slope of the ex-
ponential part of the survival curve. One
experiment in progress concerns the sur-
vival of partially repair-deficient XP
cells. Figure 1.6 suggests that the frac-
tion of AAF residues excised by XP cells
from complementation groups C and E is sub~
stantially less than the fraction excised
by normal cells. One way to account for
this difference is to assume that under the
same experimental conditions, all three
cell lines have the same time available to
excise AAF residues before the damage can
be expressed as reproductive death. The
difference in the extent of repair is then
due to the difference in the rate of exci-
sion. If excision is a first-order pro-
cess, then the ratio of the repair rates

in normal, XP2R0O, and XP2BE cells would be
1:0.6:0.4. These ratios would be 1:0.8:0.6
for processive repair kinetics. More sur-
vival and repair studies are planned with
the cells XP2RO and XP2BE to test these
predictions.

Figure 1.9 shows the results of another
experiment designed to test our model of
the dose-response relationship. Normal hu-
man cells in a confluent state were treated
with N-AcO-AAF and then held at confluence
to recover from the damage. They were then
replated at low density to score survivors.
At a given dose, survival increases with
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State Before Replating to Measure Cloning Efficiency

recovery time, as would be expected if the
time spent in the nonproliferating state
increased the time available for repair.
The survival data for normal human fibro-
blasts treated with N-AcO-AAF when the
cells were growing at low density are also
shown in Figure 1.9 (replotted from Fig-
ure 1.6). The slope of the exponential
part of these survival data is nearly the
same as the slope of the data for cells
treated at confluence and immediately re-
plated. However, the shoulder on the in-
situ data is substantially smaller than
that obtained when cells were treated at
confluence. This suggests that the posi-
tion of cells in the growth cycle may be
an important consideration in modeling the
shoulder on survival curves.
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Estimates of the effect of recovery on
the fraction of potentially lethal damage
excised are given in Table 1.1. The frac-
tion of damage excised is nearly indepen-
dent of dose for a given recovery time.

The slight tendency for the fraction to de-
crease with increasing dose is probably due
to the shoulder on the survival response
for normal cells treated at confluence.

The fraction of damage excised at a dose

of 5 uM when cells were immediately re-
plated is used to estimate the time avail-
able for repair without recovery. This es-
timate is 142 h if the kinetics of excision
are first order and 61 h if repair kinetics
are processive. Given the time available
for repair when cells are immediately re-
plated, we predict the fraction of damage



Table 1.1. Effect of Recovery on the Fraction(@) of AAF
Residues Excised by Normal Human Fibroblasts

Dose, uM fo faa fs fr3 fo7
2 0.90 0.99 0.96 0.95 0.98
3 0.86 0.92 0.94 0.97 0.98
4 0.88 0.92 0.94 0.95 0.97
5 0.88 0.92 0.94 0.95 0.97
first-order(b) — 091 094 09 097
processive(C) — 1.0 1.0 1.0 1.0

{@)fp =1-1In SA/In SxpA where Sp is the survival of
normal cells held in confluence for p hours between
treatment and replating, and SxpA is the survival of
XP12BE ceils.

(b)Model prediction assuming first-order excision
kinetics.

{IModel prediction assuming processive excision
kinetics.

excised when the cells are held at conflu-
ence between treatment and replating.

These results are shown in Table 1.1, where
it can be seen that the increase in the ex-
tent of repair with recovery is predicted
very well by our model when classical
first-order kinetics are used. If the ki-
netics of excision repair are processive,
the increase in time available for repair
in the recovery experiments should be suf-
ficient to remove all the damage. This is
not observed in the experiments. The suc-
cess of our model in explaining the ef-
fects of recovery on survival encourages

us to investigate the mechanism of repro-
ductive death in cells exposed to chemical
carcinogens. This mechanism should be con-
sistent with the time available for repair
that is suggested by our analysis of the
survival data.

Biological and Biochemical Experimentation
with Coal-Related Carcinogens

C. N. Newman

In this project, active forms of polynu-
clear aromatic hydrocarbon pollutants gen-
erated during the utilization of coal are
being studied so that their effects on mam-
malian cells can be modeled in tissue cul-
ture. The presumptive consequences of ra-
diologically and chemically induced chromo-
some damage on cell survival, induced muta-
tion, and repair processes are similar, and
mathematical approaches to one type of dam-
age have been applied to the other (Lawley
1979; Munson and Goodhead 1977). In gen-
eral, both show a dose-dependent survival
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and mutation response, and the damaged
chromosomes appear to share common repair
pathways (Maher and McCormick 1978).

Little information is available on the
formation of carcinogen-induced damage at
low concentrations of pollutants and on the
corresponding significance of cellular
repair processes other than error-free ex-—
cision repair. Excision repair seems to
predominate at high doses in human fibro-
blasts, but even so some lesions remain un-
excised in viable cells (Maher and
McCormick 1978). We do not know the con-
sequences of residual damage, which may be
cumulative at low doses. Because few if
any lesions are excised from Chinese ham-
ster ovary (CHO) cells, this cell system
has been chosen to examine the fate of un-
excised chemical lesions and to study other
repair pathways that may be error-prone and
may therefore bear more significantly on
carcinogenesis.

Experiments in progress are designed to
provide information on 1) the relationship
between pollutant dose and cellular inacti-
vation, mutation, and biochemical repair
processes; 2) the kinetics of induction
and repair of damage to deoxyribonucleic
acid (DNA), and 3) the cevelopment of mu-
tants with altered repair abilities. Re-
pair-deficient CHO mutants have already
been isolated (Stamato and Hohman 1975).
We have approached this problem from a
unique perspective by selecting repair-

proficient mutants, cell lines with a re-

pair ability more efficient than that of
the parent cell line. For simplicity, we
used ultraviolet (UV) light to induce le-
sions in cells because some of the enzymes
that repair these lesions also repair some
chemical-DNA adducts (Maher and McCormick
1978). Approximately 50 isolates have al-
ready been selected and are now being char-
acterized with respect to enhanced repair
abilities.

Figure 1.10 shows the survival of CHO
cells after exposure to low concentrations
of benzo[aJpyrene-4,5-epoxide. These data
are consistent with the results obtained
at higher doses by Huberman et al. (1976)
using Chinese hamster V-79 cells. Even at
low carcinogen concentrations, cellular in-
activation is a simple exponential func-
tion, that is, there is no shouldered re-
sponse. Figure 1.11 shows the correspond-
ing alkaline CsC1 density-gradient assay
for replication repair of damaged DNA in
cells treated with 0.8 uM of carcinogen.
There is no detectable increase in the
amount of 3H-thymidine incorporated in
parental DNA over a 45-h period, indicating



that Tittle or no repair has occurred. In-

O LOW CONCENTRATIONS terestingly, preliminary data (not shown)
® HIGHER CONCENTRATIONS failed to demonstrate the induction of mu-
(HUBERMAN et al. 1976) tants at doses up to 1.2 uM. This result

contrasts with data shown in Figures 1.12
r and 1.13 for cells treated with UV light.
i Low fluences of UV irradiation (<50 ergs/
mm?) proved relatively inefficient at

i ki11ing cells (in the shouldered region of
the survival curve); however, the fre-
quency of mutation induction appears to be
a linear fluence-dependent function, ex-
trapolating approximately through the ori-
gin. These findings are being examined
further.
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To study genetic damage in CHO cells
treated with carcinogens, the hypoxanthine-
guanine phosphoribosyl transferase (HGPRT)
mutation system, as described by Hsie et
L ° al. (1975), was selected. The HGPRT enzyme
is normally a component of a purine salvage
pathway. When challenged with the purine
analogue, 6-thioguanine (7G), wild-type
cells with functional enzyme incorporate
lethal quantities of this substance in

uM BENZO (a) PYRENE - 4, 5 - EPOXIDE their DNA while mutant cells, unable to
synthesize HGPRT, survive. Expression of
the mutant phenotype usually requires con-
Figure 1.10. Survival of CHO Cells After Exposure to tinuous growth and division for 7 to 9 days
Benzo|a]pyrene-4,5-Epoxide after treatment before cells can be
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Figure 1.11. Replication Repair of CHO Cells Following Treatment with
0.8 uM of Benzo[a]pyrene-4,5-Epoxide. Cultures were grown for about
five generations in medium containing “C-thymidine. After treatment
with carcinogen, cells were grown in the presence of 3H-TdR, BUdR, and
FUdR and DNA was periodically analyzed on alkaline CsCl gradients.
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challenged with TG. This expression period
allows pre-existing HGPRT protein molecules
to be diluted to low concentrations in mu-
tant cells. Circumvention of the pheno-
typic expression period for HGPRT, one goal
of this project, would greatly facilitate
determination of the biological effect of
residual damage, as will be aiscussed.

Figure 1.14 illustrates schematically
the configuration of chemically-induced
chromosomal lesions, C, in the HGPRT locus
jmmediately after treatment (G = Q) and at
up to two generations (G = 2) thereafter.
Following the first round of semiconserva-
tive DNA replication and segregation of
sister DNA molecules to daughter cells
(6 = 1), chemical adducts are confined to
only one strand of a duplex. (Recombina-
tion is insignificant in CHO cells.) The
fraction of cells with residual damage de-
creases by one haif each generation, begin-
ning at G = 2. If the damage remains bio-
logically effective, then the number of
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HGPRT mutants per survivor after G genera-
tions of growth during the expression pe-
riod is given by

M, = p[C] + 1/2p[C] + Mg[_ch
1/2p[C
+T[l

2
here p is the probability per adduct of a
mutation in the HGPRT locus and [C] is the
carcinogen dose. Each round of replication
during the phenotypic expression period
should increase the mutation frequncy by
50% of the number of mutants formed in the
previous generation, If damage on both
strands is required for mutation of the
HGPRT locus, then no enhancement of the mu-
tation frequency caused by growth and divi-
sion should be observed.

To determine the mutation yield after
each generation, we are attempting to by-
pass the required 7 to 9 days of cell divi-
sion prior to the challenge with TG, while
still permitting phenotypic expression in
nongrowing cells. The rationale for this
effort is that natural protein turnover is
enhanced in arrested cells (0'Neill and
Hsie 1979); thus, if growth could be ar-
rested immediately or at specific times af-
ter treatment, HGPRT would decay to Tow
concentrations in nondividing mutant cells,
probably over a 7- to 10-day period.

We have tried several methods for ar-
resting cell growth. 1) Cells were kept
in a serum-free medium in agar-coated
flasks (to prevent attachment). The sur-
vival of these cells was variable from ex-
periment to experiment and among cells from
different culture vessels in the same ex-
periment, ranging from 100% to 2% of the
survival of untreated cells. 2) Cells
were allowed to attach in growth medium di-
Tuted to 1% fetal calf serum (FCS). The
results of a typical experiment of this
type are shown in Figures 1.15 and 1.16.
Cells in 1% FCS stopped growing at 3 x 104
cells/cmé, while fully supplemented cells
(10% FCS) grew to a density five to six
times higher (Figure 1.15). Figure 1.16
shows the results of labeling these cells
with 15-min pulses of 3H-thymidine to mea-
sure rates of DNA replication at various
times after the medium shift. The rate of
replication in serum-limited cells de-
creased continuously after 20 h to about
1% of the maximum rate in the control cul-
ture. Replication in the controls also de-
clined after about 80 h when these cells
entered the plateau phase. However, cells
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in the diluted medium remained viable (20%
cloning efficiency), whereas the control
culture did not. Experiments to improve
the cloning efficiency of limited cells are
directed toward maintaining culture pH
within the physiological range over an ex-
tended time. The arresting of suspension
cultures of CHO cells in 1% FCS is also be-
ing investigated, as suggested by

R. Heflich of the National Center for Toxi-
cology Research.

Experiments to examine the potential
hazard of damage accumulated in DNA through
tolerance mechanisms are also under wav.

If damage is effective only when it occurs
on both DNA strands, then lesions on a sin-
gle DNA strand may sensitize daughter cells
to further exposure to the carcinogen.

This effect should be observable in split-
dose experiments. Figure 1.17 illustrates
the configuration of lesions in the HGPRT
locus that might result from equal frac-
tions of a dose D separated by one genera-
tion. In this case we would expect the in-
crease in mutation frequency caused by dose
fractionation to be 25% of the single-dose
value. The enhancement of the mutation
frequency decreases rapidly as the interval
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of a Dose, D, Separated by One Generation

between fractions increases because repli-
cation dilutes the population of cells that
have been sensitized by the first fraction.
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Figure 1.13 shows the results of a pre-
liminary split-dose experiment using UV
light as the carcinogen. Equal fluences
were given 1 or 2 days apart (approximately
2 and 4 generations, respectively), fol-
lTowed by 8 days of growth for expression
of HGPRT mutants. No significant increase
in the mutation frequency was observed for
the split-dose treatment relative to the
single-dose treatment. The time interval
between treatments may have been too large
to give an enhancement greater than the
usual statistical fluctuations. Control
of DNA replication through growth arrest
should increase the sensitivity of these
split-dose experiments.

Permeabilities of Model Lung-Cell Membranes
to Coal Pollutants

D. R. Kalkwarf

Sulfur dioxide and polycyclic aromatic
hydrocarbons are pollutants common to stack
emissions from all coal-fired power plants.
Sulfur dioxide_and its hydrolysis products,
HSO3‘ and S037¢, are known to be lung
irritants; recent reports (Hayatsu 1976;
Shapiro 1977) suggest that they could also
exert mutagenic effects on Tung cells. The
probability of this occurring would depend



on the ability of the dominant species at
physiological pH, HSO37, to cross the
cytoplasmic and nuclear membranes and react
with deoxyribonucleic acid (DNA) before be-
ing oxidized to the relatively innocuous
S04~2. Similarly, some polycyclic aro-
matic hydrocarbons (PAHs) such as benzo[a]
pyrene have been shown to be carcinogenic
in skin-painting tests on mice, but the ki-
netics of PAH uptake by lung cells is not
known in sufficient detail to predict rates
of PAH diffusion into the cell nucleus or
even to predict whether PAHs can diffuse
across cell membranes at significant rates
without chemical alteration of the PAH to

a more polar derivative.

To estimate how rapidly HSO3™ and rep-
resentative PAHs diffuse across lung-cell
membranes, we have evaluated the permeabil-
ity coefficients of lung-phospholipid bi-
Tayer membranes to these pollutants in
vitro. The results obtained to date indi-
cate that HS03™ diffuses acros$ these ba-
sic structural barriers in Tung cells with
its chemical reactivity intact as rapidly
as Cl1-, but that the PAH, pyrene, does

not enter these bilayers in unmodified form.

The phospholipid membranes were prepared
in the form of residues by sonicating 2%
suspensions of either dipalmitoyiphos-
phatidylcholine or stearoyl sphingomyelin
in y = 0.20 sodium phosphate buffer at pH
6.0. Multilayered residues were removed by
centrifugation and the remaining vesi-
cles, each bounded by a single phospholipid
bilayer, were used in this investigation.

These structures have an outer diameter of
25 nm and a membrane thickness of 6 nm, and
are shown schematically in Figure 1.18.

Permeability evaluations for HS03™ were
based on the bleaching rates of dye-loaded
vesicles exposed to external HS03™. Basic
Violet 15 (C.I. 42510), a dye that is se-
lectively bleached by HS03~, was used for
this purpose. Solutions of this dye in the
above-mentioned buffer were incorporated
inside the vesicles during sonication, and
exterior dye solution was removed by pass~
ing the vesicle suspension through a Sepha-
dex G-75 gel-filtration column. The ab-
sorbance of the dye-loaded vesicle suspen-
sion was then monitored at 539 nm with a
spectrophotometer before and after the ad-
dition of a measured amount of HSO03™ solu-
tion. Independent measurements showed neg-
ligible leakage of dye from the vesicles
during this period. In suspensions where
the vesicles contained no dye but were sur-
rounded by dye, the bleaching rates were
found to be much greater initially, as
shown in Figure 1.19.

Permeability coefficients were calcu-
lated on the basis of the following
mechanism:

(HS03™ )externa] * vesicle —=reaction product
(HS037)external diffusion _ (HSO3)internal

{HS03 ) internal * dye —= bleachea product

Assuming that the reactions of HS03™ with
dye or vesicles are all kinetically second

Figure 1.18. Cross Sectional View of Dye-Loaded Vesicles Exposed to External HSO3



order, this mechanism

predicts that the

permeability coefficient, P, is given by

at

o - (Vi> (dA/dt) dye inside

absorbance of the vesi

(dA/dt) dye outside

for small values of time t, where A is the

cle suspension at

539 nm and Vi/a is the ratio of the in-

ternal volume of a vesicle to its internal
surface area, 2.2 x 10-7 cm.

Values obtained in this study are com-
pared with those for other systems in
Table 1.2. The assumed mechanism was
considered to be verified by the constancy
of P over a hundred-fold range of HSO3~
concentration. These results demonstrate

1.6
DYE INSIDE VESICLES
1.0
<

0.5+
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VESICLES ONLY
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Figure 1.19. Bleaching of Dye-Loaded Vesicle Suspensions by Addition of External HSO3

Table 1.2, Permeability Coefficients of Anions Through

Phospholipid Bilayers

Bilayer and
Temperature

Permeability
Coefficient,
cm/s [HSO5]. M pH

Dipalmitoylphosphatidyl-
choline, 23o¢(b)

Stearoyl sphingomyelin,
23°c(b)

Egg phosphatidylcholine,
20°C

Egg phosphatidylcholine/
n-tetradecane, 20°C(€)

Diphytanoylphosphatidy!-

choline/n-decane,
200¢(d)

{2)1.8E-9= 1.8 x 10~
(b)Reference: This work

PHSO; = 1.86-9(@)  4E-2 6.0
1.9E-9 4E-3 6.0
1.8E-9 4E-4 6.0

PHSO; = 3.9E-9 1E-3 4.2
4.6E-9 1E-4 6.0
4.3E-9 1E-5 6.0

Pmaleate = 4E-9(C)
Pchloride = 1.1E-10(d)

Pchloride = 2.4E-7

Pchloride = 6.8E-8

(c)Reference: Prestegard, Cramer and Viscio 1979
JReference: Toyoshima and Thompson 1975
(e)Reference: Pagano and Thompson 1968
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that HSO3™ can cross the basic phospho-
1ipid bilayer structure in cell membranes
about as fast as chloride ion. Since no
extrinsic carriers or membrane pore-formers
are present to facilitate this movement,

it is estimated that cell membranes would
be at least as permeable to HS03™ ions,

and these species should be available for
reaction with cellular DNA.

Permeability evaluations for pyrene were
based on expected changes in the fluores-
cence intensity from vesicles whose inte-~
riors were filled with 0.1 M caffeine in
aqueous solution and whose exteriors were
suddenly exposed to solutions of pyrene in
water, The solubility of pyrene was found
to increase from 5 x 10-6 in water to
2 x 10-3 M in aqueous 0.1 M caffeine, and
this solubility difference should act as a
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driving force for pyrene diffusion across
the bilayer. On exposure of the vesicle
exteriors to pyrene, their fluorescence
emission was expected to rise as the pyrene
diffused from a medium of high dielectric
constant, the bilayer, and then to decrease
as the pyrene diffused from the bilayer
into the aqueous interior. Instead, the
intensity of the 380-nm fluorescence from
pyrene remained constant, indicating that
no pyrene diffusion was occurring.

A similar constancy in 380-nm fluores-
cence intensity was observed when pyrene-
saturated water was added to CHO cells sus-
pended in nutrient solution. These results
suggest that PAHs cannot enter phospholipid
bilayers without being chemically altered
to more polar derivatives.
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e Radiation Physics

A fundamental knowledge of the mechanisms by which radiation interacts with matter is essential for
understanding dose-response relationships in terms of quantifiable chemical and physical processes. The
Radiation Physics Program is directed toward investigation of the fundamental processes of energy
deposition by fast charged particles and the subsequent transport and degradation of that energy as it
leads to the formation of chemically active molecular species. The initial deposition of energy is studied
through the measurements of differential ionization cross sections for fast charged particles which, when
coupled with theoretical calculations, provide insight into the mechanisms of energy deposition in
biologically significant matter. These measurements also provide the necessary data base for energy
transport studies. Our effort in energy transport and degradation combines the use of Monte Carlo
calculations and theoretical investigation of condensed-phase chemical kinetics. Monte Carlo calculations
provide detailed information on the initial structure of the particle track, and the theoretical investigation
of energy transport provides the link between initial energy deposition and the final observation of
chemically active molecular species. Time-resolved measurements of fluorescence from liquid systems
excited by irradiation with pulsed beams of fast charged particles and ultraviolet light provide definitive
tests of the theoretical results. This integrated program of experimentatl and theoretical investigation
results in a unified approach to understanding the mechanisms by which chemically active species are
formed as a result of energy deposition via exposure in a radiation field.






e Initial Interaction Process

In our study of the initial interaction processes in the absorption of energy from a radiation field by
biologically significant material, we have continued to concentrate on the measurement and interpreta-
tion of differential ionization cross sections for fast charged particles. Of particular interest is the
determination of cross section systematics and interaction mechanisms, which will enable extrapolation of
experimental results into regions where experiments are either impractical or not feasible. Understanding
these processes is important in assessing the reliability of condensed-phase structure calculations based
on interaction cross sections obtained from collisions with free atoms and molecules. During the past year,
we have investigated interaction mechanisms for proton impact by taking measurements and performing
Born approximation calculations for the ionization of neon, krypton, and xenon by 2.0- to 4.2-MeV
protons. We have also begun a systematic study of the hard-collisions component of single differential
jonization cross sections. OQur investigation of collisions involving ions that have bound electrons has been
extended by measurements of differential ionization cross sections for C* with energies from 0.8 to 4.2
MeV and by a theoretical investigation of screening in heavy-ion collisions. A study of interaction
mechanisms contributing to autoionizing spectra in heavy-ion cotlisions was also completed.

Differential Ionization Cross Sections for data have been accumulated for the joniza-

Fast Protons tion of neon, krypton, xenon, and numerous
molecular species by 2.0- to 4.2-MeV pro-

L. H. Toburen, W. E. Wilson, and tons. These data are now being analyzed.

S. T. Manson{a)
Our analysis of double differential

Differential ionization cross sections ionization cross sections for the ioniza-
for fast protons (differential in ejected tion of neon by protons indicates a sub-
electron energy and emission angle) pro- stantially smaller contribution to the
vide the primary source term for detailed spectra attributable to continuum-charge-
calculations of charged-particle track transfer (CCT) than was observed for the
structure. Calculations of the distribu- ionization of helium. If one assumes that
tion of energy density provide information the difference between the calculated and
needed to relate the effects of linear measured cross sections in the spectral
energy transfer (LET) to induced chemical region near vi = v (where vj is the energy
and biological processes. Because of the of the proton and ve is the energy of the
short range and scattering properties of ejected electron) is due to CCT, then the
electrons in condensed media, it is neces- ratio of measured to calculated cross sec-
sary to make direct measurements of cross tions becomes a measure of the relative im-
sections using gas-phase targets. A de- portance of CCT. In Figure 2.1, the ratio
tailed knowledge of the interaction mech- of measured to calculated double differen-
anisms is therefore required to assess the tial cross sections is shown for electron
effects of the projectile and the target emission at 15° and 30°; the insert illus-
structure on the collision cross sections. trates similar results for the ijonization
Information on interaction mechanisms is of helium (Manson et al. 1975). The ratio
obtained by comparing experimental cross is a factor of two greater for helium tar-
sections with theoretical values and by gets than for neon targets. We have no
analyzing cross sections for a wide selec- theoretical explanation for this differ-
tion of atomic and molecular target spe- ence. Further work will be reguired to
cies. During the past year, additional determine the relative contribution of CCT

for various atomic and molecular targets
in order to provide more insight into this
(a) Consultant, Georgia State University, ionization process.
Atlanta, Georgia.
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Figure 2.1. Ratio of Experimental to Theoretical Double

Differential Cross Sections for Proton lonization of Neon
for Equal-Velocity Protons and Ejected Electrons, Versus
Proton Energy for Different Emission Angles. Insert in
upper right is similar data for ionization of helium from

Manson et al. 1975.

Bethe-Born Approximation for the Energy

Distribution of Secondary Electrons

J. H. Miller, L, H. Toburen,
S. T. Manson,(aj and W. E. Wilson

The Bethe theory suggests that the sin-
gle differential cross section (SDCS) for
ionization by high-velocity ions can be
approximated by the sum of a dipole compo-
nent and a hard-collisions component (Kim
1975). This approximation is very attrac-
tive because the dipole component can be
obtained from optical oscillator strengths,
which are known for many species of radio-
logical interest. We have initiated a
project to study the systematics of the
hard-collisions component. This component,
which is similar to the Rutherford cross
section (Toburen, Manson and Kim 1978), is
expected to be independent of the ion en-
ergy at high ion velocities and to be de-
pendent on the energy e of the ejected
electron.

We define the hard-collisions component,
B(e), of the SDCS as

(a) Consultant, Georgia State University,
Atlanta, Georgia.
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where T is the kinetic energy of the inci-
dent ion in units of 1/2 mgviZ (me is the
electron mass and v is the ign velocity),
ag is the Bohr radius (0.529 R), do/d is
the experimental SDCS, and R is the Rydberg
energy (13.6 eV). The summation in Equa-
tion (1) is over subshells of the target.
Each shell is characterized by a binding
energy Ij and its optical oscillator

strength df j/de.

Ble) = (1)

4nag

Figure 2.2 shows the hard-collisions
component for the ionization of neon by
protons of several energies as a function
of the kinetic energy of the ejected elec-
tron. This log-log plot emphasizes the
e=2 dependence characteristic of the
Rutherford cross section for energy trans-
fer to free electrons. From the intercept
of the asymptote with the vertical axis, we
can compute the effective number of target
electrons participating in the collision.
This number increases as the ion energy in-
creases and reaches its maximum value of 10
for neon when the proton energy is about
4 MeV. Hence B(e) for e 2500 eV (at log
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Figure 2.2, log-log Plot of Hard-Collisions Component

B{e) of Single Differential Cross Section for lonization of
Neon by Proton Impact; e is the kinetic energy of the

ejected electron.

e¢/R = 1.5) should not change when the
proton energy is increased above 4 MeV.

Figure 2.3 shows B(e) for low-energy
electrons ejected from neon by proton
impact. The results shown for 1.0- and
1.5-MeV protons are based on measurements
including both electrostatic and time-of-
flight energy analysis and are expected to
be reliable for ejected-electron energies
as low as 1 eV. A sharp minimum occurs at
an electron energy of about half a Rydberg.
The position of this minimum agrees well
with calculations based on the Born approx-
imation (Manson 1972) for the ionization of
2p electrons in aluminum. The depth of the
minimum appears to decrease with increas-
ing proton energy. The results shown for
4.2-MeV protons, where only electrostatic
energy analysis was used, should be reli-
able for electron energies greater than
two Rydbergs. The solid curve is a theo-
retical result for the ionization of 2p
electrons in aluminum (Manson 1972).

The results obtained from experimental
SDCS at 4.2 MeV together with the theoret-
ical results at very low electron energy
provide a good approximation to the high-
velocity limit of the hard-collisions com-
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ponent. With this approximation for B(e)
and with optical oscillator strengths, we
can predict the cross section for ioniza-
tion of neon by ions with energies greater
than 4 MeV/amu. These predictions will be
tested by comparison with the Born approxi-
mation and with experimental results where
available. We also plan to carry out a
similar analysis of the hard-collisions
component in the cross section for ioniza-
tion of helium and water vapor by proton
impact. We do not expect B(e) to depend
strongly on the electron structure of the
target.

Ionization by Alpha Particles

L. H. Toburen, W. E. Wilson and
S. T. Manson!a

During the past year, we published two
papers involving ionization by He* and HeZ*
jons of 0.3 to 2.0 MeV (Toburen, Wilson and
Popowich 1980; Toburen and Wilson 1979).
The experimental results described in
these papers confirm the applicability of
72 scaling of differential ionization

{a) Consultant, Georgia State University,
Atlanta, Georgia.
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cross sections for bare charged particles
within this ion energy range, except in
the ejected-electron energy range where
continuum-charge-transfer (CCT) becomes
important. Continuum-charge-transfer is
expected to be important where the veloc-
ity of the incident ion is comparabtle to
that of the outgoing electron and the
emission angle is small. Here, our mea-
surements support a 73 dependence for

the cross sections.

Differential cross sections for ioni-
zation by Het ions clearly illustrate
the effect of the bound projectile elec-
tron in screening the projectile's nuclear
charge: for interactions involving a
small energy transfer, the screening pro-
vided by the bound electrons js effective,
whereas for a large energy transfer the
screening is negligible. During the past
year we have begun a theoretical investi-
gation, via the Born approximation, of
screening in Het - He collisions. Al-
though considerable theoretical work has
addressed ionization by bare charged par-
ticles, this is the first rigorous treat-
ment of differential cross sections for

32

collisions involving jons with bound elec-
trons. Several features must be added to
the description of ionization by structured
projectiles relative to the bare charged
particle. First, the screening of the pro-
Jjectile's nuclear charge by the projectile
etectron introduces a momentum-dependent
interaction "strength." Second, the pro-
jectile electron may be stripped during the
collision and contribute to the jonized
electron spectra. Third, jonization of

the target atom may occur simultaneously
with excitation of the projectile electron.
This is particularly important in conjunc-
tion with jonization of the projectile.

Calculations of the ionization of He by
7.2- and 2.0-MeV He* and Hel* jons have
been made using the Born approximation for
comparison with our measured double differ-
ential cross sections. The calculations
use the theoretical technique previously
developed for bare charged particles
(Manson et al. 1975), with extensions for
structured jons as discussed by Briggs and
Taulbjerg {1978) and the incorporation of
projectile jonization using the transfor-
mation of Drepper and Briggs (1976).



Within this framework, the double differen-
tial cross section for the ejection of an
electron of energy ¢ is given by

dzo _

dedQ

L e

K .
min

where k is the momentum transfer, a, is the
Bohr radius, and I(k) is the momentum in-
tegrand obtained for a bare charged parti-
cle {Manson et al. 1975). The quantity in
brackets is the screening function, which
could be thought of as the projectile's
effective nuclear charge. Note that this
effective nuclear charge is a function of
k; therefore, the differential cross sec-
tion will exhibit screening effects that
depend on both the energy and the emission
angle of the ejected electron.

Preliminary results of the Born calcula-
tion of double differential cross sections
for Het - He collisions at 2 MeV are
shown in Figure 2.4. The calculated and
measured cross sections agree well for
emission angles greater than about 50°.
Since electrons originating from projec-
tile ionization will appear preaominantily
at small emission angles, the discrepancies
observed at these angles may be attributed
to an underestimation of the calculated
projectile ionization cross section. This
discrepancy may result because the Born
approximation for the ionization of the
proJecti]e (Het) by a neutral particle
(He') at this energy is inadequate, or be-
cause the Hartree-Slater wave functions
used for He® are not accurate enough to
properly describe the screening. Work is
in progress to try to resolve these
questions.

Tonization by Fast Carbon Ions

L. H. Toburen and W. E. Wilson

Differential ionization cross sections
for low-Z low-energy heavy ions are impor-
tant in radiological physics because of the
need to understand interactions with tissue
of both recoil ions produced in the stop-
ping of fission and fusion neutrons in
tissue, and heavy ion beams used for radia-
tion therapy. The electronic structure of
the ion itself makes evaluating collision
cross sections for heavy ions particularly
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difficult, and no theoretical techniques
presently available can provide reliable
differential ionization cross sections for
heavy-ion interactions.

We are investigating the systematics of
differential cross sections over a wide
range of collision energies and projectile
charge states. Measurements to date have
concentrated on ionization by singly
charged carbon ions. During the past year,
data were accumulated for the ionization
of He, Ne, Ar, anu CH4 by 0.8-, 1.2-, 2.4-,
3.6-, and 4.2-MeV C* ions; electron spectra
were recordea for 13 emission angles for
each ion-energy gas-target combination.
Preliminary analysis of the cross sections
for methane has just begun.

Single differential cross sections for
the jonization of methane by C* ions of
several energies are shown in Figure 2.5.
As the ion energy increases in this energy
range, the cross sections for the ejection
of low-energy electrons cdecrease whereas
the cross sections tor the ejection of
high-energy electrons increase. Interpre-
tation of the emission spectra is compli-
cated by the combined effects of 1) the
electronic screening of the projectile
nucleus by bound electrons and 2) the
ionization ot both the projectile and the
target. C(Cross sections for low-energy
electron emissions, resulting predomi-
nantly from large-impact-parameter col-
lisions, exhibit rearly a 1/T dependence
on ion energy where T is the kinetic energy
of the incivent ion in units of 1/2 mevil
{me is the electron mass and Vi is the ion
velocity). This is illustrated niore quan-
titatively in Figure 2.6, where the ratio
of the measured single c¢ifferential cross
section to the corresponding Rutherford
cross section is plotted as a function of
energy loss {E = the kinetic energy of the
ejected electrons plus the electron binding
energy). Here the ratios for small values
of energy loss tena to overlap for differ-
ent ion energies, reflecting the 1/T depen-
dence of the Rutherford cross sections.

The structure observed in the spectra at
about 250 eV results from ionization of

the K-shell of the target molecule's carbon
atom, followed by Auger electron emission.
At higher electron energies, structure is
introduced by Doppler-shifted Auger lines
originating from the carbon projectile.
These Auger lines contribute at different
electron energies when the double differen-
tial cross sections are integrated to pro-
duce the single differential cross sections
from which this graphical representation is
derived. As the ion energy is increased,
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the ratio for high-energy ejected electrons
presented in Figure 2.6 increases. For
jons and electrons with sufficiently high
energy, one would expect this ratio to
approach the number of electrons in the
target molecule; these results indicate,

as we expect, that these ion energies are
well below the energies required for
Rutherford-1ike cross sections. To pro-
vide a systematic interpretation of cross
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sections for jon impact in this velocity
range, a detailed knowledge of projectile
screening by bound electrons will be nec-
essary. We anticipate that measurements
involving simple targets such as helium
and neon and measurements for other ion
charge states will provide insight into
details of the collisional ionization
process.
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Screening in Heavy-Ion Collisions

L. H. Toburen(a)

Analysis of differential ionization
cross sections for heavy-ion collisions
illustrates that the effective nuclear
charge of the projectile is a strong
function of the collisional energy

(a) Work performed in collaboration with
D. Schneider, N. Stolterfoht, P. Ziem,
and M. Prost while a guest of the Hahn-
Meitner Institute, Berlin (April 27-
June 28, 1980).

35

transfer. This has been discussed above
(*Ionization by Alpha Particles") for He*
jmpact and previously for carbon ions
(Toburen 1979) and oxygen ions (Stolterfoht
1978; and Stolterfoht et al. 1974). While
a guest of the Hahn-Meitner Institute in
Ber1in, this author worked with the atomic
coliisions group to develop a simple
screening model that would enable differ-
ential ionization cross sections for struc-
tured ions to be estimated from results for
bare charged particles.

A quantitative interpretation of the
effective nuclear charge as a function of
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energy transfer was first discussed by
Stolterfoht (1978) in his analysis of dif-
ferential ionization cross sections for
fast oxygen ions. The correlation of
energy transfer with an effective impact
parameter by means of the adiabatic radius
Rad = vi/aE, where vj is the ion velocity
and AE is the energy transfer, clearly il-
lustrated the effects of the spatial dis-
tribution of projectile electrons in screen-
ing the nuclear charge. This application
of the Massey criterion illustrates that
collisions involving small energy trans-
fers correlate with interactions at large
internuclear distances where bound elec-
trons provide effective screening, whereas
large energy transfers occur when the pro-
Jjectile deeply penetrates the target atom
and the effects of the projectile electrons
are unimportant.
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The correlation of the spatial distribu-
tion of effective charge with energy loss
leads to a simple model for estimating the
effective nuclear charge of the projectile.
Within this model, the spatially dependent
screening of the projectile charge is de-
rived from the radial distribution of
bound electrons. The effective nuclear
charge is given by

Zeff(R) = Z - S(R) (3)

where S(R) is the number of bound elec-
trons screening the nuclear charge at a
distance R from the nucleus. The screen-
ing function S(R) is derived from the spa-
tial distribution of projectile electrons
such that



SR) = Ny [R e 2 Fer (@)
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where yi(r) is the normalized radial wave
function for the ith bound electron and

Ni is the number of electrons in the ith
subshell. The function S(R) may be evalu-
ated by different methods; we have per-
formed the integral analytically using
hydrogenic wave functions and compared
these results with numerical solutions
using the Hartree-Fock program of Froese-
Fisher (1972).

The reliability of this simple screen-
ing model in determining a projectile's
effective nuclear charge can be tested by
comparing estimates derived using the
model with those derived by measurements
of differential ionization cross sections.
To estimate the effective nuclear charge
of the incident ion from the measured
cross sections, we assume that the cross
sections are proportional to the square of
the projectile charge, as predicted by
first order collision theory (Inokuti
1971; Bonson and Vriens 1970). The ef-
fective nuclear charge can then be esti-
mated from the differential cross sections
as a function of energy transfer:

do ()] dE
Zopg(oE) = 74 —87_d§ TdE

where do/dE (q) is the differential cross
section for an incident ion with charge q

(5)

and do/dE (Z) is the differential cross
section for the bare ion. To compare
directly the effective nuclear charge as
determined using the screening model and
the experimentally determined effective
nuclear charge Zgff, we estimate that

the effective interaction distance beff
for a given energy transfer is equal to
the adiabatic radius defined by the Massey
criterion as described above and discussed
previously by Stolterfoht (1978).

A comparison of the effective nuclear
charge obtained from the model calculation
with that derived from experimental re-
sults for helium ion impact is shown in
Figure 2.7. The solid line is the result
of our model calculation and the cross-
hatched area represents the range of effec-
tive nuclear charge derived from measure-
ments involving He* and Hel* ionization of
Ho0 for ion energies from 0.8 to 2 MeV
(Toburen, Wilson and Popowich 1980). The
screening model reflects accurately the
shape of the experimentally derived curve.
The shift of the experimental data to a
somewhat larger impact parameter than is
derived from the screening model may re-
flect an inappropriate use of the Massey
criterion or an incomplete subtraction
from the experimental data of the effect
of electron loss on the cross sections.
The left edge of the cross-hatched area
coincides well with the model calculation.
This edge represents the lowest-energy he-
1ium ions, where the effects of electron
loss are expected to be minimal. A
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description of the screening model and its
application to He* and 0"t (n = 4 - 7) is
being prepared for publication.

A screening model such as that discussed
above can be used to extrapolate bare-ion
results to structured ions. It can also
be used in theoretical calculations such as
the binary encounter approximation (BEA) to
obtain cross sections for heavy-ion colli-
sions. We have incorporated the model into
the BEA formalism of Bonson and Vriens
(1970) and have calculated single differen-
tial cross sections for the ionization of
argon by helium ions. In Figure 2.8, cal-
culated cross sections are compared with
measured cross sections at three ion ener-
gies. The 0.3- and 2.0-MeV data are from
our work and the 10-MeV data are from the
work of Burch et al. (1975). The BEA re-
sults for HeZ* impact agree well with the
measured values for all ion and ejected
electron energies except the lowest elec-
tron energies for 0.3-MeV ions. The BEA
calculations for He‘, which incorporate
the screening model, appear to provide a
reliable estimate of target ionization,
but the electron loss contribution is
overestimated.

Cross sections for target ionization,
designated by T in the 0.3-MeV data, agree
very well with the measured spectrum. One
would expect electron loss to be negligi-
ble for 0.3-MeV He' ions, based on knowl-
edge of charge-exchange cross sections
(Allison 1958); however, the BEA calcula-
tion gives a relatively large contribution
attributable to projectile ionization. The
2-MeV data also agree well with the BEA
calculation for electron energies above and
below the spectral region containing elec-
tron loss. The 10-MeV results show excel-
lent agreement between the BEA and measured
cross sections for high-energy ejected
electrons, but poorer agreement at the
lower electron energies. The discrepancy
for low-energy electrons may be due to con-
tributions to the measured spectrum from
Auger transitions; these are not included
in the calculated cross sections. An ion
energy of 10 MeV is near the maximum in the
cross section for L-shell ionization of ar-
gon; thus a large L-Auger contribution is
observed in the measured spectrum.

The single differential cross sections
shown in Figure 2.8 indicate that the
screened BEA provides a good representation
of target ionization by He' ions. The
contribution from electron loss is overes-
timated substantially, but the agreement
improves significantly as the ion energy
increases. A more detailed description of
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the BEA calculations for He* and prelimi-
nary results for 05* was presented at the
Small Accelerator Conference in Denton,
Texas, in November 1980 and will appear in
the published proceedings.
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Autoionization in Heavy-Ion Collisions

L. H. Toburen(a)

Interaction mechanisms leading to elec~
tron production in heavy-~ion collisions
can be investigated through study of struc-
ture in the ejected-electron spectra. In
particular, autoionization spectra can give
information on the excitation of target
states, the mixing of these states in the
projectile-target coulomb field, and the
interaction of the target with the final
states of the projectile. In last year's
report, we presented preliminary data on the
energy and angular distributions of
autoionization electrons ejected from
helium in collisions with Cu3* and I13*
ions that have velocities from 0.96 to 2
atomic units (Toburen, Manson and Schneider
1980). These data showed strong variations
in Tine intensities with changes in ion ve-
Tocities and electron-ejection angles. Our
preliminary interpretation of these varia-
tions was that the autoionizing states were

(a) Work performed in collaboration with
D. Schneider and D. Brandt while a
guest at the Hahn-Meitner Institute,
Berlin (April 27-June 28, 1980).

undergoing perturbations attributable to
the coulomb field of the slow-moving
projectile.

During the past year, additional data
were accumulated to improve the statisti-
cal accuracy of the results and the data
were extended to include iodine ions with
charge states of +2 and +4 at the highest
and lowest energies, respectively. These
data were then analyzed at the Hahn-Meitner
Institute using computer programs previ-
ously developed in their atomic collisions
work. Careful analysis of the spectra in-
dicated that the enhancement of autoioniza-
tion lines for small emission angles (50°)
was due to contributions to the spectra
from autoionization of the projectile,
rather than to stark mixing of states as
was speculated earlier (Toburen and
Schneider 1979). The autoionization spec-
tra observed at 50° for jodine ions of var-
jous energies and charge states are shown
in Figure 2.9. The dashed lines indicate
the continuum electron distribution assumed
in preliminary analysis. A more consistent
interpretation of the spectra is obtained,
however, if one considers the shaded area
to represent autoionization of the iodine
projectile. The lines connecting spectra
for different ion energies indicate the
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Figure 2.9. Autoionization Spectra at 50° for lonization of Helium by lodine lons
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variation in ejected-electron energy re-
sulting from the Doppler shift associated
with the ion velocity. After subtraction
of the Doppler-shifted iodine-autoioniza-
tion contribution, the helium autoioniza~
tion spectra are nearly independent of
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electron-emission angle. Relative line
intensities and excitation functions for
each of the three major line groups in the
autoionization spectra were presented in a
paper given at the inner shell ionization
conference held in Glasgow in August 1980.



e Track Structure

Experimental determination of radiation interactions in small absorber sites is limited to volumes
greater than about 0.1 um. This restriction has encouraged the development of computational methods to
obtain the desired information in sites of arbitrary size. We are developing a Monte Carlo code, MOCA13,
to calculate ionization and energy imparted in submicron sites by MeV positive ions. This code draws on
extensive data for electron production in ion-molecule collisions as the source term for energy degrada-
tion calculations. The systematics of molecular cross sections are being analyzed to provide information
on how molecular structure affects energy deposition calculations. The calculational technique is being
improved through the use of conditional probabilities. We are assessing the reliability of calculations that
use gas-phase cross sections to determine energy transport in the condensed phase. To make this
assessment, we are comparing calculated multicollision electron spectra with measurements of the

corresponding electron spectra emitted from foil targets on proton impact.

Analytical Systematics of Secondary Elec-
tron Production in Ton-Atom ColTlisions

W. E. Wilson and L. H. Toburen

The energy and angular distributions of
delta rays ejected when energetic ions un-
dergo ionizing collisions with the mole-
cules of an absorber are fundamental to a
realistic model for the track structure of
radiations with high linear energy transfer
(LET).

A sizeable literature has been published
over the past 10 years on the double dif-
ferential cross sections for the ionization
of atomic and molecular targets by protons
of up to a few MeV. This literature is
sufficiently complete to allow the formula-
tion of some general conclusions that are
germane to microdosimetric modeling and
calculations. In a paper presented at the
7th Symposium on Microdosimetry, Oxford,
September 8-12 (1980), we reviewed the
literature and outlined these conclusions.
The following are excerpts from that paper.

For microdosimetric calculations that
are dependent on track structure, cross
sections are required for materials, or at
ion energies, for which specific measure-
ments are often unavailable. In those
cases, an analytic expression describing
secondary electron emission for a wide
range of projectile and target parameters,
preferably an expression derived from reli-
able theory, would be useful. An assess—
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ment of the variations in yields of secon-
dary electrons for various molecules will
provide guidance on how complex such an
analytic expression must be. Also, the
systematics of emission cross sections as
a function of molecular weight may provide
insight into what emission behavior can be
expected in the condensed phase.

Angular distributions for delta rays of
selected energies are convenient for illus-
trating the systematics of the emission
cross sections for various molecular
targets. The angular distributions in
Figure 2.10 summarize the data for the
ionization of low-Z molecules by 0.3~ to
2-MeV protons. The differential cross
section o(w,8) for electrons ejected with
low energy is nearly isotropic, especially
for high-energy proton impact. For ener-
getic secondary electrons, the angular
distributions become peaked. As the
electron energy increases, this binary-
encounter peak shifts to smaller angles,
indicating that in collisions that have a
small impact parameter and are therefore
associated with large energy transfers,
the delta rays are preferentially ejected
forward. This point is important for ion
track structure.

In a study of simple hydrocarbon mole-
cules (Wilson and Toburen 1975) and a sub-
sequent study of NH3 and simple amines
{molecules containing both carbon and ni-
trogen) (Lynch, Toburen and Wilson 1976),
we found that the cross sections can be
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scaled in terms of the number of weakly
bound electrons in the molecule; that is,
the K-shell electrons of the carbon and

the nitrogen atoms may be ignored when
considering the magnitude of the ioniza-
tion yield. This scalability of the yields
is illustrated by dividing the double dif-
ferential cross section per molecule by the
number of valence electrons per molecule;

a nearly universal angular distribution re-
sults, regardless of the atomic constitu-
ents (Figure 2.10).

The angular distributions for all of the
molecules except Hp fall into one of two
almost identical groups. One group, indi-
cated by the shaded bands in Figure 2.10(A)
and (B), encompasses the data for the group
of hydrocarbon molecules (including CHg,
CoHg, CoHz, and CgHg); the amine and
NH3 data also belong to this group [Fig-
ure 2.10(D)]. Not only are the yields for
this group proportional to the number of
weak 1y bound electrons in the molecule,
but the angular distribution of the emis-
sion is, within experimental uncertainty,
independent of molecular detail within this
group of molecules.

Molecular structure does affect the ioni-
zation process, however. Molecular effects
become apparent when angular distributions
for the second group of molecules (includ-
ing Np, 02, H20, N20, CO, and CO2) are
compared with the distributions for the hy-
drocarbon group, especially when low-energy
delta rays are considered [Figures 2.10(B)
and (C)]. The angular distributions for
low-energy delta rays are more isotropic
for the nonhydrogenous molecules; that is,
they exhibit a less distinct binary-
encounter peak than do the distributions
for the hydrocarbons. Somewhat surpris-
ingly, the angular distributions for H20
fit into the second, non-hydrogenous group
of molecules. As the delta-ray energy in-
creases (i.e., as the energy transfer be-
comes large compared with the binding en-
ergy), the scaled cross sections show less
dependence on molecular origin.

As mentioned above, molecular hydrogen
is the one exception we have found to this
scalability of cross sections. The shape
of the angular distributions for molecular
hydrogen is distinctly different from that
for the other molecules. The scaled hydro-
gen cross sections, although in essential
agreement with other molecules near the
binary-encounter peak, may differ by more
than a factor of 10 at large and small
emission angles. The significance of this
large difference for hydrogen is that most
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simple theoretical calculations, such as
the Born approximation, which uses hydrogen
wave functions, or the semiclassical binary
encounter approximation, predict angular
distributions that are similar to the dis-
tributions for hydrogen [Figures 2.10(A)
and (B)] but that do not agree with the
distributions for any other molecular
target.

The systematics of delta-ray emission
from low-Z targets are further revealed by
considering the single differential cross
section obtained by integrating the double
differential cross section over solid angle
(Figure 2.11). The energy spectrum of
delta rays emitted at all angles is, within
experimental uncertainty, independent of
molecular type for delta rays with energy,
w, greater than about 30 eV. Below 30 eV,
the yield o(w) appears to depend in a sys-
tematic way on the amount of hydrogen in
the molecule.

The curves in Figure 2.11 indicate the
extremes in yields of low-energy delta
rays that we have observed for molecules,
CHgq having the highest and 07 the lowest
yield. (Neon has a still lower yield for
low-energy electrons.) This implies that
the initial energy of the secondary elec-
trons that produce the track "penumbra" or
periphery does not depend to any signifi-
cant degree on the chemical form of the
medium. This result is not surprising; we
should be suspicious of any other conclu-
sion. The majority of the energetic secon-
dary electrons are produced in hard, close
(i.e., small impact parameter), and
therefore essentially binary collisions.
We expect such interactions to be influ-
enced little by the proximity of neighbors.
Indeed, that is what is meant by a "binary
collision": all other influencing forces
(scattering centers, particles) are suffi-
ciently removed so as not to influence the
interaction.

Figure 2.11 also shows that the curves do
not diverge for decreasing w until ~30 eV,
only 2 or 3 times the ionization potential
of the medium. This experimental evidence
indicates that in numerical methods for
simulating ion tracks, it is not necessary
for the high-energy delta-ray source term
to be specific to the chemistry of the
low-Z medium. The spectrum of inital
delta-ray energies depends on the chemical
composition of the medium only through the
electron density. The situation may be
somewhat different for HeZ* and He* ions,
however; see Toburen, Wilson and Popowich
1980.
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Analytical Model for Primary lonization by for the energy and angular dependence of
Positive Tons secondary electron ejection following ion-
izing collisions.

W. E. Wilson and H. G. Paretzke(d)
For computational ease, we developed a

Computational methods for track struc- phenomenological analytical representation
ture theories require extensive input that of the initial ionization process from
can be either taken from experimental data which we obtained the desired cross sec-
or derived from reliable physical theory. tions (Wilson 1978). This empirical model
O0f particular importance for positive ion is based on the double differential cross
track structure are accurate cross sections sections for electron ejection from H20

by 0.3- to 1.5-MeV H* ions (Toburen and

i Wilson 1977).
{a) GSF-Institut fir Strahlenschutz,

Neuherberg, Federal Republic of So that track structure calculations can

Germany. be extended to ion energies beyond 1.5 MeV,
we have begun to put our analytical repre-
sentation of the input data on a
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theoretical basis.(2). We have extended
and modified the previous representation
to the following form:

GI(N,E )

Y(W,0,E ) = WE; Exp (-Z(e))

+ ZECLPL (Cos @) + CCT (6)
where Y(N,e,Ep) is the ratio of the dou-
ble differential cross section to the
Rutherford cross section and, as before,

Cos e - G3 2
Z(e) = —G—-— (7)
2

The first term in Equation (6) is Gaussian
shaped in Cos @ and represents hard colli-
sions; the second term represents the dis-
tant or glancing collisions by a finite se-
ries of Legendre polynomials; and the term
CCT (as yet undefined) will represent the
continuum-charge-transfer interactions.

The coefficients Gy and G3 are identical
with those in the previous representation
and can be simply related to the kinematics
of the hard, binary collisions. The ratio
G1/G2 in Equation (6) is essentially A
in our previous representation. The inclu-
sion of Gy in the amplitude coefficient
permits the integral of this Gaussian term
over solid angle to be set to an arbitrary
constant, thus allowing G) to become the
single differential cross section for hard
collisions.

We are investigating the applicability
of various forms of binary encounter
theory to represent the single differen-
tial cross section. The three coefficients
in the hard collisions term are all related
to the kinematics of the interaction or are
theoretically based, hence this portion of
the analytical representation extrapolates
well with ion energy. 1In this preliminary
effort, we were able to find coefficients
for the glancing collisions, C_, (by
least-squares fitting of Equation (6), with
CCT = 0) that were well-behaved functions
of total energy transfer and ion energy,

(a) This initial work was accomplished
while W. E. Wilson was a guest at the
GST-Institut fiir Strahlenschutz, Neuher-
berg, Federal Republic of Germany; the
use of their computer facilities and
their hospitality and collaboration on
this project are gratefully
acknowledged.
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and that will therefore be at least extrap-
olable to higher ion energies, if not theo-
retically predictable.

Ionization Distributions in Condensed Phase

W. E. Wilson, %. H. Toburen and
H. G. Paretzke(b

The development and application of Monte
Carlo codes for energy transport studies
depend heavily on experiments to assess
the reliability of the calculations. In
particular, codes that use gas-phase data
as input need careful testing to affirm
their validity for use in condensed-phase
calculations. The study of Auger electron
emission from foils excited by heavy-ion
beams provides an opportunity to investi-
gate the reliability of our Monte Carlo
codes as well as to obtain new information
on a common background process in beam-foil
spectroscopy.

The Monte Carlo code MOCAl13 was used to
calculate the spectral shape for both
scattered and degraded Auger electrons
leaving a foil after excitation by a 1-MeV
proton. A free-molecule Auger spectrum,
represented by the benzene Auger spectrum,
was used as the initial probability distri-
bution for primary Auger electrons gener-
ated within the foil from inner-shell ex-
citation of the carbon atom. To expedite
the computation time, only Augers arising
from K-shell vacancies were generated, and
they and their secondaries were followed
as they multiply scatter until eventually
escaping the foil or stopping within it.
Thus moderated Auger electron spectra were
obtained without the continuum background
of electrons arising from the more abundant
outer-shell ionization processes. The
energy of each electron leaving the foil
was recorded, along with its ejection
angle with respect to the proton path.
Energy bin widths of 5 eV and cosine bin
widths between 0.002 and 0.1 were used.
Four million Auger electron histories were
followed during the calculation, which
corresponds to about 2.35 x 107 protons
penetrating a 3-ug/cm¢ carbon foil. An
average of about 0.17 inner-shell ioniza-
tions are produced per proton if a K-shell
ionization cross section of 1.15 x 1018 cm2/
C~-atom is assumed for a 1-MeV proton.

(b) GSF-Institut fir Strahlenschutz,
Neuherberg, Federal Republic of
Germany.



The calculated electron distribution tron contributions to the continuum spec-

resulting from Auger electrons generated trum at low electron energies. This is
within a foil is shown in Figure 2.12, illustrated in Figure 2.13, where the solid
along with the nearly Gaussian shape ex- line represents the estimated continuum
pected for unmoderated Auger electrons background from outer-shell ionization.
from free-atom collisions. In comparison The dashed line represents an arbitrary
with the free-atom data, the calculated continuum background that might be accept-
spectrum shows a large contribution attrib- able if degraded Auger electrons were not
utable to low-energy electrons. The calcu- taken into account in the low-energy por-
lated shape is in excellent agreement with tion of the spectrum. A detailed compari-
our measurements for a 3-ug/cm? foil when son of the Monte Carlo calculations and
allowance is made for degraded Auger elec- the foil measurements is in progress.
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Figure 2.12. Monte-Carlo-Calculated Electron Emission Spectrum from Auger Electrons
Produced by 1.0-MeV H* Impact on 3-ug/cm? Carbon Foil
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Figure 2.13. Comparison of Calculated and Measured
Auger Spectra from Excitation of C-K Auger Transitions
Produced by 1.0-MeV H* impact on 3-ug/cm? Carbon
Foil

46



® Energy Transport

The measurement of primary interaction cross sections and the incorporation of these data into Monte
Carlo calculations provide detailed information about the initial spatial distribution of absorbed dose. As
part of our theoretical energy transfer studies, we are attempting to use this information to predict the
evolution of chemical species formed as a result of energy deposition. We have developed a stochastic
model of diffusion kinetics. Our experimental program in time-resolved emission spectroscopy has
played an integral part in the development of this model by providing a simple chemical system in which
track structure effects can be measured on a nanosecond time scale. Linear energy transfer (LET) is
probably the mostimportant track structure parameter in radiation chemistry. Nevertheless, our stochas-
tic model predicts different chemical yields for radiations with the same LET because of differences in the
radial distribution of absorbed dose. These predictions are being tested through experiments with pulsed
heavy-ion beams with the same stopping power butdifferent velocity and charge. The studies suggest that
the influence of track structure on fluorescence quenching is significantly greater than was predicted by
the stochastic model. To resolve this discrepancy, we are improving our experimental technique and
gaining more information about the quenching mechanism through measurements of total light emission
and the dependence of the fluorescence decay on solute concentration.

Modeling Radiation Quality Effects in the fluorescence decay based on the LET model
Quenching of Benzene Fluorescence Excited suggested that if the initial yield of
by Proton and Alpha Particle Irradiation quenching species per unit of energy ab-
sorbed is the same for both types of radia-
J. H. Miller and M. L. West tion, then to explain the observed differ-
ence in quenching, the effective LET of the
The biological effectiveness of ioniz- alpha irradiation must be about half the
ing radiation depends upon quality factors average stopping power.
such as the linear energy transfer (LET).
We are investigating radiation quality ef- To improve the fluorescence decay model,
fects in simple chemical systems to gain a we have focused on incorporating the radial
better understanding of their mechanism in distribution of absorbed dose. Energy de-
cells. The quenching of benzene fluores- posited by an alpha particle with the same
cences excited by pulsed heavy-ion irradia- LET as a proton has a more diffuse radijal
tion (West 1976) has proved a useful system distribution, which should result in a re-
for studying radiation quality effects that duction in quenching. The first attempt
are related to the initial spatial distri- to calculate how the radial distribution
bution of absorbed dose. of energy deposition affects fluorescence
decay (Miller and West, in press) was based
The first model of this system (Miller on Bohr's adiabatic criterion, which states
and West 1977) explained the dependence of that the maximum-impact parameter for trans-
"“the fluorescence decay on beam energy in fer of energy ¢ to the medium is propor-
terms of the LET of the radjation. Subse- tional to v/e where v is the ion velocity.
quent experiments (West and Miller 1980b) The predictions of this model can be ex-
showed that this model was not adequate pressed in terms of an effective LET, which
because the fluorescence excited by alpha approximately accounts for the radial dis-
particles was quenched less than the tribution of absorbed dose. Unfortunately,
fluorescence excited by protons of the this effective LET depends strongly on &,
same LET. Analysis of the alpha~induced the mean energy transferred to the medium
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in an energy loss event. Appleby and
Schwarz (1968) recommend a value of & =
62.5 eV based on the yield of free radicals
in an aqueous medium exposed to low-LET ra-
diation. With this value of &, the effec-
tive LET of alpha particles in the energy
range used in the fluorescence study (West
and Miller 1980b) is about two-thirds the
average stopping power. Thus the reduction
in quenching attributable to the radial dis-
tribution of energy deposition predicted by
this model is somewhat less than the ob-
served reduction.

A stochastic model of diffusion kinetics
has been developed to obtain a more reli-
able estimate of the effect of track struc-
ture on the fluorescence decay. This model
uses Monte Carlo techniques (Wilson and
Paretzke 1980) to calculate the spatial
distribution of energy-loss events. Fig-
ure 2.14 shows a plot of the mean number of
energy-loss events that contribute to the
quenching of an excited state as a function
of time after irradiation. This number in-
creases with time because the reactive spe-
cies that result from an energy-loss event
diffuse into the medium. The region con-
taining these species is known as a spur.
The radius of a spur at a given time is
shown on the lower horizontal axis. If
the radial displacement of energy-loss
events in a track segment is neglected,
the mean number of spurs that contribute
to the quenching of an excited state 1in
that segment increases linearly with spur
radius, with a slope proportional to LET.
This result is indicated by the dashed
lines in Figure 2.14. When the Monte Carlo
method is used to account for the radial
distribution of spurs, the number of spurs
contributing to quenching is approximately
proportional to the spur radius, but with
a smaller slope. Hence, from the slope of
the solid lines in Figure 2.14, we obtain
an effective LET for alpha particles that
is about 75% of the stopping power.

Both the stochastic model and the simple
model based on Bohr's adiabatic criterion
predict that the reduction in quenching at-
tributable to the radial distribution of
absorbed energy is less than the observed
reduction in the quenching of alpha-induced
fluorescence relative to that of proton-
induced fluorescence. From this we con-
clude that at least part of the observed
reduction is not directly related to the
spatial distribution of energy-loss events.

A number of alternative explanations are
under consideration. Because the range of
an alpha particle is much greater than the
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range of a proton of the same LET, any in-
fluence the entrance foil has on the fluo-
rescence decay will be much less for alpha
particles than for protons of the same LET.
Experiments to vary the thickness of en-
trance foil or to eliminate it through the
use of a jet sample are in progress. The
initial yield of gquenching species per unit
of energy absorbed could also be a function
of the radiation quality. Normally, the
yield of primary species is assumed to be
independent of the spatial distribution of
energy-1oss events because the initial
separation of spurs makes the probability
of their interaction small during the

10-11 sec in which primary products are
formed. Nevertheless, some energy-10ss
events will give rise to clusters of ions
closely correlated in space. Magee and
Huang (1972) have proposed a mechanism by
which the relative yield of singlets and
triplets could be influenced by the spa-
tial distribution of ion pairs. Modeling
this type of radiation quality effect will
require more information about the nature
of the quenching species and the mechanism
of their production.

Stochastic Model of Track Structure

Effects in the Radiation Chemistry of

Aqueous Solutions

J. H. Miller

Energy deposited by ionizing radiation
gives rise to localized regions called
“spurs" (Samuel and Magee 1953) that con-
tain a high concentration of reactive spe-
cies. The extent of interspur reaction as
the medium relaxes to a state of thermody-
namic equilibrium depends upon the Tlinear
energy transfer (LET) of the radiation.
For low-LET radiation, spur overlap is
small and a spherical symmetry is a good
approximation for describing the concen-
tration of reactants. For high-LET radia-
tion, most spurs are near the trajectory
of the primary ion, and their strong over-
lap makes a cylindrically symmetric concen-
tration of reactants a good approximation.
Intermediate cases have been treated by
Mozumder and Magee (1966) through a combi-
nation of "spurs," "blobs,"” and "short
tracks."

The stochastic model discussed in the
preceding paper in regard to the quenching
of radioluminescence provides a method for
relating the concentration of reactants to
the initial spatial distribution of energy-
loss events determined by Monte Carlo tech-
niques. For a system containing M species
interacting through second-order processes,



TIME AFTER IRRADIATION, ns

[¢] 10 50 100 200 400
280 T T 1 T T
& 10-MeV He**
dE 's
1+2 JFH(?)\/
200 / -——MONTE CARLO
(V]
Z
: /
0 —
: /
w
2
o / 20-MeV He'*
=]
= 1501— /
0 /
Z
e // //
2
o
] L
-
: [ £/
- / / / 40-MeV He*+
x 100—
/ <~
5 / /7 4
/
/ /7
: 4
E / / &/
(1) - L L l L l L
(4] 100 200 300 400
SPUR RADIUS, A
Figure 2.14. Mean Number of Energy-Loss Events (Spurs)

Contributing to Quenching of an Excited State. Dashed
lines show result obtained when radial displacement of

spurs is neglected.

the time-dependent yields g(t) are obtained
by solving coupled differential equations
of the form

dg - z -
a -
at 25 Pav 965y %ay Papdadp%s ()
P B
where Pp. and A,g are rate constants for

the production and annihilation of species
a, and dBY and dgg are time-dependent
energy densities that account for the in-
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homogeneous distribution of the reactants.
These track structure quantities are
weighted averages of the energy density
from all energy-loss events in the radia-
tion field.

The Monte Carlo results discussed in
the previous section suggest that the ef-
fect of the radial distribution of energy-
loss events on the energy density in a
track segment can be approximated by a
time-dependent track structure factor, fys,
that reduces the LET of the radiation.



Since f1g does not depend upon time, solu-
tions of Equation (8) for ions with the
same stopping power but different veloci-
ties and charges can be related through

the use of an effective LET equal to frg
times the stopping power. Data from Sauer
et al. (1977), on the yield of hydrated
electrons in aqueous solutions irradiated
with deuterons and alpha particles of the
same LET, show that the yields would over-
lap if the stopping power of the HeZ* ion
were reduced by 0.7. This is consistent
with our Monte Carlo results, which suggest
that the track structure factor in this en-
ergy range is near unity for deuterons and
about 0.75 for alpha particles.

Fluorescence in Binary Liquid Systems:
Concentration Dependence

M. L. West and J. H. Miller

When solutions of benzene in cyclohexane
are irradiated with subnanosecond bursts
of protons, the time-resolved fluorescence
emission is observed to change with a
change in the benzene concentration. We
have shown (West and Miller 1980a) that
this concentration dependence cannot be
attributed to excimer effects but is asso-
ciated with a concentration dependence of
the radiation-induced quenching. This de-
pendence can be explained by either a di-
rect involvement of benzene molecules in
the quenching processes or an indirect
effect of the concentration of benzene on
the yield of guenchers from radiolysis of
cyclohexane.

Figure 2.15 shows the concentration de-
pendence of the fluorescence decay con-
verted to a yield of quencher per 100 eV of
energy absorbed for an assumed diffusion-
limited quenching rate of 1010 1/m.sec.

The solid line of Figure 2.15 shows the
average triplet yield for a number of aro-
matic solutes in cyclohexane as a function
of solute concentration (Rzad 1972). The
agreement in both shape and absolute magni-
tude suggests that triplet states of ben-
zene may be responsible for the observed
quenching.

Triplet states of benzene may be formed
directly from the transfer of excitation
energy or through the recombination of
benzene ions formed by charge scavenging.
The charge scavenging reactions are

-+ -
CeHj " Celyp * @ (9)
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Triplet yields formed through these ion
scavenging reactions show a concentration
dependence that agrees with our data where
there is an initial square root dependence
at low concentrations followed by a limit-
ing value at higher concentrations. We
plan to extend these measurements in order
to confirm this square root dependence over
a broader range of benzene concentrations.
A more detailed analysis will also include
measurements of steady-state fluorescence
versus concentration, and competing charge
scavenging experiments.

Fluorescence in Binary Liquid Systems:
Dependence of Steady-State Emission on

Beam Energy
M. L. West and J. H. Miller

When dilute solutions of benzene in cy-
clohexane are irradiated with subnanosec-
ond bursts of protons and alpha particles,
the initial rate of decay of benzene fluo-
rescence is greater than the rate of decay
observed with ultraviolet excitation, but
approaches the ultraviolet decay rate as
time increases (West 1976). This radia-
tion-induced quenching is proportional to
the mean stopping power of the incident
jon.

To explain the decay of radiation-
induced fluorescence, we proposed a model
that involves a dynamic quenching of ex-
cited states by a time-dependent concen-
tration of radiation-produced quenchers
(Miller and West 1977). This model pre-
dicts a decrease in the intensity of the
steady-state fluorescence with a decrease
in beam energy. However, the observed re-
duction in the steady-state fluorescence
with decreasing beam energy is greater
than is predicted when we assume that the
initial yield of excited states per unit
of energy deposited is independent of the
energy of the primary ion. We refer to
the phenomenon that influences the initial
yield of excited states as static quench-
ing because these states are assumed to be
quenched before they can participate in
the fluorescence decay mode.

Steady-state fluorescence If for inci-
dent protons of energy E; at beam current
ig can be expressed as
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IL(E;) = ig(E,) 5/;Ei dE g, (E) P.(E) (12)

where ¢ is the collection efficiency, g

is the initial yield of excited states per
unit of energy, and Pf is the probability
of fluorescence (including dynamic quench-
ing caused by radiation-induced quenchers).
If we define

(13)

as the beam-normalized fluorescence, then
from Equation 12

® - o(E+) Pe(Es)

1

(14)

This beam-normalized fluorescence intensity
was measured for proton irradiation over
the energy range (.75 to 1.6 MeV and is
shown in Figure 2.16 along with its deriva-
tive, which was obtained numerically. The
proton energies shown in Figure 2.16 have
been corrected for energy loss in the en-
trance foil.

In our first attempt to fit these data,
we assumed that the yield of excited states
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g.(E) was independent of the proton en-
ergy. Values of Pf(E) were then obtained
from studies of proton-induced dynamic
quenching. The dashed curve in Figure 2.16
shows the shape obtained for values of dy-
namic quenching parameters from our previ-
ous studies. These data suggest that dy-
namic guenching alone cannot explain the
observed steady-state data and that addi-
tional quenching mechanisms are needed.

If we assume that the production of ex-
cited states is limited by the number of
benzene molecules near the proton trajec-
tory, then dN,/dR is a constant where R
is the particle range and N, is the total
number of excited states in the track.
Under these conditions,

dN, dR _ constant

9. (E) = ® T = TIE)

where S(E) is the stopping power, and Equa-
tion (14) reduces to

(15)

(16)

The solid line of Figure 2.16 shows the
predicted energy variation of dQ/dE based
on Equation (16).
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The model based on a constant yield of
excited states per unit track length gives
a better fit to the data for steady-state
emission than does the model based on a
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constant yield of excited states per unit
of energy absorbed. More experiments are
needed to test the hypothesis that this
result is due to a saturation effect.



o Radiation Dosimetry and Radiation Biophysics

Radiation dosimetry and radiation biophysics are two closely integrated programs whose joint
purpose is to explore the connections between the primary physical events produced by radiation and
their biological consequences in cellular systems. The radiation dosimetry program includes the theoreti-
cal description of primary events and their connection with the observable biological effects. This
program also is concerned with the design and measurement of physical parameters used in theory or to
support biological experiments. The radiation biophysics program tests and uses the theoretical develop-
ments for experimental design, and provides information for further theoretical development through

experiments on cellular systems.

Sublethal Damage Repair in Plateau-Phase
MammaTian CeTTs

J. M. Nelson, L. A. Braby, and W. C. Roesch

The repair of sublethal damage produced
by ionizing radiation is difficult if not
impossible to quantify in exponentially
growing cells because their radiosensitiv-
ity changes rapidly as a function of their
age in the cell cycle. However, sublethal
damage and its repair can be studied in
noncycling, stationary-phase cells because
their radiosensitivity is not expected to
vary with time.

We have previously described techniques
to stop exponential growth in Chinese ham-
ster ovary (CHO) cells and to establish
monolayer cultures of noncycling, station-
ary-phase populations (Nelson 1978, Nelson
1979). These cultures were induced by both
density-contact inhibition (fed cells) and
nutritional deprivation (starved cells).
During the past few years, we have evalu-
ated the resultant stationary-phase popula-
tions with respect to both cell viability
(as defined by erythrosin-B dye exclusion
technigues) and their ability to incorpo-
rate a labeled deoxyribonucleic acid (DNA)
precursor. Labeling with tritiated thymi-
dine (3H-TdR) provides a means of deter-
mining both the duration of the DNA-
synthetic phase and the fraction of cycling
cells remaining in the plateau-phase popu-
lation (Nelson 1979). We have also con-
trasted the radiosensitivity of each of
these stationary-phase populations with
that of exponentially growing cells in
terms of their clonogenic cell survival as
a function of dose (Nelson and Braby 1980).
The survival curves for cells from the same
CHO 1ine maintained in these different
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metabolic states are surprisingly similar.
They differ primarily in the magnitude of
the shoulder that corresponds to different
values for Dg (the width of the shoulder);
the values o? Do (the radiation sensitiv-
ity) in each case are not significantly
different.

Split-dose experiments were performed
using monolayers grown to plateau phase by
the techniques described last year (Nelson
1979). The culture vessels in which cells
were grown to plateau contain between 109
and 106 viable cells/cm? by the fourteenth
day. Their DNA synthetic activity at this
time has been suppressed about two orders
of magnitude and no change in the numbers
of viable cells or their metabolic activity
is observable for at least the next seven
days. Plates containing such noncycling
stationary-phase populations were carefully
removed from the incubator and inverted,
so that the cells were suspended from the
upper surface of the culture vessel. A
1.5-MeV electron beam scattered downward
from a graphite block was used to irradiate
these cells in situ through the polystyrene
wall of the culture vessel. Immediately
after this exposure, the plates were care-
fully turned upright, and medium was per-
mitted to flow gently over the monolayer
again. They were maintained at 37 C both
during and between irradiations. At the
time of the second exposure, the cells were
treated in exactly the same manner. How-
ever, after this irradiation, they were
suspended by trypsinization, and cell con-
centrations were determined using an elec-
tronic particle counter. The suspensions
were diluted and distributed into addi-
tional flasks for the clonogenic cell as-
say. Throughout the experiment, plates
were handled with extreme care so as not




to mechanically disturb the integrity of
the dense but relatively fragile monolay-
ers. Thermal shock was prevented by main-
taining the temperature at 37°C throughout.

As with other studies of sublethal dam-
age, survival data were analyzed according
to our Accumulation-of -Damage Model
(Nelson, Braby and Roesch 1979; Nelson,
Braby and Roesch 1980). The details of
this model, which considers exponential re-
pair of the two-event or sublethal compo-
nent of damage, have been described else-
where (Roesch 1978; Braby and Roesch
1978b). The model predicts that when the
survival data are plotted as the Togarithm
of Tn $1S2/S against time between doses
(where S1 and Sp are survivals after
two doses given independently, and S is the
net survival after both doses), the data
will fall on a straight line (Braby and
Roesch 1978b). The mean repair time is the
negative reciprocal of the slope of this
line. Furthermore, if more than one repair
process exists simultaneously, data for
each can be separated by subtraction in
much the same manner as that used for sepa-
rating mixed radioisotopes with different
half-lives.

Since the presence of a shoulder on the
survival curve suggests that plateau cells
do accumulate sublethal damage (Nelson and
Braby 1980), a systematic study of their

repair capability was undertaken. Repair
might proceed at the conventional rate
(with a mean repair time of about 30 min

as observed in exponentially growing cells)
or might be either faster or slower.

The technique we used to study repair
can be demonstrated using exponentially
growing cells even though, because of
changing radiosensitivity, they can be ex-
pected to give only a qualitative estimate
of net repair for this mixed population.
The results of such studies, using two
equal radiation doses separated by inter-
vals as long as 5 h, can be seen in Fig-
ure 2.17. The change in the logarithm of
In S152/S, roughly one order of magni-
tude in 5 h, gives a mean repair time some-
where between 25 min and 2 h, which is
consistent with our understanding of the
conventional Elkind-Sutton repair. On the
other hand, noncycling stationary-phase
cells appear to repair sublethal damage
somewhat differently.

Using very high dose rates and short in-
terfraction intervals, we attempted to
identifty repair processes in plateau-phase
cells similar to those in exponentially
growing cells. MWe found no evidence for
such repair in stationary-phase CHO cells,
even though Malcolm and Little (1979) de-
scribed a 2-min process in plateau-phase
10-T1/2 cells (mammalian cells) and we have
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Figure 2.17. Split-Dose Survival Data for Asynchronous Exponentially Growing Chinese Hamster Ovary Cells
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jdentified a similar process in Chlamydo-
monas reinhardi (Nelson, Braby and Roesch
1980)." This difference in findings is
probably a consequence of intrinsic differ-
ences between dissimilar eucaryotic cell
lines, coupled with great variations in the
kinetic status of two types of plateau mam-

time of 15 to 20 h. Only a small fraction
of the damage is removed by the conven-
tional process.

The kinetic status of nutritionally de-
prived cultures has been found to be con-
siderably different (see the following re-

malian cells maintained in different
laboratories.

When longer intervals are used, as seen
in Figure 2.18, the density-inhibited sta-
tionary-phase cells demonstrate a repair
rate about the same as that in exponen-
tially growing cells and perhaps analogous
to that seen in Figure 2.17. However, not
all of the damage produced is eliminated
by this process. Damage remaining after 4
to 5 h persists for a considerable period
of time or perhaps is not repaired at all.
As seen in this figure, survival data for
intervals greater than 5 h fall on a line
with essentially no slope; if a very slow
process were to effectively remove suble-
thal damage in this case, the mean repair
time would be greater than 100 h. Similar
experiments with nutritionally deprived

cells (starved cells) suggest that a slower

process (i.e., slower than Elkind-Sutton
repair) does exist under these conditions.
As seen in Figure 2.19, nearly all of the

sublethal damage produced appears to be re-

paired by a process with a characteristic

port) from that of the higher-density
contact-inhibited cells, even though cellu-
lar viability and DNA synthetic activity
are nearly the same. We are continuing our
studies of slow repair processes in these
cell systems to gain a better understanding
of how sublethal radiation damage is pro-
duced and repaired in nonproliferating or
nonrenewing cell systems.

Kinetics of Chinese Hamster Ovary (CHO)

Cells After Release from Stationary Phase

J. M. Nelson and L. A. Braby

Recent studies with Chlamydomonas rein-
hardi (Nelson, Braby and Roesch 1980;
Braby, Nelson and Roesch 1980b) have re-
vealed unexpected results with respect to
the rates at which cells repair sublethal
damage from ionizing radiation and the de-
pendence of the repair rate on the linear
energy transfer of the radiation. To de-
termine whether similar processes exist in
mammalian cells and to extend studies of
sublethal damage repair beyond
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Figure 2.18. Split-Dose Survival Data for Density-Contact-Inhibited Stationary-Phase Chinese Hamster Ovary Cells
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Chlamydomonas, a population of mammalian
cells whose radiation sensitivity does not
vary with time is needed. We believe that
stationary-phase cells, that is, cells
whose proliferative activity has virtually
ceased, may satisfy this need.

The two types of noncycling, stationary-
phase populations of Chinese hamster ovary
(CHO) cells currently available in our lab-
oratory are characterized by attenuated
DNA-synthetic activity, relatively constant
population density, and high cell viability
(Nelson 1978). Although they are similar
in these characteristics, they do not ap-
pear to repair sublethal radiation damage
in the same manner or at the same rate
(Nelson and Braby 1980).

To properly evaluate repair information
for noncycling populations, we must clearly
understand the physiology of these cells.
Kinetic activity in noncycling cells is not
directly measurable; we can determine cell
age distributions and evaluate synchrony
in such populations only indirectly, by
studying the kinetic behavior of these
cells as they enter the plateau phase and
after they have been released from station-
ary phase.

Interest in plateau-phase cells grew out
of the assumed correlations between these
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cells in vitro and the noncycling or slowly
cycling populations in solid tissues that
have low renewal rates. Several attempts
have been made to describe their physiology
and kinetic status. Hahn and Bagshaw
(1966) presented evidence demonstrating a
disproportionately large fraction of Gj
cells during periods of attenuated growth;
this finding would help to explain the di-
minished radiosensitivity commonly observed
after a period of serum deprivation.
Chapman, Todd, and Sturrock (1970) found
agreement with these earlier findings using
3- to 6-day starved monolayers. By autora-
diographic methods, they observed that DNA-
synthesis began at about 12 h after subcul-
turing, following a very long Gj phase.
They also noted that a highly svnchronous
cohort of cells passed through mitosis at
about 25 h. From these observations thev
concluded that resting cells, which repre-
sented the principal component of their
plateau-phase populations, had ceased their
proliferative activity (become noncycling)
sometime after mitosis and were resident
somewhere in the G1 phase. Since then, it
has been generally accepted that slowly cy-
cling or noncycling plateau-phase cells,
assumed by many to be analogous to Lajtha's
Go cells {Lajtha 1963), were resting at a
point in the cell cycle after mitosis but
prior to DNA synthesis. These conclusions
were reasonable, particularly considering



the experimental methods used and the in-
strumentation available at the time, al-
though other explanations are also
possible.

Thymidine labeling studies with plateau-
phase cells in our laboratory do not sup-
port these findings. Rather, our data in-
dicate that DNA synthesis begins almost
immediately after a cell is released from
the stationary phase and that no remarkable
increase in activity is observed 12 h
later. Our preliminary data were obtained
from 18- to 19-day density-contact-
inhibited monolayers that showed consider-
ably less proliferative activity than the
plateau cells used by other investigators.

We have used a relatively novel apprvach
to characterize our stationary-phase cells
and explain some of these discrepancies.
Using a computer-controlled video-
microscope coupled to both a video-disc and
a tape recorder (Braby 1977), we selected
large numbers of individual cells and fol-
lTowed them for periods of up to 36 h start-
ing shortly after their release from the
stationary phase. The microscope used dif-
fers from a conventional video-microscope
only in that the specimen remains motion-
less while the optics move. Their motion
is precisely controlled by a computer via
stepping motors.

Populations of cells were released from
the stationary phase by gentle trypsiniza-
tion. They were then suspended, and repli-
cate plated at low densities into plastic
culture flasks. The flasks were placed
into the microscope stage assembly where
the cells were allowed to attach firmly.
After a period of incubation, we selected
and recorded the images of a number of in-
dividual microscope fields, each containing
between 10 and 20 cells. We then in-
structed the computer to locate these same
fields at specific intervals and automati-
cally record the images onto the video-
disc. When the entire set had been col-
lected, they were transferred individually
onto the video-tape, with the series of im-
ages for each individual field assembled
together in chronological order. These
series were then viewed as a progression
of images in much the same manner as any
other time-lapse series.

By following individual cells, we were
able to determine which cells divide and
when they do so; we have tabulated these
mitoses for both the original cells and
their progeny. Each mitosis was considered
to have occurred when two daughter cells
became clearly visible. The actual event
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had occurred sometime during the preceding
interval, in this case a period of 1 h.

In Figure 2.20(A), the mitotic frequency
in cells originating from starved-cell cul-
tures has been plotted as a function of
time after release from the stationary
phase. A significant degree of synchrony
is apparent. Most of these cells appear
to pass through mitosis at or around 24 h
after release; this would correspond to the
wave of mitoses reported earlier. A large
number of doublets were also clearly visi-
ble at the time of the first scan (3 h af-
ter release). Since they were observed
then, they were included in the 3-h count,
although there was no way of knowing then
whether they represented artifacts ?ce11s
that had not been separated by the trypsin-
ization and trituration processes) or the
progeny of singie cells that had divided
in the first 3 h.

A substantial number of daughters or
daughter pairs produced by early mitoses
were found to undergo mitosis again 12 to
24 h later. On occasion, even a third
generation could be observed within the ex-
perimental period. Since the age distribu-
tions and kinetic status of the first-
generation daughters should not be affected
by when later divisions occur, information -
relative to any mitosis other than the
first was eliminated. These results, shown
in Figure 2.20(B), indicate that most of
the activity observed as a wave at around
24 h in Figure 2.20(A) represented mitoses
after the first. For purposes of illustra-
tion, the curve showing frequency of first
mitosis has been plotted as the fraction of
total first mitoses observed against time;
the frequency of all mitoses has been nor-
malized to the frequency of first mitosis
data and plotted on the same relative
scale.

In Figure 2.21(A) and (B), density-
contact-inhibited cells (fed cells) appear
to behave in a manner similar to that of
the nutritionally deprived cells. However,
they fail to exhibit the dramatic wave of
mitoses seen at 24 h in Figure 2.20(A) and
the frequency of doublets found at the time
of the initial scan is not nearly as re-
markable as with the nutritionally deprived
cells.

The presence of multiple-cell clusters,
particularly doublets, seriously hampers
our capability to assess mitosis in the
early hours. However, cell-to-cell contact
appears to be physiologically beneficial,
and such clustering, or aggregation,
whether by active or passive mechanisms, is









also provide opportunities for enough reac-
tions at different rates to produce the ef-
fects we find experimentally.

This year we prepared a computer program
for simulating experiments with the multi-
step models. Computer calculations are
necessary because the mathematics of the
models is too complex to permit analytical
solutions in any except simple limiting
cases. The program was written to be
adaptable to a variety of similar multistep
models. The only model studied much so far
can be represented by:

2ok

L

+ (17)
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where B, C, and J represent biochemical
products. B is the one product formed di-
rectly by the radiation. J is a product
fatal to the cell. This model gives rise
to five simultaneous differential equa-
tions, one each for individual Bs, Cs, and
Js and one each for pairs of Bs and pairs
of Cs.

Figures 2.23 and 2.24 show the nature
of the solutions to this model and illus-
trate their complexity. The mean repair

times for Bs and Cs were chosen to be 120
and 1200 s, respectively, to agree with ex-
periment. (Other simulations indicate that
the Bs are unlikely to recover slowly.)
When the irradiation covers a period that
is short compared with either repair time
(Figure 2.23), the number of Bs and their
pairs increases quickly and then falls rel-
atively rapidly after the irradiation. The
Cs, C pairs, and Js do not become observ-
able until after the irradiation. They
then build up at rates comparable to the
disappearance rate of the Bs. Finally, the
Cs slowly disappear. The Js do not, be-
cause they are fatal, leading to irrepar-
able damage. When the irradiation covers

a period comparable to the repair times for
Bs and Cs (Figure 2.24), all of the prod-
ucts build up appreciably during the irra-
diation. The number of Cs and C pairs in-
creases only slightly more during the post-
irradiation period before they start to
disappear.

Figure 2.25 shows results from the model
plotted in a way we popularized earlier
(Braby and Roesch 1978b). According to our
first model, survival data plotted as the
quotient of the logarithm of the surviving
fraction (S) by the square of the dose (D),
versus the irradiation time, should lie on
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a single curve, regardless of the dose or
dose rate. Because the new model does not
predict a single curve, it is necessary to
reconcile the theory with data that do seem
to give a single curve. Part of the answer
is that for long irradiation times, all of
the curves for the new model converge into
a single curve that is indistinguishable
from the one curve of the old model. For
short irradiation times, two kinds of
curves are shown. One was made with the
same dose at every point (changing the dose
rate); the other with same dose rate at ev-
ery point (changing the dose). Experimen-
tally we use both methods: several points
are .obtained at a given dose rate over a
range of doses. The data would thus lie

on the dashed curves between the solid
curves. The solid curves shown cover a
larger range (about a factor of 1000) in
survival than we ordinarily use. Thus the
data may lie on different curves that are
so close together as to be
indistinguishable.

Figure 2.26 shows predictions of the
model for split-dose experiments done at
different doses (all for the same exposure
time, 1 s). Surviving fractions (S) are
plotted as the ratio of S to the fraction
(Sm) surviving widely separated irradia-
tions, a way that demonstrates the exponen-
tial recovery kinetics (Braby, Nelson and
Roesch 1980a).
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Figure 2.26. Analysis of Split-Dose Experiments for the
BCJ) Model

One of the objectives of our calcula-
tions is to find phenomena that can be com-
pared with experimental results. Such a
comparison is most effective when the model
disagrees with experiment, because a faulty
idea can thus be eliminated. The results
in Figure 2.26 may lead us to reject the
present model. The figure shows that the
amount of fast recovery relative to the
amount of slow recovery decreases with de-
creasing dose. Preliminary results from
experiments to test this prediction show
exactly the opposite.

Fast Processes in Chlamydomonas reinhardi

L. A. Braby, J. M. Nelson and W. C. Roesch

Last year we reported (Braby, Nelson and
Roesch 1980b) a reversal of the radiation
dose~rate effect in Chlamydomonas reinhardi
for dose rates above 103 rad/s; that is,
survival decreases with increasing dose
rate up to 103 rad/s, but above that dose
rate the survival again increases. One
possible mode of radiation damage that
would Tead to this effect is outlined in
Figure 2.27. A radiation product M' is not
capable of interacting with other radiation
products N* to produce lethal damage L un-
til it has undergone some chemical change
requiring the characteristic time 1,. This
model predicts a reverse dose-rate effect
because at very high dose rates there is
insufficient time for the chemical change
to occur. At high dose rates, relatively
less damage would be available for interac-
tion than if the radiation time were long
compared to T,. A mathematical version of
this model leads to the curves of survival
versus dose rate plotted in Figure 2.28.
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Figure 2.27. Schematic of Possible Sequence of
Reactions Leading to a Reverse Dose-Rate Effect for
Irradiation Times Short Compared with 1. Radiation
product M’ can not react with additional damage N*, but
some product M* of M’ can.
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To obtain an estimate of the character-
istic time T,, One needs to measure sur-
vival out to very high dose rates where the
reversal ceases. Experimental results at
a single dose were shown last year. We now
find that the survival curves for different
dose rates also show the reverse effect,
as shown in Figure 2.29. However, our ex-
perimental resuits do not show the expected
leveling even to dose rates of 109 rad/s.
Attempts to investigate the reverse dose-
rate effect at still higher dose rates have
been unsuccessful. Apparently the proba-
bility of producing this type of damage is
strongly dependent on the radiation quality
or the physical condition of the cells.

In order to irradiate at higher dose rates,
the celis must be concentrated so that a
number of cells similar to the number used
in previous experiments can be irradiated
in a smaller space at a point closer to the
electron exit window. When these changes
are made, the two-event parameter becomes
quite variable from one experiment to the
next, indicating that unknown variables
have a significant impact on cell survival.
Adding a 0.25-mm polyethylene absorber be-
tween the electron exit window and the
cells appears to increase the amount of re-
versal. It is possible, therefore, that
this type of damage may be produced by low-
energy electrons. Unfortunately, this
plastic absorber reduces the dose rate, so
it is still impossible to investigate sur-
vival at dose rates where cell survival is
expected to level out.
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Additional work will be necessary to
clarify the effects of cellular physiology
on these results and to understand the ef-
fect of radiation quality. An electro-
static ring lens, which is intended to
flatten the electron beam distribution in
order to produce higher dose rates in the
center of the beam and a more homogeneous
dose distribution, has been completed and
will be tested soon. In addition, a scan-
ning densitometer intended to read dose
distributions that are measured with rad-
jachromic film is nearly complete. It will
allow more accurate control of the dose
distribution in the cells and better esti-
mation of dose reproducibiiity from one ir-
radiation to the next.

Single-Event Distributions for Fast

Electrons

L. A. Braby and W. C. Roesch

We reported last year (Braby, Nelson and
Roesch 1980b) that when Chiamydomonas rein-
hardi cells are irradiated with an electron
beam (initial energy of 1.5 MeV) through a
400-mg/cm? thickness of polymethylmethacry-
late, slightly more than haif as much dose
is required for a given survival as for
cells irradiated without the intervening
material. Since these irradiations were
identical in all other respects (tempera-
ture, dose rate, cell density, etc.), we
believe the effect noted must be due to
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differences in the spatial distribution of
the energy deposited for different electron
distributions.

In a preceding article in this report,
"Modeling the Radiation Response of Chlam-
ydomonas reinhardi," Roesch, Braby and
Nelson described a model relating the re-
sponse of C. reinhardi to the quality of
the radiation (see also Roesch, Braby and
Nelson 1980a). We have attempted to mea-
sure f(y), the probability density of sin-
gle events, for electron beams that approx-
imate those used in the biological experi-
ment. Measuring the energy deposited by
electrons is difficult, but the results may
help clarify the dependence of relative
biological effect (RBE) on ¢, the dose mean
of the specific energy for single events,
for radiations with Tow linear energy
transfer.

To avoid wall-effect problems, a cylin-
drical grid-walled detector 2.5 cm in diam-
eter and 2.5 cm high was used. The detec-
tor was operated in a plastic-Tlined tank
approximately 30 times the dimensions of
the detector, as described in conjunction
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with previous electron microdosimetry mea-
surements (Braby and Roesch 1978a). The
single-event spectrum was measured directly
using a multichannel analyzer with dual
analog-to-digital converters, as illus-
trated in Figure 2.30. The detector was
calibrated using a 244Cm-powered source

of aluminum X-rays (1.487 keV).

An experimental geometry for a microdo-
simetry measurement must meet several re-
quirements if it is to simulate the condi-
tions of the biological measurements we
have made. It must provide a means of re-
ducing the count rate; bring the beam out
of the lead cave in which the cells are ir-
radiated; provide for changing the thick-
ness of plastic between the detector and
the source; and provide delta-ray equilib-
rium similar to that produced by the broad-
beam geometry used for the cells. Two
approaches to meeting this set of require-
ments have been used, with slightly differ-
ent results. In each case, an evacuated
beam line with a 0.0076-cm aluminum en-
trance window was placed against the exit
window of the electron beam line. In one
case, the beam intensity was reduced by
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Schematic of Electron Beam Line and Electronics for Direct Measurement of f(y) for Electrons. The

alternative beam line for scattering electrons from a thin foil is shown at bottom of figure.

passing it through a 0.033-cm-dia hole in

a graphite beam stop near the entrance win-
dow. In the other case, the beam was scat-
tered by a 0.0013-cm-thick tantalum foil
placed at 45° to the beam axis about 75 cm
from the entrance window. In both cases,
the beam then entered the detector tank
through a 1.4-mg/cmé aluminized mylar

film and through a 0.05-cm polyethylene or
a 0.15- or 0.3-cm methylmethacrylate ab-
sorber 60 cm from the detector.

Neither of these approaches provides a
perfect simulation of the electron spectrum
reaching cells irradiated in air 35 cm from
the electron accelerator exit window, with
or without 0.33 cm of methylmethacrylate
covering that window. The collimator is
limited to electrons of 1 MeV and less be-
cause higher-energy electrons penetrate the
0.25 cm of graphite and add a large compo-
nent of low-energy electrons. Since the
collimator hole's length-to-diameter ratio
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is 7.5, the spectrum may also contain ex-
cess low-energy electrons produced by mul-
tiple scattering in the wall of the hole.
Scattering by the thin, high-Z foil should
result in little energy loss, but Brems-
strahlung and fluorescent X-rays reaching
the detector may increase. In both cases,
to assure freedom from pulse coincidence
problems, the average beam current was in-
creased until a coincidence-induced shift
in the spectrum could be detected, and then
measurements were limited to less than one-
half of that beam current.

The electron beam profile at the posi-
tion of the detector is approximately Gaus-
sian and about five detector diameters wide
at the 50% points. To détermine whether
the reguirement of delta~-ray equilibrium
is being met and whether the detector cham-
ber is large enough to prevent wall ef-
fects, spectra were obtained at various
positions between the beam axis and the



tank wall. The density f(y) was nearly in-
distinguishable (¥ varied ~2.5%) for the
detector centered in the beam and halfway
between the beam and the wall, and approxi-
mately one event was recorded at the mid-
point for every 20 recorded at the center
of the beam. Thus, no correction of these
results was needed for delta-ray escape or
wall effect.

With a proportional counter gas gain
limited to 1000 to avoid variations in gas
gain with initial pulse size, the minimum
energy deposition measured was approxi-
mately 170 eV. Below this energy, the
spectrum must be extrapolated to determine
the moments of the distribution. We used
the method of directly measuring f(z), the
density of specific energy for multiple
events, and applying Fourier transforms to
unfold the multiple-event spectrum (Roesch
and Braby 1980) for data obtained with the
same detector and similar electron spectra.
Although the results are noisy, especially
for the first few eV, they suggest that the
distribution of energy deposition increases
exponentially with decreasing energy im-
parted, at least down to a few eV. Also
the exponentials for a given site size seem
to have the same slope, independent of
energy or depth. Consequently, the data

presented here are the result of fitting
an exponential function of fixed slope to
the data starting at the same channel num-
ber for each site size. This approach may
introduce some small errors in f(y) and y.
Differences in f(y) are used to illustrate
the changes in patterns of energy deposi-
tion; however, it is d(y), the probability
density of the absorbed dose in y, that is
important in biophysics modeling. Fortu-
nately yp is relatively insensitive to
differences in the small-event portion of
the spectrum.

Typical single-event densities for 1-MeV
electrons in a 0.94-um-dia site at differ-
ent depths are shown in Figure 2.31 for the
collimated beam and Figure 2.32 for the
scattered beam. Although only minor dif-
ferences between these two electron distri-
butions were expected, the distribution of
energy deposition changes substantially
with depth in plastic. The results for the
collimated beam show a continuous increase
in y with increasing depth, as one would
expect. The scattered beam shows a de-
crease in y for the 0.05-cm depth and in-
creases at depths of 0.15 and 0.3 cm. It
is not clear at this point which result
more nearly represents the geometry pre-
vailing in the cell irradiation, because
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the collimator may be adding scattered
electrons and the foil may be adding soft
X-rays.

The variations in ¢ or yp with depth
in plastic can be compared with observed
biological effects. Table 2.1 gives values
of yp, using the mean chord length 1 for
parallel chords perpendicular to the detec-
tor axis. A cell irradiation experiment
that compared survival at a depth of
0.043 g/cm? in air with survival at a depth
of 0.44 g/cm? of plastic and air resulted
in an RBE of 1.6. We compared this with
the ratio_of yp's for depths of 0.36 and
0.05 g/cm?. For a 0.94-ug/mm¢ site and the
scattered 1.5-MeV beam, this ratio is 1.3;
for a 1.88-ng/mmé site, it is 1.2. Both
numbers are substantially lower than the
observed RBE. For the 1-MeV scattered beam
and the 0.94-ug/mm¢ site, the ratio is 1.5
and for the 1-MeV collimated beam it is
1.8. The maximum absorber used in the mi-
crodosimetry measurements is only 80% of
that used in the cell experiments and the
additional absorber would probably raise
Yp. The ratio of yp's for the 1.5-MeV beam
scattered from a thick graphite absorber
relative to yp's for the scattered beam at
0.05-cm depth (for a 0.94-ug/mmé site) is
1.5. It is not clear at this point whether
the beam scattered from the thin foil is
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f(y) in a 0.94-ug/mm? Site for a Scattered Beam of 1.0-MeV Electrons at Various Depths in Plastic

Table 2.1. yjat Various Depths in Plastic

Beam Type
Site Size, and Energy, Depth in Plastic, g/um?2
ug/mm?2 MeV 0 0.05 0.18 0.36
0.94 Collimated
0.5 1.10 1.44 2.22 2.82
1.0 1102 1.20 1.78 21
0.94 Scattered
1.0 1.21 0.93 1.02 1.38
1.5 0.96 0.89 1.03 1.15
2.0 117 114 1.53 1.58
1.88 Scattered
0.5 1.06 0.84 1.51 1.93
1.0 0.85 0.70 0.80 1.15
1.5 0.70 0.65 0.74 0.78
2.0 0.67 1.39 1.51 1.57

giving the correct initial electron
spectrum, but the results presented, though
preliminary, indicate that the mean and
dose mean of the single-event distribution
increase significantly with depth in an ab-
sorber, and the magnitude of the effect is
consistent with our understanding of the
biological results.



Frequency Distributions for Ionization and
Energy Imparted to Nanometer Volumes by
Protons

W. E. Wilson and H. G. Paretzke(a)

The spatial dependence of the energy
depositions and the number of interactions
produced by a radiation field in macromo-
lecular volumes is of continuing interest
in radiation biology. Experimental methods
for measuring the distribution of energy
imparted by energetic heavy ions have con-
centrated on the use of proportional count-
ers to magnify the microscopic site to ex-—
perimentally realizable dimensions by
lowering the density of molecules. It is
not, however, technically feasible to use
this approach to simulate volumes smaller
than about 0.1 um in diameter. Therefore,
for very small sites it is necessary to
calculate the statistical distributions of
interactions.

At present, the most tractable method
for solving particle transport problems in-
charged-particle track structure, and the
only one that retains the inherent stochas-
tics is the Monte Carlo method. A new
Monte Carlo computer code (MOCA13) makes
extensive use of the significant improve-
ment in data on primary interactions, espe-
cially ionization cross sections, that have
become available in recent years (see
Wilson and Toburen, "Systematics of Second-
ary Electron Production in Ion-Atom Colli-
sions,” in this report). We are using this
code to calculate single-event distribu-
tions, that is, frequency distributions for
the stochastic quantity ¢, the energy im-
parted in submicron spherical volumes that
are centered a fixed distance b (the eccen-
tricity) from individual fast proton
tracks. Chord length is not a random vari-
able in this first calculation but is con-
trolled through b. Simultaneously and in-
dependently, we obtain the frequency dis~
tribution for the number of ionizations,

t, which is also a stochastic quantity and
which generally correlates closely with the
energy imparted. Proportional counters ac-
tually measure frequency distribution in t
rather than .

Representative frequency distributions
for the number of ionizations and for the
energy imparted are shown in Fig-
ures 2.33(A) and 2.33(B) for 1.0-MeV pro-
tons passing through spherical sites with

(a) GSF-Institut fir Strahlenschutz,
Neuherberg, Federal Republic of
Germany.

68

diameters ranging from 1 to 100 nm. For
the larger sites, the distributions exhibit
the familiar skewed Gaussian shape similar
to that of energy-loss straggling distribu-
tions. For the smaller sites, the distri-
butions decrease monotonically and appear
to be simple Poisson distributions. For
the smallest sites, the ionization distri-
butiuns become a sequence of delta func-
tions at the integer values of the number
of ionizations. All distributions in Fig-
ure 2.33 are normalized on a per track
basis.

The shapes of the distributions for ion-
ization and energy imparted in the larger
sites correlate well; for small sites this
correlation begins to fail. For site sizes
of 5 nm and smaller, the frequency of zero
ionization is significantly larger than the
frequency of zero energy imparted. This
difference occurs because the cross section
for energy deposition includes the cross
section for ionization. Hence, all ioniz~
ing events are also energy deposition
events, but not all energy deposition
events are ionizing ones. Therefore, un-
der appropriate conditions of ion energy
and site size, some tracks may deposit
energy without producing ionization, and
the proportionality between energy imparted
and ionization changes.

For the distribution of energy imparted,
f(e; d, b), for a proton passing through a
site of diameter d at eccentricity b, we
define a frequency mean event size as

o) =5 /7ef(es 0, b) ¢ (18)

which is the expected value of the energy
imparted divided by the site diameter, d.
We use d for the characteristic length,

rather than the mean chord length, for eas-
Zer gomparison with Tinear energy transfer
LET).

The calculated v for diametric tracks
(b = 0) as a function of the LET for 0.25-
to 3.0-MeV protons is shown in Figure 2.34.
The curves for the various site sizes
asymptotically approach the line y = L as
the site size increases, as one would ex-
pect. For decreasing d, y(d,0) is a de-
creasing fraction of L _, which reflects
greater transport of energy outside the
smaller sites by energetic delta rays.

The frequency of zeros in the distribu-
tion for energy imparted [Figure 2.33(B)]
affects the relationship between the dose
absorbed at the site and the fluence of
particles through it. The calculated
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frequencies of zero ionization for diamet-
ric tracks are almost exponential functions
of site size (Figure 2.35). This relation-
ship is readily understood in terms of the
total ionization cross section. The fre-
quency of zero ionization for the small ab-
sorbers is essentially the probability that
the ion will travel a distance x equal to
or greater than the site diameter d between
successive primary ionizations. This lat-
ter probability is given by:

p, = exp(-n - Q; - x) = exp(-x/X)

) (19)

ion

where n is the number of molecules per unit
volume, Qijgn is the ionization cross sec-
tion, and % is the corresponding mean free
path. Then for x =%, p; = 1/e. The
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values of A for the respective proton
energies are indicated by the vertical
arrows in Figure 2.35.

These preliminary results indicate that
with sophisticated algorithms describing
the basic physical interactions, the Monte
Carlo method can be an effective technique
for obtaining quantitative energy and ioni-
zation distributions in and around pgsitive
ion tracks of a few MeV in volumes too
small for direct experimental measurement.
A comprehensive analysis of the ionization
and energy imparted in very small sites by
discrete tracks of high-LET radiation
should make it possible to develop an ana-
lytical model for calculating single-event
spectra, fi(e), for broad beams that pro-
duce tracks with random eccentricities.
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® Microdosimetry of Internal Sources

The purpose of this study is to develop practical methods for calculating microdosimetric distribu-
tions of plutonium or other alpha-emitting elements that are deposited, especially as particulates, in soft
tissue and lung tissue. This study will aid the correlation and extrapolation of radiation effects measured at
different levels of exposure and in different species. Computational methods are being developed and
tested in the Radiological Physics Section. Concurrently, the Dosimetry Technology Section is developing

cell and tissue models in which those methods will be applied.

Computer Programs for Microdosimetry of
Alpha Particles in the Lung

W. C. Roesch

Our computer program for calculating mi-
crodosimetric densities attributable to
alpha-particle emitters in homogeneous tis-
sue has been revised to work for lung tis-
sue. Little that was conceptually new had
to be added to the program, but wholesale
changes were needed in the order of the
computational steps because the computer
memory was not large enough to permit us
to handle lung tissue the way we handled
other tissue.

To calculate a microdosimetric density
for particulates randomly distributed in
the lung, we first assume that a particu-
late is on the surface of an alveolar wall
adjacent to a cell and calculate the den-
sity in specific energy allowing for the
spread in distance from that wall to the
nucleus. Then we assume that the particu-
late is on the next wall and correct for
the distribution in distances across the
first alveolar space. Then we go to the
other side of the second wall and correct
for the distribution in wall thicknesses;
then to the other side of the next alveolar
space; and so on. The probabilities for
different distances from a nucleus to an
alveolar wall, across alveolar spaces, and
through alveolar walls were those for bea-
gles and were obtained as described in the
following article in this report. The cal-
culation is greatly simplified by the sto-
chastic independence we found to exist be-
tween the probabilities for adjacent
structures.

Figure 2.36 presents one of the simpler
consequences of the inhomogeneity of the
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lung. It shows the density, f(z), in spe-
cific energy produced by two similar par-
ticulates, one of which is separated from
a given site by 30 um of tissue, while the
other is the same distance away, but 27 um
of that distance is taken up by air space.
Because they are at the same distance,
their alpha particles have equal probabil-
ities of traversing the site, but those
that travel through air lose less energy
and arrive at the site with lower stopping
power. They thus deposit less energy in
the site, with a resulting shift of the
distribution toward lower specific ener-
gies. The computer program for the lung
takes care of these differences as well as
those attributable to stochastics in alpha-
particle emission and in location of the
alpha-emitting particulates.

The geometric effects produced by the
lower density of the lung relative to other
tissues are more dramatic than those caused
by the stopping power changes. First, for
comparison, Figure 2.37 shows for a solid,
homogeneous tissue the mean probability
density for all positions of a cell nucleus
relative to a particulate. The particulate
emitted 10,000 alpha particles on the aver-
age. Figure 2.38 shows the mean density
for the same particulate in the beagle
lung. Superficially it looks like that for
the solid tissue; the dramatic difference
is in the range of the abscissa. Much
higher specific energies are produced in
the solid tissue. The difference is due
to the number of alpha particles that de-
posit energy in the sites. Examination of
the details of the computation shows that,
for the lung, typically just one alpha par-
ticle affects each site. For the solid
tissue, a large number of alpha particles
(typically 25) affect each site.
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Effect of Air Spaces in Lung on Microdosimetric Densities
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Figure 2.38. Mean Density in Specific Energy for
Particulate Emitting 10,000 2°Pu Alpha Particles in Beagle
Lung Tissue Whose Cells have Sensitive Sites 4.66 um in
Diameter



Such a difference is expected. Because
the lung is about 1/5 the density of solid
tissue, the alpha particles travel about 5
times as far. The probability of travers-
ing any particular site is thus about 1/25
(inverse-square attenuation) that in solid
tissue, as observed.

While the probability of traversing any
particular site goes down, the number of
sites traversed goes up: the number of
cells at a given distance is proportional
to the square of the distance. Therefore,
less energy is deposited per site, but the
number of sites increases in proportion.
The same total energy (the alpha-particle
energy) is absorbed in both cases. In
other words, in the solid tissue, rela-
tively few sites are traversed many times
and many sites are completely missed; in
the lung tissue, few sites are traversed
more than once, but few sites are com-
pletely missed.

Microdosimetry of Plutonium in Beagle Dog
Lung-

D. R. Fisher, W. C. Roesch, G. F. Piepel,
J. L. Daniel, and W. M, Bowen

A better understanding of the microdo-
simetry of internally deposited radionu-
clides should provide new clues to the com-
plex relationships between organ dose
distribution and early or late biological
effects. Our study focuses on the microdo-
simetry of plutonium oxides in the lungs
of beagle dogs. For many years, this labo-
ratory has been conducting long-term toxi-
cological studies of the life-span effects
of inhaled transuranic elements in beagles.
The value of the data resulting from these
animal studies will be greatly enhanced as
the internal dosimetry is refined. The ul-
timate objective of the study is to improve
dose-response correlations. This summary
reports our recent progress in modeling the
microstructure of pulmonary lung tissue and
calculating microdosimetric quantitites for
inhated plutonium.

Last year we reported the development
of analytical techniques to define probabi-
listic source-target parameters using image
analysis of magnified lung-tissue fields
(Fisher, Daniel and Piepel 1980). A ran-
domized scheme was used to select specimens
of Tung tissue from three healthy adult
male beagle dogs. The image analyzer was
programmed to perform measurements along
evenly spaced horizontal lines across the
magnified field of view, simulating
straight-Tine paths of alpha particles.
Gray-level contrast was used to categorize
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intersected features such as tissue, nu-
clear material, or air space. The location
coordinates of each feature were recorded,
and the feature's chord length was calcu-
lated. A large data set resulted from
these measurements. The dependability of
the automated analysis was verified by hand
measurements on a smaller set of enlarged
photomicrographs.

It was then possible to construct hypo-
thetical alpha particle tracks through lung
tissue and to determine total track length,
the widths of tissue or air segments en-
countered, and the number and widths of
epithelial-cell nuclei traversed along each
path.

Histograms of air-sac widths, tissue-
chord lengths, and distances from tissue
walls to cell nuclei were constructed.
QQ-plotting of the lung morphometry data
showed that the distribution of air-
chamber-chord lengths closely resembled a
gamma probability density function. The
gamma probability density function is de-
scribed by the equation

Xu—l e-X/B

g(x) = for x, «, 8 >0 (20)

T (cz)ficl

where x is a variable representing the ob-
served chord length, o and g are parameters
of the function, and T is the gamma func-
tion, which is a constant obtained from ta-
bles when the parameter o has been deter-
mined. The distributions of tissue-~chord
lengths and of distances from nucleus to
tissue wall were both found to approximate
the Weibull probability density function

a
u.Xu_1 e_x /8

W(X) = 8

for x, a, 8 >0 (21)

Mean estimates of the parameters for the
probability density functions are given in
Table 2.2. Taken together, these

Table 2.2, Estimated Probability Density Function (pdf)
Parameters for Lung Model! Distributions

Feature pdf a B
Air chords gamma 1119 86.617
Tissue chords Weibull  0.983 8.002
Nucleus-to-wall distance Weibull  1.162 2.936




probability density functions constituted
our model of the microstructure of beagle
dog lung (Figure 2.39).

To calculate the microdosimetric proba-
bility density in specific energy (z, in
rad or Gray), we 1) determined the specific
energy densities at all distances in the
lung from a single point source, 2) repre-
sented the activity as a distribution of
point sources, and 3) convoluted the point-
source densities from that distribution us-
ing Fourier transforms (Roesch 1977). The
preceding article in this report describes
the method used to calculate the microdo-
simetry of inhaled plutonium particulates
in the pulmonary lung. The lung model
(Figure 2.39) was used in these calcula-
tions (Roesch and Fisher 1980). For each
calculation, we assumed that the plutonium
particulates were located on the surfaces
of alveolar walls.

The single-event density curve (Roesch
1977) for a 23%u0, particulate in the
beagle dog pulmonary lung is shown in Fig-
ure 2.40. Probability densities in

specific energy can be determined from the
single-event density for various exposure
conditions in the lung. Figure 2.41 shows
the mean density in specific energy for
cell nuclei of the pulmonary epithelium in
the beagle, where the plutonium particu-
lates were assumed to be randomly distrib-
uted on alveolar walls and each particulate
had the same activity. For this example,
the exposure period was 28 days, during
which 29 alphas were emitted from each par-
ticulate. The absorbed dose was found to
be 23 rad. The probability of no energy
deposition in a site (given by the Dirac
delta function &) was 0.92. The curve in
Figure 2.41 is similar to the single-event
density curve because relatively few alpha
decays were considered (in comparison with
the next figure). Figure 2.42 resulted
from extending the exposure time to 1400
days. The delta function dropped to ¢ =
0.02, indicating that most of the sites
were traversed at least once. 1In addition,
the absorbed dose (1140 rad) is more repre-
sentative of the distribution of specific
energies.
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Since the mean lifetimes of epithelial
cells are relatively short (~28 days),
Figure 2.41 may be more indicative of the
microdosimetry for individual cells than
is Figure 2.42. Some of the important
factors in lung microdosimetry yet to be
considered include the long-term migration
and clearance of radioactive materials in
the lung, changes in lung-tissue structure
caused by fibrosis, and the size distribu-
tion (and possible agglomeration) of PuO;
particulates. Also, a distinction must be
made between Type I and Type II epithelial
cells.

The density and geometry of the lung
tend to have an effect on the microdosimet-
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ric densities similar to the dispersion of
activity in a solid tissue. The methods
discussed in this report for determining
the microdosimetry in the lung make it pos-
sible to evaluate the differences in spe-
cific energy density for so-called "hot
particles" versus uniformly distributed ac~
tivity. MWork is in progress to refine in-
ternal microdosimetry so that correlations
with long-term biological effects can be
established (Fisher and Roesch 1980). We
expect that this improvement in dose-
response information will eventually be
used in predicting the relative toxicities
of inhaled alpha emitters, and in improving
and updating radiation protection
standards.



® Dosimetry of Internal Emitters

The Dosimetry of Internal Emitters Program endeavors to refine the correlation between radiation dose
and observed biological effects. The program is presently engaged in the development of studies that will
test the microdosimetry models developed under the Microdosimetry of internal Sources Program. The
program also provides guidance and assistance to Pacific Northwest Laboratory’s Biology Department in
the dosimetric analysis of internally deposited radionuclides. The investigators work closely with the
Biology Department staff and collaborate on the Microdosimetry of Internal Sources Program.

In-Vitro Alpha-Particie Microdosimetry

R. J. Traub, D. W. Murphy, D. R. Fisher,
and R. Harty

An in-vitro method to correlate microdo-
simetry and the response of cells exposed
to alpha radiation has been devised to help
show how microdosimetry can be applied to
radiobiology and radiation protection. Mi-
crodosimetry, which has been extended to
the dosimetry of internal emitters at this
laboratory (Roesch 1977), substitutes the
stochastic quantity “specific energy (z)"
(the value of the energy actually imparted
divided by the mass of the site) for the
nonstochastic quantity "absorbed dose" of
conventional dosimetry. Absorbed dose is
not a meaningful concept for small sites
traversed by only a few charged particles
because conventional dose averaging over-
Tooks microscopic patterns of dose
deposition.

Internal microdosimetry can be applied
to cells in vivo or in vitro. We believe
that in-vitro microdosimetry must be better
understood before microdosimetry is ex-
tended to the study of how man or animals
respond to radionuclides. Consider, for
example, an agar medium containing randomly
dispersed Chinese hamster ovary (CHO) cells
and microspheres labeled with the alpha-
particle-emitting nuciide 244Cm. We can
set up three experimental systems in which
the number of alphas emitted per particu-
late ranges from 20 to 1000, and then vary
inversely the number of particulates in the
medium so that the total number of alpha
particies emitted remains constant across
all systems. Using microdosimetry, we cal-
culate the probability that cells will be
irradiated and compute the probable radia-
tion dose to individual cells.

Table 2.3 summarizes the three cases.
The delta function is the probability that
a cell will not be hit by an alpha parti-
cle. 1In Figure 2.43, the probability den-
sities f(z) in specific energy for the
three cases are plotted. These curves
show that as the activity of individual
particulate sources is increased and the
number of sources is correspondingly de-
creased, the probability of a cell being
hit decreases. If a cell is hit, the
amount of energy most likely deposited in-
creases because the cells that are irradi-
ated are traversed with greater freguency.
This example shows how the specific energy
deposition is influenced by point source
activity and distribution.

We have recently begun a series of ex-
periments to measure the correlations be-
tween microdosimetry and various biologi-
cal endpoints of irradiation. The biolog-
ical responses that will be measured in-
clude cell survival, mutation, production
of primary deoxyribonucleic acid (DNA)
damage, and repair of DNA damage. Cell

Table 2.3. Summary of Experimental Conditions

Particulates Alphas per Average Delta
Curveld  per um3  Particulate Dose, rad Function

1 4.12x 103 20 72 0.11
2 2.35 x 10-¢ 350 72 0.48
3 8.23x 107 1000 72 0.74

(3)Curve numbers correspond to those in Figure 2.43.




0.010

0.008

0.006

0.004

PROBABILITY DENSITY f(2)

0.002 if

CURVE 3

SPECIFIC ENERGY z, rad

Figure 2.43.

survival will be determined by the ability
of cells to produce colonies. Production
of mutations will be measured by a reduc-
tion in the activity of the purine salvage
enzyme hypoxanthine-guanine phosphoribosy]l
transferase (HGPRT), which allows the mu-
tant cells to grow on a usually lethal me-
dium. Primary DNA damage will be evalu-
ated by the technique of sister chromatid
exchange, and DNA repair will be quanti-
fied by éH--thymidine uptake. These ex-
periments will help improve and refine the
application of microdosimetric computa-
tions, resulting in improved dosimetry of
internally deposited radionuclides.

85r Infinite Cloud Exposure

D. W. Murphy, F. N. Eichner

Dosimetric analysis for the Toxicology
of 85Kr Program was continued from pre-
vious years. The final measurements were
taken in August 1980. The external radia-
tion doses measured by thermoluminescence
dosimeters for FY80 were 3072 rad, 295 rad
and 37 rad for groups of rats exposed to
3 x 10-3, 3 x 10-4, and 3 x 10-5 yCi
85 r/ml air, respectively. The animal ex-
posures were terminated in August 1980.
The external exposure and internal organ
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Dose to Cell Nuclei from 24Cm in Vitro

doses (primarily lung dose) are now being
correlated with the observed biological
effects.

Organ Dose Analysis of 232y and
Daughters in Rats

D. W. Murphy, D. L. Haggard, and
J. E. Ballou

Radiation doses are being analyzed in
conjunction with the Toxicity of Thorium
Cycle Nuclides Program. Gamma spectra are
being ana]gzed to determine the distribu-
tion of 232U and its daughters following
the endotracheal injection of 232U0,(N03)2
in rats. The uranium in the solution was
in equilibrium with all its daughters prior
to injection. The rat tissues (lung,
liver, kidney, and femur) were counted with
intrinsic germanium and two Ge(Li) detec-
tors to identify the radionuclides present
in each tissue and to quantify the initial
amounts of each radionuclide. The results
of the analyses performed to date are dis-
cussed under The Toxicity of Thorium Cycle
Nuclides (Part 1 of this Annual Report).
When the radionuclide concentrations have
been determined for each organ, the radia-
tion doses to the organs will be
determined.



e Radiation Instrumentation — Radiological Chemistry

During the past year, major efforts in this program have concentrated on lowering the background for
the measurement of small amounts of radioactivity by beta and gamma counting, on the design of
specialized systems, on specific procedures for the measurement of certain radionuclides, on improved
computer programs for the analysis of gamma-ray spectral data, and on the development of X-ray
fluorescence techniques that permit concentrations to be measured without the weight of the sample

being known.

Natural Contamination In Radionuclide De-
tection Systems

N. A. Wogman

Several sources contribute radioac-
tivity to radionuclide detection systems.
These sources are natural radioactivity
from the earth's crust, cosmic rays, and
radioactivity produced by humans. Thus,
the potential exists for radioactive con-
tamination of materials used for radionu-
clide detection.

In designing low-level gamma-ray
counting systems, attempts are made to use
the purest of materials as well as sophis-
ticated electronic anticoincidence shields
to eliminate the inherent radioactive back-
ground created within the system or con-
tributed from radioactive sources external
to the system.

In order to detect low levels of ra-
dioactivity in construction materials, the
most sensitive technology available must
be used to identify the radionuclide spe-
cies in a sample. This study used a multi-
dimensional gamma-ray spectrometer system
(MDGRS) (Wogman, Perkins and Kaye 1969)
which employs two 23-cm-dia x 20-cm-thick
Nal(T1l) crystals as principal detectors.
The detector system is coupled to a com—
puter memory and uses the gamma-ray decay
characteristics of each of the radionu-
clides to identify and measure
radioactivity.

Through use of the MDGRS, the natural
radioactivity in NaI(T1) and Ge(Li) spec-
trometer construction materials has been
measured and is shown in Table 2.4. In

general, aluminum contains high gquantities
of 232Th and 238y with minimal quantities
of 40K, Stainless steels contain 60Co,
although, in general, they are becoming
cleaner as the use of 60Co in iron fabrica-
tion is eliminated. The radioactive con-
tent of foams, cements and light reflec-
tive material is variable. The magnesium
oxide reflective material used in NaIéT])
sgectrometer construction contains 232Th,
238U, and 40K; calcium carbonate does not.
Molecular sieve material used in germanium
spectrometers contains 4 to 9 dpm/g of
sieve. As is illustrated in Table 2.4,
many construction materials used for gamma-
ray spectrometer systems contaminate these
same systems. Only through a judicious
choice of materials can systems with the
lowest achievable background be assembled.
It should be noted, however, that the low-
est achievable background of a spectrometer
allows for further study of radioactivity
in construction materials that may be used
in future generations of gamma-ray detec-
tion systems.

The degree of contamination can be re-
duced in various ways. Quartz light pipes
can be placed between the Nal(T1) gamma-ray
detectors and glass phototubes. Ceramic
phototubes may eliminate some 40K back-
ground. Systems can be constructed of ti-
tanium metal using pure calcium carbonate
reflective coating. In diode spectrom-
eters, molecular sieve material can be
placed at a 90° angle to the detector.
Shielding can be placed between these two
points. Pure charcoal can also be used as
a vacuum pumping material. A1l of these
techniques can be used to reduce the radio-
active content or its inherent effect on
the spectrometer system.



Table 2.4. Radioactivity in Alpha, Beta, and Gamma-Ray
Detection Construction Materials (dpm per gram of
sample)

Spectrometer Assembly

Material 22Th 281 40K

Al (25) 012 <0.07 1.0

Al (6061) 0.42 0.04 <0.05
Al (1100) 0.24 <0.017 <0.06
Al (1100) 0.08 <0.026 <0.1
Al (3003) 0.10 <0.026 0.56
Al (sheet) <0.08 <0.1 <0.4

Al (sheet) <0.1 <0.2 <05

Al (sheet) 0.9 <0.007 <0.09
Al (sheet) 0.3 <0.007 <0.09
Al 0.02 0.005 0.07
Al;O5 (reflector) 0.11 <0.07 <0.3

CdF, (light pipe) <0.003 <0003 <001
Cu (sheet) <0.05 <0.006 <02

Cu (rod) <0.02 <0.03 <0.09
Ge (ingot) <0.02 <0.02 <0.05
Ge (ingot) <0.02 <0.02 <0.04
Ge (cylinder) <0.02 <0.02 <0.04
Ge (cylinder) <001 <001 <002
Fe (plate-old) <0.003 <0005 <0.01
Fe (304 stainless)(a) <0.006 0.007 0.06
Fe (304-L stainless)(a) <0.005 <0.005 <0.02
Mg (rod) 0.06 <0.04 0.1

Mg (ingot) <0.01 <0.002 <0.02
MgO (reflector) 0.088 0.14 <0.23
MgO (reflector) <0.05 <0.05 <0.2

Pb (shavings) <0.008 <0.01 <0.03
Pyrex (window) 0.45 0.27 38

Se (595) 0.04 0.01 10.3

Quartz (window) <0.018 <0.018 <0.07
Quartz (window) <0.018 <0.018 <0.07

Polyvinyl chloride foam 1.0 0.9 16

Polyvinyl chloride foam 0.19 04 0.36
Polyvinyl chloride foam <0.2 0.4 <0.7
Neoprene <0.008 <0.01 0.36
Rubber 0.12 1.2 1.8
Rubber 0.12 1.0 2.0
Mattress Foam -

U.S. Rubber 19 15.0 24.70
Apiezon Z 4.5 4.5 27
Electrical Tape -3M <0.04 <0.06 <0.1
Cement - Portland 0.25 1.3 4.5
Molecular Sieve 45 3.0 9.0
Epoxy 0.006 0.01 0.19
Lacquer <0.002 <0.005 <0.04
Vycor Lens
CaCo. 0.003 0.002 0.01
CaCo. 0.003 0.003 0.01
MgO 0.01 0.05 0.2
MgO 0.02 0.07 0.2
MgO 0.02 0.07 <0.2
Millipore <0.002 <0009 <0.01
Ti <0.003 <0.002 <0.01
Ti 0.002 0.04 <0.01
Lavite Clay(b) 4.0 3.0 10.0
Lead Solder(b) 0.4 0.5 <0.01
Charcoal <0.003 <0.005 <0.02
Glass Tubes 0.5 0.3 5.0
Lucalox 0.6 0.4 1.0

(2)0.02 dpm/g %Co
(b)old style Gold Surface Barrier Detectors
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Design of an Ultralow Background, High-
Efficiency Intrinsic Germanium Gamma-Ray
Spectrometer

N. A. Wogman

An ultralow background, high-
efficiency intrinsic germanium gamma-ray
spectrometer has been designed, con-
structed, and evaluated for environmental
radiochemical measurements. The design of
the system eliminates the major cause of
background radioactivity {contaminated con-
struction materials) and reduces through
electronic means the background effects
created by cosmic rays.

The spectrometer, shown in Fig-
ure 2.44, is constructed using an intrinsic
germanium ingot (25%) placed geometrically
inside a Nal(T1) detector operating in an-
ticoincidence so that the primordial radio-
nuclides in the phototubes of the NalI(T1)
system and in the diode and liquid nitrogen
cryostats contribute minimal background.
This design achieves the lowest background
yet reported in the literature for the
energy range 60 to 10,000 kev. At 3.0 MeV,
the background is 0.000058 counts per min-
ute per keV (c/m/keV); at 1.0 MeV it is
0.00048 c/m/keV; and at 0.5 MeV it is
0.0045 c/m/keV. There are still traces of
primordial sgecies-creating backgrounds at
2.614 MeV [232Th(208T1)] of 0.016 counts
per minute (c/m); at 2.448 MeV 5226Ra of
0.0058 c/m; and at 2.204 Mev [238y(214Bi)]
of 0.023 c/m. Methods to eliminate the
last vestiges of primordial and cosmic-ray
backgrounds are presently being studied.

The detector design discussed in this
report achieves efficiencies of 6% for a
1-cm thick x 5-cm dia environmental matrix
and 12.5% for a point source geometry at
300 keV using an ingot of 25% efficiency.
Various cryostat designs have also been
evaluated using charcoal to maintain cryo-
stat vacuum instead of using primordially
contaminated molecular sieves. The present
backgrounds were obtained using 15.2 cm of
lead and 5.1 cm of iron in conjunction with
shadow shielding of the germanium detector.
Borated paraffin, which filled all remain-
ing cave space, and electronic blocking
techniques reduced backgrounds created by
cosmic-ray neutrons. In the present de-
sign, electronic blocking of cosmic-ray
events reduces by twofold the photon con-
tinuum in the 0.1 to 2.0 MeV range. The
design also reduces the background tenfold
below that normally achievable with typical
diodes as they are delivered by detector
manufacturers. The present design achieves
peak-to-Compton edge ratios exceeding






elements as pollutants or tracers of envi-
ronmental pathways. The system has such a
Tow background it is even allowing studies
of the basic physics of double beta decay.

The Measurement of Long-Lived Radionuclides

in the NucTear Power Industry

C. W. Thomas

Over the next thirty years the nuclear
power industry is expected to generate con-
siderable amounts of radioactive material.
The radionuclides of concern have been
identified; next, it will be necessary to
develop methods of separating and measuring
them. A large number of these radionu-
c¢lides (1isted in Table 2.5) can be mea-
sured by direct counting and gamma-ray
spectrometry. The isotopes have gamma rays
whose energies are unique and/or can be
corrected for interferring gamma energies.
However, a large number of isotopes (also
listed in Table 2.5) will require chemical
separation before measurements can be made.

Tables 2.6 and 2.7 show the decay
characteristics of the radionuclides that
require chemical separation. The most

Table 2.5. Radionuclides in the Nuclear Power Industry
and Methods of Measurement

Measurement and Separation
by Gamma-Ray Spectroscopy

2N g
14Ce

54NN
28Ac
1MmAg
152Eu
154E
155y
$Co
1%Ru
137CS
65Zn
14Cs
IZSSb
26R 3

Chemical Separation Required

NBZr 126§ 2Np
SNb 1%65h 0Sr
59N 795e 24y
6IN 135Cs 20Th
NBTc 244Cm 32
55Fe MAmM 28Th

1B1§m 239py WAmM

129] 238py 242Cm

notable characteristic for these radionu-
clides is that nearly all decay by emission
of Tow-energy beta, low-energy photons, or
an alpha particle. This characteristic¢
makes the measurement and chemical separa-
tion of the isotopes difficult. Nearly all
the heavy element isotopes decay by alpha
emission and nearly all can be resolved by
alpha spectrometry. Figures 2.45, 2.46,
2.47, and 2.48 show the separation of spec-
tra from the isotopes obtained and the in-
terference when using alpha spectrometry.
Nearly all radionuclides of uranium can
readily be measured by alpha spectrometry.
;gg only interference is between 234U and
u.

The isotopes of thorium can readily
be measured by alpha spectrometry. A1l the

Table 2.6. Decay Characteristics of Fission and
Activation Products Requiring Chemical Separation

Half-life Energy Abundance

Isotope (Years) Radiation (KeV) (%)

SN 8x10¢  X-ray (Co) 6.93,7.65

6N 92 Beta 67 100

795e 6.5x 104 Beta 160 100
93ZrA 1.5x 108 Beta 60 95
amNb 13.6 X-ray (Nb)  16.60, 18.62

"Tc 2.1x10° Beta 292 100
9] 1.7x 107  X-ray (Xe) 29.77,33.62

- - Gamma 39.7 4
WSy 28 Beta 2000 (Y%) 100
Table 2.7. Decay Characteristics of Heavy Elements
Requiring Chemical Separation

Half-life Abundance

Isotope (Yr) Radiation Energy (%)
Bapy 86 Alpha  5.49 100
m9py 24000 Alpha  5.14 100
40Py 6600 Alpha 5.15 100
4py 15 Beta 21 keV 100
282py 8.8 x 10° Alpha 4.89 100
4AmM 458 Alpha 5.48 100
MMAmM 152 Beta 660 keV 82
43AmM 7370 Alpha 5.28 100
29Np 2.3 days Gamma 278 keV 12
22Cm 0.45 Alpha 6.12 100
3Cm 30 Alpha 5.78 85
24Cm 11.9 Alpha 5.81 100
B4y 2.47 x 105 Alpha 4.77 100
my 72 Alpha 532 100
230Th 8.0x 104 Alpha 4.68 100
28Th 1.91 Alpha 542 99
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alpha energies of plutonium isotopes are
well separated except for 239Pu and 240py
which are generally reported as a mixture.
Americium and curium are extremely hard to
separate chemically, but the various iso-
topes can be readily measured by alpha
spectrometry.

To measure these heavy element iso-
topes, as well as the weak beta and weak
photo-emitting radionuclides, a uniform,
reproducible source mounting containing
very little inert material is necessary.
Generally, electrodeposition is the best
method of preparing a source mount with
these decay characteristics. Figure 2.49
shows the electroplating characteristics
of several of the elements as measured at
PNL. The electroplating method developed
(Figure 2.50) uses a sulfate solution and
electroplates at 1 amp/cm¢. The electro-
plating area was a circle with a 1-cm diam-
eter. Thymol blue was used as the pH indi-
cator. 1In the electroplating of technetium
and selenium it was necessary to add sodium
sulfite to the electroplating solution.

In all cases a good uniform plate was read-
ily obtainable.

In the measurement of americium and
curium considerable inert material was
present in the electroplate from samples
containing large amounts of salt. It was
found that anion exchange and thiocyanate
did not thoroughly separate americium and
curium from the rare earths, but did an ex-
cellent job removing yttrium from these
heavy elements, Cation exchange from a
concentrated hydrochloric acid media thor-
oughly separated americium-curium from rare
earths; however, the separation from
yttrium was poor. The combination of anion
exchange from thiocyanate and cation ex-
change from concentrated HC1 has resulted
in uniform electroplates of americium-
curium,

In the measurement of those radionu-
clides emitting soft beta particles, a re-
cently designed windowless gas-flow propor-
tional beta counter is used. Depending on
the sensitivity needed, either an intrinsic
germanium diode or the beta counter is used
to measure the radionuclides emitting 1ow-
energy photons.

% PLATED

Figure 2.49.
Elements
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Figure 2.50. Electroplating Method Using a Sulfate Solu-
tion and a Current Density of 1 amp/cm?

A Method for Operation of Anticoincidence
Shielded Solid-State Detectors at High
Count Rates

D. P. Brown and N. A. Wogman

To achieve the rated resolution of
solid-state gamma-ray spectrometers operat-
ing at high count rates requires the use
of a pulse pile-up rejector/live-time cor-
rector. Typical germanium gamma-ray spec-
trometers use electronics such as the Can-
berra 1468A which has an output signal to
the analog-to-digital converter delayed in
time from the incoming pulse as determined
by the amplifier time constant (typically
4 usec). The analyzer stores the delayed
pulse. Deciding in which half of the mem-
ory to store the coincidence or noncoinci-
dence events must be done at the time of
the coincidence determination in the detec-
tor. In application, the output of the
1468A preamplifier input discriminator
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(which triggers on all incoming pulses from
the solid-state detector) is tested for co-
incidence with the output of a discrimina-
tor in the shield detection circuits. Co-
incidence between these two outputs gener-
ates a "store second half" signal to steer
the output to the proper memory location.
This pulse must then be delayed long enough
so that it will be present when the delayed
output pulse for storage occurs. Stretch-
ing the coincidence pulse long enough to
equal the delay time would permit proper
operation of the system at low count rates.
However, solid-state detector signals at
high count rates that normally would be in
coincidence with correspondingly high count
rate signals from the anticoincidence
shield would be lost and would not generate
the proper signals for direction of pulse
location (steering circuit) during the
pulse stretching time.

In order to accommodate high count
rate situations, the input signals are thus
differentiated (see Figure 2.51) to make
them very short (minimizing chance coinci-
dences). The discriminator and coincidence
pulses are kept short, approximately
100 nsec, to again reduce the chance coin-
cidence effect. The coincidence pulses are
injected into a delay circuit which permits
each pulse to propogate a pulse independent
of any second pulse preceding it within the
delayed time. In this manner, the pulses
required to direct event location arrive
in time coincidences with the 1468 delayed
output. System operation is shown in block
diagram in Figure 2.51.

Instrumentation for Using Multiple BF3 Neu-

tron Counters in High-Gamma Fields

D. P. Brown and R. L. Brodzinski

A large array of BF3 neutron detectors
has been designed to measure fissile mate-
rial remaining in chopped-leached hulls of
fuel elements. Because the gamma radiation
from the hulls is high, precautions must be
taken to minimize erroneous neutron count-
ing due to gamma pile-up. The BF3 tube
array in the present detector consists of
80 tubes in eight groups of 10 tubes each.
In this configuration the gamma noise in
each group results from summing the noise
from 10 tubes which then contributes to
pile-up and limits the maximum gamma radia-
tion level below which the rated neutron
sensitivity can be achieved. This effect
seriously limits the use of large arrays.
Therefore, a method was devised to permit
each tube to operate essentially indepen-
dent of all the others. This was done by
designing a preamplifier-discriminator



which could be attached directly to each
BF3 tube. The preamplifier amplifies the
BF3 tube signal and then uses a aifferen-
tiator of very short time-constant

(0.1 usec) to reduce pile-up. The 0.1 usec
time~constant permits a BF3 tube such as
the one used (2-in. dia x 22-in. long) to
operate in a gamma field of 250 roentgen/hr
with no loss in sensitivity because of
pile-up. In addition, the circuitry used
amplifies the signal and differentiates it
a second time for further use on the sys-
tem. The signal is then passed to a pulse
height discriminator where neutron pulses
are separated from the noise. The discrim-
inator places the output pulse on the high-
voltage cable which delivers it to a stan-

dard preamplifier, which separates the
pulse from the high voltage, amplifies it
and passes it on to a counting circuit.
Each BF3 tube has its own preamplifier-
discriminator and each group of 10 tubes
is connected in parallel through the high-
voltage bias 1ine to a common proportional
counter preamplifier. 1In this manner, the
ability of each tube to operate separately
in a high gamma field is preserved and the
combination operates correctly. Fig~

ure 2.52 illustrates the implementation of
this technique.

The preamplifier-discriminator is
housed in a 2-in. dia x 3~in. long brass
cylinder. This housing contains, in

OUTPUT SIGNAL
GERMANIUM
DETECTOR & ‘
1 ANTICOINCIDENCE
\ “T" SHIELD
T} 1468A AMP ADC | —p|MEMORY
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Figure 2.51. System Operation of Anticoincidence Shielded Solid-State Detectors at High-Count Rates
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addition to the preamplifier-discriminator
circuits, the high voltage decoupling cir-
cuits which permit using the high voltage
cable to carry the signal, and conditioning
circuits for the power supply. The mechan-
ical design of the device permits it to be
attached directly to the BF3 tube in place
of the original HN connector. Figure 2.53
shows a block diagram of a BF3 preampli-
fier-discriminator.

A Windowless Gas-Flow Proportional Beta
Counter for Measuring ®3Ni And 39Ni

C. W. Thomas and E. A. Lepel

Recent estimates of the amounts of acti-
vation radionuclides in nuclear wastes show
the radionuclides that will be of greatest
significance_in the year 2000 are B3Ni,
55Fe, 54Mn, 3H, 60Co, 14C, and 99Tc. After

a 100-year decay, only the longer-lived ra-
dionuclides, 63Ni, 3, 14c, 59Ni, 93zr, and
997Tc, will be present in large amounts.
Since most of these radionuclides decay
with soft-beta emission and/or weak X-rays,
a detector capable of measuring beta ener-
gies less that 100 keV would enhance the
measurement of most of them. For this pur-
pose a windowless 2 pi counter of thin-
walled plastic was designed (Figure 2.54).
It is coated with silver-conducting paint
and uses a single loop electrode. The sam-
ple is electroplated on a stainless steel
disc and mounted on the flat bottom surface
of the detector. The measurement capabil-
ity of this counter with respect to back-
ground and efficiency is compared to a thin
window counter in Table 2.8. The back-
ground, as measured in a 4-in Tead cave,

is similar for both window and windowless
counters (16.9 and 16.5 cpm); the
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Figure 2.53. Block Diagram BF3 Tube Preamplifier Discriminator
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Table 8. Counting Characteristics for Window and
Windowless Gas-Flow Proportional Beta Counters

Characteristic Window  Windowless

Detector with window 1.2mg/em? —
Background with 4” Pb shielding  16.9 c¢/m 16.5 ¢/m
Background with 4” Pb, 12.9

125 mil plastic as shielding,

20 mil Cd, 40 mil Cu

Efficiency - ©Ni (500 ug Ni) 2.9 22.5%
Efficiency - Ni (500 ug Ni) 7.8% 33.2%

efficiency for counting 63Ni increases when
using the windowless counter (22.5%) as op-
posed to using a window counter {2.9%).
Nickel-59 is a weak X-ray emitter similar
to 55Fe, and its detectability is also im-
proved by using the windowless counter
(33.2% efficiency for the windowless
counter as compared to 7.8% for the window
counter).

Figure 2.55 shows the response of the
windowless counter as a function of volt-
age. The plateau is flat from 1650 to
2000 volts showing a rise of only 4.3% over
this voltage span, or an increase of 1.22%/
100 volts.

Since 63Ni decays with the emission of
a 67 keV beta particle, the response of any
counter will be seriously affected by the
amount of inert nickel in the sample ali-
quot. The effect of varying amounts of
stable nickel is shown in Figure 2.56. The
self-absorption/self-scatter for 63Ni shows
a rapid drop in efficiency and a realistic
limit of about 1000 to 2000 ng of stable
nickel allowable in a sample aliquot.
About 10 times this amount could be toler-
ated in measuring 99Ni (and 55Fe) in this
counter. The overall size of the counter
allows it to be easily fitted between anti-
coincidence shields for reducing the back-
ground. A 100-fold reduction in background
is expected when the counter is placed in
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Figure 2.55. Windowless Counter Response as a Function of Applied Voltage
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anticoincidence with a multidimensional
gamma-ray detection system (Wogman and
Brodzinski 1973).

Methods for Suppression of Cosmic Ray Ef-
fects in Anticoincidence Shielded Soiid-
State Detectors

D. P. Brown

Large anticoincidence NaI(T1) and
plastic phosphor shields are efficient in
detecting cosmic rays. Cosmic-ray-induced
count rates of 3000 count/min are common
in these types of systems. Amplifiers with
voltage gains used in the analyses of gam-
ma-ray energies up to 2 MeV are driven far
beyond rated saturation by large cosmic-ray
pulses of up to 1 GeV in energy. The de-
tection of GeV energies by the anticoinci-
dence shield results in failure of the nor-
mal overload recovery circuits in the
amplifiers. Under these circumstances, the
recovering pulse often undershoots the
baseline and then returns to the baseline
in a period of time which can approach
500 psec. The return to the baseline is
often accompanied by some form of oscilla-
tion; thus, for up to 500 usec following a

89

cosmic-ray event in the shield, the shield
circuitry operates incorrectly. Ordinarily
the shield provides coincidence signals
from detection of photons scattered from
the solid-state detector. When the detec-
tor and shield see a pulse in coincidence,
the circuitry normally directs the pulse
storage to a specific location of a multi-
channel analyzer memory. By this proce-
dure, a reduced Compton background is
achieved for radionuclides not emitting co-
incidence photons. However, when the coin-
cidence-directing circuitry becomes dis-
abled following a cosmic event, those
pulses which should be directed to coinci-
dence locations are erroneously stored in
the noncoincidence locations, and the sup-
pression of Compton background suffers.

To reduce this problem, two approaches have
been evaluated: 1) total blocking, and

2) signal differentiation.

In the total blocking method, a dis-
criminator is set to trigger on only the
very large cosmic-induced pulse in the am-
plifier. The signal triggers an adjustable
blocking system set to the time required
for the amplifier to recover. This dis-
ables the analyzer ADC. During the time



the directing circuits are operating incor-
rectly, the ADC is prevented from storing
any pulses. To correct for the lost pulses
and the circuit dead time, the blocking
pulse also disables the live-time clock.
Use of this approach significantly reduces
the noncoincidence background; however, the
additional dead time introduced by the
blocking signal adds to the total counting
time required to analyze a sample.

In the signal differentiation method,
RC circuit differentiation of rising pulses
[typical of those produced by phototubes
attached to the large NaI(T1) or plastic
phosphor anticoincidence shields] produces
pulses which are reduced in amplitude and
shortened in time. The very large pulses
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from cosmic-ray events in these shields can
now be detected and used to generate a
blocking signal as before; however, because
of the action of the differentiation cir-
cuits, the blocking time required is
greatly reduced. This improves the time
required to count the sample. The normal-
event pulses from the differentiation are
further conditioned and used in circuitry
to determine in which half of the memory

to store the pulse from the solid-state
detector.

Both of these methods reduce the Comp-
ton background; the second method gives an
added advantage by permitting the use of
higher count rates in the anticoincidence
shields.



® Magnetic Field Dosimeter Development

Magnetic field dosimeters have been developed to measure the exposure of personnel who work in
magnetic field environments. The battery-operated devices use Hall-effect sensors and microprocessors
for data analysis. In the operation of a magnetic field dosimeter data recording system the magnetic field
exposure data (dose) is transferred from the dosimeter to a readout console for final analysis and storage.
These instruments demonstrate the feasibility of monitoring personnel exposure in magnetic field

environments.

Magnetic Field Dosimeter Development

D. K. Lemon, J. R. Skorpik and J. L. Eick

There is increasing concern over po-
tential health hazards related to exposure
to magnetic fields. If realistic exposure
standards are to be established and en-
forced, a dosimeter for magnetic fields
must be available. This project was estab-
lished to develop a means for obtaining
data on exposure of personnel to magnetic
fields. In this concluding year of the
project, two working models of magnetic
field dosimeters have been developed and
delivered to the sponsor. The development
of these instruments is an important step
towards meeting the reguirements in this
area.

The basic sensors of the dosimeter are
three Hall-effect sensors. They are at-
tached to the body of the dosimeter with an
umbilical cord (Figure 2.57). The Hall-
effect sensors measure three components of
the magnetic field, By, By, and Bz, thereby
uniquely defining the fie%d. The measure-
ments obtained from these sensors are sam-
pled cyclically by a microprocessor in the
dosimeter. During an operation period the
dosimeter stores the dose information for
subsequent readout. At the end of a mea-
surement period (e.g., one work-day), the
dosimeter is connected to a data recording
console. The worker's name is typed in
and the dosimeter data are read out into
the console. A microprocessor in the con-
sole then reduces the dose information and
prints it out on the teletype unit. In ac-
tual field applications a cassette tape
unit would also be used to permanently re-
cord the dose information for each individ-
ual. Through a cassette recording, data on
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Figure 2.57. Diagram of the Approach Used in the
Magnetic Field Dosimeter Data Recording System

a large number of individuals could be re-
corded and later retrieved for analysis.

We conclude from this project that the
Hall-effect microprocessor design is feasi-
ble for dosimeters in field use. The work-
ing models have shown that the problems of
temperature compensation, voltage drift and
electronic storage of the data can be
solved. During this project, we investi-
gated alternative dosimeter designs, in
particular, designs that would allow sev-
eral weeks of continuous operation. Unfor-
tunately, none were found that promised to



offer long-term, unattended operation.
Therefore, we conclude that the Hall-effect
microprocessor approach is the one that
should be pursued in future development.

Based on the progress of this project
and recent advances in low-power micropro-
cessors, we make the following
recommendations:

e The present dosimeters should have
limited field testing to further de-
termine changes that should be made
in future models. In particular,
“human engineering” factors should
be considered.
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e The dosimeters should be altered to

employ one of the new, low-power mi-
croprocessors now on the market. Do~
ing so would double the battery life
(to 12 hours) and also allow greater
flexibility in the computation of
dose.

A redesigned dosimeter should then
be field-hardened through a series
of field tests and design
improvements.

After these design and testing tasks are
completed, a limited number of the dosime-
ters (perhaps one hundred) could be pro-
duced and deployed in the field.



e Transuranic Chemical Species in Groundwaters

Groundwater transport of the transuranic radionuclides is a little understood problem of immediate
concern to DOE and other regulatory agencies. At the Hanford N-Reactor site a unique groundwater
microcosm exists which allows the study of the physicochemical processes that control the mobility of
radionuclides in groundwaters. This system is being utilized as a natural laboratory to identify specific
forms of the transuranic radionuclides that migrate in groundwater and to determine the rates and
mechanisms that control this migration.

Transuranic Chemical Species in trench located on a bluff overlooking the
Groundwaters Columbia River (Fiqure 2.58). The effluent

water percolates by gravity through a soil
D. E. Robertson and K. H. Abel bank and some of the water emerges to form

seepage springs located along the bank of

At the Hanford N-Reactor site, low-to- the Columbia River directly below the crib-

intermediate levels of radioactivity con- trench. The spring area represents the
tained in aqueous effluents from the shortest time path (typically four to six
N-Reactor are continually discharged at a days) for the discharge water flow to the
rate of approximately 3 million gal/day to river. The remaining water seeps into the
a rock-lined crib and overflow seepage river below its water level,

COLUMBIA

SEEPAGE
SPRINGS

Figure 2.58. Schematic Cross-Sectional View of N-Reactor Liquid Effluent Disposal System
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A total of 7167 Ci of long-lived fission
and activation product radionuclides
(ty/p - 27.7 days for 5lCr) entered the
crié—trench in 1978, and 3.32 Ci seeped
through the soil bank and entered the
Columbia River. A total of 0.26 Ci of
238py and 1.3 Ci of 239-240py entered the
crib-trench in 1978, but on]g 0.00013 Ci of
238py and 0.00030 Ci of 239-240pu entered
the river from the seepage springs. Since
the N-Reactor has been in operation four-
teen years, the total inventory of pluto-
nium in the soil bank probably amounts to
several tens of curies. Plutonium concen-
trations in near-surface soils of the crib
and trench range up to 2000 dpm/g, or
roughly 40,000 times the fallout background
in surface soils, Other transuranic radio-
nuclides, 241-243pm, 242-244cm, 239Np and
237Np, are also present in the crib-trench
system although their absolute concentra-
tions have not yet been measured. The
1301-N crib aqueous waste disposal site
therefore offers a unique opportunity to
study, under natural conditions, the rates
and mechanisms of groundwater transport of
the transuranic radionuclides.

A research program was initiated this
past year to identify what specific physi-
cochemical forms of the transuranic radio-
nuclides are migrating with the groundwater
and to determine the rates and mechanisms
which govern the mobility of these radionu-
clides. Large-volume water sampling was
conducted at the N-springs to determine the
“total" plutonium concentrations in the
spring water. This was accomplished by
collecting 562 of 0.4 u Nuclepore filtered
spring water, adding 2 dpm of 282py tracer,
and adjusting the oxidation state of all
plutonium species to Pu(Ill) by the addi-
tion of HSO3™ and HC1. Several hours
later, 1000 mg of Fe** carrier were added
and the pH adjusted to 8.0. The water was
allowed to stand overnight to complete the
coprecipitation of the plutonium on the
iron hydroxide. The iron hydroxide was
then removed and the plutonium separated
by ion exchange technigues and electro-
plated on stainless steel counting discs.
The plutonium was then measured by counting
for several thousand minutes on a silicon
diode alpha spectrometer. The results of
these analyses are compared in Table 2.9
with measurements obtained by United Nu-
clear Corporation Industries (UNC) who op-
erate the N-Reactor.

The 239-240py and 238py concentrations
measured in September 1979 were much lower
than the UNC 1977-78 annual average concen-
tration. However, UNC has reported consid-
erable variation in plutonium concentra-
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Table 29. “Total” Plutonium Concentrations in N-
Springs Water

Concentration
(femtocuries/liters)

239-240p 238py,
PNL-Sept., 1979 1.85 0.56
UNC-1977-78 Annual Avg. 120 93

tions in the spring water over a year's
time. The difference between the PNL and
UNC data may be due to temporal fluctua-
tions in the discharge rates of plutonium
in the springs.

Following the "total" plutonium mea-
surements, the oxidation states of pluto-
nium were measured in the N-springs water
to determine which forms were migrating.
The procedure used by Nelson and Lovett for
determining oxidation states of plutonium
in Irish Sea water was employed. This
method is based on the classical differen-
tiation of Pu(III) and Pu(IV) from Pu(V)
and Pu(VI) by coprecipiation of the former
pair with NdF3. Two 254 samples of 0.4 u
Nuc]egore f11tered spring water were spiked
with 238pPu(Iv) and 242py(VI) tracers and
the samples made 0.8 M in HNO3, 0.25 M in
HpS04, 0.0005 M in KoCrp07 and 0.0007 M in
Nd(NO3)3. After standing for several
hours, the water was made 0.25 M in HF and
the resultant NdF3 containing the Pu(III)
and Pu(IV) was removed by filtration.
Twenty-five grams of (NHg)2504 - FeSOgq *
6Hp0 were added to the filtrate and the wa-
ter was allowed to stand overnight thus re-
ducing the oxidized plutonium species to
Pu(III) and Pu(IV). Another 500 mg of
Nd(NO3)3 were added and the resulting NdF3
was again removed by filtation. The pluto~
nium in each NdF3 precipitate was purified
by routine ion exchange techniques and
electrodeposited on stainless steel count-
ing discs. The samples were counted on
silicon diode alpha spectrometers for sev-
eral thousand minutes.

The results of these measurements
(Table 2.10) indicate that 80 to 89% of the
plutonium in the spring water is in the
Pugv + VI) oxidation state. The total
239-240py concentrations in these samples
were much higher than our earlier measure-
ments made by the iron hydroxide coprecipi-
tation method. Also, Sample 1 contained
approximately five times more 239-240py
than Sample 2 even though they were



Table 2.10. Oxidation States of 29-29Py Observed in
N-Springs Water

Concentration (femtocurie/liter)

Sample Pu(lll +1V) Pu(V +VI) Total
1 11.6 £ 0.5 90.3+17 101.9+ 20
(11%) (89%)
2 4.5+ 1.1 17910 224113
(20%) (80%)
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collected only about one hour apart. The
reason for this difference is not known,
but further studies are in progress, in-
cluding studies of the role of micropartic-
ulates which could act as carriers for plu-
tonium in the groundwater.
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® Heavy-Metal and Noxious-Gas Emission from
Geothermal Resource Development

Although geothermal energy is generally considered a relatively clean source of power, the high-
temperature processes that create the hydrothermal provinces mobilize some undesirable constituents.
In this section, we report on studies to characterize and compare effluents from a number of different
geothermal sites and to determine pathways of constituents through geothermal power plants to the

environs.

Characterization of Gases and Trace
ETements in Lake County, California,
Geothermal Well EffTuents

D. E. Robertson, J. D. Ludwick, K. H. Abel,
and C. L. Wilkerson

The Lake County, California side of The
Geysers Known Geothermal Resource Area
(KGRA) has shown great promise for
extending the extractable energy resources
from this unique area. Numerous dry steam
wells have been drilled and several geo-
thermal power plants are in construction or
are on the drawing boards. Because the
Lake County side of The Geysers KGRA is
much more populated than the less developed
Sonoma County side, the control of undesir-
able gases and trace elements in geothermal
effluents is a critical issue. Since the
steam from each individual geothermal well
can have its unique chemical composition,
it is imperative to carefully analyze in
detail the gases and trace elements in
effluents from each well.

To assist in the environmentally sound
development of this resource, a cooperative
study of two Lake County geothermal wells
was conducted in January 1980. The Lake
County Air Pollution Control District
arranged with Aminoil USA and McCulloch
Geothermal {now MCR Geothermal) for Pacific
Northwest Laboratory (PNL) to sample during
special flow tests at two of their steam
wells for gases and trace elements of envi-
ronmental concern. The results of these
analyses are presented in Tables 3.1, 3.2
and 3.3. Table 3.1 presents the noncon-
densable gas concentrations measured by gas
chromatography and mass spectrometry. As
usual, carbon dioxide was the major noncon-
densable gas accounting for 70.4% to 74.7%
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by volume. The Francisco 1-5 well con-
tained a relatively high concentration of
hydrogen, averaging 17.8% by volume. Of
special interest from an emissions concern
is the detectable amounts of benzene pres-
ent in the noncondensable gases, averaging
0.002% (20 ppm) by volume in the Francisco
1-5 well and occurring at 0.003% (30 ppm)
by volume in the PDC-1 well. Further work
should be conducted to verify the presence
of benzene and to determine its partition-
ing between vapor and condensable phases.

Table 3.2 presents the concentrations of
hydrogen sulfide, radon, mercury, and
ammonia in the noncondensable gases. The
hydrogen sulfide was measured on a real-
time basis over periods of approximately
30 min by carefully diluting the noncon-
densable gases and passing the diluted gas
through an Interscan HpS analyzer at the
optimum range for this instrument. The
hydrogen sulfide concentrations were quite
typical of levels measured in noncondens-
able gases from Sonoma County geothermal
wells at The Geysers KGRA. Thus, careful
abatement technology will be required to
reduce the hydrogen sulfide emissions
during the exploitation of this resource.
The radon concentrations were also quite
typical of other areas of The Geysers KGRA
and should not represent any significant
environmental concern. The mercury concen-
trations were likewise representative of
the levels observed in noncondensable gases
at the generating units in Sonoma County.
Although the mercury concentrations were
low, this toxic trace element has accumu-
lated in soils around the generating units,
and further research should be conducted to
determine its environmental fate.



Table 3.1. Gas Chromatography-Mass Spectrometric
Analysis of Noncondensable Gases in McCulloch’s
Francisco 1-5 and Aminoil’s PDC-1 Geothermal Wells

January 22, 1980
Francisco 1-5 PDC-1

Percent {(Volume)

Constituent Sample 1 Sample 2 Sample 1

Carbon dioxide 74.748 70.437 73.003
Hydrogen 17.429 18.173 7.739
Methane 5.314 5.652 11.536
Nitrogen 1.616 2.594 2.408
Hydrogen sulfide(@) 0.264(3)  2.462(2)  1.216(3)
Water 0.576 0.613 4.036
Argon 0.015 0.028 0.008
Oxygen 0.015 0.000 0.000
Benzene 0.001 0.003 0.003

Parts-Per-Million (Volume)

Carbon monoxide ND (<10} ND 10) ND 10)
Ethane 270 277 296
Propane 75 77 136
Iso-Butane 3 2 5
n-Butane 22 21 52
Iso-Pentane 1 1 2
n-Pentane 1 1 2
Cs Hydrocarbons and higher 4 5 16

{a)Hydrogen sulfide is not accurately measured by this
technique due to degradation between sampling and
storage. These values are residual amounts and are
included only to give a volumetric balance. Separate
accurate analyses of H,S are provided elsewhere,

The gas/steam ratio is presented in
Table 3.2. This is a very important mea-
surement because it allows calculation of
a total mass flow of constituents in the
gaseous and condensable phases. The gas/
steam ratios in these wells are very typi-
cal of the ratios observed in geothermal
wells supplying steam to the generating
units in Sonoma County.

Table 3.3 presents the concentrations of
trace elements in the condensate phase from
these two wells. Aside from moderate
amounts of sulfide and ammonia, the steam
condensates were rather pure solutions. A
surprising observation was the very low
(undetectable at <0.01 ppm) boron content
of the PDC-1 condensate, which was atypical
for The Geysers KGRA. However, boron was
measured using two different plasma emis-
sion spectrometers on several different
condensate samples collected throughout the
flow test, so we are confident that the
nondetectable boron was not due to analyti-
cal error. It is possible that some flow
or temperature anomaly could have kept the
boron from volatilizing with the steam.

In summary, the steam wells in Lake
County appear to be quite typical of those
in Sonoma County which supply steam to The
Geysers generating units. Because Lake
County is more populated, the developers
will need to install effective hydrogen
sulfide abatement systems and monitor the
environment for the accumulation of
mercury and boron.

Table 3.2. Noncondensable Gas Analyses of McCulloch’s Francisco 1-5 and Aminoil’s PDC-1 Geothermal Wells

January 22, 1980
Francisco 1-5 PDC-1

Constituent

Concentration

Hydrogen sulfide(@)

19900 ppm {volume) 14950 (volume)

Radon 3122 picocuries/liter 2790 picocuries/liter
Mercury 2.7 micrograms/liter 1.6 picocuries/liter
Ammonia <0.7 micrograms/liter <0.7 micrograms/liter

Gas/Steam Ratio {liters/kg) 4.84 liters/kg

5.18 liters/kg

()This concentration was measured on a real-time basis over a period of
about 30 minutes and represents the average concentration for this

period.




Table 3.3. Steam Condensate Analysis of McCulloch’s
Francisco 1-5 and Aminoil’s PDC-1 Geothermal Wells

January 22, 1980

Francisco 1-5 PDC-1

Constituent Concentration

pH 6.6 6.0
Eh -19 my. +39 mw

Parts-Per-Million (Weight)

Sulfide 25.4 7.2
Ammonia 56.0 13.2
Fluoride 0.045 0.0063
Boron(3) 0.50; 0.53 <0.01; <0.1
Sulfate 1.0 <10
Chloride <0.1 <0.1
Aluminum <0.1 <0.1
Arsenic <0.01 <0.01
Barium <0.01 <0.01
Calcium <01 <0.1
lron 0.10 <0.1
Lithium <0.05 <0.05
Magnesium <0.05 <0.05
Mercury 0.0057 0.0011
Sodium 8.0 <5.0
Phosphorus <0.05 <0.5
Silicon 5.3 <0.1
Strontium <0.01 <0.01
Silver <0.01 «0.01
Cadmium <0.01 <0.01
Cobait <0.01 <0.01
Chromium <0.01 <0,01
Copper <0.01 <0.01
Manganese <0.01 <0.01
Molybdenum <0.1 <0.1
Nickel <0.01 <0.01
Lead <0.1 <0.1
Antimony <0.05 <0.05
Selenium <0.2 <0.2
Tin <0.1 <0.1
Thorium <0.1 <0.1
Titanium <0.05 <0.05
Thallium <0.1 <0.1
Uranium <0.05 <0.05
Zinc <0.05 0.07
Zirconium <0.05 <0.05

{3)Boron was measured by plasma emission spectroscopy
on two different instruments. The values are much
lower than for other steam condensates we have mea-
sured at other locations at The Geysers.
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Emissions Studies at The Geysers Unit 15

Geothermal Power PTant

D. E. Robertson, J. D. Ludwick, K. H. Abel,
and C. L. Wilkerson

The Geysers, California, Unit 15, a new
100 MWe geothermal power plant, contains
state-of -the-art technology for pollutant
abatement which greatly reduces the emis-
sions of hydrogen sulfide, mercury, and
other geothermal pollutants. The principal
abatement system at Unit 15 is the Stret-
ford plant, which removes hydrogen sulfide
from the noncondensable gases by catalytic
oxidation to elemental sulfur. The Stret-
ford plant also appears to be effective in
removing other gaseous pollutants, such as
mercury. Therefore, it is of interest to
determine the pathways of geothermal steam
constituents through such a modern facil-
ity and to identify the emission routes to
the environment.

In June 1979 and January 1980, studies
were conducted at Unit 15 to determine the
flow pathways of steam impurities through
the plant. The results of these investiga-
tions are summarized in Tables 3.4, 3.5,
and 3.6.

Table 3.4 presents the noncondensable
gas composition of incoming steam as mea-
sured by gas chromatography and mass spec-
trometry. A large difference in major gas
constituents was observed between gas sam-
ples analyzed from the June 1979 and
January 1980 collections. The difference
is due to the unusually high concentrations
of hydrogen and methane in the January 1980
samples, which are representative of the
highest range for these gas constituents at
The Geysers. This could be the result of
using a different combination of steam sup-
ply wells or it could reflect changes in
the reservoir degassing characteristics.

Hydrogen sulfide is not accurately mea-
sured in these samples by this technique
because of degradation between sampling and
storage. The values in Table 3.4 are
residual amounts and are included only to
give a volumetric balance. Accurate hydro-
gen sulfide measurements are presented in
Table 3.5. The hydrogen sulfide measure-
ments in the noncondensable gases entering
and exiting the Stretford plant indicate
that the plant is removing HoS with a
greater than 99.95% efficiency (Table 3.5).
The mercury vapor is also being removed by
the plant condensers. The mercury vapor
concentrations in the incoming steam were
2.2 and 3.8 pg/2 in June 1979 and January
1980, respectively, but the gases exiting



Table 3.4. Gas Chromatographic and Mass
Spectrometric Analysis of Noncondensable Gases in
incoming Steam at Unit 15, The Geysers

Constituent June 15, 1979 January 21, 1980

Percent {Volume)

Carbon dioxide 61.216 36.972
Hydrogen 25.301 37.576
Methane 6.623 17.409
Nitrogen 0.187 7.212
Hydrogen sulfide{2) 4.238 0.000
Water 0.403 0.576
Oxygen 0.000 0.122
Argon 0.011 0.096
Benzene 0.004 <0.0005
Toluene 0.001 0.000
Carbon monoxide <0.001 0.000

ppm (Volume)

Ethane 117 278
Propane 28 63
Isobutane 1 2
n-butane 6 15
Isopentane 1 1
n-pentane 1 1
C¢ hydrocarbons & higher 6 6
Gas/steam (liters/kg) 2.58 1.93

(@) Hydrogen sulfide is not accurately measured by this
technique because of degradation between sampling
and storage. This value is a residual amount and is
included only to give a volumetric balance. Separate
accurate hydrogen sulfide analyses are included in
Table 3.2.

the plant condensers and going to the
Stretford plant contained undetectable
amounts (<0.1 to <0.01 ug/%) of mercury.
Much of the mercury is being lost somewhere
in the turbine-condenser system since the
mercury concentrations in condensate from
the units' condensers are also relatively
Tow.

The overall success of the hydrogen sul-
fide abatement at Unit 15 depends upon the
degree of partitioning between noncondens-
able gas and condensate phases in the unit's
surface condenser. The more hydrogen sul-
fide that can be kept in the noncondensable
gas phase after the steam condensation pro-
cess, the more is available for removal to
the Stretford plant. The Unit 15 condens-
ers have not operated up to expectations.
In June 1979, 65% of the HoS remained in
the gas phase, and in January 1980, only
52% left the condensers as noncondensable
gases.

Table 3.6 presents the concentrations of
a number of constituents of environmental
concern in steam condensate from Unit 15.
The concentrations of these constituents
changed very little between June 1979 and
January 1980. The S concentration in
the cooling tower inlet water (1.17 mg/z)
was about tenfold higher than the cooling
tower bTowdown sampled at the bottom of the
tower. This indicates that approximately
90% of the HS entering the cooling tower
is volatilized and emitted in the cooling
tower exhaust. The nonvolatile constitu-
ents F-, B, and As have approximately the
same concentrations in cooling tower inlet
and blowdown waters. It was surprising

Table 3.5. Hydrogen Sulfide and Mercury Vapor in Noncondensable

Gases at Unit 15, The Geysers

Constituent

June 15, 1979 January 21, 1980

Hydrogen sulfide (ppmy)
--incoming steam

Hydrogen sulfide (ppmy)
--after Unit 15 condenser
Hydrogen sulfide (ppmy)
--exit gas from Stretford plant
Mercury (ug/l)

--incoming steam

Mercury (ug/l)

--into Stretford plant

{a) PNL glass condenser.
(

49,700(@) 23,100(b)

21,000
10

(99.96% removal) (99.95% removal)

3.8

<0.1

b) pG&E stainless steel sampling condenser at Unit 15.




Table 3.6.
Cooling Tower Waters at The Geysers Unit 15

Steam Condensate

Cooling Tower inlet

Eiementa! Constituents of Environmental Concern in Geothermal Steam Condensate and

Cooling Tower Blowdown

June, 1979 Jan., 1980 June, 1979 Jan., 1980 June, 1979 Jan., 1980
pH 8.6 8.9 e 8.25 8.0 8.1
Eh -235 -113 -ne- +33 +140 +140
S= (ppm) 49.5 54.0 -—-- 1.17 0.13 0.12
F~ (ppm) <0.003 <0.1 .- 0.030 0.06 0.032
As (ppm) 0.065 <0.1 -me- 0.20 0.53 0.30
B (ppm) 30 35.8 “--- 127 124 126
NH; (ppm) 118 122 51.9 37.8 50.4
Hg (ppm) 0.0147 0.0144 0.0128 0.0056 0.0041 0.0062

that the NH3 and mercury concentrations in
the January 1980 cooling tower inlet water
were approximately the same as the blow-
down, indicating little volatilization in
the cooling tower. In June 1979, the mer-
cury behaved normally and was threefold
lower in blowdown compared to the inlet,
indicating that approximately 68% of the
mercury entering the tower was vaporized to
the atmosphere.

Cooling Tower Emission Studies at The
Geysers Unit 15 Geothermal Power Plant

D. E. Robertson, J. D. Ludwick, K. H. Abel
C. L. Wilkerson

In modern, well-abated geothermal power
plants such as Unit 15 at The Geysers,
California, the most important route to
the environs for the emission of undesir-
able steam impurities is via the cooling
tower exhaust. These emissions may leave
the cooling tower stacks as a vapor or as
liquid drift droplets which become entrain-
ed in the air flow. The quantification of
these emissions is an extremely difficult
task because of the nonuniform air flow
and cross-sectional distribution of gases
and trace elements contained in the
exhaust air of each stack.

In January, 1980 a cooperative study was
conducted with Pacific Gas and Electric
Company (PG&E) at the Unit 15 cooling tower
to study the emissions of hydrogen sufide,
mercury and ammonia, and to characterize
the air flow and temperature profiles
across individual stacks. In addition,
PG&E measured the drift droplet size using
a laser droplet size instrument,

A special scaffolding and instrument
support beam, developed by PG&E, was used
to make sampling traverses across the top
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of several stacks in north-south and east-
west directions. Twelve equal area mea-
surement stations were located along each
traverse, as shown in Figure 3.1. A sche-
matic diagram of the instrument support
beam and the location of monitoring instru-
ments and sampling lines above the top of
the fan stack is shown in Figure 3.2. Si-
multaneous real-time measurements of HpS
concentrations were made at each station by
both PNL and PG&E using Interscan® HpS
analyzers. In addition, grab samples of
exhaust air for mercury and ammonia mea-
surements were taken by PNL, and PG&E moni-
tored the drift droplet size and collected
drift droplets for boron analyses. Because
of space restrictions on the sampling beam,
only the PG&E anemometer and temperature
probes were used to monitor air velocity
and wet/dry temperatures directly above the
stack.

The results of measurements made above
Stack #4 on the Unit 15 cooling tower are
presented in Table 3.7. These data illus-
trate the large variability in cross-
sectional distribution of the hydrogen sul-
fide concentrations, of the air velocity,
and of the temperature. Normally, the
highest hydrogen sulfide concentrations are
found near the outside rim of each cooling
tower stack where the upward air velocity
is decreased. The hydrogen sulfide concen-
trations gradually decrease towards the
center of the stack. Between 2 to 6 feet
from the edge, the air velocity reaches a
maximum and then becomes negative at the
center because of down-drafting. Thus, in
order to determine emission rates of vola-
tile constituents or drift droplets from
each stack, it is necessary to divide the

® Registered trademark of Interscan
Corporation.
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Table 3.7. Unit 15 Cooling Tower Stack 4 Exit Air Measurements
Tested January 24, 1980
Traverse No. 1 (North to South)

PNL PG&E Air
H,S H.S Hg NH; Velocity TDry Twet
Station Time (ppm) (ppm) (ng/1) (ug/1) (m/s) (°C) T/V Corr. (°C)
1 1328-1347 5.0 7.4 113 5.4 36.7 .88 36.6
2 1348-1357 3.7 5.6 10.2 36.8 .88 35.8
3 1358-1409 2.1 3.6 <60 10.5 36.0 .88 34.7
4 1409-1419 090 1.4 <60 10.8 33.8 .89 323
5 1424-1435 040 0.5 7.5 29.9 .90 29.7
6 1436-1442 025 0.2 0 28.2 28.2
Center 1443-1449 015 0.2 -2.4 27.9 --- 27.9
7 1449-1455 010 0.1 -2.1 27.8 27.7
8 1456-1503 0.10 0.1 3.6 27.9 .90 27.9
9 1504-1518 020 02 0.16 9.0 29.8 .90 29.8
10 1518-1530 1.0 1.1 11.1 315 .90 315
1 1530-1540 3.0 3.0 0.033 10.8 35.9 .88 35.9
12 1540-1550 5.0 5.4 10.2 36.5 .88 36.5
Traverse No. 2 (West to East)
PNL  PG&F Air
H,S H,S Hg NH; Velocity Tory Twet STD. T.
Station Time {(ppm} (ppm) (ng/1l) (ug/) (m/s) (°C) (°C) T/v Corr.
1 1009-1019 1.6 1.7 6.0 31.6 31.6 =90
2 1021-1031 1.6 1.1 1.1 31.8 31.8 =.90
3 1032-1042 050 05 0.38 <60 10.8 30.5 29.5 =90
4 1046-1056 010 0 0.35 <60 10.5 28.9 27.5 =.90
5 1100-1110 005 0 7.5 26.1 26.0 =91
6 1111-1128 0.05 0 0 26.1 26.0 -
Center 1129-1135 010 0.1 -2.4 26.7 26.7
7 1136-1141 010 0 -2.4 26.9 26.9
8 1142-1153 010 0 3.6 26.4 26.1 =.91
9 1155-1208 005 0 9.6 26.8 26.3 =91
10 1211-1225 010 0.2 0.39 <60 11.4 28.2 26.8 =91
1 1225-1235 040 0.6 0.76 10.8 28.8 28.8 =90
12 1235-1252 1.0 1.5 9.0 31.2 31.2 =90
stack into a sufficient number of cross- its own characteristic emission rate.
sectional sectors to adequately character- These areas can be integrated to give a
ize the total emission rates. When Stack 4 total stack emission rate. This total
on the Unit 15 cooling tower is divided amounted to 3.9 kg/hr of HpS for
into four cross-sectional sectors (N, S, E Stack #4. Unit 15 has five stacks and if
and W) and each sector is divided into five Stack #4 is fairly representative of the
equal-area stations where positive air rest, then approximately 19.5 kg/hr of
velocities and hydrogen sulfide measure- HpS is emitted from the Unit 15 cooling
ments are taken, then the stack can be tower stacks.

divided into 20 separate areas each having
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e OQil Shale and Tar Sand Research

Oil shale and tar sand in the United States represent a potential supply of nearly one trillion barrels of
crude oil for the country’s future use. The renewed commercial interest in developing these reserves has
increased the need for studies that would help developers assure that conversion processes are carried out
in an environmentally acceptable manner. A vital part of this environmental research program is the
physical and chemical characterization of the effluents from the various proposed conversion schemes.
Characterization studies are important and should begin at an early stage of development, preferably at
the pilot plant or semiworks stage. Because of the complex nature of the effluents, new sampling, analysis,
and chemical separation procedures have had to be developed. In this section, new and improved
techniques for organic, inorganic, and speciation analysis are presented with applications for oil shale
research. Also reported is the progress of a program to provide representative and well-characterized
fossil-fuel samples for environmental and health effects studies and for interlaboratory comparisons to

ensure accuracy of the data

Organic and Mutagenic Analyses of Shale
011 Waters

A. P. Toste, D. S. Sklarew and R. A. Pelroy

Contamination of natural groundwaters by
the organic species in shale oil and/or the
product waters associated with shale oil
retorting constitutes a potential health
and environmental hazard. The objective of
this program is to identify potential envi-
ronmental pollutants in product waters and
aqueous extracts of shale oil.

Extracting organics from the shale o0il
product waters poses an analytical chal-
lenge. The waters are heterogeneous, both
organically and inorganically. Three dif-
ferent methods for concentrating organics
from aqueous samples have been compared:

1. solvent extraction with methylene chlo-
ride, chlioroform, and hexane; with and
without pH adjustment of the water to
facilitate extraction of acidic and
basic (pH 8.3 and pH 3) organics;

2. partition chromatography on XAD-4 resin

followed by elution with methylene chlo-
ride; the water was chromatographed at
its natural pH of ~8.3 and also adjusted
to pH 3 to enhance the concentration of
acidic species; and
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3. partition chromatography on a Cig-
reverse phase cartridge at pH 8.3 and
pH 3 followed by elution with methanol
and/or methylene chloride.

Specifically, each of these procedures was
tested for concentrating the organics from
Paraho product water separated from shale
0il storage tanks.

The three concentration procedures have
been chemically evaluated by normal phase,
adsorption high-performance liquid chroma-
tography (HPLC) using an NH» column with
a 3-solvent, gradient mobile phase system
(Figure 4.1). Hexane flows isocratically
at 5 mi/min for the first 5 min followed
by a Tinear gradient to 100% CH»Clz for
10 min; 100% CH2Clz isocratically for 5 min
followed by a linear gradient to 100%
iPrOH for 10 min; finally 100% iPrOH for
5 min. The NHp column is then recondi-
tioned by cycling back to the first sol-
vent, hexane. With the shale oils, three
distinct regions of polarity are generally
observed: nonpolar, moderately polar, and
poltar. Quite a variety of standards have
been chromatographed on the NHy cotlumn
(Figure 4.1). Hydrocarbon and polycyclic
aromatic hydrocarbon (PAH) standards elute
in the nonpolar region, as well as some
nonpolar heterocyclics. The moderately
polar region contains nitrogen heterocy-
clics, aromatic amines, and aza aromatic
amines, as well as their alkylated analogs.
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The polar region contains phenols, and
hydroxylated and mixed-function heterocy-
clics, such as amino pyridinol.

The HPLC chromatograms of the organic
extracts for the Paraho product water were
nearly identical for all three procedures,
strongly suggesting that they yield chemi-
cally equivalent results. The only differ-
ence of any note is that methylene chloride
solvent extraction of the water or the
"organic-loaded" Cig-cartridge yields an
extract enriched in moderately polar mate-
rial, whereas methanol extraction yields
more complete extraction with an extract
containing moderately polar species but
mainly enriched for polar species.

The three concentration procedures have
also been evaluated biologically using the
standard Ames bioassay with the TA98 strain
of Salmonella typhimurium and the S9 frac-
tion from rat liver for metabolic activa-
tion. Preliminary results of this study
are listed in Table 4.1. The data suggest
that basic solvent extraction and the Cig-
partition chromatography concentrate or-
ganic fractions with similar mutagen-
icities. The acidic solvent extract (after
basic solvent extraction of the sample)
appeared to be nonmutagenic; the XAD-4
extract was only weakly mutagenic. The

mildness and ease of the Cjg-partition
concentration, combined with the high
recovery of mutagenic activity, make it the
concentration procedure of choice for aque-
ous samples.

Paraho Product Water: The results of
the HPLC analyses and Ames bioassay of the
C1g-cartridge methanol extract of the
Paraho product water are summarized in Fig-
ure 4.2. No chemical species appeared in
the nonpolar region of the HPLC-UV chro-
matogram; a small amount appeared in the
moderately polar region; and most of the
sample chromatographed as a complex enve-
lope in the polar region (HPLC fraction 9).
Virtually all of the mutagenic activity
appeared in the polar region (HPLC frac-
tion 9) confirming that the mutagens of the
Paraho product water are highly polar.

Aqueous Extract of Paraho Shale 0il:
Contact of natural groundwaters with shale
0il could Tlead to their extensive contami-
nation by hazardous organic species. To
test this possibility, the Paraho shale oil
was extracted with deionized, filter-
purified water in an attempt to assess any
potential problems resulting from contact
of natural groundwaters with shale oil.
The yield of the water-extracted organic
residue was ~1.4% by weight. Both the
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Table 4.1.
Paraho Product Water

Material

Mutagenic Activities of Organic Concentrates from

Specific Activity (rev/ug)

Basic solvent extract

XAD-4 (acidic and basic combined)

C,s Cartridge

2.6
0.68
2-4

Azumm

L TOTAL ACTIVITY

L {1 RESPONSE < 2X BACKGROUND

20
MINUTES

-
o 61
x |-
4
- 41

2_

1 2 3 4 56 7 8 9 10
FRACTION

Figure 4.2. HPLC of Organics from Paraho Product Water on an NH, Column after Cy4-partition Chromatography

with Methanol

extracted shale 0il and the concentrated
aqueous extract were fractionated by
Sephadex LH-20 chromatography followed by
HPLC. Approximately half of the water
extract eluted in the methanol fraction.
Figure 4.3 illustrates the HPLC chromato-
grams of the LH-20 methanol fractions of
the extracted shale 0il, the aqueous
extract, and the crude (unextracted) shale
0il. The HPLC chromatograms of the two
0il samples are quite similar; the aqueous
extract is enriched in the polar region
(22 to 30 min). Preliminary Ames assay
data (Table 4.2) indicate that the muta-
genic activity of the oil remains unchanged

after water extraction (~11 rev/ug for the
methanol fraction, 0.8 rev/ug for the
toluene/hexane fraction). However, the
water does accumulate mutagenic activity
(2.4 rev/ug in the LH-20 methanol fraction)
even during its limited contact time with
the oil. Assuming additivity of mutagenic
activities, the recovery of mutagens in
the water-extracted organics residue was
approximately 4% of the total mutagenic
activity of the (unextracted) crude oil
(Table 4.2). Finally, the specific
activity of the aqueous extract is nearly
identical to those of the organic extracts
of the Paraho product water (Table 4.1).

115



PARAHO CRUDE OIL - LH-20 MeOH
- HPLC: NH, COLUMN

A260 nm

PARAHO CRUDE OIL
- AFTER WATER EXTRACTION
- LH-20 MeOH

- HPLC: NH; COLUMN

A260 nm

PARAHO - WATER EXTRACT OF CRUDE OiL
- LH-20 MeOH
- HPLC: NH; COLUMN

A250 nm

T T

T
o 10 20 30
MINUTES

Figure 4.3. Aqueous Extraction of Paraho Shale Oil: HPLC Analysis of the Organics on an NH, Column

Table 4.2 Water Extraction of Paraho Shale Oil
LH-20 MeOH Fraction Specific Activity! Weight %? Weighted Activity} Recovery?

Crude Shale Oil 10.00 4.7 0.47 100
Extracted Shale Qil 11.56 37 0.43 91
Water Extract 2.36 0.7 0.02 4

'Rev/ug MeOH Fraction

Weight % of Crude Shale Oil

ISpecific Activity x Weight % (Rev/ug crude shale oil)
“Weighted Activity Material/Weighted Activity Crude

116



Trace Element Variations in 0il1 Shale Core
SampTes From Piceance Creek Basin

C. L. Wilkerson

It is important that major oil shale
reserves be evaluated for trace element
abundance variations as a function of loca-
tion and depth. These source term evalua-
tions can then be used to help assess the
potential environmental implications of
specific sites within the oil shale region.

To investigate elemental abundance var-
jations in Colorado's Piceance Creek Basin,
0il shale core samples were obtained from
a peripheral and central basin location.
The peripheral samples were obtained in
Garfield County at Occidental Petroleum's
Logan Wash facilities; the central basin
samples were obtained in Rio Blanco County
at the C-b federal lease tract.

Drill core samples were jaw crushed,
split, and then ground with an Al203 jar-
mill to pass a 140 mesh sieve. These pro-
cedures were carefully evaluated and found
to be noncontaminating. The prepared sam-
ples were analyzed for 43 elements by a

combination of instrumental neutron activa-
tion analysis (INAA) and energy dispersive
x-ray fluorescence analysis (XRF). In ad-
dition, the element mercury was determined
by a highly sensitive technique which em-
ploys thermal oxidation at 1000 C, gold-
amalgamation, and cold-vapor atomic absorp-
tion spectrometry (CVAA). The possible
loss of mercury by grinding was investi-
gated by separately analyzing jar-mill
ground, hand-ground, and orginal crushed
samples from the peripheral LW-106 core.

No mercury losses were observed for our
laboratory grinding procedures.

The resulting abundance analyses for
the various core samples are given in
Table 4.3. The trace metals arsenic,
cobalt, copper, mercury, molybdenum, iron,
antimony, selenium, uranium, and zinc cor-
related with the oil yield and the sulfur
content of the shale. Most of these ele-
ments are believed to be associated with
sulfide mineral constituents. For core
samples of equivalent oil yield, the ele-
mental abundance concentrations are rather
constant (within factors of 2 to 3) regard-
less of origin for a given technology, the
increased levels of chalcophile elements

Table 4.3. Elemental Abundance of Colorado Oil Shale Core Samples

Major Elements (%}

Trace Elements (ppm)

Core Sample Al Ca Fe K Mg Na

—— ——— — —— s —— — —— — ————

137 191 118 017 116 360 1 38 131 36

Rio Blanco Co., Tract C-b 293 60 239 10
Core 33X-1, 1352.6-1352.8’
51.9 gal/ton{(a)

Rio Blanco Co., Tract C-b 256 191 1.41 0.72
Core 33X-1, 1189.0-1189.2’
15.1 gal/ton (b}

Rio Blanco Co., Tract C-b 467 68 233 16
Core 32X-12, 1891.8-1892.2"
“Lean”

Rio Blanco Co., Tract C-b 330 16.2 214 15
Core 32X-12, 1452.6-1452.8’
“Rich”

Garfield Co., Logan Wash 489 76 142 1.4
LW-106, 952-953’
15.0 gal/ton

Garfield Co., Logan Wash 316 87 221 23 40

LW-106, 997-998'
41.6 gal/ton

Garfield Co., Logan Wash 384 101 163 26 6.8

Sample of Oxy Mine Drift
“Lean”

3.8

26

2.2

130 053 100 018 31 470 <1 26 53 24

078 171 020 35 320 <1 41 110 45

177 098 99 017 45 820 <1 38 120 33

212 036 189 013 29 420 <1 44 53 27

088 130 116 016 43 500 <1 35 1.4 30

058 <0.2 151 021 13 430 <1 39 53 32




Table 4.3.

Core Sample

Rio Blanco Co., Tract C-b
Core 33X-1,1352.6-1352.8"
51.9 gal/ton(3)

Rio Blanco Co., Tract C-b
Core 33X-1, 1189.0-1189.2’
15.1 gal/ton (b}

Rio Blanco Co., Tract C-b
Core 32X-12, 1891.8-1892.2
“Lean”

Rio Blanco Co., Tract C-b
Core 32X-12, 1452.6-1452.8’
“Rich”

Garfield Co., Logan Wash
LW-106, 952-953’
15.0 gal/ton

Garfield Co., Logan Wash
LW-106, 997-998’
41.6 gai/ton

Garfield Co., Logan Wash
Sample of Oxy Mine Drift
“Lean”

Core Sample

Rio Blanco Co., Tract C-b
Core 33X-1, 1352.6-1352.8’
51.9 gal/ton(a}

Rio Blanco Co., Tract C-b
Core 33X-1, 1189.0-1189.2
15.1 gal/ton(b)

Rio Blanco Co., Tract C-b
Core 32X-12, 1891.8-1892.2
“Lean”

Rio Blanco Co., Tract C-b
Core 32X-12, 1452.6-1452.8’
“Rich”

Garfield Co., Logan Wash
LW-106, 952-953’
15.0 gal/ton

Garfield Co., Logan Wash
LW-106, 997-998’
41.6 gal/ton

Garfield Co., Logan Wash
Sample of Oxy Mine Drift
“Lean”

Trace Elements (ppm)

Elemental Abundance of Colorado Qil Shale Core Samples (continued)

(@)Fischer Assay of 1352-1354’ Interval
{blFischer Assay of 1188-1190’ Interval

G Cu Dy fu G M Mg Lo lu Mn Mo Nb Nd Ni
47 69 1.8 052 89 17 018 203 016 270 35 6.0 19 33
57 24 16 039 70 1.4 0.055 13.4 0.11 330 68 33 12 19
14 4 24 060 13 1.8 0.078 21.7 019 290 18 8.1 15 33
53 74 18 057 9.1 14 011 195 025 240 47 4.3 19 37
43 25 1.7 046 12 31 0.066 254 014 250 24 49 14 24
3.7 54 19 046 79 15 012 186 015 270 35 4.9 14 k]l
34 21 28 055 M 25 0.044 195 0.19 370 59 6.9 16 15
Trace Elements (ppm)

Rb Sb Sc Se sm oS Ta T Th UV Y Yo zn
63 4.0 54 54 29 350 0.46 032 5.5 76 120 10 1.1 107
41 0.9 38 30 20 1120 037 027 3.8 2.9 52 71 08 52
65 2.0 66 1.8 3.0 460 0.57 0.37 5.1 32 110 12 13 79
58 33 6.3 38 29 1590 048 038 69 105 93 M 1.6 82
62 1.3 34 13 25 630 058 0.28 6.4 4.8 52 9.2 09 57
78 1.5 46 23 27 740 0.46 0.32 55 6.5 98 83 1.0 67
88 1.0 6.2 10 29 610 0.64 0.41 4.6 4.1 80 12 13 56

Pb
65

1

27

32.

26

38
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in "rich" oil shales represent a larger
potential environmental impact per ton of
shale retorted; however, impacts assessed
on a per barrel of 0il basis are not ex-
pected to be significantly different with
respect to location.

Fossil Fuel Research Materials

J. S. Fruchter

The purpose of the fossil fuel research
materials program is to obtain, store, pre-
pare, and distribute homogeneous and chemi-
cally analyzed synthetic fossil fuel sam-
ples for characterization, environmental,

and health effects studies. A number of
samples from o0il shale retorts and coal
conversion processes that are available in
our refrigerated repository were listed in
last year's Pacific Northwest Laboratory
(PNL) annual report. These, plus those
added in this year's work, are listed in
Table 4.4. The major new additions to the
repository during this past year include
both raw and spent shale cores from Occi-
dental's 0il1 Shale Logan Wash Retort 3E,
at Logan Wash, Colorado, and a variety of
materials from both the solvent refined
coal (SRC) II and I processes. The samples
from the Occidental 0i1 Shale Logan Wash
site include two spent shale cores

Table 4.4. Currently Available Fossil Fuel Reference Materials

1. Solvent Refined Coal Process-|

a. Solvent refined coal
b. Mineral residue

c. Light oil (naphtha)
d. Recycle solvent

e. Wash solvent

2. Lawrence Livermore 125-kg Retort

a. Mahogany Zone raw shale (24 gal/ton)
b. Spent shale (Run $-11)

3. Lawrence Livermore 7-T Retort

a. Spent shale (Run L-1)
b. Crude shale oil (Run L-1)
c. Process water (Run L-1)

4. Vernal, Utah In Situ

10.
a. Process water
b. Crude shale oil
5. Crude Petroleums
a. Wilmington (high N) 11.

b. Gato Ridge (high metals, high N, high S)
c. Prudhoe Bay

6. Paraho Semiworks Retort(3)

. Raw shale

. Retorted shale

. Crude shale

. Product water

. Raw shale crushing fines from filter baghouse
Retorted shale fines from filter baghouse

~0o an oW

7. CO, Acceptor

a. Ash
b. Spent acceptor

. Solvent Refined Coal Process-H

a. Light distillate

b. Middle distillate

c. Heavy distillate (product)
d. Vacuum bottoms

. Paraho Refined Fuels

a. Hydrotreated shale oil
b. JP-5 (jet)

c. |P-8 (jet)

d. DFM (diesel)

e. Acid sludge

Conventional Petroleum Fuels

a. JP-5 (jet)
b. JP-8 (jet)
c. DFM (diesel)

Occidental In Situ Retort(b)

a. Crude shale oil

b. Retort water {(Room 6)

c. Boiler blowdown

d. Leach water from old retorts (Rooms 1-5)

(a) Use of any materials from Paraho requires approval from Development Engineering, Inc. (operators of Paraho

retort) on a case-by-case basis.

(b) Use of any materials from Occidental requires coordination through the DOE-ASEV Modified In Situ Task Force -

W. Chappell, University of Colorado, Chairman.
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especially drilled for the ASEV 0il Shale
Task Force in Retort 3E. In addition, sam-
ples were obtained of a raw shale core
drilled between the locations of the future
retorts 7 and 8. The spent shale core sam-
ples were crushed, sieved, and split. They
were then distributed to members of the oil
shale task force as well as used for our
own analyses. Unused portions of the sam-
ples are retained in the PNL refrigerated
repository for future work. Current
studies on these materials include chemical
characterization, mineralogical characteri-
zation, and leaching. In addition, half of
the samples were returned to Occidental Re-
search for their characterization studies.

During the past year, samples were ob-
tained from both the SRC II and I pro-
cesses. The SRC II samples listed in
Table 4.4 were obtained during a special
run for environmental and biotesting con-
ducted in June. In addition, three solvent
fractions and a gasified fly ash were ob-
tained from the SRC 1 process. Studies to
be conducted on these samples include or-
ganic analyses, chemical fractionation in
support of biological studies, Ames muta-
genicity assays, and various cell assays
and skin painting tests.

Organic Characterization and Mutagenicity
of Shale 0iTs

D. S. Sklarew, A. P. Toste, R. A. Pelroy
and D. M. Schoengold

The basic objectives of this program are
to identify and compare potential environ-
mental pollutants resulting from production
of shale oils by different processes. Four
shale 0ils have been compared--Paraho,
Livermore, Vernal (Utah), and Occidental--
as well as a crude petroleum (Prudhoe Bay)
and two coal liquids [solvent refined coal
(SRC) II heavy distillate and distillate
blend].

In the first phase of this work, results
from two different fractionation methods
were compared for their effectiveness in
providing fossil fuel materials suitable
for mutagenesis bioassay. The first method
used solvent extraction to separate compo-
nents into organic acids, bases, and neu-
tral materials. Seven materials resulted:
acid, basic, neutral, acid tar, basic tar,
neutral tar, and polycyclic aromatic hydro-
carbon (PAH)(Fruchter, Petersen and Laul
1979). The second method (Jones, Guerin
and Clark 1977), based on Sephadex LH-20
partition chromatography, depended pri-
marily on separation of chemical classes
by differences in polarity. Three solvents
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were used and three fractions generated:
hexane, toluene/hexane, and methanol. In
the second phase, the LH-20 fractions for
Paraho and the distillate blend were fur-
ther subdivided by high-performance 1liquid
chromatography (HPLC) using a semiprepara-
tive normal phase amine column. Solvent
gradients with hexane, methylene chloride,
and isopropanol were used to elute the sam-
ples resulting in three major ultraviolet
(Uv) absorbance areas: a nonpolar, a
moderately polar, and a polar peak.

The chemical fractions from the first
phase were tested for mutagenicity in the
Ames assay using Salmonella typhimurium
TA98. Results for both the acid-base
fractions (Figure 4.4) and the LH-20
fractions (Figure 4.5) as well as for the
crude unfractionated materials (Figure 4.6)
indicated the same trends. The mutagen-
icities of the four shale ¢ils ranged over
nearly one order of magnitude, with higher
values obtained for Paraho and Livermore,
and lower values for Vernal and Occidental.
It is not clear at this time whether these
differences are attributable to the differ-
ences in the processes involved, to the re-
action conditions used or possibly to dif-
ferences in composition of the original oil
shales. One chemical difference.among the
shale oils can be noted here: the nitro-
gen content of the Paraho and Livermore
(~2-2.6%) shale oils is higher than that
of Occidental and vernal (~1.5%).

The SRC II distillate blend was about
four times as active and the heavy distil-
late about ten times as active as the most
active shale oil. The Prudhoe Bay petrole-
um exhibited no mutagenic activity against
TA98. However, at least one petroleum,
Louisiana sweet crude, has been shown to
be mutagenic (Epler et al. 1978).

Fractions which are not shown in Fig-
ures 4.4 to 4.6 were inactive against TA98.
In the acid-base extraction scheme, muta-
genic activity was concentrated in the
basic, neutral tar, and basic tar fractions
which comprise 20 to 30% of the mass of the
crude. In the LH-20 procedure, nearly all
of the activity was obtained in a single
fraction (methanol) which constitutes 3 to
11% of the mass of the starting material.
Recovery of mutagenic activity, however, is
greater in the acid-base fractions (43 to
124%) than in the LH-20 fractions (21 to
62%) at this phase of the fractionation
(Figure 4.6).

In the second phase of this work, the
Ames assay was used to ascertain the muta-
genic potency of the HPLC fractions
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Fraction

pollution control methods. On-site mea-
surement appears to be important because
of the possible instability of some of
these gases. Methods were developed at a
Paraho aboveground retort burn of Green
River 0il shale and utilized at the Rio
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Blanco modified in situ burn at "retort
0." Samples at Rio Blanco were taken at
about one week after the start of the burn.
At Paraho, the recycle gas was accessed
after the electrostatic precipitator.
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Teflon® 1ines were used to sample the gas
which was at a temperature of ~160°F. At
Rio Blanco, the retort gas was accessed
after the knockout drum using a combination
of stainless steel and Teflon lines. The
tubing was probably equilibrated with the
gas; therefore, the use of stainless steel
was not thought to present a problem. The
length of unheated 1ine at Rio Blanco

(~100 yds) (compared to ~6 ft at Paraho)
could pose a problem for condensable sulfur

®Registered Trademark of E. I. du Pont
deNemours and Co.
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Paraho,

gases such as CSp or thiophene. The sam-
ples were taken before the retort gas
passed to the incinerator/scrubber which
was used to convert the sulfur species to
502; SO was then scrubbed prior to release
of flue gases to the atmosphere.

A gas chromatograph (GC) equipped with
flame photometric (FPD) and flame ioniza-
tion detectors (FID) and a Teflon-lined gas
sampling valve was used to analyze the sul-
fur gases. Since hydrocarbon gases have a
major guenching effect on the FPD, it is
essential to separate them chromatograph-
ically from the sulfur gases to obtain
guantitative information about the latter.
A6 ft x 1/8 in. glass column packed with



Porapak QS® provided the best separations
for most of the gases. For selected gases,
a Chromosorb® 107 column was also used.
Because of the high concentrations of sev-
eral gases, a dilution apparatus consist-
ing of two rotameters and a glass mixing
chamber was needed to obtain measurements
within the dynamic range of the FPD.

Three sulfur gases were identified at
Rio Blanco by comparison of retention times
with standards on two GC columns (Fig-
ures 4.9 and 4:10): HpS, COS, and CS2.
CH3SH was identified on the Porapak QS GC
column and a small SO peak was also ten-
tatively identified on the Chromosorb 107
GC column. Three additional peaks on the
FPD did not correlate with any of the sul-
fur standards available on site. A grab
sample was taken in a Teflon-lined stain-
less steel bomb for analysis by gas chroma-
tography/mass spectroscopy (GC/MS) in the
laboratory. Gas chromatographic/mass spec-
trometric analysis confirmed the presence
of COS and CSp, and revealed the presence
of thiophene and methylthiophene. The lat-

® Registered Trademark of Waters
Associate, Inc.
® Registered Trademark of Johns Manville.

ter appear to correspond to the unknown
peaks (1 and 2), but identification is not
yet positive.

Quantitation of COS, CH3SH, and CSp was
accomplished by comparison of the sample
with known standards--certified Matheson
standards in the case of COS and CH3SH,
and a hexane solution in the case of CSj.
Because of the nonlinearity of the flame
photometric detector and the high concen-
tration of sulfur species in the retort
gas, it was considered best to dilute the
sample until the area of a given sample
peak approximately matched that of the
standard. Numerous H>S measurements
were available from other on-site moni-
tors; therefore, quantitation of HS was
not done because of the extremely large
dilutions necessary to bring this component
within the dynamic range of the FPD. The
presumed thiophene, methylthiophene, and
S07 peaks, as well as the unknown, were
determined semiquantitatively; i.e., the
areas of these peaks were not matched quite
so closely with the areas of standards.
The thiophene and methylthiophene peaks
were calibrated against the methyl mercap-
tan standard since the identities of the
peaks were unknown at the time. The
unknown was calibrated against both a one
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HZS
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Figure 4.9. Gas Chromatogram of Sulfur Gases from a Rio Blanco Offgas—Porapak QS, 6 ft x ¥ in. Glass, Flame

Photometric Detector
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sulfur atom (SO,) and a two sulfur atom
(CSp) standard since its stoichiometry

is unknown. The results are summarized in
Table 4.5. The numers for COS, CH3SH,

and CS» have a precision of ~5% at a

given sampling time.

Hydrocarbon gases from C1 through C7
were also detected at Rio Blanco on the GC
columns used. These included saturated,
singly saturated, and doubly unsaturated

hydrocarbons. Benzene and toluene were
also identified by GC/MS.

Qualitative analyses of bulk gas from
another retort--Occidental--were also per-
formed using GC/MS. The sample was col-
lected and stored in stainless steel bombs.
Components present include a series of
alkanes and unsaturated aliphatic hydro-
carbons ranging from Cp through Cqq, and
aromatic hydrocarbons ranging from benzene
through C4-alkylbenzenes, SOp, and COS.

Table 4.5.
Week 1.

Sulfur Gases in

cos

Peak 1 (thiophene?)
Peak 2 (methylthiophene?)

Peak 3 (unknown)

Rio Blanco Retort "0,"

500 ppm
85 ppm
25 ppm
~7 ppm
~115 ppm
(based on CH3SH)
~110 ppm .
(based on CH3SH)
~60 ppm
(based on S05)
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e Environmental Pollutant Characterization by
Direct-Inlet Mass Spectrometry

The utility of direct-inlet mass spectrometry (DIMS) for the detection, characterization and monitoring
of toxic airborne particulate pollutants is being experimentally determined. The response of the entire
DIMS to artificially generated aerosols of CsNO; has been characterized as a function of surface ionization

filament temperature and particle size.

Environmental Pollutant Characterization
by Direct-InTet Mass Spectrometry

C. R. Lagergren, R. L. Gordon, and
J. J. Stoffels

The purpose of this task is to experi-
mentally determine the utility of direct-
inlet mass spectrometry (DIMS) as an
analytical technique for the detection,
characterization and monitoring of specific
toxic particulate airborne pollutants that
enter the environment as by-products of
energy generation or other industrial
activities.

The DIMS technique is essentially a
method by which particles in air are trans-
ported directly to the hot ionizing fila-
ment of a surface ionization mass spectrom-
eter without the need for any collection,
manipulation or processing procedures.
Individual particles striking the hot fila-
ment form bursts of ions which are then
mass analyzed and measured. Burst rates
are related to particle concentration in
sampled air while the total charge per
burst is a measure of particle size. Mass
analysis of the ions provides a means of
selectivity for a specific particle materi-
al and potentially the identification of
its chemical composition. Ionization ef-
ficiencies by surface ionization for a wide
range of elements are high enough that sub-
micrometer-size particles of such elements
and their compounds can be detected and
measured.

To determine the utility of DIMS as a
sensitive, species-selective, and real-time
analytical technique for measuring airborne
pollutants, the nature of the ionization
produced by surface ionization of specific
pollutant materials must be established.
The ionization efficiency, cracking pattern
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(ion mass spectrum), and time characteris-
tics of the signals that are produced de-
pend on the chemical and physical proper-
ties of the pollutant material and the
nature and temperature of the filament
surface. These quantities and relation-
ships are unknown and need to be determined
in order to assess the utility of the
technique.

The first major part of this task, after
the development of suitable instrumenta-
tion, is the determination of the response
of the entire DIMS system to a nontoxic
aerosol, cesium nitrate, in the submicrome-
ter size range. Earlier experiments, pre-
viously reported, suggested that the number
of ions produced in a burst from a particle
was related to the second rather than the
third power of the particle diameter. This
was based on a comparison of the distribu-
tion of measured total ion charge per burst
with the distribution of diameters measured
on collected particles. Uncertainties in
particle collection efficiency and in the
size measurement process, together with
unstable performance of the aerosol genera-
tor, made the comparison ambiguous. Esti-
mates of ionization efficiency were corre-
spondingly suspect.

In order to provide sample particles of
defined and controlled size an Electro-
static Classifier® was obtained. This
device, based on the size dependence of a
particle's mobility in air, serves as a
variable particle size filter to select a
nearly mono-disperse portion of the poly-
disperse output of the aerosol generator.

® Registered trademark of Thermo-Systems,
Inc.



Figures 5.1, 5.2, and 5.3 show the distri-
butions of the number of Cs* ions produced
per particle for a filament temperature of
960°C and selected particle diameters of
0.076, 0.113, and 0.144 ym, respectively.
Since the driving force for mobility selec~
tion is provided electrostatically, a dou-
bly charged particle, having half of the
mobility of the selected singly charged
particle, will be passed also and appears
as the secondary peaks indicated at

0.113 ym in Figure 5.1 and 0.173 um in Fig-
ure 5.2. A plot of the centroid of each
peak as a function of the square of the
selected diameter is shown in Figure 5.4.
These measurements unambiguously show that
the number of Cs* ions produced per par-
ticle is proportional to the square of the
diameter. The number of Cs* ions measured
per 0.076 um particle at a filament tem-
perature of 960°C corresponds to 13% of the
cesium atoms contained in the particle.
Since the efficiency of transmission of
jons from the ionizing filament to the ion
detector in the mass spectrometer is not
known, the ionization efficiency for this
case can be determined only as greater than
or equal to 13%.

In a different kind of experiment with
the direct inlet connected to an aerosol

chamber in which a steady concentration of
submicrometer cesium nitrate particles was
maintained, the relative equilibrium ion
yield was measured as a function of fila-
ment temperature. The results plotted in
Figure 5.5 show that the ion yield in-
creases rapidly with temperatures above
the melting point of CsN03, up to about
525°C. Above 550°C, the ion yield de-
creases fairly rapidly with increasing tem-
perature. This decrease in yield is much
greater than could be accounted for by any
reasonable drop in filament surface work
function and is believed to be the result
of evaporation and probably dissociation
of CsNO3 molecules from the particle it-
self without ever touching the filament
surface. This process could also account
for the dependence of ion yield on the
square of the particle diameter.

During the course of the experiments
with selected particle sizes it was dis-~
covered that the direct-inlet system could
alter the size distribution being sampled.
As is shown in Figures 5.1 to 5.3, such
alterations may result in the appearance
of smaller sized particles than those se-
lected. The inlet component and alignment
conditions responsible for this are being
investigated.

0.076 um
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Figure 5.1. Distribution of the Number of Cs* lons Produced from 0.76 um Selected Size CsNOs Particles at T¢ = 960°C
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Figure 5.2, Distribution of the Number of Cs* lons Produced from 0.113 um Selected Size CsNO; Particles at Tf = 960°C
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Figure 5.3. Distribution of the Number of Cs* lons Produced from 0.144 um Selected Size CsNOs Particles at Tf = 960°C
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® Trace Analysis by Laser Excitation

This program is designed to research methods of trace analysis using lasers. The principal thrust has been
to explore techniques using resonance ionization in the detection of atomic and molecular species.
Among the accomplishments in the past year are the development of a technique that reduces the laser
power requirements for resonance ionization experiments, the first demonstration of isotopically selec-
tive excitation of noble gases from the ground state, and initial development of asimple field instrument

for the detection of airborne aromatic hydrocarbons.

Collisionally-Induced Jonization Techniques

T. J. Whitaker and B. A. Bushaw

Single atom detection by resonance ion-
ization spectroscopy (RIS) has provided the
ultimate in analytical sensitivity. How-
ever, these methods require the use of high
power flashlamp-pumped dye-lasers which are
not desirable instruments for routine and
analytical procedures. They suffer from
low duty cycle, high dye consumption, and
low reliability. We have devised a varia-
tion of RIS which reduces laser power re-
quirements by more than two orders of mag-
nitude. Thus, a nitrogen laser-pumped
dye-laser, which will run at high repeti-
tion rates for extended periods without
maintenance, can be used as the excita-
tion source for single atom detection
experiments.

The process relies upon two resonant
excitation steps to populate high lying
Rydberg states followed by collisional
ionization. The cross section of the
resonant excitation in the second step is
larger than direct photoionization cross
sections by several orders of magnitude.
Therefore, optical saturation is accom-
plished using much lower power laser inten-
sities. Since RIS depends on the detection
of ions, we had to demonstrate that the ef-
ficiency of collisional ionization of the
Rydberg state was near unity. This was ac-
complished by comparison of ion production
in this process with that obtained in a
normal saturated photoionization process.
Figure 5.6 shows the resonantly enhanced
ionization spectrum of rubidium in several
torr of krypton buffer gas as the laser
frequency for the second step is scanned
over the Rydberg region.
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Doppler-Free Multiphoton Ionization of

Noble Gases

T. J. Whitaker and B. A. Bushaw

The isotopically-selective detection of
noble gases finds applications in a number
of fields including environmental monitor-
ing, isotope ratio measurements for fuel-
pin leak tagging and material origin stud-
jes, detection of solar neutrinos and
double "beta" decay events. Yet, the di-
rect detection of noble gases is an ex-
tremely difficult analytical problem be-
cause of their lack of chemical activity
and the fact that the lowest lying states
require optical excitation energies in the
vacuum ultraviolet region of the spectrum.
These difficulties are further compounded
by the requirement of isotopic selectivity.

We have developed a high-resolution
three-photon ionization scheme which is
capable of low-level, real-time detection
of xenon and krypton isotopes. The process
involves a Doppler-free, two-photon excita-
tion of a bound intermediate state followed
by absorption of a third photon, raising
the atom above the ionization limit. The
ion pair produced is detected with conven-
tional ion detection electronics. Isotopic
selectivity is derived from the hyperfine
level splitting in the intermediate state
and the use of a very high resolution
pulse-amplified, cw dye laser in the Dop-
pler-free excitation. Figure 5.7 shows the
spectrum of the 6P(5/2),2 state of xenon
recorded using this technique. The peaks
due to 131Xe and 129%e are well resolved,
thus demonstrating the isotopic selectivity
of the excitation. The analogous 5P(5/2),2
state in krypton and a number of other two-
photon allowed states in xenon have also
been observed.
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Field Instrument for PAH Detection

T. J. Whitaker and B. A. Bushaw

Initial tests have begun to determine
the feasibility of a portable field instru-
ment for monitoring polycylic aromatic
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hydrocarbons (PAH) under ambient condi-
tions. The instrument would rely on nitro-
gen laser excitation of the molecules fol-
lowed by detection of the ensuing fluores-
cence. Because of atmospheric quenching,
further tests must be conducted to deter-
mine whether the system is practical.






e Applications of Holography

The nature and distribution of aerosols and particulate matter in the atmosphere and of particulates and
microscopic-sized organisms in water are of interest and concern in characterizing our environment.
Holograms are in some respects an ideal way to record the information needed. A hologram provides a
static image of a selected volume of air or water at a chosen instant without disturbing the disposition of
the particles in any way. Using this image, the position, size and shape of every particle in the volume can
be individually determined. When the laser used to record the hologram is double or triple pulsed,
information is recorded from which velocities and accelerations can be calculated. Semiautomatic
methods of hologram image analysis have been developed to increase the speed and efficiency of
determining size distributions, volume fractions, velocity distributions and shape factors.

Applications of Holography to Environmental

Studies
B. B. Brenden

Pulsed ruby lasers have been used for
aerosol and particulate studies since 1964.
The aim of our work has been to reduce the
size and increase the portability of the
pulsed-laser holocamera so that it can be
used in a much broader range of applica-
tions. A miniature holocamera has been
developed which utilizes cantilever beam
vibrations of a ruby rod as a Q-switch
mechanism. Up to three Q-switched pulses
are obtained per pumping cycle. Triple-
pulsed holograms provide data from which
particle sizes, velocities and accelera-
tions are directly measured. The holo-
graphic record of a 100 cm3 volume is made
with each firing of the laser. The
holocamera, together with its battery-based
power supply and timing circuitry, is pack-
aged in a 20-pound unit about one square
foot in cross-sectional area and two feet
long. When the unit is switched on and set
for a one-minute time interval, the laser
fires once per minute and the film holder
automatically advances the film for the
next shot. The firing continues at one-
minute intervals until the preset number of
exposures has been made. Each time the
laser fires, three uniformly separated
pulses of light are generated so that if a
particle is moving, it is seen in three
different positions in the image. Each
laser pulse is 4 usec long and separated
from the neighboring pulses by 0.5 msec.

The holocamera has been used to study
powder dispersements in small room-sized

experimental chambers. It is compact
enough to be packaged for underwater use.

The holograms resulting from the use of
this camera contain a wealth of detail.
Semiautomatic equipment for hologram image
analysis has been built up to make data
retrieval a manageable task. A hologram
image display unit has been assembled which
scans stepwise through the image volume and
couples to a video-based image analysis
system. A magnified image of a small vol-
ume within the field is displayed on the
video monitor. After the operator edits
the image, the analyzer computer determines
coordinate positions of particles and mea-
sures diameters and areas. A programmable
calculator then calculates volumes, void
fractions, distributions, or such other
information as provided for by the soft-
ware. Plots of the calculated distribu-
tions are printed out or accumulated, and
the X, Y, Z scanner automatically moves to
the next volume element to be addressed.

Experience using the holocamera has
shown that it performs excellently for par-
ticles five microns in diameter and larger.
Fields of particles less than five microns
in diameter are recorded but the holocamera
has difficulty distinguishing particle
images from noise. Further work with the
holocamera and with data readout may reduce
the noise level. It seems likely that the
holocamera could also be improved by the
addition of an optical amplifier. This
addition would result in a somewhat larger
but still very portable camera yielding a
more uniform background in the image and
better resolution by reducing background
noise.
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